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## Preface

When I was asked by K. K. Phua to do a book for World Scientific based on my work, he suggested a volume of essays or a reprint volume. I have decided to combine these two suggestions into one, by preparing a reprint volume with commentaries. Some of the commentaries are drawn from historical articles that I have written for publication, others are drawn from unpublished historical accounts written for institutional archives, and yet others have been written expressly for this volume. In the commentaries, I try to relate the reprinted articles to the time-line of my career, and at the same time to analyze their relations with the work of other physicists whose work influenced mine and vice versa.

In keeping with these dual aims, I have arranged the articles and the commentaries in approximately chronological order, but occasionally deviate from strict chronology in order to group topically related articles together. In choosing which articles to include, I have been guided by two generally coinciding measures, my own estimate of significance, and the citation count. However, in occasional cases I have included infrequently cited articles where I felt that there was an interesting related story to tell. Often, when finishing a line of work, I have written a long summarizing article or review; some of these are too long to be included in their entirety, and so I have included in the reprints only the sections most relevant to the narrative in the commentaries. Similarly, I have not included among the reprints the summer school lectures I have given on current algebras, anomalies, and neutrino physics, but references to them appear in the commentaries. In the last decade, I have published two books related to my work on generalized forms of quantum mechanics, and included many research results directly in these books in lieu of first writing papers. It is feasible to give only brief descriptions of these projects in the commentaries; I have included just a few papers from this period, all in the nature of follow-ons to the first book.

In both the texts of the commentaries and the reference lists that follow them, reprinted articles are identified by a sans serif $R$, so that for example, R1 designates the first reprinted article. Numbers in square brackets following each reference in the reference lists give the pages in the commentaries where that reference is cited. There is also an index of names following the commentaries, and a list of detailed chapter subheadings in the Table of Contents.

I wish to thank Tian-Yu Cao for a critical reading of the commentaries and much
helpful advice, Alfred Mueller for a helpful conversation on renormalon ambiguities, Richard Haymaker for a clarifying email on dual superconductivity parameters, and William Marciano, Robert Oakes, and Alberto Sirlin for calling my attention to relevant references. I also wish to thank the following people for sending me helpful comments on the initial draft of the commentaries after it was posted on the archive as hep-ph/0505177: Nikolay Achasov, Dimi Chakalov, Christopher Hill, Roman Jackiw, Andrei Kataev, Peter Minkowski, Herbert Neuberger, and Lalit Sehgal. I am grateful to Antonino Zichichi for permission to use the quote from Gilberto Bernardini in Chapter 2, to Mary Bell for permission to use the quote from John Bell in Chapter 3, to James Bjorken for permission use his quote in Chapter 3, and to Clifford Taubes for helpful email correspondence and permission to use his quotes in Chapter 7.

My editor at World Scientific, Kim Tan, has given valuable assistance throughout this project. Miriam Peterson and Margaret Best have patiently assisted in the conversion of my TeX drafts to camera-ready copy and with indexing, the latter a task that was shared with Lisa Fleischer and Michelle Sage. I am also indebted to Momota Ganguli and Judy Wilson-Smith for bibliographic searches, to Christopher McCafferty and James Stephens for help with computer problems, and to Marcia Tucker and Herman Joachim for assistance, respectively, in scanning and duplicating certain of the papers to be reprinted. Finally, I wish to express my appreciation to the Institute for Advanced Study (abbreviated throughout the commentaries as IAS) for its support of my work, first from 1966 to 1969, when I was a Long Term Member, and then from 1969 onwards, when I have been a member of the Faculty, in the School of Natural Sciences. My work has also been supported by the Department of Energy under Grant No. DE-FG02-90ER40542.

In addition to the publishers acknowledged on each individual reprint, I also wish to thank World Scientific for the use of material originally prepared for their volumes commemorating the 50th anniversary of Yang-Mills theory. Chapter 3 on anomalies is largely based on an essay I contributed to 50 Years of Yang-Mills Theory, edited by G. 't Hooft, and the parts of Chapters 7 and 9 dealing respectively with monopoles and projective group representations are based on an essay I wrote for a projected companion volume on the influence of Yang-Mills theory on mathematics. Also, some material in Chapters 2 and 3 overlaps with the contents of a letter on antecedents of asymptotic freedom that I wrote to Physics Today, which appears in the September, 2006 issue.
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## 1. Early Years, and Condensed Matter Physics

A brief synopsis of my career appears in an article that I wrote recently for the Abdus Salam International Centre for Theoretical Physics (Adler, 2004, R1), which includes a description of events when I was young that led to my becoming a theoretical physicist. The focus of this article is on the career path that led to my work in high energy physics. However, before I published anything in high energy theory, I spent several summers working in industrial research laboratory jobs in condensed matter physics, and it was this work that led to my first scientific publications.

By the end of my junior year at Harvard, I had taken courses in quantum mechanics and also in condensed matter physics (then called solid state physics). With this background, during the summer of 1960, I got a job working for Joseph Birman, who at that time (before going on to Professorships at New York University and then City College of the City University of New York) headed a section studying electroluminescence at the Gencral Telephone and Electronics (GT\&E) Research Laboratory. This industrial research laboratory, formerly the Sylvania Research Laboratory, was conveniently located a few miles from where my family lived in Bayside, Queens. I had a desk in an office looking out over the entrance to the Long Island Sound, from which I could see sections of roadway being hoisted into place on the Throgs Neck Bridge, then under construction.

During my first weeks at GT\&E, Joe got me started learning some basic group theory as applied to crystal structures, and then suggested the problem of using these group theory methods to check a formula that Hopfield (1960) had given relating band theory structures in hexagonal and cubic variants of zinc sulfide ( ZnS ) and related compounds, substances that Joe had been studying (Birman, 1959) with an eye to electroluminescence applications. This turned out to be basically a technical exercise and confirmed Hopfield's results. In the course of this work, which I finally wrote up a year later (Adler, 1962a, R2), I also attempted an a priori estimate of a parameter determined by experimental fits to the Hopfield formula. This got me interested in the Ewald sum method for doing crystal lattice sums, on which I wrote a paper (Adler, 1961) giving generalized results for sums over lattices of functions $f(r) Y_{\ell m}^{-}(\theta, \phi)$, with $Y_{\ell m}$ a spherical harmonic and $f(r)$ a radial function representable as a transform by $f(r)=r^{\ell} \int_{0}^{\infty} \exp \left(-r^{2} t\right) g(t) d t$. These two pieces of work stemming from my summer at GT\&E were my first scientific publications. With Joe's encouragement, I also gave a 10 minute contributed paper (Adler and

Birman, 1961) on the ZnS work at the New York meeting of the American Physical Society the following winter, while I was back home on inter-term break from college. Since this was my first conference talk, I typed out a text and went over it so many times that I knew it by heart. After my talk, Joe said words to the effect, "That was fine, but next time you give a talk don't sound like it was memorized", wisdom that I have taken to heart on many subsequent occasions!

When I returned to Harvard for my senior year I was told by some of the faculty that Henry Ehrenreich from the General Electric (GE) Research Laboratory was on leave at Harvard that year, and was giving the graduate course on solid state physics, covering substantially different material from what I had heard the year before. I attended Henry's lectures, which included a calculation of the energy and wave-number dependent dielectric constant in isotropic solids, using the self-consistent field or energy-band approximation, along the lines of the treatment given in Ehrenreich and Cohen (1959). I got to know Henry outside the classroom as well, and he invited me to work at the GE Research Laboratory in Schenectady, NY the following summer, after my graduation from college in June 1961. This was appealing in a number of ways, since my family had moved to Bennington, VT the year before, about an hour's drive away from Schenectady, and so I was able to drive home for a visit on weekends. At GE, Henry suggested that I generalize the treatment of the dielectric constant that he and Cohen had given so as to include various effects of interest in real solids. In the paper that resulted (Adler, 1962b, R3), I calculated the full frequency and wave-number dependent dielectric tensor in the energy-band approximation, including tensor components that couple longitudinal and transverse electromagnetic disturbances, which are absent in the isotropic approximation but are present even in solids with cubic symmetry. The longitudinal to longitudinal component of the general dielectric tensor reduces to the result obtained by Ehrenreich and Cohen when various identities (reflecting charge conservation and gauge invariance, as well as symmetries) are used. I also gave a method, based on an analysis of "Umklapp" processes that couple wave numbers differing by a reciprocal lattice vector, together with use of a multipole expansion, for calculating local field corrections to the dielectric constant, giving a modified Lorenz-Lorentz formula. (Local field corrections were also studied by Cohen's student Nathan Wiser (1963) by a different method.) My paper on the dielectric constant in real solids has been widely cited in the subsequent condensed matter literature, reflecting its relevance for spectroscopic studies of solids, as well as its generalizations to nonlinear dielectric behavior.

Although I had decided to focus on elementary particle theory for my graduate study in Princeton, I retained an interest in solid state physics, and returned to GE for half of the summer of 1962 to work again with Henry Ehrenreich, this time publishing a paper (Adler, 1963) in which I applied the dielectric constant results of the previous summer to the theory of hot electron energy loss in solids. Not long after
this visit, Henry left GE to take a Professorship at Harvard, where our paths crossed again during my postdoctoral years. After finishing my PhD at Princeton in 1964, I spent the summer working at Bell Telephone Laboratories in Murray Hill, under the supervision of Phil Anderson and Dick Werthamer. However, aside from informal notes on the application of raising and lowering operators to the vortex structure in type II superconductors, my principal publication resulting from this final industrial summer job was a writeup of my work on PCAC consistency conditions, which I will discuss in the next chapter.

## References for Chapter 1
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## 2. High Energy Neutrino Reactions, PCAC Relations, and Sum Rules

## Introduction

By the end of my undergraduate years at Harvard (1957-1961), I had gone through most of the graduate course curriculum, as well as a senior year reading course organized by Paul Martin for my classmate Fred Goldhaber and me. This course gave me an introduction to quantum field theory, or more precisely, to quantum electrodynamics, through some of the seminal papers appearing in the reprint volume edited by Schwinger (1958). Although as a result of my summer research jobs I could have gone on relatively easily to a PhD in solid state physics, I wanted to enter particle physics, and moreover wanted exposure to styles of theoretical physics different from those I had seen already at Harvard. Hence I decided on Princeton for my graduate work (with strong encouragement from Harvard faculty member Frank Pipkin, who was an enthusiastic Princeton graduate alumnus), and enrolled there in the fall of 1961.

My first year there was spent preparing for general exams, mostly by reading. I also participated in a seminar organized by the graduate students, which surveyed many aspects of dispersion relations and covered some topics in Feynman diagram calculations as well. The only formal course I took was one given by Sam Treiman, which gave an introductory survey to elementary particle physics. I was impressed by the clarity of his approach, and both because of this and because Murph Goldberger was planning a sabbatical leave the following year, I asked Treiman to take me on as a thesis student.

This turned out to be a fortunate choice. Treiman proposed that I do a thesis in the general area of high energy neutrino reactions, which was just then emerging as an area of phenomenological interest. After doing a survey of the literature in the field, I first did a "preliminary problem" of calculating the final lepton and nucleon polarization effects in the quasielastic neutrino reaction $\nu_{\ell}+N \rightarrow \ell+N$, with all induced form factors retained in the vector and axial-vector vertices (Adler, 1964a). I did this calculation in two ways, first by using the covariant form of the matrix element and Dirac $\gamma$ matrix algebra, then by using the center of mass form and Pauli matrix algebra, and directly checked the equivalence of the two forms of the answer. This convinced Treiman that I could calculate, and incidentally introduced me to the axial-vector current and coupling $g_{A}$ which were to be central to my work for many years.

After this calculation was completed, I decided to make the main focus of my thesis a calculation of the simplest inelastic high energy neutrino reaction, that of pion production in the $(3,3)$ or $\Delta(1232)$ resonance region. This problem had the appeal of having as a paradigm the beautiful dispersion relations calculation of pion photoproduction of Chew, Goldberger, Low, and Nambu (1957), which was one of the classics of the dispersion relations program. An extension to electroproduction had already been carried out by Fubini, Nambu, and Wataghin (1958), but they had done no numerical work, and on closer examination their matrix element turned out to be divergent at zero hadronic momentum transfer $\nu_{B}$ when the lepton fourmomentum transfer squared denoted by $q^{2}$ (or $k^{2}$ ) is nonzero. There were similar problems (surveyed in my thesis) with the other papers then available dealing with pion electroproduction or weak production, so doing a complete and careful calculation, including numerical evaluation of the cross sections, seemed a good choice of thesis topic. It was also a demanding one; although I wrote my thesis and got my degree in 1964, my goal of a complete calculation, including the necessary computer work, was not achieved until 1968.

Much of the delay though, was a result of the fact that weak pion production turned out to be a marvelous theoretical laboratory for studying the implications of conservation hypotheses for the weak vector and axial-vector currents, and this became a parallel part of my research program, as reflected in the title of my thesis "High Energy Neutrino Reactions and Conservation Hypotheses" (Adler, 1964b). From Treiman and from my reading, I had learned about the Feynman-Gell-Mann (1958) proposal of a hadronic conserved vector current (CVC), and I had also learned about the Goldberger-Treiman (1958) relation for the charged pion decay constant, which they had discovered through a pioneering dispersion theoretic calculation of the weak vertex. A simplified derivation of this relation had already been achieved through the suggestion of Nambu (1960), Bernstein, Fubini, Gell-Mann, and Thirring (1960), Gell-Mann and Lévy (1960), and Bernstein, GellMann, and Michel (1960), that the axial-vector current is partially conserved, in the sense that the divergence of the axial-vector current behaves at small squared momentum transfer as a good approximation to the pion field, or equivalently, is pion pole dominated. (Much later on, after contacts with China resumed, I learned that Chou (1960) had given a similar simplified derivation of the Goldberger-Treiman relation, as well as further applications to decay processes.) The partial conservation hypothesis was an appealing one, but as Treiman kept emphasizing, it was supported by "only one number" and therefore had to be regarded with caution. So a second goal of my thesis work ended up being to keep an eye out for other possible tests of the conservation hypotheses for the weak vector and axial-vector currents.

Before going on to discuss how these emerged from my weak pion production calculation, let me first recall what I knew when I started the thesis work. The first chapter of the thesis (written in the spring of 1964) was a theoretical survey; in
the section headed "Partially Conserved Axial Vector Current (PCAC)" I referred only to the papers of Goldberger and Treiman, of Nambu, of Bernstein et al., and of Gell-Mann and Lévy cited in the preceding paragraph. In the final section of the first chapter, entitled "Survey of Computations Relating to Specific Reactions" there is the following reference to the paper of Nambu and Shrauner (1962), which was my reference 37: "An entirely different approach to weak pion production in the low pion-energy region has been pursued by Nambu and Shrauner. ${ }^{37}$ These authors assume that the weak interactions are approximately $\gamma_{5}$ invariant ("chirality conservation"). They then obtain formulas for production of low energy pions, in the approximation in which the pion mass is neglected, in analogy with the treatment of low energy bremsstrahling (sic) in electron scattering." At the time I started my calculations, neither Treiman nor I understood the relation between the NambuShrauner work and the issue of partial conservation of the axial-vector current. This was partly because we were suspicious of the assumption of zero pion mass, and partly because the Nambu-Shrauner paper makes no reference to the axial-vector coupling $g_{A}$, so it was not clear whether their "chirality" was related to the weak currents I was studying in my thesis. This second point is particularly significant, and I will return to it in considerable detail below. I was not able to determine from my files (by finding either a reference in my notes or a Xerox copy) when I first read the Nambu-Lurié (1962) paper on which the Nambu-Shrauner paper was based, but it was probably a year later, in early 1965.

## Forward Lepton Theorem

Roughly the first year and a half of my thesis work on weak pion production was spent mastering the formal apparatus of Lorentz invariant amplitudes (used for writing dispersion relations) and center of mass multipole expansions (used for implementing unitarity) and the transformations between them, the Born approximation structure, cross section calculations, etc. Then in the winter of 1963-1964 or the spring of 1964 (I can only establish dates approximately by the sequence of folders, since I did not date them), I began noticing things that transformed a hard and often dull calculation into a very interesting one (just in the nick of time, since I was due to finish in June of 1964 and had already accepted a postdoctoral position at the Harvard Society of Fellows starting in the fall semester.)

The first thing I noticed was that at zero squared leptonic four momentum transfer, my expression for the weak pion production matrix element reduced to just the hadronic matrix element of the divergence of the axial-vector current, which by the partial conservation hypothesis is proportional to the amplitude for pion-nucleon scattering. I then tried to abstract something more general from this specific observation, and soon had a neat theorem showing that in a general inelastic high energy neutrino reaction, when the lepton emerges forward and the lepton mass is
neglected, the leptonic matrix element is proportional to the four momentum transfer; hence when the leptonic matrix element is contracted with the hadronic part, the vector current contribution vanishes by CVC, and the axial-vector current contribution reduces by partial conservation (for which I coined the parallel acronym PCAC, which has become standard terminology) to the corresponding matrix element for an incident pion. Thus inelastic neutrino reactions with forward leptons can be used as potential tests of CVC and PCAC; this became a chapter of my thesis and was written up as a paper (Adler, 1964c, R4) as soon as my thesis was completed. The paper on CVC and PCAC tests was the first of three papers in which I found connections between high energy neutrino scattering reactions and properties of the weak currents; the other two were my long paper on the $g_{A}$ sum rule, and a paper on neutrino reaction tests of the local current algebra, both of which are reprinted in this volume and will be discussed shortly.

To determine whether the CVC/PCAC test could be implemented experimentally, I wrote a letter to the neutrino experimentalists at CERN. After a few months I received a charming reply from Gilberto Bernardini, who commented "The delay of this answer, for which I apologize very much, is due to two facts. The first is the known time diagram of the 'modern physicist'. In case you do not know it yet, I plot it here: (Diagram with a vertical time axis and an upwards pointing arrow; 'work' at the bottom, 'travel \& meetings' in the middle, and 'dinners \& ceremonies' at the top.) Unfortunately, according to my age, I am already very much in the central region and even higher." Bernardini then went on to say that Antonino Zichichi had brought my paper to his attention a couple of weeks before, and then continued with an analysis of technical problems in executing my proposal. There followed a further exchange of letters with Bernardini, with theorist John Bell, and with experimentalists Guy von Dardel and Carlo Franzinetti. Of particular note, von Dardel wrote me a long letter after he read my paper, remarking that the care with which he read it was partly due to a skiing accident that had kept him in bed with a broken leg and nothing better to do, and giving a formula that he had worked out, during his enforced time away from experimental activities, for corrections to my theorem when the lepton emerges at a small angle to the forward direction. This formula turned out to be not quite right (there was an incorrect energy factor), but started me thinking about the issue, which I discussed with John Bell when I attended an Informal Conference on Experimental Neutrino Physics at CERN, January 20-22, 1965. Bell had redone the calculation of the pion exchange contribution to the small angle correction by splitting the amplitude into spin-flip and non-spin-flip parts, getting a result that turned out also to be not quite right (there was a factor of 2 off in one term). When I got back to Harvard I repeated the calculation, according to my notes, by the "Bell method", and also by a covariant method, and got a formula that I never published, but conveyed in letter of Feb. 10, 1965 to Bell (with copies to Bernardini, Block, von Dardel, Faissner, Franzinetti, and Veltman, most of whom

I had talked with when I was at CERN). The corrected small angle formula states that the first factor on the second line of Eq. (16) of R4 should be replaced by

$$
\left[1-\frac{m_{\ell}^{2} k_{0}}{2 k_{20}\left(k^{2}+M_{\pi}^{2}\right)}\right]^{2}+\left[\frac{m_{\ell} k_{0} \theta}{2\left(k^{2}+M_{\pi}^{2}\right)}\right]^{2}
$$

with $k^{2}=m_{l}^{2} k_{0} / k_{20}+k_{10} k_{20} \theta^{2}$ the leptonic four-momentum transfer squared and with $\theta$ the lepton-neutrino polar angle, assuming that the lepton-neutrino azimuthal angle has been averaged over.

Even before my visit to CERN, Bell (1964) had noted that when one considers my forward lepton formula in the context of nuclei, "the following difficulty presents itself: Because of absorption, pion cross sections depend on the size of large nuclei roughly as $A^{2 / 3}$. But neutrinos penetrate to all parts of nuclei; for them cross sections should contain at least a part proportional to $A$. This indicates for large nuclei a critical dependence of $\sigma\left(W,-q^{2}\right)$ on $q^{2}$." Bell proceeded to use optical model methods to discuss this "shadowing effect", which has continued to be of interest over the years. It took many years for my forward lepton formula, and Bell's shadowing observation, to be experimentally verified; for a survey of the status of both, and further references, see the recent conference talk by Kopeliovich (2004). An earlier review of Mangano et al. (2001) also discusses the experimental status of shadowing, and a good exposition of the theory is given in the review of Llewellyn Smith (1972). For specific applications of the forward lepton formula to exclusive channels, see Ravndal (1973) and Rein and Sehgal (1981) for $\Delta$ (1232) production, and Faissner et al. (1983) for coherent $\pi^{0}$ production (which was used to determine the coupling strength of the isovector neutral axial-vector current). Also, Sehgal (1988) and Weber and Sehgal (1991) discuss an interesting analog of the forward lepton theorem for purely leptonic neutrino-induced reactions.

## Soft Pion Theorems

Returning now to my thesis work in the spring of 1964, the second thing that I noticed, again working from my explicit expression for the weak pion production amplitude, was that when I imposed the PCAC condition at zero values of the hadronic energy variable $\nu$ and the hadronic momentum transfer variable $\nu_{B}$, only the Born approximation pole term coming from the nucleon intermediate state contributed; all of the model dependent parts of the weak amplitudes dropped out. Thus I got what I called a "consistency condition" on the pion-nucleon scattering amplitude $A^{\pi N(+)}$, implied by PCAC, taking the form

$$
g_{\tau}^{2} / M=A^{\pi N(+)}\left(\nu=0, \nu_{B}=0, k^{2}=0\right) / K^{N N \pi}\left(k^{2}=0\right)
$$

with $g_{\tau}$ the pion-nucleon coupling constant, $M$ the nucleon mass, $-k^{2}$ the squared mass of the initial pion (the final pion is still on mass shell), and with $K^{N N \pi}(0)$ the
pionic form factor of the nucleon, normalized so that $K^{N N \pi}\left(-M_{\pi}^{2}\right)=1$. This seemed absolutely remarkable, and I immediately proceeded to do a dispersion relation evaluation of the pion-nucleon amplitude on the right, using the Roper (1964) phase shift analysis as input, and assuming that the effects of off-shell continuation in $A^{\pi N(+)}$ (as well as in $K^{N N \pi}$ ) were small. In setting up this calculation, I used several theoretically equivalent ways of writing the subtracted dispersion relation to get an estimate of the errors in the analysis. The Christenson-Cronin-Fitch-Turlay (1964) experiment on CP violation had a substantial block of computer time reserved for analysis, and courtesy of them I was able to use a small amount of their time to run my programs, a few days before I was scheduled to give a talk at Columbia. I recall staying up all night to get the job done, and at one point, in the wee hours of the morning, dropping my deck of cards and then having to spend precious time getting them back in the proper order. But I did get my calculation done by morning (and never again attempted an "all-nighter".) The relation worked very well, and as Treiman later said, "now there is a second number"; PCAC was starting to look interesting. This work became the final chapter of my thesis.

Immediately after finishing my thesis I took a summer job at Bell Laboratories at Murray Hill, nominally working for Phil Anderson. I wanted to learn about superconductivity, and Phil assigned me to work for Dick Werthamer. I did learn about the BCS and Ginzburg-Landau theories, and Abrikosov vortices in type-II superconductors, but I did not succeed in my project with Dick, which was to try to understand the resistance to vortex line motion using thermal Green's functions. A few weeks before the end of the summer, I asked for and got Phil's permission to spend some time writing a paper on the pion-nucleon consistency condition (Adler, 1965a, R5), which I also then extended to pion-pion and pion-lambda scattering. In the pion-pion case, since there are no pole terms, the consistency condition takes the form that the pion-pion scattering amplitude with one zero mass pion, evaluated at the symmetric point $s=t=u=M_{\pi}^{2}$, is zero. This was the first example of a soft pion zero or, as termed in the literature, "Adler zero", in non-baryonic amplitudes, that I will return to shortly. Knowing that I was planning to go on in particle theory, Phil told me one day that he had an interesting paper to show me, which had just been submitted to the journal Physics which he was editing. It was Gell-Mann's (1964) paper on current algebra; Phil let me read it, but not Xerox it. This was to prove decisive for my work on sum rules nine months later. My interactions with Phil however were brief, and never touched on the subject of symmetry breaking in superconductivity and particle physics, on which Phil had written a paper (Anderson, 1963) that I learned of only many years later, that was a forerunner of work on the "Higgs mechanism" for giving masses to vector bosons.

In the fall of 1964 I moved to Harvard as Junior Fellow in the Society of Fellows, sharing a postdoc office next to the office occupied by Henry Ehrenreich in
the Applied Physics division. (Henry had recently left General Electric to accept a Professorship at Harvard.) In principle I was going to do solid state physics as well as particle theory, but that never happened. I spent the fall term working on numerical aspects of my weak pion production calculation, and also reading papers on attempts to calculate the axial-vector renormalization constant $g_{A}$, including the papers of Gell-Mann and Lévy (1960) and Bernstein, Gell-Mann and Michel (1960). I had a hunch that the fact that, $g_{A}$ is near one was somehow connected with PCAC, but I did not see a concrete way of exploiting PCAC in a calculation. I also was starting to think about how to make the PCAC consistency condition calculations independent of the cumbersome Lorentz invariant amplitude apparatus that I had used to get them. I soon found that the relevant terms could be isolated directly from the Feynman diagrams without invoking all the formal kinematic apparatus of my thesis, and this approach extended to a general matrix element as well; the strategy was the same one that I had used in the paper on CVC and PCAC tests, of going from a particular observation in the context of my weak pion production calculation to something more general. The result was a formula for soft pion production, in terms of external line insertions on the hadronic amplitude for the same process in the absence of the pion (Adler, 1965b, R6). For baryons of nonzero isospin, the insertion factors are nonzero, while for isospin zero baryons, and mesons such as the pion or kaon, the insertion factor vanishes. This latter result generalizes the soft-pion zero or "Adler zero" to the emission of a soft pion in any reaction involving only incoming and outgoing mesons, but no external baryons. These zeros continue to play a role in the analysis of experimental results on mesonic resonances; for recent discussions, see Bugg (2003, 2004) and Rupp, Kleefeld, and van Beveren (2004).

The soft pion zeros are an indication that according to PCAC, the pion coupling to other hadrons is effectively pseudovector, and not pseudoscalar. When I visited CERN in late January of 1965, while in the midst of work on the Feynman diagram approach to the PCAC consistency conditions, I found that Veltman had been thinking in a similar direction, but had not reached the point of writing down external line insertion rules. Veltman gave me a one page memo to file that he had written, which pointed out that my PCAC consistency conditions are equivalent to pseudovector coupling, which implies the vanishing of invariant amplitudes for soft pion emission after singular terms are split off. Veltman also noted that Feynman had briefly remarked on the relation between the Goldberger-Treiman relation and pseudovector coupling in his conference summary talk at Aix-en-Provence in 1962, and gave me a copy of the relevant page. Feynman did not, however, report agreement with experiments on pion-nucleon scattering, apparently because he did not recognize the necessity of splitting off the singular Born terms before concluding that pion emission amplitudes vanish in the soft pion limit.

In the course of my work on the insertion rules I remembered the paper of Nambu and Shrauner (1962) which I had briefly mentioned in the Introduction to my thesis;

I now looked this up, as well as the paper of Nambu and Lurie (1962) on which it was based, and saw that my final formula, when specialized to the case of an ingoing and outgoing nucleon line, was substantially the same as the pion bremsstrahlung formula of Nambu and Lurié. I noted this in my paper, and consistently referred to the Nambu papers from this point on. In recognition of Nambu's work, I used his notation $\chi$ and term "chirality" to refer to the integrated axial-vector charge in my next two papers, which dealt with the $g_{A}$ sum rule; however, in modern terms this is a misnomer, since chirality is now used to mean the left- or right-handed sums of vector and axial-vector charges. Gell-Mann's notation for the axial-vector charges has become the standard one, and after these two papers I followed the Gell-Mann notation.

The comparison with Nambu's approach also raised the issue of the role of the pion mass: do the PCAC results limit smoothly to the zero pion mass ones, for which the soft pion theorem derivations appear quite different? This point was dealt with in footnote 6 of my paper R6, where I showed that the limits, (1) pion mass approaches zero, and (2) pion four momentum transfer squared approaches zero, can be taken in either order; the same soft pion theorem results, although the contribution which comes from the massless pion pole when the limit (1) is taken first, comes instead from the axial-vector divergence when the limit (2) is taken first. This point is now taken for granted, but in the early years it caused me (and others) considerable confusion. After this paper I almost immediately got involved with sum rules, and so I did not publish the detailed connection between my second PCAC paper and the Nambu-Lurié approach until a few years later, when I included it as "Appendix A" of Chapter 2 of the book on Current Algebras which I put together with Roger Dashen (Adler and Dashen, 1968). This appendix is reprinted here as R7. At the end of Appendix A, I again discussed the relationship between the zero pion mass and nonzero pion mass calculations. The analysis of Appendix A also shows how the PCAC approach to soft pion theorems that I had developed fixes the undetermined renormalization constant appearing in the chirality approach of Nambu-Lurié. In the formulas of Appendix A, there are factors of $g_{A}$ that are missing in the formulas of the papers of Nambu, Lurié, and Shrauner. Correspondingly, in the paper of Nambu and Lurié, in the discussion associated with their Eq. (2.7), they noted that a renormalization constant $Z$ appears, but didn't observe that this can be precisely identified as $g_{A}$. Instead, they redefined their chirality as $Z^{-1} \chi$, that is as $\left(g_{A}\right)^{-1} \chi$. They then made a compensating adjustment in the pion decay constant in their Eq. (4.5), where they dropped the $g_{A}$ factor which appears in the Goldberger-Treiman relation. Nambu and Lurié say there, " $1 / \lambda$ is more or less the conventional pion coupling constant $1 / \lambda=f=g / 2 m$. (4.5) It is not proven, however, that this agrees with the coupling constant defined in the dispersion theory. For the time being, we assume it to be the case." In the subsequent paper of Nambu and Shrauner (1962), an identification of $f$ with the standard pion-nucleon coupling was established, but
the issue of where to include factors of $g_{A}$ was not addressed. My impression from this was that there was some uncertainty in the minds of Nambu and his students about how the chirality is to be normalized, and this impression was reinforced by a conversation I later had with Nambu about their work and my Appendix A derivation of their result.

In the low energy theorem for one soft pion which Nambu and Lurié had derived, and which I had obtained from PCAC and the Feynman rules in my second PCAC paper, the $g_{A}$ factor drops out, and so the normalization of the axial-vector charge or "chirality" is irrelevant. The applications discussed in the papers of Nambu, Lurié, and Shrauner all involved only one soft pion; Nambu and Lurié looked, for example, at $\pi+N \rightarrow \pi+N+\pi$, with the final pion soft but with the other pions "hard"; in fact, what they actually did was to calculate single soft pion emission in the reaction $\pi+N \rightarrow \Delta(1232)$. Similarly, Nambu and Shrauner (1962) analyzed single soft pion electroproduction and weak production, relating them to the form factors of the vector and axial-vector currents. In this paper they included current commutator terms by analogy with the classic Low (1958) paper on bremsstrahlung; their answer for electroproduction is correct because the $g_{A}$ factor drops out there anyway, but their answer for weak axial-vector production lacks $g_{A}$ factors in places, for reasons explained in the next paragraph. A follow-up paper of Shrauner (1963) dealt with single soft pion production in pion-nucleon scattering, with the scattering pions "hard". My "PCAC consistency condition" was likewise a single soft pion theorem which gives a relation between the amplitude for $\pi+N \rightarrow N+\pi$, with the final pion soft, and the amplitude $\pi+N \rightarrow N$, which is just the pion-nucleon coupling constant, and involves no factors of $g_{A}$.

The factors of $g_{A}$ and the explicit identification of the "chirality" with the charge associated with the axial-vector current become important, however, if one wants to discuss multiple soft pion production, and also weak axial-vector pion production, since one then encounters commutators of an axial-vector charge with an axial-vector charge or current, which are evaluated by the Gell-Mann current algebra. If one defines the relevant chirality as $\left(g_{A}\right)^{-1}$ times the axial-vector charge, as is implicit in the Nambu-Lurié paper when one identifies their $Z$ with $g_{A}$, then the relevant commutator is $\left(g_{A}\right)^{-2}$ times a vector charge, which at zero momentum transfer just gives $\left(g_{A}\right)^{-2}$. This is in fact the origin of the $\left(g_{A}\right)^{-2}$ term in the $g_{A}$ sum rule, where the difference between $\left(g_{A}\right)^{-2}$ and 1 is highly significant. The point, then, is that while Nambu and Lurié gave a correct formula for single soft pion production, it in fact cannot be generalized to multiple soft pion production (or soft pion production by the weak axial-vector current) without first dealing carefully with the question of normalization, as I did in my second PCAC paper R6 and in Appendix A of the book on current algebras R7.

Another difference between the work of Nambu and his students, and what I did in my first PCAC consistency condition paper R5, related to the method of
comparison with experiment, and the level of accuracy claimed for soft pion predictions. The Goldberger-Treiman relation is good to about $7 \%$ accuracy, and my comparison of the PCAC consistency condition with experiment also indicated that the relation was satisfied to about $10 \%$, thus reinforcing the idea that PCAC could be used as a quantitative tool for studying the strong interactions, with the residual errors arising from the extrapolation of the pion four-momentum squared $k^{2}$ from $M_{\pi}^{2}$ to 0 . Given that the pion mass is much smaller than all other hadron masses, an extrapolation error $\sim M_{\pi}^{2} / M_{\text {hadron }}^{2} \leq 0.1$ is reasonable. The success of the $g_{A}$ sum rule shortly afterwards gave further support to the idea that PCAC gives quantitatively accurate predictions. Nambu, Lurié, and Shrauner, however, argued only for qualitative agreement between their soft pion results and experiment based on comparisons of rescaled angular distributions, but did not find anything close to $\sim 10 \%$ agreement for absolute cross sections. For example, for the relation between the cross sections for pion-nucleon scattering with production of an additional pion, and pion-nucleon scattering, Nambu and Lurié (1962) showed agreement with their predictions to within roughly a factor of three (giving a predicted cross section of 0.2 mb versus experimental values in the range 0.6 to 0.7 mb ). Similarly, for the same reaction Shrauner (1963) found that "the magnitudes of the cross sections seem to be significantly underestimated by a factor of about 7". The source of these discrepancies is not clear. They may be due, in part, to the fact that, instead of testing the soft pion predictions at the kinematic point of zero pion four momentum (such as the point $\nu=\nu_{B}=0$ used in my PCAC consistency condition work), Nambu, Lurié, and Shrauner did the comparisons in energy intervals above scattering threshold. (However, Shrauner argues, on the basis of branching ratios, that the discrepancy is probably not attributable to an overlap of the $\Delta(1232)$ resonance with the comparison region.) I think that a combination of lack of clarity about how their chiral current was related to the physical axial-vector current, as reflected in the normalization problems noted above, together with the lack of striking quantitative comparisons with experiment, were responsible for the work of Nambu and his students being largely unnoticed by the community. It was only after the quantitative successes of PCAC in my consistency condition paper and in the $g_{A}$ sum rule that followed shortly afterwards, and my demonstration of the equivalence between the PCAC insertion rules and the chirality conservation approach, that the significance of the work of the Nambu group became clear.

Finally, as an historical footnote to this discussion of soft pion theorems, Touschek (1957) appears to have been the first to introduce continuous $\gamma_{5}$ symmetry transformations, as applied to the neutrino field, and to observe that invariance under these transformations requires that the neutrino mass be zero. Nishijima (1959) (in work submitted for publication in late 1958) considered continuous $\gamma_{5}$ symmetry transformations in theories of massive fermions; to preserve $\gamma_{5}$ invariance he gauged the transformations with a massless pseudoscalar boson, transforming as $B \rightarrow B+\lambda$
under a $\gamma_{5}$ transformation with parameter $\lambda$. The action written in Nishijima's paper is just the effective action one would now write for a singlet Nambu-Goldstone boson (such as an axion) coupled to a massive fermion. Nambu (1959), in remarks at the Kiev Conference, noted the analogy between $\gamma_{5}$ symmetry in particle physics and gauge invariance in superconductivity, and related this to his suggestion that a nucleon-antinucleon pair in a pseudoscalar state could be the pion. This idea was further developed in the well-known paper Nambu and Jona-Lasinio (1961), that laid the basis for the modern theory of Nambu-Goldstone bosons associated with spontaneous symmetry breaking, and for the fact that most of the mass of the nucleon comes from chiral symmetry breaking. In the meantime, Gürsey (1960) had introduced isovector $\gamma_{5}$ transformations, as an extension of the similar isoscalar transformations used by Nishijima, and constructed a precursor to nonlinear pion effective Lagrangians. These papers all contained important seeds of our present-day understanding of chiral symmetries.

## Sum Rules

I have now gotten ahead of the chronological story; a lot of things happened very fast in 1965. In the fall of 1964 I started thinking about the question of the renormalization of the nucleon axial-vector coupling $g_{A}$, and accumulated a file of papers on the subject. However, my attempts at a calculation were based on the commutator of the nucleon field with the weak axial-vector charge, giving results identical to those already obtained by Bernstein, Gell-Mann, and Michel (1960), which expressed $g_{A}$ in terms of unmeasurable off-shell form factors, but achieving no further progress. In early 1965 I saw a preprint of Fubini and Furlan (published as Fubini and Furlan, 1965) which applied the commutator of vector current charges, together with the ingenious idea of going to an infinite momentum frame, to calculate the radiatively induced renormalization of the vector current. (Harvard did not have a preprint library in those days, but Schwinger's secretary Shirley would let me into his office from time to time to look through the unread preprints that were stacked on his desk. This presented no difficulty since Schwinger was a night-owl who mainly worked at home, and used his office only a few hours a week, when he came in to lecture and to see students. That is how I became aware of the Fubini-Furlan paper. As a result of this experience, one of the first things I did when I arrived at the Institute for Advanced Study eighteen months later was to start a preprint library for the particle physicists.) I immediately thought about applying this to the axial-vector current, using the Gell-Mann current algebra that I'd seen the previous summer at Bell Labs. However, because of other things I was working on I didn't get around to it until a few months later, when in a chance encounter Arthur Jaffe told me that he had heard a talk by Roger Dashen about work he and Gell-Mann had been doing on sum rules. I decided I had better stop delaying (although it turned
out that Dashen and Gell-Mann were working on fixed momentum transfer sum rules), dropped my weak pion production computer work, and spent spring break working out the consequences of combining the Gell-Mann current algebra, PCAC, and the Fubini-Furlan method. It turned out to be surprisingly easy, with the infinite momentum frame solving a problem I had encountered in earlier attempts to calculate $g_{A}$, which is that the axial-vector charge matrix element is proportional to the nucleon velocity, and vanishes for nucleons at rest. I soon had a formula relating the difference between 1 and $\left(g_{A}\right)^{-2}$ to a convergent integral over a difference of pion-nucleon cross sections,

$$
1-\frac{1}{g_{A}^{2}}=\frac{4 M_{N}^{2}}{g_{\pi}^{2} K^{N N \pi}(0)^{2}} \frac{1}{\pi} \int_{M_{N}+M_{\pi}}^{\infty} \frac{W d W}{W^{2}-M_{N}^{2}}\left[\sigma_{0}^{+}(W)-. \sigma_{0}^{-}(W)\right]
$$

with $M_{\pi}$ and $M_{N}$ the pion and nucleon masses, $\sigma_{0}^{ \pm}(W)$ the total cross section for scattering of a zero-mass $\pi^{ \pm}$on a proton at center-of-mass energy $W$, and again with $K^{N N \pi}(0)$ the pionic form factor of the nucleon, normalized so that $K^{N N \pi}\left(-M_{\pi}^{2}\right)=$ 1. I first tried to saturate the integral in the narrow $\Delta$ (1232) approximation, and the result was a disappointing $g_{A}=3$. I then pulled out the computer deck I had used for the consistency condition numerical work the previous year, did the integral carefully, and got $g_{A}=1.24$. I also observed that the relation for $g_{A}$ could be equivalently recast as a two-soft pion low energy theorem,

$$
\begin{aligned}
1-\frac{1}{g_{A}^{2}} & =\frac{-2 M_{N}^{2}}{g_{T}^{2} K^{N N \pi}(0)^{2}} G(0,0,0,0) \\
G\left(\nu, \nu_{B}, M_{\pi}^{i}, M_{\pi}^{f}\right) & =\nu^{-1} A^{\pi N(-)}\left(\nu, \nu_{B}, M_{\pi}^{i}, M_{\pi}^{f}\right)+B^{\pi N(-)}\left(\nu, \nu_{B}, M_{\pi}^{i}, M_{\pi}^{f}\right)
\end{aligned}
$$

Here $A^{\pi N(-)}$ and $B^{\pi N(-)}$ are the isospin-odd pion-nucleon scattering amplitudes, $\nu$ and $\nu_{B}$ are again the energy and momentum transfer variables, and $M_{\pi}^{i, f}$ are the initial and final pion masses, which are now both off shell. A few days after I submitted a letter to Physical Review Letters, Sidney Coleman returned from a trip to SLAC and when I described my results to him, he told me that he had just heard about a similar calculation being done there by Bill Weisberger, whose points of departure were the same as mine: the Gell-Mann current algebra, the Fubini-Furlan paper, and my paper on PCAC consistency conditions. I talked to Weisberger by phone, and then called PRL and asked them to delay publication of my letter until they received the manuscript Weisberger was preparing. My paper (Adler, 1965c, R8) and Weisberger's (Weisberger, 1965) appeared as back-to-back letters in the June 21 issue. They give substantially identical derivations; Weisberger's numerical result of 1.16 differed from mine of 1.24 because I had included a correction for the off-pion-mass-shell extrapolation of the threshold phase space factor associated with the $\Delta(1232)$ resonance, which I knew from my work on weak pion production could be reliably estimated. At the time, this correction made agreement with experiment worse (the experimental value for $g_{A}$ was then 1.18), but the best value now has
settled down to $g_{A}=1.257 \pm .003$, in gratifyingly good agreement with the value I got when I included the kinematic extrapolation correction. Weisberger and I both submitted longer papers to Physical Review describing our work (Adler, 1965d, R9); Weisberger (1966). These emphasized the low energy theorem approach to the relation for $g_{A}$, giving historically the first two-soft pion low energy theorem. In my paper I also gave an analog for pion-pion scattering, and then in the final section (Adler, 1965, R9, Section V), I returned to the observation that I had made a year earlier about forward lepton scattering, and showed that the $g_{A}$ sum rule could be converted to an exact relation, involving no off-shell PCAC extrapolation, for forward inelastic high energy neutrino reactions. This relation, which provided a test of the Gell-Mann current algebra of axial-vector charge commutators, was another indication of a deep connection between the structure of currents on the one hand, and inelastic lepton scattering on the other.

The $g_{A}$ sum rule provided yet a third result supporting the use of PCAC as a method for calculating soft pion processes. Simultaneously, it was a stunning success for Gell-Mann's brilliant idea of abstracting the current algebra from the naive quark model, with the hope that it would prove to be a feature that would also be valid in the then unknown theory of the strong interactions. At this point the whole community took notice, and a string of current algebra/PCAC applications appeared in rapid succession. To mention just a few, Weinberg (1966a) and Tomozawa (1966) reexpressed the soft pion theorems for pion-nucleon scattering, coming from my consistency condition papers and the $g_{A}$ sum rule papers, in the form of formulas for the pion-nucleon scattering lengths, and Weinberg in the same paper also used my result of a PCAC zero in pion-pion scattering, plus a symmetry argument, as inputs for a derivation of pion-pion scattering lengths. Weinberg (1966b) also generalized the two-soft pion low energy form of the $g_{A}$ sum rule to a general formula for multiple soft pion production. Finally, in another striking application of soft pion theorems, Callan and Treiman (1966) gave a series of important results for $K$ meson decays, in which the role of rapidly varying pole terms was clarified in Weinberg (1966c).

In connection with the $g_{A}$ sum rule, I have an interesting Feynman anecdote to relate. I spent the spring term of 1966 as a member of Murray Gell-Mann's postdoctoral group at Cal Tech. A few weeks after I arrived, Feynman asked me to stop by his office to look at some pages in his notebook, in which he had almost derived the $g_{A}$ sum rule, before Weisberger and I did it. The whole expression was there (including the kinematic correction that I had included for the off-mass-shell extrapolation), except that, where the Gell-Mann algebra had dictated a 1 coming from the commutator of two axial-vector charges giving an unrenormalized vector charge, Feynman had put 0! So numerically the relation did not work, and Feynman had given up on it and gone on to other things. He evidently had not paid attention to Gell-Mann's current algebra, or at least not realized, from his heuristic way of doing things, that it was essential for this calculation.

Returning again to events in 1965, as soon as the long paper on $g_{A}$ was completed, I departed to be a summer visitor at CERN. There I met Murray Gell-Mann for the first time, and had long conversations with him. Murray was particularly interested in the Section V relation between the current algebra of vector and axialvector charges and forward high energy neutrino reactions, and urged me to try to extend it to a test of the local current algebra which he had given in his Physics paper (Gell-Mann, 1964). I spent the summer working on this, and found that I could do it; as I recall, the crucial bits came together when I spent a day working at a kitchen table during a week off for holiday at Lake Garda. The results were written up in the late summer of 1965 at CERN and/or Harvard, and appeared in Adler (1966), R10. This article gave the first detailed working out of the structure of deep inelastic high energy neutrino scattering (the electroproduction case was given independently in the review of de Forest and Walecka (1966)), with both the electroproduction and neutrino cases specific examples of general local lepton coupling theorems given by Lee and Yang and by Pais, as referenced in my article R10. However, the $\alpha, \beta, \gamma$ notation that I used for the structure functions did not become the standard one; the now standard $W_{1,2,3}$ structure functions, which follow the notation of de Forest and Walecka and were further popularized by Bjorken, are linearly related to the ones I used. [Specifically, I separated the cross section into strangeness-conserving and strangeness-changing pieces, whereas the current convention is to define the structure functions as the sum of both. At zero Cabibbo angle, the relation between my $\alpha, \beta, \gamma$ and the conventional $W_{1,2,3}$ is $\alpha=W_{1}, \beta=W_{2}, 2 M_{N} \gamma=W_{3}$, with $M_{N}$ the nucleon mass. For general Cabibbo angle $\theta_{C}$, one has $\cos ^{2} \theta_{C} \beta_{\Delta S=0}^{(+,-)}+\sin ^{2} \theta_{C} \beta_{|\Delta S|=1}^{(+,-)}=W_{2}^{\mu, \bar{D}}$, with similar relations for the other two structure functions.] The article actually gave three sum rules; two for the $\alpha$ and $\gamma$ structure functions which subsequent analysis by Dashen showed to be divergent and hence useless, and one for the $\beta$ deep inelastic amplitude which is a convergent and useful relation. The beta sum rule divides into axial-vector and vector parts, which are separately given as Eqs. (53a) and (53b) respectively of Adler (1966), R10, and which when added to give the total $\Delta S=0$ cross section yield
$2=g_{A}\left(q^{2}\right)^{2}+F_{1}^{V}\left(q^{2}\right)^{2}+q^{2} F_{2}^{V}\left(q^{2}\right)^{2}+\int_{M_{N}+M_{\pi}}^{\infty} \frac{W}{\overline{M_{N}}} d W\left[\beta^{(-)}\left(q^{2}, W\right)-\beta^{(+)}\left(q^{2}, W\right)\right]$.
This sum rule (and the ones for the separate vector and axial-vector contributions) has the notable feature that the left-hand side is independent of $q^{2}$, even though the Born term contributions and the continuum integrand on the right are $q^{2}$-dependent. At zero squared momentum transfer $q^{2}$, the axial-vector part of the $\beta$ sum rule reduces to the relation I gave in my long paper on $g_{A}$, which had prompted GellMann's question about a generalization; the first derivative of the vector part with respect to $q^{2}$ at $q^{2}=0$ gives the sum rule also derived by Cabibbo and Radicati (1966) using moments of currents. Because the neutrino and antineutrino differential
cross sections $d^{2} \sigma / d\left(q^{2}\right) d W$ are dominated by the $\beta$ structure function in the limit of large neutrino energy, by integrating over $W$ one gets the limiting cross section relation (at zero Cabibbo angle)

$$
\lim _{E_{\nu} \rightarrow \infty}\left[\frac{d \sigma(\nu+p)}{d\left(q^{2}\right)}-\frac{d \sigma(\nu+p)}{d\left(q^{2}\right)}\right]=\frac{G^{2}}{\pi},
$$

with $G$ the Fermi constant. Similar relations at non-zero Cabibbo angle are given in Eq. (27) of R10, and it is easy to obtain analogous relations for the vector and axial-vector contributions to the cross sections taken separately.

In late October of 1965 I spoke on "High Energy Semileptonic Reactions" at the International Conference on Weak Interactions held at Argonne National Laboratory (Adler, 1965e), in which I gave the first public presentation of the local current algebra sum rules for the $\beta$ deep inelastic neutrino structure functions, and the limiting relations for the differential cross sections that they imply. In the published discussion following this talk, in answer to a question by Fubini, I noted that the $\beta$ sum rule had been rederived by Callan (unpublished) using the infinite momentum frame limiting method, but that the $\alpha$ and $\gamma$ sum rules could not be derived this way, reinforcing suspicions that "the integral for $\beta$ is convergent, while the other two relations (for $\alpha$ and $\gamma$ ) really need subtractions." Bjorken was in the audience and was intrigued by the $\beta$ sum rule results, and soon afterwards converted them into a differential cross section inequality (Bjorken, 1966, 1967) for deep inelastic electron-mucleon scattering, for which there was the prospect of experimental tests relatively soon. To see why the neutrino cross section relation given above implies an inequality for electron scattering, one notes that since the $\nu+p$ differential cross section is positive, the right-hand side $G^{2} / \pi$ gives a lower bound for the $\bar{\nu}+p$ differential cross section, with a similar lower bound holding for the vector current contribution alone. But noting that according to CVC, the vector weak current is in the same isospin multiplet as the isovector part of the electromagnetic current, and using the Wigner-Eckart theorem, one gets a corresponding lower bound for the inelastic differential cross section induced by an isovector virtual photon scattering on a nucleon. One then notes that in the scattering of a virtual photon on a target containing equal numbers of neutrons and protons, the isovector and isoscalar currents add incoherently, and so the isovector current contribution alone gives a lower bound. Combining the two bounds, and including an extra $1 /\left(k^{2}\right)^{2}$ for the virtual photon propagator, replacing $G$ by the fine structure constant $\alpha$, and keeping track of numerical factors, one gets Bjorken's electron scattering result

$$
\lim _{E_{e} \rightarrow \infty} \frac{d[\sigma(e+p)+\sigma(e+n)]}{d\left(k^{2}\right)}>\frac{2 \pi \alpha^{2}}{\left(k^{2}\right)^{2}}
$$

which was testable in the experiments soon to begin at SLAC. Verification of my neutrino sum rule, on the other hand, took two decades and more; see Allasia et al. (1985) for the first reported test, and Conrad, Shaevitz, and Bolton (1998) for
more recent high precision results. For a recent study of my neutrino sum rule, in comparison with the Gottfried (1967) sum rule for electron-proton scattering, within the framework of the large $N_{c}$ expansion of QCD with $N_{c}$ colors, see Broadhurst, Kataev, and Maxwell (2004) and Kataev (2004).

Although not directly tested until many years after it was derived in 1965, my neutrino sum rule had important conceptual implications that figured prominently in developments over the next few years. To begin with, it gave the first indications that deep inelastic lepton scattering would give information about the local properties of currents, a fact that at first seemed astonishing, but which turned out to have important extensions. Secondly, as noted by Chew in remarks at the 1967 Solvay Conference (Solvay, 1968), the closure property tested in the sum rules, if verified experimentally, would suggest the presence of elementary constituents inside hadrons. In a Letter (Chew, 1967) published shortly after this conference, Chew argued that my sum rule, if verified, would rule out the then popular "bootstrap" models of hadrons, in which all strongly interacting particles were asserted to be equivalent ("nuclear democracy"). In his words, "such sum rules may allow confrontation between an underlying local spacetime structure for strong interactions and a true bootstrap. The pure bootstrap idea, we suggest, may be incompatible with closure." In a similar vein, Bjorken, in his 1967 Varenna lectures (Bjorken, 1968), argued that the neutrino sum rule was strongly suggestive of the presence of hadronic constituents, and this was also noted in the review of Llewellyn Smith (1972).

These conceptual developments still left undetermined the mechanism by which the neutrino sum rule, and Bjorken's electron scattering inequality, could be saturated at large $q^{2}$. During my visit to Cal Tech in 1966, I renewed my graduate school acquaintance with Fred Gilman and worked with him on two projects. One was an analysis of the saturation of the neutrino sum rule for small $q^{2}$ (Adler and Gilman, 1967, R11), in which we concluded that SLAC (soon to start operating) would have enough energy to confront the saturation of the nonzero $q^{2}$ sum rules in a meaningful way. In this paper, we noted that the $\beta$ sum rule posed what at the time was a puzzle: the left-hand side of the sum rule is a constant, while the Born terms on the right are squares of nucleon form factors, which vanish rapidly as the momentum transfer $q^{2}$ becomes large. The low lying nucleon resonance contributions on the right were expected to behave like the $\Delta(1232)$ contribution, which is form factor dominated and also falls off rapidly with $\boldsymbol{q}^{2}$. Hence it was clear that something new and interesting must happen in the deep inelastic region if the sum rule were to be satisfied for large $q^{2}$ : "to maintain a constant sum at large $q^{2}$, the high $W$ states, which require a large $E$ to be excited, must make a much more important contribution to the sum rules than they do at $q^{2}=0$ ". We were cautious, however (too cautious, as it turned out!), and did not attempt to model the structure of the deep inelastic component needed to saturate the sum rule at large
$q^{2}$. Bjorken became interested in the issue of how the sum rule could be saturated, and formulated several preliminary models that (in retrospect) already had hints of the dominance of a regime where the energy transfer $\nu$ grows proportionately to the value of $q^{2}$. I summarized these pre-scaling proposals of Bjorken in the discussion period of the 1967 Solvay Conference (Solvay, 1968), which Bjorken did not attend, in response to questions from Chew and others as to how the neutrino sum rule could be saturated. The precise saturation mechanism was clarified (to a very good first approximation) some months after the Solvay conference with the proposal by Bjorken (Bjorken, 1969) of scaling, and soon afterwards, with the experimental work at SLAC on deep inelastic electron scattering, that confirmed Bjorken's intuition. For a very clear exposition of the relation between scaling and the neutrino sum rule, see Sec. 3.6B of Llewellyn Smith (1972), who notes that when the sum rule is rewritten in terms of Bjorken's scaling variable $\omega$, "The simplest way to ensure the $Q^{2}\left[\mathrm{my} q^{2}\right]$ independence of the left-hand side as $Q^{2} \rightarrow \infty$ is to assume that the limit in eq.(3.71) [in my notation, $\lim _{Q^{2} \rightarrow \infty, \omega \text { fixed }} \beta^{( \pm)}\left(\omega, Q^{2} / M_{N}^{2}\right)$ ] exists".

## More Low Energy Theorems; Weak Pion Production Redux

In the fall of 1965 I received an invitation from Oppenheimer, which I accepted, to come to the Institute for Advanced Study as a long term member with a five year appointment, starting in the fall of 1966. Roger Dashen, whom I had met briefly when he visited Harvard earlier in 1965, received a similar invitation. The intent behind our appointments was that we would reinvigorate high energy theory at the Institute, which had fallen into a decline with the departures of Lee, Yang, and Pais to professorships elsewhere, and with a turn of Dyson's research interests towards astrophysics.

Before going to Princeton, as mentioned above, I spent the spring term of 1966 as a postdoc in Murray Gell-Mann's group at Cal Tech. By this time the successes of PCAC and current algebra had attracted a lot of attention and stimulated an outpouring of papers, the more important ones of which appear in the volume which Dashen and I put together a year later. My own work in the spring of 1966 was focused on two issues. The first involved using PCAC to get small momentum expansions of matrix elements of the axial-vector current, in analogy with the paper of Low (1958) on soft photon bremsstrahlung. With Joe Dothan, I wrote a long paper (Adler and Dothan, 1966, R12) applying these ideas to the weak pion production amplitude and to radiative muon capture. The weak pion results figured in my later comprehensive paper on the subject (see below), while the radiative muon capture work was incorporated into later chiral perturbation theory treatments of radiative muon capture; for a review of the current theoretical and experimental status of muon capture, including a discussion of discrepancies between theory and experiment in the radiative capture case, see Gorringe and Fearing (2004). The other
direction of work involved two phenomenological studies done with Fred Gilman. One of these dealt with saturation of the neutrino sum rule, as described in the preceding section. The other dealt with a detailed phenomenological study of the PCAC predictions for pion photo- and electro-production (Adler and Gilman, 1966, R13), including a saturation analysis for the Fubini-Furlan-Rossetti (1965) sum rule; for a recent update on this, see Pasquini, Drechsel, and Tiator (2005).

My first year at the Institute was largely devoted to writing the book on Current Algebras with Roger Dashen (Adler and Dashen, 1968). The book consisted of selected reprints grouped by categories with commentaries that we supplied, plus some general introductory material. I was responsible for writing the introductory sections and the commentaries for Chapters 1-3, which included Appendix A, reprinted here as R7. Roger was responsible for the commentaries for Chapters 4-7, which included an original and very detailed analysis of precisely which sum rules could be derived by the infinite momentum frame method, or in different language, when a naive assumption of unsubtracted dispersion relations would (and would not) give correct results. This analysis confirmed earlier suspicions that my $\beta$ neutrino sum rule was correct, but that the $\alpha$ and $\gamma$ sum rules should have subtractions, and so were not useful. The book on Current Algebras was completed, and sent off to the publisher, in the fall of 1967.

During this period I also worked with Bill Weisberger, who was then at Princeton, on sorting out the tricky pion pole structure in two pion photo- and electroproduction, which had to be handled carefully to get a fully gauge-invariant expression (Adler and Weisberger, 1968, R14). Our interest in this process, as noted in the title of the paper, was motivated by the fact that it gives an alternative, indirect method of measuring the nucleon axial-vector form factor $g_{A}\left(k^{2}\right)$. An experiment to measure $g_{A}\left(k^{2}\right)$ by this method was carried out by Joos et al. (1976) giving a value $m_{A}=1.18 \pm 0.07 \mathrm{GeV}$ for the mass in the dipole formula $g_{A}\left(k^{2}\right)=g_{A}(0)\left(1+k^{2} / m_{A}^{2}\right)^{-2}$. This value is in good agreement with the value $m_{A}=1.07 \pm 0.06 \mathrm{GeV}$ given in the quasielastic scattering $\nu_{\mu}+n \rightarrow \mu^{-}+p$ experiment of Baker et al. (1981), and also in reasonable agreement with values of $m_{A}$ obtained from single pion electroproduction at threshold using the low energy theorem of Nambu and Shrauner (1962) (for which experimental references are given in both the Joos et al. and Baker et al. articles). At the 1968 Nobel Symposium on Elementary Particle Theory, I gave a brief talk (Adler, 1968a) reviewing various methods that had been proposed to measure the nucleon axial-vector form factor: quasielastic neutrino scattering, neutrino production of the $\Delta$ (1232), electroproduction of a single soft pion (the Nambu-Shrauner proposal), and electroproduction of the $\Delta(1232)$ plus an additional soft pion (the proposal of my paper R14 with Weisberger). Over the years since then, all of these methods have been carried out.

I also returned, after completion of the book on Current Algebras, to the repeatedly delayed project of completing the numerical work associated with my thesis
calculation of weak pion production, and this kept me busy until the spring of 1968, when I finished a comprehensive article on photo-, electro-, and weak single-pion production in the $\Delta(1232)$, or as it was then termed, the $(3,3)$ resonance region (Adler, 1968b, R15). This paper is so long ( 123 pages) that it is not feasible to reprint it all here, so I have included only the introduction (Sec. 1) and part of the discussion of implications of PCAC (Secs. 5A and 5B). The basic approximation used in this paper consisted of using the Born approximation for all nonresonant multipoles, augmented by terms coming from the PCAC low energy theorems, together with a unitarized Born approximation for the dominant resonant $(3,3)$ multipoles, giving predictions for weak pion production in the $(3,3)$ region in terms of the vector and axial-vector form factors of the nucleon. By 1968 there were experimental results on pion electroproduction which were in satisfactory agreement with my theory, except for values of the momentum transfer $k^{2}$ significantly larger than roughly $0.6(\mathrm{GeV} / \mathrm{c})^{2}$, where in retrospect one can see effects from the scaling regime showing up. For neutrino pion production, preliminary comparison of my results with CERN data showed an axial-vector form factor $g_{A}\left(k^{2}\right)$ that falls off more slowly with $k^{2}$ than the vector form factors, with a dipole mass of $m_{A} \sim 1.2 \mathrm{GeV}$. A subsequent comparison of my model with high-statistics neutrino data from Brookhaven by Kitagaki et al. (1986) gave good fits with a dipole mass of $m_{A}=1.28 \pm 0.11 \mathrm{GeV}$, somewhat high compared to values obtained by other methods described above. Reasonable fits of my model to the $\Delta$ cross section and density matrix elements measured in the hydrogen bubble chamber at Argonne were also reported in papers of Schreiner and von Hippel ( $1973 \mathrm{a}, \mathrm{b}$ ), and a comparison with other models and data was given by Rein and Sehgal (1981). (For a recent alternative approach to $\Delta(1232)$ weak production, and extensive references to earlier theoretical and experimental studies of this reaction, see Paschos et al. (2004).) After 1968 I did not work again on weak pion production until 1974-75, when the subject became important because it was an avenue for exploring weak neutral currents, as discussed in Chapter 5 below.

To conclude this section on low energy theorems, let me address the question of the extent to which the modern viewpoint, of pions as Nambu-Goldstone bosons, entered into my work. The earliest reference that I could find in my research notes to the "Goldstone theorem" (and specifically to the derivations given in the paper of Goldstone, Salam, and Weinberg, 1962) dates from the spring of 1967, in other words, after nearly all the work on soft pion theorems was completed. (This reference was in the context of calculations on the axial-vector vertex in QED that were the starting point of my work on the axial anomaly, to be discussed in the next chapter.) I fully appreciated the role of pions as Nambu-Goldstone bosons only after hearing seminars that referred to Nambu-Goldstone versus Wigner-Weyl representations of $\gamma_{5}$ symmetry, which were connected (as best I recall) with the work of Gell-Mann, Oakes, and Renner (1968) and Dashen (1969) on chiral $S U(3) \times S U(3)$ as a strong interaction symmetry. This may at first seem surprising, but now that the tapestry
of the standard model is completed, we see clearly the interrelations of its many threads; at the time when these threads were being laid down, those working from one direction were often unaware or only dimly aware of progress from another.

Perhaps this is also a good point to say that the elucidation of the chiral structure of the strong interactions was only one of the results flowing from the successes of current algebra methods and PCAC; something that was perhaps even more significant at the time was the demonstration that quantum field theory methods were really valid, after all, in dealing with hadronic interactions. When I entered graduate school, the prevailing view was that the strong interactions would be understood through some kind of dispersion theoretic "reciprocal bootstrap", and nearly every particle physics talk I heard began with a Mandelstam diagram on the blackboard. By 1967, this view had changed; it was clear that field theory could produce results which could not be obtained from the dispersion relations program, and this strongly influenced subsequent developments.
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## 3. Anomalies: Chiral Anomalies and Their Nonrenormalization, Perturbative Corrections to Scaling, and Trace Anomalies to All Orders

## Chiral Anomalies and $\pi^{0} \rightarrow \gamma \gamma$ Decay

I got into the subject of anomalies in an indirect way, through exploration during 1967-1968 of the speculative idea that the muon-electron mass difference could be accounted for by giving the muon an additional magnetic monopole electromagnetic coupling through an axial-vector current, which somehow was nonperturbatively renormalized to zero. After much fruitless study of the integral equations for the axial-vector vertex part, I decided in the spring of 1968 to first try to answer a well-defined question, which was whether the axial-vector vertex in QED was renormalized by multiplication by $Z_{2}$, as I had been implicitly assuming. At the time when I turned to this question, I had just started a 6 -week visit to the Cavendish Laboratory in Cambridge, England after flying to London with my family on April 21, 1968 (as recorded by my ex-wife Judith in my oldest daughter Jessica's "baby book"). In the Cavendish I shared an office with my former adviser Sam Treiman, and was enjoying the opportunity to try a new project not requiring extensive computer analysis; I had only a month before finished my Annals of Physics paper R15 on weak pion production (see Chapter 2), which had required extensive computation, not easy to do in those days when one had to wait hours or even a day for the results of a computer run.

My interest in the multiplicative renormalization question had been piqued by work of van Nieuwenhuizen, in which he had attempted to demonstrate the finiteness to all orders of radiative corrections to $\mu$ decay, using an argument based on subtraction of renormalization constants that I knew to be incorrect beyond leading order. I had learned about this work during the previous summer, when I was a lecturer at the Varenna summer school held by Lake Como from July 17-29, 1967, at which van Nieuwenhuizen had given a seminar on this topic that was critiqued by Bjorken, another lecturer. (For further historical details about this, see my review article Adler (2004a) on anomalies and anomaly nonrenormalization, from which much of this commentary has been adapted.) Working in the old Cavendish, I rather rapidly found an inductive multiplicative renormalizability proof, paralleling the one in Bjorken and Drell (1965) for finiteness of $Z_{2}$ times the vector vertex. I prepared a detailed outline for a paper describing the proof, but before writing things up, I decided as a check to test whether the formal argument for the closed loop part of the Ward identity worked in the case of the smallest loop diagram. This
is a triangle diagram with one axial and two vector vertices (the $A V V$ triangle; see Fig. 1(a)), which because of Furry's theorem ( $C$ invariance) has no analog in the vector vertex case. I knew from a student seminar that I had attended during my graduate study at Princeton that this diagram had been explicitly calculated using a gauge-invariant regularization by Rosenberg (1963), who was interested in the astrophysical process $\gamma_{V}+\nu \rightarrow \gamma+\nu$, with $\gamma v$ a virtual photon emitted by a nucleus. I got Rosenberg's paper, tested the Ward identity, and to my astonishment (and Treiman's when I told him the result) found that it failed! I soon found that the problem was that my formal proof used a shift of integration variables inside a linearly divergent integral, which (as I again recalled from student reading) had been analyzed in an Appendix to the classic text of Jauch and Rohrlich (1955), with a calculable constant remainder. For all closed loop contributions to the axial vertex in Abelian electrodynamics with larger numbers of vector vertices (the $A V V V V$, $A V V V V V V, \ldots$ loops; see Fig. 1(b)), the fermion loop integrals for fixed photon momenta are highly convergent and the shift of integration variables needed in the Ward identity is valid, so proceeding in this fermion loop-wise fashion there were apparently no further additional or "anomalous" contributions to the axial-vector Ward identity. With this fact in the back of my mind I was convinced from the outset that the anomalous contribution to the axial Ward identity would come just from the triangle diagram, with no renormalizations of the anomaly coefficient arising from higher order $A V V$ diagrams with virtual photon insertions.


Fig. 1. Fermion loop diagam contributions to the axial-vector vertex part. Solid lines are fermions, and dashed lines are photons. (a) The smallest loop, the $A V V$ triangle diagram. (b) Larger loops with four or more vector vertices, which (when summed over vertex orderings) obey normal Ward identities.

In early June, at the end of my 6 weeks in Cambridge, $I$ returned to the US and then went to Aspen, where I spent the summer working out a manuscript on the properties of the axial anomaly, which became the body (pages 2426-2434) of the final published version (Adler, 1969, R16). Several of the things done there deserve mention, since they were important in later applications. The first was a calculation
of the field theoretic form of the anomaly, giving the now well-known result

$$
\partial^{\mu} j_{\mu}^{5}(x)=2 i m_{0} j^{5}(x)+\frac{\alpha_{0}}{4 \pi} F^{\zeta \sigma}(x) F^{\tau \rho}(x) \epsilon_{\xi \sigma \tau \rho}
$$

with $j_{\mu}^{5}=\bar{\psi} \gamma_{\mu} \gamma_{5} \psi$ the axial-vector current (referred to above as $A$ ), $j^{5}=\bar{\psi} \gamma_{5} \psi$ the pseudoscalar current, and with $m_{0}$ and $\alpha_{0}$ the (unrenormalized) fermion mass and coupling constant. The second was a demonstration that because of the anomaly, $Z_{2}$ is no longer the multiplicative renormalization constant for the axial-vector vertex, as a result of the diagram drawn in Fig. 1(a) in which the $A V V$ triangle is joined to an electron line with two virtual photons. Instead, the axial-vector vertex is made finite by multiplication by the renormalization constant

$$
Z_{A}=Z_{2}\left[1+\frac{3}{4}\left(\alpha_{0} / \pi\right)^{2} \log \left(\Lambda^{2} / m^{2}\right)+\ldots\right]
$$

thus giving an answer to the question with which I started my investigation. Thirdly, as an application of this result, I showed that the anomaly leads, in fourth order of perturbation theory, to infinite radiative corrections to the current-current theory of $\nu_{\mu} \mu$ and $\nu_{e} e$ scattering, but that this infinity can be cancelled between different fermion species by adding appropriate $\nu_{\mu} e$ and $\nu_{e} \mu$ scattering terms to the Lagrangian. This result is a forerunner of anomaly cancellation mechanisms in modern gauge theories. It is related to the fact, also discussed in my paper, that the asymptotic behavior of the $A V V$ triangle diagram saturates the bound given by the Weinberg power counting rules, rather than being one power better as is the case for the $A V V V V$ and higher loop diagrams, and has a leading asymptotic term that is a function solely of the external momenta. Finally, I also showed that a gauge invariant chiral generator still exists in the presence of the anomaly. Although not figuring in our subsequent discussion here, in its non-Abelian generalization this was relevant (as reviewed in Coleman, 1989) to later discussions of the $U(1)$ problem in quantum chromodynamics (QCD), leading up to the solution given by 't Hooft (1976).

No sooner was this part of my paper completed than Sidney Coleman arrived in Aspen from Europe, and told me that Bell and Jackiw (published as Bell and Jackiw, 1969) had independently discovered the anomalous behavior of the AVV triangle graph, in the context of a sigma model investigation of the Veltman (1967)Sutherland (1967) theorem stating that $\pi^{0} \rightarrow \gamma \gamma$ decay is forbidden in a PCAC calculation. The Sutherland-Veltman theorem is a kinematic statement about the $A V V$ three-point function, which asserts that if the momenta associated with the currents $A, V, V$ are respectively $q, k_{1}, k_{2}$, then the requirement of gauge invariance on the vector currents forces the $A V V$ vertex to be of order $q k_{1} k_{2}$ in the external momenta. Hence when one applies a divergence to the axial-vector vertex and uses the standard PCAC relation (with the quark current $\mathcal{F}_{3 \mu}^{5}$ the analog of $\frac{1}{2} j_{\mu}^{5}$ )

$$
\partial^{\mu} \mathcal{F}_{3 \mu}^{5}(x)=\left(f_{\pi} M_{\pi}^{2} / \sqrt{2}\right) \phi_{\pi}(x)
$$

with $M_{\pi}$ the pion mass, $\phi_{\pi}$ the pion field, and $f_{\pi}$ the charged pion decay constant, one finds that the $\pi^{0} \rightarrow \gamma \gamma$ matrix element is of order $q^{2} k_{1} k_{2}$, and hence vanishes in the soft pion limit $q^{2} \rightarrow 0$. Bell and Jackiw analyzed this result by a perturbative calculation in the $\sigma$-model, in which PCAC is formally built in from the outset, and found a non-vanishing result for the $\pi^{0} \rightarrow \gamma \gamma$ amplitude, which they traced back to the fact that the regularized $A V V$ triangle diagram cannot be defined to satisfy the requirements of both PCAC and gauge invariance. This constituted the "PCAC Puzzle" referred to in the title of their paper. They then proposed to modify the original $\sigma$-model by adding further regulator fields with mass-dependent coupling constants in such a manner as to simultaneously enforce gauge invariance and PCAC, thus enforcing the Sutherland-Veltman prediction of a vanishing $\pi^{0} \rightarrow \gamma \gamma$ decay amplitude. In the words of Bell and Jackiw in their paper, "It has to be insisted that the introduction of this mass dependence of coupling constants is not an arbitrary step in the PCAC context. If a regularization is introduced to define the theory, it must respect any formal properties which are to be appealed to." And again in concluding their paper, they stated "To the complaint that we have changed the theory, we answer that only the revised version embodies simultaneously the ideas of PCAC and gauge invariance."

It was immediately clear to me, in the course of the conversation with Sidney Coleman, that introducing additional regulators to eliminate the anomaly would entail renormalizability problems in $\sigma$ meson scattering, and was not the correct way to proceed. However, it was also clear that Bell and Jackiw had made an important observation in tying the anomaly to the Sutherland-Veltman theorem for $\pi^{0} \rightarrow \gamma \gamma$ decay, and that I could use the sigma-model version of the anomaly equation to get a nonzero prediction for the $\pi^{0} \rightarrow \gamma \gamma$ amplitude, with the whole decay amplitude arising from the anomaly term. I then wrote an Appendix to my paper (pages 24342438), clearly delineated from the manuscript that I had finished before Sidney's arrival, in which I gave a detailed rebuttal of the regulator construction, by showing that the anomaly could not be eliminated without spoiling either gauge-invariance or renormalizability. (In later discussions I added unitarity to this list, to exclude the possibility of canceling the anomaly by adding a term to the axial current with a $\partial_{\mu} /\left(\partial_{\lambda}\right)^{2}$ singularity.) In this Appendix I also used an anomaly-modified PCAC equation

$$
\partial^{\mu} \mathcal{F}_{3 \mu}^{5}(x)=\left(f_{\pi} M_{\pi}^{2} / \sqrt{2}\right) \phi_{\pi}(x)+S \frac{\alpha_{0}}{4 \pi} F^{\xi \sigma}(x) F^{\tau \rho}(x) \epsilon_{\xi \sigma \tau \rho}
$$

with $S$ a constant determined by the constituent fermion charges and axial-vector couplings, to obtain a PCAC formula for the $\pi^{0} \rightarrow \gamma \gamma$ amplitude $F^{\pi}$

$$
F^{\pi}=-(\alpha / \pi) 2 S \sqrt{2} / f_{\pi}
$$

Although the axial anomaly, in the context of breakdown of the "pseudoscalarpseudovector equivalence theorem", had in fact been observed much earlier, start-
ing with Fukuda and Miyamoto (1949) and Steinberger (1949) and continuing to Schwinger (1951), my paper broke new ground by treating the anomaly neither as a baffling calculational result, nor as a field theoretic artifact to be eliminated by a suitable regularization scheme, but instead as a real physical effect (breaking of classical symmetries by the quantization process) with observable physical consequences.

This point of view was not immediately embraced by everyone else. After completing my Appendix I sent Bell and Jackiw copies of my longhand manuscript, and an interesting correspondence ensued. In a letter dated August 25, 1968, Jackiw was skeptical whether one could extract concrete physical predictions from the anomaly, and whether one could augment the divergence of the axial-vector current by a definite extra electromagnetic contribution, as in the modified PCAC equation above. Bell, who was traveling, wrote me on Sept. 2, 1968, and was more appreciative of the possibility of using a modified PCAC to get a formula for the neutral pion decay amplitude, writing "The general idea of adding some quadratic electromagnetic terms to PCAC has been in our minds since Sutherland's $\eta$ problem. We did not see what to do with it." He also defended the approach he and Jackiw had taken, writing "The reader may be left with the impression that your development is contradictory to ours, rather than complementary. Our first observation is that the $\sigma$ model interpreted in a conventional way just does not have PCAC. This is already a resolution of the puzzle, and the one which you develop in a very nice way. We, interested in the $\sigma$-model only as exemplifying PCAC, choose to modify the conventional procedures, in order to exhibit a model in which general PCAC reasoning could be illustrated in explicit calculation." In recognition of this letter from John Bell, whom I revered, I added a footnote 15 to my manuscript saying "Our results do not contradict those of Bell and Jackiw, but rather complement them. The main point of Bell and Jackiw is that the $\sigma$ model interpreted in the conventional way, does not satisfy the requirements of PCAC. Bell and Jackiw modify the $\sigma$ model in such a way as to restore PCAC. We, on the other hand, stay within the conventional $\sigma$ model, and try to systematize and exploit the PCAC breakdown." This footnote, which contradicts statements made in the text of my paper, has puzzled a number of people; in retrospect, rather than writing it as a paraphrase of Bell's words, I should have quoted directly from Bell's letter.

Following this correspondence, my paper was typed on my return to Princeton and was received by the Physical Review on Sept. 24, 1968. (Bell and Jackiw's paper, a CERN preprint dated July 16, 1968, was submitted to $\Pi$ Nuovo Cimento, and received by that journal on Sept. 11, 1968.) My paper was accepted along with a signed referee's report from Bjorken, stating "This paper opens a topic similar to the old controversies on photon mass and nature of vacuum polarization. The lesson there, as I (no doubt foolishly) predict will happen here, is that infinities in diagrams are really troublesome, and that if the cutoff which is used violates a
cherished symmetry of the theory, the results do not respect the symmetry. I will also predict a long chain of papers devoted to the question the author has raised, culminating in a clever renormalizable cutoff which respects chiral symmetry and which, therefore, removes Adler's extra term." Thus, acceptance of the point of view that I had advocated was not immediate, but only followed over time. In 1999, Bjorken was a speaker at my 60th birthday conference at the Institute for Advanced Study, and amused the audience by reading from his report, and then very graciously gave me his file copy, with an appreciative inscription, as a souvenir.

The viewpoint that the anomaly determined the $\pi^{0} \rightarrow \gamma \gamma$ decay amplitude had significant physical consequences. In the Appendix to my paper, I showed that the value $S=\frac{1}{6}$ implied by the fractionally charged quark model gave a decay amplitude that was roughly a factor of 3 too small. More generally, I showed that a triplet constituent model with charges $(Q, Q-1, Q-1)$ gave $S=Q-\frac{1}{2}$, and so with integrally charged constituents ( $Q=0$ or $Q=1$ ) one gets an amplitude that agrees in absolute value, to within the expected accuracy of PCAC, with experiment. I noted in my paper that $Q=0$, or $S=-\frac{1}{2}$ corresponded to the case in which radiative corrections to weak interactions had been shown to be finite, but this choice for the sign of the $\pi^{0} \rightarrow \gamma \gamma$ amplitude was soon to be ruled out. Over the next few months Okubo (1969) and Gilman (1969) wrote me letters accompanying preprints which demonstrated, by different methods, that the sign corresponding to a single positive integrally charged constituent going around the triangle loop agrees with experiment. Okubo also analyzed various alternative models for proton constituents, and pointed out that while some are excluded by the experimentally determined value of $S$, the integrally charged Maki (1964)-Hara (1964) single triplet model (the model that I had considered in my Appendix, but now with $Q=1$ ), and the corresponding integrally charged three triplet model of Han and Nambu (1965) (see also Tavkhelidze (1965), Miyamoto (1965), and Nambu (1965)), are both in accord with the empirical value $S \simeq \frac{1}{2}$. In a conference talk a year later, in September 1969 (Adler, 1970a, R17) I reviewed the subject of the anomaly calculation of neutral pion decay, as developed in the papers that had appeared during the preceding year.

The work just described gave the first indications that neutral pion decay provides empirical evidence that can discriminate between different models for hadronic constituents. The correct interpretation of the fact that $S \simeq \frac{1}{2}$ came only later, when what we now call the "color" degree of freedom was introduced in the seminal papers of Bardeen, Fritzsch, and Gell-Mann (1972; reprinted as hep-ph/0211388) and Fritzsch and Gell-Mann (1971/1972; reprinted as hep-ph/0301127). These papers used my calculation of $\pi^{0} \rightarrow \gamma \gamma$ decay as supporting justification for the tripling of the number of fractionally charged quark degrees of freedom, thus increasing the theoretical value of $S$ for fractionally charged quarks from $\frac{1}{6}$ to $\frac{1}{2}$. The paper of Bardeen, Fritzsch, and Gell-Mann also pointed out that this tripling would show up in a measurement of $R$, the ratio of hadronic to muon pair production in electron
positron collisions, while noting that "Experiments at present are too low in energy and not accurate enough to test this prediction, but in the next year or two the situation should change.", as indeed it did.

Before leaving the subject of the early history of the anomaly and its antecedents, perhaps this is the appropriate place to mention the paper of Johnson and Low (1966), which showed that the Bjorken (1966)-Johnson-Low (1966) (BJL) method of identifying formal commutators with an infinite energy limit of Feynman diagrams gives, in significant cases, results that differ from the naive field-theoretic evaluation of these commutators. This method was later used by Jackiw and Johnson (1969) and by Boulware and myself (Adler and Boulware, 1969, R18) to show that the AVV axial anomaly can be reinterpreted in terms of anomalous commutators. This line of investigation, however, did not readily lend itself to a determination of anomaly effects beyond leading order. For example, I still have in my files an unpublished manuscript (circa 1966) attempting to use the BJL method to tackle a simpler problem, that of proving that the Schwinger term in quantum electrodynamics (QED) is a $c$-number to all orders of perturbation theory. I believe that this result is true (and it may well have been proved by now using operator product expansion methods), but I was not able at that time to achieve sufficient control of the BJL limits of high order diagrams with general external legs to give a procf. (See also remarks on this in Chapter 4.)

## Anomaly Nonrenormalization

We are now ready to address the issue of the determination of anomalies beyond leading order in perturbation theory. Before the neutral pion low energy theorem could be used as evidence for the charge structure of quarks, one needed to be sure that there were no perturbative corrections to the anomaly and the low energy theorem following from it. As I noted above, the fermion loop-wise argument that I used in my original treatment left me convinced that only the lowest order AVV diagram would contribute to the anomaly, but this was not a proof. This point of view was challenged in the article by Jackiw and Johnson (1969), received by the Physical Review on Nov. 25, 1968, who stated "Adler has given an argument to the end that there exist no higher-order effects. He introduced a cutoff, calculated the divergence, and then let the cutoff go to infinity. This is seen in the present context to be equivalent to the second method above. However, we believe that this method may not be reliable because of the dependence on the order of limits." And in their conclusion, they stated "In a definite model the nature of the modification (to the axjal-vector current divergence equation) can be determined, but in general only to lowest order in interactions." This controversy with Jackiw and Johnson was the motivation for a more thorough analysis of the nonrenormalization issue undertaken by Bill Bardeen and myself in the fall and winter of 1968-1969 (Adler and Bardeen,

1969, R19) and was cited in the "Acknowledgments" section of our paper, where we thanked "R. Jackiw and K. Johnson for a stimulating controversy which led to the writing of this paper."

The paper with Bardeen approached the problem of nonrenormalization by two different methods. We first gave a general constructive argument for nonrenormalization of the anomaly to all orders, in both quantum electrodynamics and in the $\sigma$-model in which PCAC is canonically realized, and we then backed this argument up with an explicit calculation of the leading order radiative corrections to the anomaly, showing that they cancelled among the various contributing Feynman diagrams. The strategy of the general argument was to note that since the anomaly equations written above involve unrenormalized fields, masses, and coupling constants, these equations are well defined only in a cutoff field theory. Thus, for both electrodynamics and the $\sigma$-model, we constructed cutoff versions by introducing photon or $\sigma$-meson regulator fields with mass $\Lambda$. (This was simple for the case of electrodynamics, but more difficult, relying heavily on Bill Bardeen's prior experience with meson field theories, in the case of the $\sigma$-model.) In both cases, the cutoff prescription allows the usual renormalization program to be carried out, expressing the unrenormalized quantities in terms of renormalized ones and the cutoff $\Lambda$. In the cutoff theories, the fermion loop-wise argument I used in my original anomaly paper is still valid, because regulating boson propagators does not alter the chiral symmetry properties of the theory, and thus it is straightforward to prove the validity of the anomaly equations involving unrenormalized quantities to all orders of perturbation theory.

Taking the vacuum to two $\gamma$ matrix element of the anomaly equations, and applying the Sutherland-Veltman theorem, which asserts the vanishing of the matrix element of $\partial^{\mu} j_{\mu}^{5}$ at the special kinematic point $q^{2}=0$, Bardeen and I then got exact low energy theorems for the matrix elements $\langle 2 \gamma| 2 i m_{0} j^{5}|0\rangle$ (in electrodynamics) and $\langle 2 \gamma|\left(f_{\pi} M_{\pi}^{2} / \sqrt{2}\right) \phi_{\pi}|0\rangle$ (in the $\sigma$-model) of the "naive" axial-vector divergence at this kinematic point, which were given by the negative of the corresponding matrix element of the anomaly term. However, since we could prove that these matrix elements are finite in the limit as the cutoff $\Lambda$ approaches infinity, this in turn gave exact low energy theorems for the renormalized, physical matrix elements in both cases. One subtlety that entered into the all orders calculation was the role of photon rescattering diagrams connected to the anomaly term, but using gauge invariance arguments analogous to those involved in the Sutherland-Veltman theorem, we were able to show that these diagrams made a vanishing contribution to the low energy theorem at the special kinematic point $q^{2}=0$. Thus, my paper with Bardeen provided a rigorous underpinning for the use of the $\pi^{0} \rightarrow \gamma \gamma$ low energy theorem to study the charge structure of quarks.

In our explicit second order calculation, we calculated the leading order radiative corrections to this low energy theorem, arising from addition of a single virtual pho-
ton or virtual $\sigma$-meson to the lowest order diagram. We did this by two methods, one involving a direct calculation of the integrals, and the other (devised by Bill Bardeen) using a clever integration by parts argument to bypass the direct calculation. Both methods gave the same answer: the sum of all the radiative corrections is zero, as expected from our general nonrenormalization argument. We also traced the contradictory results obtained in the paper of Jackiw and Johnson to the fact that these authors had studied an axial-vector current (such as $\bar{\psi} \gamma_{\mu} \gamma_{5} \psi$ in the $\sigma$-model) that is not made finite by the usual renormalizations in the absence of electromagnetism; as a consequence, the naive divergence of this current is not multiplicatively renormalizable. As we noted in our paper, "In other words, the axial-vector current considered by Jackiw and Johnson and its naive divergence are not well-defined objects in the usual renormalized perturbation theory; hence the ambiguous results which these authors have obtained are not too surprising." Our result of a definite, unrenormalized low energy theorem, we noted, came about because "In each model we have studied a particular axial-vector current: in spinor electrodynamics, the usual axial-vector current ... and in the $\sigma$ model the Polkinghorne (1958a,b) axial-vector current ... which, in the absence of electromagnetism, obeys the PCAC condition." It is these axial-vector currents that obey a simple anomaly equation to all orders in perturbation theory, and which give an exact, physically relevant low energy theorem for the naive axial-vector divergence.

This paper with Bill Bardeen should have ended the controversy over whether the anomaly was renormalized, but it didn't. Johnson pointed out in an unpublished report that since the anomaly is mass-independent, it should be possible to calculate it in massless electrodynamics, for which the naive divergence $2 i m_{0} j^{5}$ vanishes and the divergence of the axial-vector current directly gives the anomaly. Moreover, in massless electrodynamics there is no need for mass renormalization, and so if one chooses Landau gauge for the virtual photon propagator, the second order radiative correction calculation becomes entirely ultraviolet finite, with no renormalization counter terms needed. Such a second order calculation was reported by Sen (1970), a Johnson student, who claimed to find nonvanishing second order radiative corrections to the anomaly. However, the calculational scheme proposed by Johnson and used by Sen has the problem that, while ultraviolet finite, there are severe infrared divergences, which if not handled carefully can lead to spurious results. After a long and arduous calculation (Adler, Brown, Wong, and Young, 1971) my collaborators and I were able to show that the zero mass calculation, when properly done, also gives a vanishing second order radiative correction to the anomaly. This confirmed the result I had found with Bardeen, which had by then also been confirmed by different methods in the $m_{0} \neq 0$ theory in papers of Abers, Dicus, and Teplitz (1971) and Young, Wong, Gounaris, and Brown (1971).

Even this was not the end of controversies over the nonrenormalization theorem, as discussed in detail in my review Adler (2004a) that focuses specifically on
anomaly nonrenormalization. Suffice it to say here that no objections raised have withstood careful analysis, and there is now a detailed understanding of anomaly nonrenormalization both by perturbative methods, and by non-perturbative methods proceeding from the Callan-Symanzik equations. There is also a detailed understanding of anomaly nonrenormalization in the context of supersymmetric theories, where initial apparent puzzles are now resolved.

## Point Splitting Calculations of the Anomaly

At this point let me backtrack, and discuss the role of point-splitting methods in the study of the Abelian electrodynamics anomaly. In the present context, point-splitting was first used in the discussion given by Schwinger (1951) of the pseudoscalar-pseudovector equivalence theorem, to be described in more detail shortly. Almost immediately following circulation of the seminal anomaly preprints in the fall of 1968, Hagen (1969, received Sept. 24, 1968, and a letter to me dated Oct. 16, 1968), Zumino (1969, and a letter to me dated Oct. 7, 1968), and Brandt (1969, received Dec. 17, 1968, and a letter to me dated Oct. 16, 1968) all rederived the anomaly formula by a point-splitting method. Independently, a point-splitting derivation of the anomaly was given by Jackiw and Johnson (1969, received 25 November, 1968), who explicitly made the connection to Schwinger's earlier work (Johnson was a Schwinger student, and was well acquainted with Schwinger's body of work). The point of all of these calculations is that the anomaly can be derived by formal algebraic use of the equations of motion, provided one redefines the singular product $\bar{\psi}(x) \gamma_{\mu} \gamma_{5} \psi(x)$ appearing in the axial-vector current by the point-split expression

$$
\lim _{x \rightarrow x^{\prime}} \bar{\psi}\left(x^{\prime}\right) \gamma_{\mu} \gamma_{5} \exp \left[-i e \int_{x^{\prime}}^{x} d x^{\lambda} B_{\lambda}\right] \psi(x),
$$

and takes the limit $x^{\prime} \rightarrow x$ at the end of the calculation.
Responding to these developments, I appended a "Note added in proof" to my anomaly paper, mentioning the four field-theoretic, point-splitting derivations that had subsequently been given, and adding "Jackiw and Johnson point out that the essential features of the field-theoretic derivation, in the case of external electromagnetic fields, are contained in J. Schwinger, Phys. Rev. 82, 664 (1951)". What to me was an interesting irony emerged from learning of the connection between anomalies and the famous Schwinger (1951) paper on vacuum polarization. I had in fact read Section II and the Appendices of the 1951 paper, when Alfred Goldhaber and $\mathbf{I}$, during our senior year at Harvard (1960-61), did a reading course on quantum electrodynamics with Paul Martin, which focused on papers in Schwinger's reprint volume (Schwinger, 1958). Paul had told us to read the parts of the Schwinger paper that were needed to calculate the $V V$ vacuum polarization loop, but to skip the
rest as being too technical. Reading Section V of Schwinger's paper brought back to mind a brief, forgotten conversation I had had with Jack Steinberger, who was Director of the Varenna Summer School in 1967. Steinberger had told me that he had done a calculation on the pseudovector-pseudoscalar equivalence theorem for $\pi^{0} \rightarrow \gamma \gamma$, but had gotten different answers in the two cases; also that Schwinger had claimed to reconcile the answers, but that he (Steinberger) couldn't make sense out of Schwinger's argument. Jack had urged me to look at it, which I never did until getting the Jackiw-Johnson preprint, but in retrospect everything fell into place, and the connection to Schwinger's work was apparent.

This now brings me to the question, did Schwinger's paper constitute the discovery of the anomaly? Both Jackiw, in his paper with Johnson, and I were careful to note the connection between Schwinger's (1951) paper and the point-splitting derivations of the anomaly, once it was called to our attention. However, recently some of Schwinger's former students have gone further, arguing that Schwinger was the discoverer of the anomaly and that my paper and that of Bell and Jackiw were merely a "rediscovery" of a previously known result. I believe that this claim goes beyond the published record of what is in Schwinger's paper, as analyzed in detail in Sec. 2.3 and Appendix A of my review Adler (2004a). Stated briefly, Schwinger's calculation was devoted to making the pseudovector calculation give the same non-zero answer as the pseudoscalar one, and what Schwinger calls the redefined axial-vector divergence is in fact not the divergence of the gauge-invariant axial-vector current, but rather the axial-vector current divergence minus the anomaly. In other words, Schwinger's calculation effectively transposes the anomaly term to the left-hand side of the anomaly equation, so that what he evaluates is the effective Lagrangian arising from the left-hand side of the equation

$$
\partial^{\mu} j_{\mu}^{5}(x)-\frac{\alpha_{0}}{4 \pi} F^{\xi \sigma}(x) F^{\tau \rho}(x) \epsilon_{\xi \sigma \tau \rho}=2 i m_{0} j^{5}(x)
$$

which then necessarily gives the same result as calculation of an effective Lagrangian from the right-hand side, which is pseudoscalar coupling. There is no gauge-invariant axial-vector current for which the combination on the left-hand side is the divergence, but as shown in Eqs. (58) and (59) of R16, there is a gauge-non-invariant axial-vector current which has this divergence.

The use of a point-splitting method was of course important and fruitful, and in retrospect, the axial anomaly is hidden within Schwinger's calculation. But Schwinger never took the crucial step of observing that the axial-vector current matrix elements cannot, in a renormalizable quantum theory, be made to satisfy all of the expected classical symmetries. And more specifically, he never took the step of defining a gauge-invariant axial-vector current by point splitting, which has a well-defined anomaly term in its divergence, with the anomaly term completely accounting for the disagreement between the pseudoscalar and pseudovector calculations of neutral pion decay. So I would say that although Schwinger took steps in
the right direction, particularly in noting the utility of point-splitting in defining the axial-vector current, his 1951 paper obscured the true physics and does not mark the discovery of the anomaly. This happened only much later, in 1968, and led to a flurry of activity by many people. My view is supported, I believe, by the fact that Schwinger's calculation seemed arcane, even to people (like Steinberger) with whom he had talked about it and to colleagues familiar with his work, and exerted no influence on the field until after preprints on the seminal work of 1968 had appeared.

## The Non-Abelian Anomaly, Its Nonrenormalization and Geometric Interpretation

Since in the chiral limit the $A V V$ triangle is identical to an $A A A$ triangle (as is easily seen by an argument involving anticommutation of a $\gamma_{5}$ around the loop), I knew already in unpublished notes dating from the late summer of 1968 that the $A A A$ triangle would also have an anomaly; a similar observation was also made by Gerstein and Jackiw (1969). From fragmentary calculations begun in Aspen I suspected that higher loop diagrams might have anomalies as well, so after the nonrenormalization work with Bill Bardeen was finished I suggested to Bill that he work out the general anomaly for larger diagrams. (I was at that point involved in other calculations with Wu-Ki Tung, on the perturbative breakdown of scaling formulas such as the Callan-Gross relation, to be discussed shortly.) I showed Bill my notes, which turned out to be of little use, but which contained a very pertinent remark by Roger Dashen that including charge structure (which I had not) would allow a larger class of potentially anomalous diagrams. Within a few weeks, Bill carried out a brilliant calculation, by point-splitting methods, of the general anomaly in both the Abelian and the non-Abelian cases (Bardeen, 1969). Expressed in terms of vector and axial-vector Yang-Mills field strengths

$$
\begin{aligned}
& F_{V}^{\mu \nu}(x)=\partial^{\mu} V^{\nu}(x)-\partial^{\nu} V^{\mu}(x)-i\left[V^{\mu}(x), V^{\nu}(x)\right]-i\left[A^{\mu}(x), A^{\nu}(x)\right] \\
& F_{A}^{\mu \nu}(x)=\partial^{\mu} A^{\nu}(x)-\partial^{\mu} A^{\mu}(x)-i\left[V^{\mu}(x), A^{\nu}(x)\right]-i\left[A^{\mu}(x), V^{\nu}(x)\right]
\end{aligned}
$$

Bardeen's result takes the form

$$
\begin{aligned}
\partial^{\mu} J_{5 \mu}^{\alpha}(x) & =\text { normal divergence term } \\
& +\left(1 / 4 \pi^{2}\right) \epsilon_{\mu \nu \sigma \tau} \operatorname{tr}_{I}\left[\lambda _ { A } ^ { \alpha } \left[(1 / 4) F_{V}^{\mu \nu}(x) F_{V}^{\sigma \tau}(x)+(1 / 12) F_{A}^{\mu \nu}(x) F_{A}^{\sigma \tau}(x)\right.\right. \\
& +(2 / 3) i A^{\mu}(x) A^{\nu}(x) F_{V}^{\sigma \tau}(x)+(2 / 3) i F_{V}^{\mu \nu}(x) A^{\sigma}(x) A^{\tau}(x) \\
& \left.+(2 / 3) i A^{\mu}(x) F_{V}^{\nu \sigma}(x) A^{\tau}(x)-(8 / 3) A^{\mu}(x) A^{\nu}(x) A^{\sigma}(x) A^{\tau}(x)\right]
\end{aligned}
$$

with $\operatorname{tr}_{I}$ denoting a trace over internal degrees of freedom, and $\lambda_{A}^{\alpha}$ the internal symmetry matrix associated with the axial-vector external field. In the Abelian case,
with trivial internal symmetry structure, the terms involving two or three factors of $A^{\mu, \nu, \ldots}$ vanish by antisymmetry of $\epsilon_{\mu \nu \sigma \tau}$, and there are only $A V V$ and $A A A$ triangle anomalies. When there is non-trivial internal symmetry or charge structure, there are anomalies associated with the box and pentagon diagrams as well, confirming Dashen's intuition mentioned earlier. Bardeen notes that whereas the triangle and box anomalies result from linear divergences associated with these diagrams, the pentagon anomalies arise not from linear divergences, but rather from the definition of the box diagrams to have the correct vector current Ward identities. Bardeen also notes, in his conclusion, another prophetic remark of Dashen, to the effect that the pentagon anomalies should add anomalous terms to the PCAC low energy theorems for five pion scattering; I shall return to this shortly.

There are two distinct lines of argument leading to the conclusion that the nonAbelian chiral anomaly also has a nonrenormalization theorem, and is given exactly by Bardeen's leading order calculation. The first route parallels that used in the Abelian case, involving variously a loop-wise regulator construction, explicit fourth order calculation, and an argument using the Callan-Symanzik equations; for detailed references, see Adler (2004a). The conclusion in all cases is that the AdlerBardeen theorem extends to the non-Abelian case. Heuristically, what is happening is that except for a few small one-fermion loop diagrams, non-Abelian theories, just like Abelian ones, are made finite by gauge invariant regularization of the gluon propagators. But this regularization has no effect on the chiral properties of the theory, and therefore does not change its anomaly structure, which can thus be deduced from the structure of the few small fermion loop diagrams for which naive classical manipulations break down.

The second route leading to the conclusion that the non-Abelian anomaly is nonrenormalized might be termed "algebraic/geometrical", and consists of two steps. The first step consists of a demonstration that the higher order terms in Bardeen's non-Abelian formula are completely determined by the leading, Abelian anomaly. During a summer visit to Fermilab in 1971, I collaborated with Ben Lee, Sam Treiman, and Tony Zee (Adler, Lee, Treiman, and Zee 1971, R20) in a calculation of a low energy theorem for the reaction $\gamma+\gamma \rightarrow \pi+\pi+\pi$ in both the neutral and charged pion cases. This was motivated in part by discrepancies in calculations that had just appeared in the literature, and in part by its relevance to theoretical unitarity calculations of a lower bound on the $K_{L}^{0} \rightarrow \mu^{+} \mu^{-}$decay rate. Using PCAC, we showed that the fact that the $\gamma+\gamma \rightarrow 3 \pi$ matrix elements vanish in the limit when a final $\pi^{0}$ becomes soft, together with photon gauge invariance, relates these amplitudes to the matrix elements $F^{\pi}$ for $\gamma+\gamma \rightarrow \pi^{0}$ and $F^{3 \pi}$ for $\gamma \rightarrow \pi^{0}+\pi^{+}+\pi^{-}$, and moreover, gives a relation between the latter two matrix elements,

$$
e F^{3 \pi}=f^{-2} F^{\pi} \quad, f=\frac{f_{\pi}}{\sqrt{2}}
$$

Thus all of the matrix elements in question are uniquely determined by $F^{\pi}$, which itself is determined by the $A V V$ anomaly calculation. An identical result for the same reactions was independently given by Terent'ev (Terentiev) (1971). In the meantime, in a beautiful formal analysis, Wess and Zumino (1971) showed that the current algebra satisfied by the flavor $S U(3)$ octet of vector and axial-vector currents implies integrability or "consistency" conditions on the non-Abelian axial-vector anomaly, which are satisfied by the Bardeen formula, and conversely, that these constraints uniquely imply the Bardeen structure up to an overall factor, which is determined by the Abelian $A V V$ anomaly. By introducing an auxiliary pseudoscalar field, Wess and Zumino were able to write down a local action obeying the anomalous Ward identities and the consistency conditions. (There is no corresponding local action involving just the vector and axial-vector currents, since if there were, the anomalies could be eliminated by a local counterterm.) Wess and Zumino also gave expressions for the processes $\gamma \rightarrow 3 \pi$ and $2 \gamma \rightarrow 3 \pi$ discussed by Adler et al. and Terentiev, as well as giving the anomaly contribution to the five pseudoscalar vertex. The net result of these three simultaneous pieces of work was to show that the Bardeen formula has a rigidly constrained structure, up to an overall factor given by the $\pi^{0} \rightarrow \gamma \gamma$ decay amplitude.

The second step in the "algebraic/geometric" route to anomaly renormalization is a celebrated paper of Witten (1983), which shows that the Wess-Zumino action has a representation as the integral of a fifth rank antisymmetric tensor (constructed from the auxiliary pseudoscalar field) over a five-dimensional disk of which four-dimensional space is the boundary. In addition to giving a new interpretation of the Wess-Zumino action $\Gamma$, Witten's argument also gave a constraint on the overall factor in $\Gamma$ that was not determined by the Wess-Zumino consistency argument. Witten observed that his construction is not unique, because a closed five-sphere intersecting a hyperplane gives two ways of bounding the four-sphere along the equator with a five dimensional hemispherical disk. Requiring these two constructions to give the same value for $\exp (i \Gamma)$, which is the way the anomaly enters into a Feynman path integral, requires integer quantization of the overall coefficient in the Wess-Zumino-Witten action. This integer can be read off from the $A V V$ triangle diagram, and for the case of an underlying color $S U\left(N_{c}\right)$ gauge theory turns out to be just $N_{c}$, the number of colors.

To summarize, the "algebraic/geometric" approach shows that the Bardeen anomaly has a unique structure, up to an overall constant, and moreover that this overall constant is constrained by an integer quantization condition. Hence once the overall constant is fixed by comparison with leading order perturbation theory (say in QCD ), it is clear that this result must be exact to all orders, since the presence of renormalizations in higher orders of the strong coupling constant would lead to violations of the quantization condition.

The fact that non-Abelian anomalies are given by an overall rigid structure
has important implications for quantum field theory. For example, the presence of anomalies spoils the renormalizability of non-Abelian gauge theories and requires the cancellation of gauged anomalies between different fermion species (see Gross and Jackiw (1972), Bouchiat, Iliopoulos, and Meyer (1972), and Weinberg (1973)), through imposition of the condition $\operatorname{tr}\left\{T_{\alpha}, T_{\beta}\right\} T_{\gamma}=0$ for all $\alpha, \beta, \gamma$, with $T_{\alpha}$ the coupling matrices of gauge bosons to left-handed fermions. The fact that anomalies have a rigid structure then implies that once these anomaly cancellation conditions are imposed for the lowest order anomalous triangle diagrams, no further conditions arise from anomalous square or pentagon diagrams, or from radiative corrections to these leading fermion loop diagrams. Other places where the one-loop geometric structure of non-Abelian anomalies enters are in instanton physics, and in the 't Hooft anomaly matching conditions. These and other chiral anomaly applications are discussed in more detail in my review Adłer (2004a), and also in my Encyclopedia of Mathematical Physics article Adler (2004b). Both of these sources give extensive references to recent review articles and books on anomalies, which update the 1970 reviews given in my Brandeis lectures (Adler, 1970b) and in Jackiw's Brookhaven lectures (Jackiw, 1970).

## Perturbative Corrections to Scaling

While finishing the paper with Bardeen on anomaly nonrenormalization, I had embarked on a different set of perturbative calculations with Wu-Ki Tung; these became a forerunner of a different kind of "anomaly", the anomalous scaling observed in deep inelastic electron and neutrino scattering. Our starting point was the question of whether applications of the Bjorken (1966) limit technique, which assumed that the asymptotic behavior of time-ordered products is given by the "naive" or free field theory equal time commutator, would be modified in perturbation theory. Strong hints in this direction had been given in a paper of Johnson and Low (1966), which showed that the "Bjorken-Johnson-Low" limit can produce anomalous commutators, and related results were also obtained in an earlier paper of Vainshtein and Ioffe (1967); our aim was to do calculations focusing on several physically important applications not covered in this previous work. These were the calculation by Bjorken (1966) of the radiative corrections to $\beta$-decay, the Bjorken (1967) backward-neutrino-scattering asymptotic sum rule, and the Callan-Gross (1969) relation relating the ratio of the longitudinal to transverse deep inelastic electron scattering cross sections to the constitution of the electric current, with the latter an application both of the Bjorken-Johnson-Low limit method, and of the later proposal by Bjorken (1969) of scaling of the deep inelastic structure functions.

For our test model, we considered an $S U(3)$ triplet of spin-1/2 particles bound by exchange of a massive singlet gluon, which we took as either a vector, scalar, or pseudoscalar. The results of the vector exchange calculation, to leading order of
perturbation theory, were reported in Adler and Tung (1969), R21, while additional leading order results in the scalar and pseudoscalar gluon cases, and some fourth order results, were given in the follow-up paper Adler and Tung (1970), R22. We concluded that the Callan-Gross relation for spin- $1 / 2$ quarks, which asserts the vanishing of $q^{2} \sigma_{L}\left(q^{2}, \omega\right)$ for large $q^{2}$ with fixed scaling variable $\omega$, breaks down in leading order of perturbation theory. A similar conclusion was also reached by Jackiw and Preparata (1969a,b), whose first paper appears in the same issue of Physical Review Letters as our paper R21. Tung and I related the breakdown of the Callan-Gross relation to a corresponding breakdown of Bjorken's backward neutrino sum rule. We also showed that the certain current commutators receive a systematic pattern of logarithmic asymptotic corrections, and calculated the leading perturbative correction to the logarithmically divergent part of the radiative corrections to $\beta$ decay. Tung (1969), while still at the Institute, and Jackiw and Preparata (1969c), went on to carry out general analyses of the range of validity and breakdown of the Bjorken-Johnson-Low limit in perturbation theory.

These papers had a number of implications for subsequent developments. The logarithmic deviations from the Callan-Gross relation were soon understood in a more systematic way through the Wilson (1969) operator product expansion and the Callan (1970)-Symanzik (1970) equations, which gave anomalous dimensions in accord with the leading order results obtained by Tung and me and by Jackiw and Preparata, and with the fourth order results obtained by Tung and me in R22; for a discussion of this, see Bèg (1975). The fact that perturbative field theory gives strong violations of scaling led to a skepticism as to whether field theory could describe the strong interactions at all. For example, Fritzsch and Gell-Mann (1971/1972), in their long paper on "Light Cone Current Algebra", remarked that "The renormalized perturbation theory, taken term by term, reveals various pathologies in commutators of currents. Not only are there in each order logarithmic singularities on the light cone, which destroy scaling, and violations of the rule that $\sigma_{L} / \sigma_{T} \rightarrow 0$ in the Bjorken limit, but also a careful perturbation theory treatment show the existence of higher singularities on the light cone..." This was one of their motivations for introducing the light cone algebra, which abstracted from field theory algebraic relations that led to scaling and parton model results, with the field theory itself being discarded.

At the same time, there were also thoughts that a renormalization group fixed point in field theory might provide a remedy. In the same article, Fritzsch and Gell-Mann noted that in the context of a singlet vector gluon theory, "we must imagine that the sum of perturbation theory yields the special case of a 'finite vector theory ${ }^{27}$ [reference to Gell-Mann and Low, and Baker and Johnson] if we are to bring the vector gluon theory and the basic algebra into harmony." Quite independently, in a conference talk at Princeton that I gave in October of 1971 (published considerably later as Adler (1974), R23), in Section 2.4, on "Questions raised by the breakdown of the BJL limit", I made the remark "Can one make a
consistent calculational scheme in which Bjorken limits, the Callan-Gross relation and scaling are all valid? This is a real challenge to theorists...Perhaps a successful approach would involve summation of perturbation theory graphs plus use of the Gell-Mann-Low eigenvalue condition (see sect. 3)." (I made these comments at just the time when I was working on a possible eigenvalue condition in quantum electrodynamics, growing out of the work of Gell-Mann and Low, and Johnson, Baker, and Willey, as described below in Chapter 4. The relevance of an eigenvalue to power law behavior was also pointed out in the papers of Callan (1972) and of Christ, Hasslacher, and Mueller (1972), which I included as references when I edited my 1971 conference talk in the fall of 1972.) However, in the field theories then under consideration, there was an obstacle to realizing this idea. As I noted in Sec. 3 of my Princeton talk, for singlet gluon theories the renormalization group methods suggested either no simple scaling behavior (if there were no renormalization group fixed point at which the $\beta$ function had a zero), or power law deviations from scaling of the form $\left(q^{2}\right)^{-\gamma}$ (if there were a fixed point at a nonzero coupling value $\lambda_{0}$ where $\beta$ vanished, with $\gamma$ the value of the anomalous dimension at the fixed point). Since in a strong coupling theory $\gamma$ would be expected to be large at the fixed point, power law deviations from scaling looked to be too large to agree with experiment.

It took another eighteen months for this obstacle to be overcome. Three developments were involved: the introduction of the modern form of "color" as a tripling of the fractionally charged quark degrees of freedom by Bardeen, Fritzsch, and Gell-Mann (1972), the non-Abelian gauging of this form of color by Fritzsch and Gell-Mann (1972), and finally, in line with Gell-Mann's dictum "Nature reads the books of free field theory", a search for field theories that would have almost free behavior in the scaling limit. The conclusion of this search, the discovery of the asymptotic freedom of non-Abelian gauge theories and its implications by Gross, Politzer, and Wilczek, in the end proved a realization of the field-theoretic route that been contemplated by various people in 1971. In asymptotically free theories, because the renormalization group fixed point (the Gell-Mann-Low eigenvalue) is at zero coupling, where the anomalous dimension $\gamma$ vanishes, the deviations from scaling are not powers of $q^{2}$, but rather only powers of $\log q^{2}$, with exponents that can be calculated in leading order of perturbation theory. Thus the deviations from scaling predicted by non-Abelian gauge theories, and specifically by quantum chromodynamics (QCD) as the theory of the strong interactions, are much weaker than would be expected for singlet gluon theories, and are compatible with experiment.

Returning briefly to the calculations that Tung and I did, our results for the radiative corrections to $\beta$-decay in the singlet vector gluon model turned out later to have applications in the QCD context. They can be converted to the realistic case of the octet gluon of QCD by multiplication by a color factor, as discussed in the review of Sirlin (1978), and so have become part of the technology for calculating radiative corrections to weak processes.

## Trace Anomalies to All Orders

In an influential paper Wilson (1969) proposed the operator product expansion, incorporating ideas on the approximate scale invariance of the strong interactions suggested by Mack (1968). As one of the applications of his technique, Wilson discussed $\pi^{0} \rightarrow 2 \gamma$ decay and the axial-vector anomaly from the viewpoint of the short distance singularity of the coordinate space $A V V$ three-point function. Using these methods, Crewther (1972) and Chanowitz and Ellis (1972) investigated the short distance structure of the three-point function $\theta V_{\mu} V_{\nu}$, with $\theta=\theta_{\mu}^{\mu}$ the trace of the energy-momentum tensor, and concluded that this is also anomalous, thus confirming earlier indications of a perturbative trace anomaly obtained in a study of broken scale invariance by Coleman and Jackiw (1971). Letting $\Delta_{\mu \nu}(p)$ be the momentum space $\theta V_{\mu} V_{\nu}$ three point function, and $\Pi_{\mu \nu}$ be the corresponding $V_{\mu} V_{\nu}$ two-point function, the naive Ward identity $\Delta_{\mu \nu}(p)=\left(2-p_{\sigma} \partial / \partial p_{\sigma}\right) \Pi_{\mu \nu}(p)$ is modified to

$$
\Delta_{\mu \nu}(p)=\left(2-p_{\sigma} \frac{\partial}{\partial p_{\sigma}}\right) \Pi_{\mu \nu}(p)-\frac{R}{6 \pi^{2}}\left(p_{\mu} p_{\nu}-\eta_{\mu \nu} p^{2}\right)
$$

with the trace anomaly coefficient $R$ given by

$$
R=\sum_{i, \operatorname{spin} \frac{1}{2}} Q_{i}^{2}+\frac{1}{4} \sum_{i, \mathrm{spin} 0} Q_{i}^{2}
$$

Thus, for QED, with a single fermion of charge $e$, the anomaly term is $-[2 \alpha /(3 \pi)]\left(p_{\mu} p_{\nu}-\eta_{\mu \nu} p^{2}\right)$. In a subsequent paper, Chanowitz and Ellis (1973) showed that the fourth order trace anomaly can be read off directly from the coefficient of the leading logarithm in the asymptotic behavior of $\Pi_{\mu \nu}(p)$, giving to next order an anomaly coefficient $-2 \alpha /(3 \pi)-\alpha^{2} /\left(2 \pi^{2}\right)$. Thus, their fourth order argument indicated a direct connection between the trace anomaly and the renormalization group $\beta$ function.

My involvement with trace anomalies began roughly five years later, when Physical Review sent me for refereeing a paper by Iwasaki (1977). In this paper, which noted the relevance to trace anomalies, Iwasaki proved a kinematic theorem on the vacuum to two photon matrix element of the trace of the energy-momentum tensor, that is an analog of the Sutherland-Veltman theorem for the vacuum to two photon matrix element of the divergence of the axial-vector current. Just as the latter has a kinematic zero at $q^{2}=0$, Iwasaki showed that the kinematic structure of the vacuum to two photon matrix element of the energy-momentum tensor implies, when one takes the trace, that there is also a kinematic zero at $q^{2}=0$, irrespective of the presence of anomalies (just as the Sutherland-Veltman result holds in the presence of anomalies). Reading this article suggested the idea that just as the Sutherland-Veltman theorem can be used as part of an argument to prove nonrenormalization of the axial-vector anomaly, Iwasaki's theorem could be used to analogously calculate the trace anomaly to all orders. (In addition to writing a
favorable report on Iwasaki's paper, I invited him to spend a year at the IAS, which he did during the 1977-78 academic year.) During the spring of 1976 I wrote an initial preprint attempting an all orders calculation of the trace anomaly in quantum electrodynamics, but this had an error pointed out to me by Baqi Bég. Over the summer of 1976 I then collaborated with two local postdocs, John Collins (at Princeton) and Anthony Duncan (at the Institute), to work out a corrected version (Adler, Collins, and Duncan, 1977, R24). Collins and Duncan simultaneously teamed up with another Institute postdoc, Satish Joglekar, to apply similar ideas to quantum chromodynamics, published as Collins, Duncan, and Joglekar (1977), and independently the same result for QCD was obtained by N. K. Nielsen (1977). Similar results were given in a preprint of Minkowski (1976), which grew out of discussions in the Gell-Mann group at Cal Tech in which the role of the $\beta$ function in the trace anomaly formula, and its implications for generating the scale of the strong interactions, were appreciated (C. T. Hill, private communication, 2005, and P. Minkowski, private communication, 2005).

In the simpler case of QED, the argument based on Iwasaki's theorem is given in Section II of R24. The basic idea is to use Iwasaki's result for the vacuum to two photon matrix element of the trace of the energy momentum tensor, together with expressions for the electron to electron and the vacuum to two photon matrix elements of the "naive" trace $m_{0} \bar{\psi} \psi$ given by application of the Callan-Symanzik equations. The final result for the trace is given by

$$
\theta_{\mu}^{\mu}=[1+\delta(\alpha)] m_{0} \bar{\psi} \psi+\frac{1}{4} \beta(\alpha) N\left[F_{\lambda \sigma} F^{\lambda \sigma}\right]+\ldots,
$$

with $N[$ | an explicitly defined subtracted operator, with ... indicating terms that vanish by the equations of motion, and with $\delta(\alpha)$ and $\beta(\alpha)$ the renormalization group functions defined by $1+\delta(\alpha)=\left(m / m_{0}\right) \partial m_{0} / \partial m$ and $\beta(\alpha)=(m / \alpha) \partial \alpha / \partial m$. The first two terms in the power series expansion of the coefficient of the $F_{\lambda \sigma} F^{\lambda \sigma}$ term in the trace agree with the fourth-order calculation of Chanowitz and Ellis. The trace equation in QCD has a similar structure, again with the $\beta$ function appearing as the anomaly coefficient. The fact that the trace anomaly coefficient is given by the appropriate $\beta$ function extends to the supersymmetric case, and leads to interesting issues that are reviewed in the final section of Adler (2004a). The appearance of the $\beta$ function in the anomaly coefficient has also played a role in the inference of the structure of effective Lagrangians from the form of the trace anomaly; see, for example, Pagels and Tomboulis (1978) for an application to QCD, and Veneziano and Yankielowicz (1982) for an application to supersymmetric Yang-Mills theory.
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## 4. Quantum Electrodynamics

## Introduction

My interest in a detailed study of quantum electrodynamics (QED) began during my visit to Cambridge, U.K. in the spring of 1968, when I found the anomalous properties of the axial-vector triangle diagram discussed in Chapter 3. This started me thinking more generally about the properties of fermion loop diagrams, and in particular I wondered whether such diagrams in quantum electrodynamics could lead to an eigenvalue condition for the electric charge, possibly giving an explanation of why the charges of different particle species (such as the electron and proton) are the same in magnitude. This speculation ultimately proved to be wrong, and I look back on the investigations that it inspired with mixed feelings, as being somewhat of a misadventure. On the one hand, my work on aspects of quantum electrodynamics led to a number of important papers with useful results, but on the other hand, my preoccupation with this program kept me from jumping into the emerging area of Yang-Mills unification at the point when much of the interesting theoretical work on non-Abelian theories was being done.

My work on QED divided into three distinct phases, described in the following sections. The first part dealt with a calculation of the process of photon splitting in strong magnetic fields, which served as a warm-up for getting into the study of fermion loop diagrams. After this calculation was completed, I turned to an investigation of the renormalization group properties of QED, using as a tool the newly discovered Callan-Symanzik equations. Finally, in an attempt to get a better formalism for calculating the renormalization group $\beta$ function contribution from closed loop diagrams, I worked out a compactification of massless QED on the 4sphere, and applied this formalism to a number of theoretical issues. By the end of this phase, it was clear that developments in non-Abelian gauge theories were the future of the field of particle physics and, through grand unification, offered a compelling way to understand charge quantization, which had been the starting motivation for my interest in electrodynamics. So at this point I set my QED work aside and moved on to some of the phenomenological investigations described in Chapter 5.

## Strong Magnetic Field Electrodynamics: <br> Photon Splitting and Vacuum Dielectric Constant

The discovery of pulsars with ultra-strong trapped magnetic fields led to a surge of interest in strong field QED processes, that are unobservably small for attainable laboratory magnetic fields. One of the processes of interest is photon splitting in a constant magnetic field, which is described by a closed electron loop Feynman diagram. When conversations at the Institute turned to whether this reaction could be of relevance in the dynamics of pulsar magnetospheres, my interest in getting into a general study of fermion loop processes in QED made it natural for me to get involved. The initial phase of this study led to a paper (Adler, Bahcall, Callan, and Rosenbluth, 1970, R25), that surveyed the basic features of the photon splitting process. Briefly, the lowest order box diagram makes a vanishing contribution, by an argument using Lorentz invariance and gauge invariance, and so the leading contribution comes from the hexagon diagram, with three insertions of the external magnetic field. (Earlier calculations had overlooked this fact, and so led to the wrong dependence on magnetic field strength.) Using the Heisenberg-Euler effective Lagrangian, we calculated the photon splitting absorption coefficients for the various photon polarization states relative to the magnetic field vector, to leading order in the external magnetic field, for photon energies small relative to the electron mass. We also gave the selection rules that result from the fact that the dielectric constant for the vacuum permeated by a strong magnetic field is different for the different photon polarizations (this was where Marshall Rosenbluth's expertise as a plasma physicist entered in), and made numerical estimates. Some of our results were independently obtained around the same time by Bialynicka-Birula and BialynickiBirula (1970).

Again with the aim of getting more experience with QED calculations, I decided to embark on an exact calculation of photon splitting, for arbitrary magnetic fields and for arbitrary photon energies below the pair production threshold. This involved a very lengthy calculation using the proper time method, that Schwinger had first used (Schwinger, 1951) to give an elegant rederivation of the Heisenberg-Euler effective Lagrangian. I derived general formulas for both the photon splitting amplitudes, and the refractive indices needed for the selection rules (in the latter case correcting an earlier result of Minguzzi (1956,1958a,1958b)). I wrote a computer program to numerically evaluate the photon splitting absorption rates, and computed sample results, as well as giving a detailed discussion of possible plasma physics corrections to the selection rules. These results were all reported in a comprehensive article (Adler, 1971, R26) on photon splitting and dispersion in a strong magnetic field.

My overall conclusion was that the leading order calculation from the hexagon diagram gives good order of magnitude estimates, as graphed in Fig. 8 of R26, which plots the ratio of the exact photon splitting absorption coefficient to the hexagon
diagram prediction, versus magnetic field, for photon frequencies equal to zero and equal to the electron mass $m$. This plot, incidentally, gives a check both on my exact analytic calculation and the numerical work, since the ratio approaches unity for small field strengths, where the hexagon dominates. For magnetic fields of order the "critical field" $B_{C R}=m^{2} / e \sim 4.41 \times 10^{9}$ Tesla ( $4.41 \times 10^{13}$ Gauss), and photon frequencies of order the electron mass $m$, the photon splitting mean free path is much shorter than characteristic pulsar magnetosphere depths. However, since the absorption coefficients scale as $B^{6}$ for small fields, and since the pulsars known in 1971 tended to have fields of up to a few tenths of $B_{C R}$, the photon splitting process at that time seemed to be not of great astrophysical importance. Stoneham (1979) published an analytic recalculation of photon splitting by a different method (without numerical evaluation), which as we shall see agreed with my calculation. In an Appendix to his paper, he also improved on my estimate of the very small corrections that arise from the box diagram, when finite opening angles resulting from photon dispersion are taken into account, and we exchanged letters on this aspect of his work. However, after Stoneham's paper, interest in photon splitting waned for quite a number of years.

In the mid 1990's, the discovery of "magnetars", pulsars with fields much higher than the critical field, revived interest in photon splitting. Around April, 1995, John Bahcall told me that recent papers by Mentzel, Berg, and Wunner (1994) and Wunner, Sang, and Berg (1995) claimed that the photon splitting absorption coefficients for energetic photons in strong fields were a factor of $10^{4}$ higher than given in my 1971 paper. If true, this would have had important astrophysical ramifications, so I looked back at my own work, and at the papers of the Wunner group. I was struck by the fact that the Wunner group had not checked to see whether their calculation reproduced the known $B^{6}$ dependence of photon splitting for weak fields and low energy photons, a consistency test that, as noted above, I had incorporated into my analytic and numerical work. So I strongly suspected that they had made an error, possibly through a lack of gauge invariance, and wrote a letter to this effect to the Wunner group, while John simultaneously wrote to Astrophysical Journal Letters, where their second paper was being considered for publication. Neither of these letters had any effect, and the Wunner, Sang, and Berg paper was published in December, 1995. John Bahcall and Bohdan Paczynski then urged me to make my private misgivings known more publicly. In response, I wrote a short IAS Astrophysics Preprint Series article in January, 1996 (Adler, 1996), expanding on my letter to the Wunner group, and concluding "it is important that their calculation and mine be rechecked by a third party, with the aim of understanding where the discrepancy arises and determining who is right." I submitted this note to the Astrophysical Journal, which rejected it.

Although this short note was never published, it had the intended effect as a result of its internal circulation within the IAS. Not long afterwards Christian

Schubert, an IAS visitor at the time, came to my office and said that with new "stringy" Feynman rules with which he was expert, he thought he could repeat in a few days the calculation that had taken me a couple of months by the proper time method. I replied that if he could do that, I would deal with the numerical aspects. A week or two later Christian gave me two equivalent formulas for the photon splitting amplitude obtained by his methods; in the meantime, the Russian group of Baier, Milstein, and Shaisultanov (1996) had produced yet another calculation, which agreed numerically with my 1971 paper. During a short visit to the Institute for Theoretical Physics in Santa Barbara, I wrote programs to directly compare Schubert's two expressions, my 1971 result, Stoneham's 1979 formula, and the analytic formula of the Russian group, all as applied to the allowed polarization case. (The reason for doing this numerically is that an analytic conversion between inequivalent Feynman parameterizations is very difficult, because zero can be written as a multidimensional integral in complicated ways.) The programs showed that the five calculations gave precisely identical amplitudes. This was reported in the paper that I drafted with Schubert on my return to the IAS (Adler and Schubert, 1996, R27). We also posted my computer programs on my web site, and advertised this posting in the paper, so that the community at large could verify what we had done. About a month later, I received an email from Wunner retracting the earlier numerical results of his group, which turned out to result from a single sign error in their computer programs. When this sign error was corrected, the analytic results of Mentzel, Berg and Wunner gave answers that agreed with everyone else, as discussed in Wilke and Wunner (1997). Thus the photon splitting controversy was finally resolved. Subsequently, John Bahcall had me assemble a file of all the relevant papers and correspondence for a post-mortem meeting that he held with the editors of the Astrophysical Journal, to analyze and improve the process that that had allowed an incorrect paper to get into print, despite several advance warnings that the results were suspect.

## The "Finite QED" Program via the Callan-Symanzik Equations

My comprehensive article on photon splitting was finished in early 1971, and the following summer I returned to my long-standing interest in a study of unresolved issues in the theory of quantum electrodynamics. Johnson, Baker, and Willey (1964), Johnson, Willey, and Baker (1967), and Baker and Johnson (1969, 1971a,b) had written an important series of papers (referred to below as JBW) in which they argued that if QED has a Gell-Mann-Low eigenvalue, then the asymptotic behavior of both the electron and photon propagators would drastically simplify, with the mass term in the electron propagator having power law scaling behavior, and the asymptotic photon propagator behaving, after charge renormalization, as if it had no photon self-energy part. Bill Bardeen and I were both in Aspen for part of the
summer of 1971 , and we embarked on a study of QED using the then very new Callan (1970)-Symanzik (1970) equations. Rather than addressing the issue of a possible eigenvalue in QED, we studied the simplified model suggested by the presence of such an eigenvalue, in which the photon propagator is taken as a free propagator with no self-energy part. In this case the $\beta$ function term, which has a coupling constant derivative, is not present in the Callan-Symanzik equations, and these equations then can be explicitly integrated to give the simple form for the electron propagator found by JBW. These results were described in the paper Adler and Bardeen (1971), R28. In addition to giving results of interest for QED, this paper was one of the first applications of the Callan-Symanzik equations, and was also a motivation for my remarks at the Princeton conference later in 1971 (see R23), in which I suggested a possible connection between an eigenvalue condition in the strong interactions and Bjorken scaling.

After finishing the paper with Bardeen, I turned to a detailed study of the full theory of QED, with photon self-energy parts retained, on which I wrote a comprehensive paper Adler (1972a), R29. This paper had a number of new results. I began with a review of the original Gell-Mann-Low formulation of the renormalization group in QED, and then redid their analysis in terms of the more modern Callan-Symanzik approach, ending up in Eq. (53) with the explicit map between the Callan-Symanzik $\beta(\alpha)$ function and the functions $\psi(\alpha)$ and $q(\alpha)$ that enter into the Gell-Mann-Low formulation. (An implicit form of this map had appeared in Sec. II. 3 of Symanzik (1970).) After reviewing the JBW program and the results obtained with Bardeen in R28, I showed by an argument based on the FederbushJohnson (1960) theorem that if there is an eigenvalue in QED, then in the massless limit all $2 n$-point current correlation functions must vanish at the eigenvalue. I then went on to show, in an argument that benefited from a conversation with Roger Dashen, that the vanishing of higher correlation functions also implied the vanishing of all coupling constant derivatives of the photon proper self-energy part at the eigenvalue; hence the eigenvalue, if it existed, must be an infinite order zero of the one-loop $\beta$ function. These were all correct results that give the paper an enduring value.

I concluded the paper by proposing that in addition to the standard renormalization group result, in which the eigenvalue plays the role (through running of the coupling) of the unrenormalized fine structure constant $\alpha_{0}$, there could be an additional solution, resulting from a fermion-loopwise summation of the theory, in which the eigenvalue plays the role of the physical coupling $\alpha$. A motivation for this proposal was that the formal power series argument, which shows the equivalence of loopwise summation to the usual renormalization group analysis, could break down in the presence of an essential singularity in the coupling. I then went on to conjecture that loopwise summation with an eigenvalue for $\alpha$ was the mechanism fixing the physical fine structure constant in a uniform manner for all fermion species.

As I have noted in the Introduction to this Chapter, this conjecture turned out to be wrong, and in retrospect my excessive emphasis on it in writing R29 distorted the presentation of an otherwise good paper. At the time key people working on the renormalization group, in particular Gell-Mann, Low, and Wilson, were all very skeptical. Wilson, in particular, remarked at a Princeton seminar that my demonstration of an infinite order zero showed there could be no eigenvalue in QED, and although I was privately annoyed at the time, it is now clear that this was the correct conclusion.

Finally, in an Appendix to my paper, I returned to the electron propagator analysis carried out in R28, this time in a general covariant gauge. This investigation was later reanalyzed in more detail, and improved, in a comprehensive study by Lautrup (1976).

The final paper in this section, Adler, Callan, Gross, and Jackiw (1972), R30, studied the combined implications of the BJL limit, the nonrenormalization of anomalies, and the possible presence of an eigenvalue in QED. This paper, which was initially drafted by Roman Jackiw, grew out of discussions among the authors at Princeton and at the National Accelerator Laboratory. It shows that the following three phenomena are, when taken in combination, incompatible: (1) nonrenormalization of the axial-vector anomaly, (2) the existence of an eigenvalue in QED, (3) validity of naive scale invariant short-distance expansions involving the axial-vector current at the eigenvalue. Since the finite QED program was intended to eliminate the pathologies of QED, through presence of an eigenvalue, this showed that its aims could not be attained, and again cast strong doubt on the existence of an eigenvalue in QED. For later work coming to the same conclusion, and references to more recent literature, see Baker and Johnson (1979), and Acharya and Narayana Swamy (1997). On rereading R30 now, it occurs to me that the argument establishing a relation between the axial-vector anomaly and the Schwinger term given in Section III may be extendable to show that the vanishing of anomalies in axial-vector loop diagrams coupling to four or more photons in QED implies, through similar use of a BJL limit, that the Schwinger term in the two-point function is a $c$-number. As noted in Chapter 3, this is a result that I was unable to prove, before the advent of the theory of anomalies, in 1966. For another approach to constraining the structure of the Schwinger term, see Jackiw, Van Royen, and West (1970).

## Compactification of Massless QED and Applications

The fact that the eigenvalue condition for QED can be studied in the conformally invariant, massless electron theory, led me to study remappings of the Feynman rules for QED that make use of conformal invariance. In Adler (1972b), R31, I showed that the equations of motion and Feynman rules for massless Euclidean QED can be written in terms of equivalent equations of motion and Feynman rules expressed
in terms of coordinates that are confined to the surface of a unit hypersphere in 5 -dimensional space (a four-sphere in mathematical terms). For example, letting $\eta^{a}$ be the coordinate on the sphere (where $a$ runs from 1 to 5 , and $\left(\eta^{a}\right)^{2}=1$ ), the usual four-vector potential is replaced by a five-vector $A^{a}$ obeying the constraint (with repeated indices summed) $\eta_{a} A^{a}=0$, and the electromagnetic field strength is replaced by a three-index tensor $F_{a b c}=L_{a b} A_{c}+L_{b c} A_{a}+L_{c a} A_{b}$, with $L_{a b}$ the 5-space rotation generators. This tensor has a two-index dual $\hat{F}_{a b}$, and the Maxwell equations become $L_{a b} F_{a b c}=2 e J_{c}, L_{a b} \hat{F}_{b c}=\hat{F}_{a c}$. The corresponding $O(5)$ covariant Feynman rules are given in Table I of R31. The result of this transformation of the theory is an explicit demonstration that massless QED can be compactified, so that there are only ultraviolet divergences (corresponding to points approaching each other on the surface of the sphere, where it becomes tangent to Euclidean 4 -space), but no infrared divergences. The $O(5)$ rules, however, are not manifestly conformal invariant; in a later section of the paper I showed that they are related, by a projective transformation, to a manifestly conformal invariant (but non-compact) $O(5,1)$ formalism that was introduced earlier by Dirac (1936).

In two subsequent papers I further developed and applied the $O(5)$ covariant formalism. In Adler (1973) I showed that the usual Feynman path integral takes the form of an amplitude integral, constructed as an infinite product of individually well-defined ordinary integrals over coefficients appearing in the hyperspherical harmonic expansion of the electromagnetic potential $A_{a}$. In the paper Adler (1974), R32, I used the amplitude integral formalism to study a simple model, in which only a single photon mode of the form $A_{a} \propto v_{1 a} \eta \cdot v_{2}-v_{2 a} \eta \cdot v_{1}$, with $v_{1,2}$ orthogonal unit vectors, is retained. The external field Fredholm determinant or vacuum persistence amplitude $\Delta(e A)=\operatorname{det}(i \gamma \cdot \partial+e \gamma \cdot A)$ could then be studied by exploiting the $O(3) \times O(2)$ residual symmetry of this model, which permits the external field problem to be reduced to a set of two coupled first order ordinary differential equations, with a Wronskian equal to the Fredholm determinant. A significant result coming out of the analysis of this model was that the renormalized Fredholm determinant is an entire function of order four as $e A$ becomes infinite in a general complex direction. This played a role in a subsequent discussion of asymptotic estimates in perturbative QED, as discussed in the paper of Balian, Itzykson, Zuber, and Parisi (1978), which followed up on an earlier paper of Itzykson, Parisi, and Zuber (1977). Whereas extrapolation from the solvable case of a constant field strength $F_{\mu \nu}$ suggested that the order of the Fredholm determinant is two, my solvable example showed that two cannot be the correct answer for general vector potentials. Balian et al. noted this and then went on to present further arguments for the determinant being of order four in four-dimensional spacetime, or more generally of order $D$ in $D$-dimensional spacetime. This in turn had important implications for their study of asymptotic behavior of the perturbation series in QED. The subject of the order of the Fredholm determinant was further developed by Bogomolny. In an initial
paper by Bogomolny and Fateyev (1978), the case of fields with an $O(3) \times O(2)$ symmetry group that I had initiated in R32 was taken up again, and an asymptotic formula for the Fredholm determinant was obtained. In a subsequent paper, Bogomolny (1979) showed that this asymptotic formula, and a similar formula obtained by Balian et al. for another special case, could be extended to the general result $\lim _{e \rightarrow i \infty} \Delta(e A)=\left(e^{4} / 12 \pi^{2}\right) \int d^{4} x\left(\left(A_{\mu}\right)^{2}\right)^{2}$, provided $A_{\mu}$ is chosen to obey the nonlinear gauge condition $\partial_{\mu}\left(A_{\mu} A^{2}\right)=0$. Thus the order four result that I found in my "one-mode" model in fact gave the correct general answer for QED.

A further application of the $O(5)$ formalism for QED emerged after the discovery of the instanton solution to the Yang-Mills field equations. Jackiw and Rebbi (1976) showed that the one-instanton solution is invariant under an $O(5)$ subgroup of the full conformal group, and hence can be rewritten in an elegant way in terms of the $O(5)$ formulation of electrodynamics, as extended to non-Abelian gauge fields. Letting $\alpha_{a}$ be the $O(5)$ equivalent of the Dirac $\gamma$ matrices, and $\gamma_{a b}=(i / 4)\left[\alpha_{a}, \alpha_{b}\right]$, a matrix-valued vector potential $A_{a}$ obeying the constraint $\eta \cdot A=0$ can be immediately constructed as $A_{a}=C \eta_{b} \gamma_{a b}$. Jackiw and Rebbi showed that when this vector potential is substituted into the Yang-Mills field equation as expressed in the non-Abelian extension of the $O(5)$ formalism, one gets a cubic equation for the coefficient $C$, two roots of which give pure gauge potentials with vanishing field strengths, but the third root of which gives the instanton! Thus, I had missed a significant opportunity in not pursuing the question, raised at least once when I gave seminars, of what the non-Abelian generalization of the $O(5)$ formalism was like. A variant of the non-Abelian $O(5)$ formalism was subsequently applied by Belavin and Polyakov (1977), with corrections by Ore (1977), to give a recalculation of the Fredholm determinant in an instanton background that was first computed by 't Hooft (1976).
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## 5. Particle Phenomenology and Neutral Currents

## Introduction

Much of the work described in Chapters 2 and 3 on soft pion theorems, sum rules, anomalies, and neutrino reactions falls in the category of phenomenology, but both the interrelations between different aspects of this research, and the chronology, suggested that it be discussed earlier. Even before this work was done, I wrote my first particle phenomenology paper in collaboration with my first year Princeton graduate school roommate, and former Harvard classmate, Alfred Goldhaber (Adler and Goldhaber, 1963). In this paper we analyzed the possibility of using the deuteron to provide a polarized proton target, by determining the polarization of the recoiling spectator neutron through its scattering on $\mathrm{He}^{4}$. Although perhaps feasible, this proposal was never implemented, and much better methods for directly obtaining polarized targets are now availahle. After I completed the work on quantum electrodynamics described in Chapter 4, I returned to phenomenology in a number of papers written, or conceived, during visits to the National Accelerator Laboratory (subsequently renamed the Fermi National Accelerator Laboratory, or Fermilab), and continued with related work in a number of papers written at the IAS. I discuss the earlier work done at Fermilab in the first section that follows, and then in the second section take up work at both Fermilab and the IAS relating to neutral currents.

## Visits to Fermilab

When the National Accelerator Laboratory was inaugurated, my former thesis advisor Sam Treiman was brought in, on a succession of leaves from Princeton starting in 1970, to serve as temporary head of the Theory Group, with the charge of setting it up and recruiting a permanent head. Subsequently, Ben Lee was hired to be the permanent head of the Theory Group. During this period many theorists from outside institutions were invited to be term time and/or summer visitors, and as part of this program I made a series of visits to Fermilab, and wrote a number of phenomenological papers growing out of discussions with people there.

As already noted in Chapter 3, during a 1971 visit to Fermilab I collaborated with Lee, Treiman, and Tony Zee to study the anomaly-based prediction for the process $\gamma \gamma \rightarrow 3 \pi$, described in the paper R20. This was applied in a subsequent paper
that I wrote with Glennys Farrar and Treiman (Adler, Farrar, and Treiman, 1972, R33) to an analysis of the contribution of three pion intermediate states to the rare kaon decay $K_{L} \rightarrow \mu^{+} \mu^{-}$. The background for this study was what was then called the " $K_{L} \rightarrow \mu^{+} \mu^{-}$puzzle", the fact that experiment had not detected this kaon decay mode at a level considerably below that given by a unitarity bound based on the assumed dominance of a two photon intermediate state in the absorptive part of the decay amplitude. There were thus two possibilities, either an experimental problem, or destructive interference with another intermediate state, for which the three pion intermediate state was a prime candidate. Aviv and Sawyer (1971) had proposed to use soft pion methods to estimate the three pion contribution, and had concluded that the contribution was much too small to be relevant. However, the Aviv-Sawyer analysis used an expression for the $3 \pi \rightarrow \gamma \gamma$ amplitude which had been shown in R20 to be incorrect. In R33, we estimated the three pion contribution by using the corrected $3 \pi \rightarrow \gamma \gamma$ amplitude calculated in R20, but still found that it gave much too small a contribution to explain the lack of observed $K_{L} \rightarrow \mu^{+} \mu^{-}$ events. Similar conclusions, again using the results of R20, were reached independently by Pratap, Smith, and Uy (1972). Ultimately, the origin of the " $K_{L} \rightarrow \mu^{+} \mu^{-}$ puzzle" turned out to be experimental, and this decay mode has now been seen in a number of experiments, with the Particle Data Group giving an average value for $\Gamma\left(\mu^{+} \mu^{-}\right) / \Gamma_{\text {TOT }}$ of $\sim 7.2 \times 10^{-9}$, as compared with the theoretical unitarity lower bound of $7.0 \times 10^{-9}$ based on the current $K_{L} \rightarrow \gamma \gamma$ branching ratio.

During the years 1973-1974, my Fermilab visits led to papers in two separate areas, searches for neutral currents in weak pion production, and the analysis of what was then a discrepancy between theory and experiment in $\mu$-mesic atom x-ray spectra. I will take up this second area first, because the neutral current work leads directly into the papers discussed in the next section. My interest in the $\mu$-mesic atom discrepancy was stimulated by my earlier work on quantum electrodynamics, since an eigenvalue in QED could show up as deviations from the standard perturbation theory predictions for vacuum polarization effects. Thinking about tests for vacuum polarization discrepancies in QED led me to think more generally about other aspects of vacuum polarization, in particular the predictions for the ratio $R(s)=\sigma\left(e^{+} e^{-} \rightarrow\right.$ hadrons; s)/ $\sigma\left(e^{+} e^{-} \rightarrow \mu^{+} \mu^{-} ; s\right)$ in various models for quark structure of hadrons. This offshoot of the QED work led to results that are still used today, introduced in the paper Adler (1974a), R34, dealing with "Some simple vacuum-polarization phenomenology...". My basic observation was that whereas $R$ is measured in the timelike region, the natural place to compare experiment with scaling predictions of various theories is in the spacelike region, where (since there are no threshold effects) one might expect an early or "precocious" onset of scaling. Rather than directly using the dispersion relation for the vacuum polarization part to calculate the spacelike continuation, I proposed using its first derivative, and so
defined a function

$$
T(-s)=\int_{4 m_{\pi}^{2}}^{\infty} \frac{d u R(u)}{(s+u)^{2}}
$$

This function is the one for which parton models and QCD most directly make predictions, and since it is positive definite and involves a strongly convergent integral (for $R$ approaching a constant), the experimentally inaccessible high energy tail has a known sign and a magnitude that can be bounded. For a parton model in which $R$ asymptotically approaches a constant $C$, one has $T(-s) \sim C / s$ as $s \rightarrow \infty$, and a similar formula holds in QCD with a known logarithmic correction. The paper R34 used the function $T(-s)$ to propose a test of the colored quark hypothesis. Subsequently, De Rújula and Georgi (1976) used a modified version of this idea, defining $D(s)=s T(-s)$, to analyze the new SPEAR data. They found that the original colored quark model was excluded, and among various viable possibilities, noted that "the standard model with charm is acceptable if heavy leptons are produced," a conclusion that was borne out by experiment with the subsequent discovery of the $\tau$ lepton. Shortly afterwards, Poggio, Quinn, and Weinberg (1976) proposed a generalized method in which the derivative of the hadronic vacuum polarization that I had used is replaced by a finite difference between the hadronic vacuum polarization values at points a distance $\pm i \Delta$ from the timelike real axis, leading to a "smeared" average of $R(s)$ that retains sensitivity to threshold effects. Recently, my original method, generally in the form $D(s)$ used by De Rújula and Georgi, has been revived under the name of the "Adler function", in a number of papers; see, for example, Broadhurst and Kataev (1993), Kataev (1996); Peris, Perrottet, and de Rafael (1998); Beneke (1999); Eidelman, Jegerlehner, Kataev, and Veretin (1999); Kataev (1999); Cvetic̄, Lee, and Schmidt (2001); Cvetič, Dib, Lee, and Schmidt (2001); Milton, Solovtsov, and Solovtsova (2001); and Dorokhov (2004).

In the second part of R34 I examined what was then a discrepancy between theory and experiment in $\mu$-mesic atom x-ray transition energies, under the assumption that (if real) the discrepancy arose from a nonperturbative correction $\delta \rho$ to the vacuum polarization absorptive part. Assuming that $\delta \rho$ is positive, or positive and monotonic, I derived lower bounds on the corresponding deviation that would be expected in $a_{\mu}=\frac{1}{2}\left(g_{\mu}-2\right)$. For instance, if $\delta \rho$ is assumed positive and monotonic, comparison of the kernels that weight $\rho$ in the formulas for the x-ray transition energies and for $a_{\mu}$ gives the bound $\delta a_{\mu} \leq-(0.98 \pm 0.18) \times 10^{-7}$. In a follow-up paper with Roger Dashen and Sam Treiman (Adler, Dashen, and Treiman, 1974) we discussed other tests for a nonperturbative vacuum polarization contribution, and also placed bounds on the mass of a light scalar meson that could be invoked to explain the x-ray discrepancy. A few months later, Barbieri (1975) extended the method of R34 to show that precision measurements of the $\left(\mu^{4} \mathrm{He}\right)^{+}$system were already at variance, within the vacuum polarization deviation or scalar meson
exchange hypotheses, with the supposed x-ray discrepancy. A later paper of Barbieri and Ericson (1975) gave additional evidence against the scalar meson explanation for the x-ray discrepancy. In the meantime, during 1975 and the few years following, there were a number of experimental developments, reviewed in detail in Borie and Rinker (1982), as a result of which the muonic x-ray discrepancy was eliminated. Incidentally, the current theoretical and experimental values of $a_{\mu}$ differ by a few parts in $10^{-9}$, well below the lower bounds on $\delta a_{\mu}$ inferred in R34 from the $\mu$-mesic atom x-ray data at that time, giving an additional indication that that the purported x -ray discrepancy was an experimental artifact.

## Neutral Currents

The existence of weak neutral currents is a principal prediction of the Glashow-Weinberg-Salam electroweak theory, and commanded much attention in the 1970s. Failure to find weak neutral currents would have falsified the electroweak theory, and on the other hand, detection of weak neutral currents would give a value for the electroweak mixing angle $\theta_{W}$, which in turn determines the masses of the heavy intermediate bosons of the theory. As a result of my thesis work on weak pion production, it was natural for me to get interested in theoretical estimates of the neutral current weak pion production channels $\nu+N_{i} \rightarrow \nu+\pi+N_{f}$, with $N_{i, f}$ a nucleon (either a neutron or proton) and with $\pi$ a pion of appropriate charge. In July 1972, a collaboration with Wonyong Lee as spokesman proposed a study of weak neutral currents in both the purely leptonic and the pion production channels at the Brookhaven AGS accelerator, and a copy of their proposal is in my files. Through this, and through related correspondence of Ben Lee with Sam Treiman, I got interested in doing detailed calculations for this process, and over the next few years was in frequent touch with the experimental group for which Wonyong Lee was spokesman.

My initial papers were motivated by the fact that preliminary estimates of neutral current weak pion production by Ben Lee (1972) appeared to conflict with experiments in complex nuclei reported by Wonyong Lee (1972), subject to two caveats. The first caveat was that Ben Lee's static model estimates didn't include $I=1 / 2$ contributions to weak pion production, and the second caveat was that nuclear charge exchange corrections could be important, as noted by Perkins (1972). The first of these issues was dealt with in a short paper Adler (1974b), R35, where I used my model of R15, as adapted to the neutral current case, to estimate the effects of including the nonresonant isospin $1 / 2$ channels, and concluded that they had little effect on Ben Lee's estimate from the dominant isospin $3 / 2$ channel. The second issue was dealt with in a paper on nuclear charge exchange corrections to pion production in the $\Delta(1232)$ region, that I wrote in collaboration with Shmuel Nussinov and Emmanuel Paschos (Adler, Nussinov, and Paschos, 1974, R36). In this paper,
we estimated the effects of multiple charge exchange scattering on pion production in nuclear targets, using an extension of techniques used by Fermi and others to calculate multiple neutron scattering in the early days of neutron physics. A considerable part of the fun of writing this paper was learning about this older work on neutron physics, and feeling a sense of continuity between current concerns of weak interaction physics and the quite differently motivated work of an earlier generation. In addition to giving analytic formulas, we tabulated various results for the case of a ${ }_{13} \mathrm{~A}^{27}$ target, as appropriate to experiments with aluminum spark chamber plates. In R36, we made the simplifying assumption of an isotopically neutral target (that is, equal numbers of neutrons and protons), which is exact for ${ }_{6} \mathrm{C}^{12}$, and a good approximation for aluminum. In a follow up paper (Adler, 1974c), I extended the model to nuclear targets with a neutron excess. As can be seen from Table II of R36, charge exchange corrections are sizable, and in our model typically reduce the ratio of neutral current to charged current $\pi^{0}$ production by about $40 \%$.

My next paper on neutral currents was motivated by the fact that preliminary results of an experiment on weak pion production in hydrogen at Argonne National Laboratory showed a cluster of neutral current events just above threshold. In this kinematic regime soft pion methods should apply, allowing one to relate threshold neutral current weak pion production in the standard electroweak theory to the elastic neutral current cross section for $\nu+p \rightarrow \nu+p$. Using this relation, I showed in Adler (1974d), R37 that one could place bounds on the expected number of neutral current pion production events in the threshold region, with the Argonne results exceeding these bounds. Thus, there seemed to be stronger neutral current weak pion production than suggested by the $S U(2) \times U(1)$ electroweak theory.

Subsequent events then proceeded on several parallel tracks. In a follow-up paper to R37, published as Adler (1975a), R38, I used the full apparatus of my weak pion production calculation of R15 to extend the neutral current calculation above the threshold region to include the regime where $\Delta(1232)$ production dominates. This analysis reinforced the conclusions about the preliminary Argonne data already reached in R37. Simultaneously, with a large group of postdocs at the Institute, I embarked on a study of weak pion production in alternative models of neutral currents with scalar, pseudoscalar, and tensor currents, and also with so-called "second class" (abnormal $G$-parity) currents. Additionally, in Adler, Karliner, Lieberman, Ng , and Tsao (1976), we did a detailed study of isospin- $1 / 2$ resonance production by $V, A$ neutral currents. Perhaps the one part of the group effort on alternative current structures to have lasting value was a calculation of nucleon to nucleon and pion to pion matrix elements of scalar, pseudoscalar, and tensor current densities, using all the theoretical tools then at our disposal: flavor $S U_{3}$ and chiral $S U_{3} \times S U_{3}$ symmetries, the quark model, and the MIT "bag" model. The results of these calculations were checked by several of us, and tabulated in Adler, Colglazier, Healy, Karliner, Lieberman, Ng, and Tsao (1975), R39; they were subsequently relevant for
estimates of the coupling to nucleons of hypothetical scalar and pseudoscalar particles. such as avions. The main part of the group effort was a current algebra soft pion production calculation for the alternative current case, which involved extensive algebra and computer work. From this, we found that one could explain roughly half of the reported Argonne threshold events with currents of scalar, pseudoscalar, and tensor type, by allowing some deviations from the matrix element estimates of R39. as I reported at the January, 1975 Coral Gables Conference (Adler, 1975b). In the meantime, the Argonne group reexamined possible background problems affecting their preliminary results, with the result that they ultimately discounted the cluster of pion production events near threshold. So by September of 1975, when I reviewed the subject of gauge theories and neutrino interactions at a conference at Northeastern University (Adler, 1976a), the electroweak theory predictions for neutral current weak pion production, following from purely $V$ and $A$ currents, were no longer in conflict with experiment. This conclusion was reinforced by a subsequent detailed analysis by Monsay (1978) of neutral current weak pion production, using my model together with the charge exchange corrections of R36.

In the summer of 1975 I lectured on neutrino interactions and neutral currents at the Sixth Hawaii Topical Conference on Particle Physics, and gave a comprehensive survey of neutral current phenomenology based on parton model methods, soft pion theorems, and quark model calculations of baryon static properties. This appeared both in the conference proceedings (Adler, 1976b) and again in a tenth year anniversary volume selecting highlights from the preceding summer schools (Pakvasa and Tuan, 1982). My hope in preparing the 1975 lectures was that surveying all available tools would hasten the day when one could determine electroweak parameters based on using all available data for a global fit, instead of doing piecemeal fits channel-by-channel. Such a global fit was carried out a few years later by Abbott and Barnett (1978a,b), who included four types of data: deep inelastic neutrino scattering $\nu N \rightarrow \nu X$, elastic neutrino-proton scattering $\nu p \rightarrow \nu p$, neutrino induced inclusive pion production $\nu N \rightarrow \nu \pi X$, and neutrino induced exclusive pion production $\nu N \rightarrow \nu \pi N$. For the exclusive pion process, they employed my weak pion production calculation of R15 as extended to neutral currents in R38, using test data that I ran for them from my programs as benchmarks to help debug their programming. Their results were, in the words of their letter Abstract, "for the first time, a unique determination of the weak neutral-current couplings of $u$ and $d$ quarks. Data for exclusive pion production are a crucial new input in this analysis." Their multi-channel fit gave the first full confirmation that the Glashow-Weinberg-Salam model, with $\sin ^{2} \theta_{W}$ between 0.22 and 0.30 , was in agreement with the experimental up and down quark neutral current coupling parameters. To me, the Abbott-Barnett analysis was valued recompense for the several years of hard calculation and scholarly attention to detail that I had put into the subject of weak pion production.
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## 6. Gravitation

## Introduction

During the first half of the 1970's, I started to get interested in learning more about gravitational physics. When I was a graduate student at Princeton in the early 1960's, particle physics and gravitational physics were quite separate subjects, with the former the domain of Goldberger and Treiman, and the latter the domain of Wheeler and Dicke, to mention just a few key faculty members. Under the unstructured system at Princeton, I never took a course in gravitation, and for my general exam got by with the introduction to general relativity that I obtained by reading the text of Peter Bergmann (1942), as well as reading some of the original Einstein papers reprinted in a Dover edition. (Working through the Dover volume was a project of an informal reading and discussion group during my senior year at Harvard, organized by Norval Fortson, an experimental physics graduate student affiliated with the residential house where I lived then.) However, in the 1970's it became clear both that many new results had been obtained in general relativity, so that my undergraduate knowledge was out-of-date, and that general relativity was becoming part of the essential tool kit of people working in quantum field theory. Among the things that convinced me of this were reading the thesis of Stephen Fulling (1972) on scalar quantum field theory in de Sitter space, while I was working on the $O(5)$ formulation of QED, the work of 't Hooft and Veltman (1974) and Deser (1975) on one-loop divergences of quantum gravity, and the availability of the new books on gravitation of Weinberg (1972), Misner, Thorne, and Wheeler (1973), and Hawking and Ellis (1973).

My intention in writing my comprehensive Hawaii lectures in the summer of 1975 was to wind up my involvement with neutrino physics, so that I could turn to something new. Since in 1976 I was due for a sabbatical, and my family did not want to travel away from Princeton, I decided that to learn relativity I would take a "reverse sabbatical", by going to Princeton University to teach the relativity course for a year. So I spent my evenings during the 1975-1976 academic year reading the texts of Weinberg and of Misner, Thorne, and Wheeler, and then took my sabbatical during the 1976-1977 academic year, teaching both the fall term course in Special Relativity and the spring term continuation course in General Relativity. I also was the faculty advisor for John David Crawford, who did a senior thesis on experimental
tests for curvature squared additions to the gravitational action. With this reading and teaching as background, I embarked on a number of relativity-related research projects, described in the next two sections.

## First Papers

My first papers on gravity were the working out of a very speculative idea, that gravitation might be a composite phenomenon, with the gravitational fields arising as composite "pairing" amplitudes of photons in analogy with the energy gap order parameter for superconductivity. In the paper Adler, Lieberman, Ng , and Tsao (1976), we looked for weak coupling singularities in the electromagnetic photon-photon ladder graph sum in a conformally flat spacetime, and found some resemblances to the helicity structure of graviton exchange amplitudes. In a follow-up paper (Adler, 1976) I gave a linearized Hartree formulation for the photon pairing problem in a general background metric. I was never able to establish a detailed connection between photon pairing amplitudes and graviton couplings in the general case, and the fact that no weak coupling singularities occurred in flat spacetime meant that one could not establish a connection with the standard results of linearized general relativity. In retrospect, the absence of pairing effects in flat spacetime could have been expected from a subsequent theorem of Weinberg and Witten (1980), that ruled out spin-2 composites under quite general assumptions, and effectively doomed the program as set up in the 1976 papers. However, a useful outcome of writing these papers was that it started me thinking more generally about the idea of gravitation as an effective theory, and in particular about Sakharov's ideas on gravitation, which I briefly discussed in the paper Adler (1976); following up this direction later on led to my work on the Einstein action as a symmetry-breaking effect, discussed in the next section.

A second topic that I worked on in 1976 was the regularization of the stressenergy tensor for particles propagating in a general background metric. In the paper Adler, Lieberman, and Ng (1977), we applied covariant point-splitting techniques to the Hadamard series for the Green's functions, which we used to define a regularized stress-energy tensor for vector and scalar particles. This was a very technical computation, and contained useful formulas among its results, but also produced an embarrassment: by our method of regularization, we did not find the trace anomaly that had been found by others using different methods. We rechecked our calculation carefully, but could not find the source of the discrepancy. The problem was finally resolved by Wald (1978) (in time to be described in a note added in proof to our 1977 paper). Wald had earlier (Wald, 1977) set up a general axiomatization for the stress-energy tensor, and in Wald (1978) had shown that it leads to an essentially unique result. Applying a pcint-separation method similar to ours, he had also found no trace anomaly, but then went on to note that there was a subtle error
in our analysis. We had assumed that the local and boundary-condition-dependent parts of the Hadamard solution are separately symmetric in their arguments, but this is in fact not the case; only their sum is symmetric. Wald (1978) showed in the scalar case that when the analysis is repeated without the incorrect assumption, one gets the standard trace anomaly. Judy Lieberman and I then did the corresponding calculation in the vector particle case (Adler and Lieberman, 1978, R40), again finding that when the asymmetry of the two pieces of the Hadamard solution is taken into account, one gets the correct trace anomaly.

In a lunchtime conversation at some point during the 1977-1978 academic year, Robert Pearson asked whether the "no-hair" theorems of general relativity applied to the case of spontaneous symmetry breaking. I thought this was interesting and looked into it, finding no relevant papers in the literature. This became the subject of a joint paper (Adler and Pearson, 1978, R41), which showed that the standard "no-hair" theorems generalize to the vector field in the Abelian Higgs model, and to the non-conformally invariant Goldstone scalar field model. In our paper, we restricted ourselves to static, spherically symmetric black holes, and made the physically motivated assumption that any "hair" would also be static and spherically symmetric. This permits a simplifying choice of gauge for the Abelian Higgs model introduced by Bekenstein (1972). He observes that static electric charge distributions must give rise to static electric fields and vanishing magnetic fields. Thus one can find a special gauge in which the potentials $A_{\mu}$ obey $\vec{A}=0, d A_{0} / d t=0$. Since the gauge-independent source current $j_{\mu}$ obeys similar conditions $\vec{j}=0, d j_{0} / d t=0$, and since the gauge-independent magnitude of the Higgs scalar field is static, one finds that the residual phase of the Higgs scalar field in the special gauge is a spaceindependent, linear function of time, which can be eliminated by a further gauge transformation that preserves the gauge conditions $\vec{A}=0, d A_{0} / d t=0$. Thus one can do the analysis of possible "hair" taking the vector potential to be zero, and the Abelian Higgs field to be real. I have described Bekenstein's argument here in some detail because the choice of gauge in R41 is the basis of rather loosely worded objections to our paper in lectures of Gibbons (1990); his assertion (and that of authors who have quoted his lectures) that the gauge choice is problematic is not correct, as working through the Bekenstein argument given above makes clear. Also, I have rechecked the proof given in R41, and apart from the minor problem found by Ray, as discussed below, I find that the proof is correct, in disagreement with further statements in Gibbons' lecture. However, in response to Gibbons' comments about our choice of gauge, proofs of the "no-hair" theorem for the Abelian Higgs model that do not use a special gauge choice have since been given by Lahiri (1993) and by Ayón-Beato (2000).

Our argument starting from Eq. (24) of R41 was subsequently considerably simplified, and in the case when $d \theta /\left.d \lambda\right|_{H}=0$ corrected, in a paper of Ray (1979). (The subscript $H$ here refers to evaluation at the horizon; see R41 for details of this and
other notation used in the following discussion of Ray's paper.) The minor problem noted by Ray resulted from our not dropping the subdominant term $d \theta / d \lambda$ on the right-hand side of Eq. (31) when integrating this equation to get Eq. (33), so as to be consistent with our dropping this term elsewhere, such as in Eq. (32). When this term is dropped, the $\theta^{-1 / 2}$ factor in Eq. (33) is replaced by a constant, and the approximate solution of Eq. (33) agrees with the exact solution of Eq. (24) given by Ray. As Ray points out, with this correction one still finds that $q^{-1} \phi^{2}$ is infinite at the horizon unless $K=0$, which is what is needed to complete the proof.

Finally, I note that the subject of black hole "hair" in gauge theories has taken on new interest recently with the discovery that topological charges on a black hole can give nonzero effects outside the horizon; see, for example, Coleman, Preskill, and Wilczek (1992) and the related lectures of Wilczek (1998).

## Einstein Gravity as a Symmetry Breaking Effect

In late January of 1978 I organized a small conference on "Geometry, Gravity and Field Theory" for the EST Foundation in San Francisco; this was a memorable event that was attended by a large fraction of the leading people with interests in quantum gravity. During my plane travel for this conference, and afterwards, I started to think about the confinement problem in QCD, and this became the main focus of my research for the next two years, as described in the following chapter. However, learning about scale breaking in QCD also led me back into gravitational physics, through considering the role similar mechanisms might play in giving a quantitative form to the suggestion by Sakharov (1968) (see also Klein, 1974) that Einstein gravity is the "metric elasticity" of spacetime. I did not arrive at the correct formulation immediately; I find in my files two unpublished manuscripts, the first positing monopole boundary conditions, and the second positing dimension2 operators, as a source for symmetry breaking, in both cases suggesting connections with the Einstein-Hilbert action. I went as far as submitting a manuscript based on the second for publication, and also gave a seminar on it at Princeton University, where my arguments were torn to shreds by David Gross (following which I withdrew the manuscript). The criticism proved useful; I went home, learned more about dimensional transmutation and the theory of calculability versus renormalizability, and came up with the correct formulation given in Adler (1980a), R42. The basic idea here is that in theories which contain no scalars, so that scale invariance is spontaneously broken (QCD is a prime example, but "technicolor" type unification models also fit this description), there will be an induced order $R$ term in the action in a curved background, with a coefficient that is calculable in terms of the scale mass of the theory. Thus, if an underlying unified theory spontaneously breaks scale invariance at the Planck scale, one can induce the Einstein gravitational action as a
scale-symmetry breaking effect, giving an explicit realization of the Sakharov-Klein idea.

I followed up this paper with a second one (Adler, 1980b, R43) in which I gave an explicit formula for the "induced gravitational constant" in theories with dynamical breakdown of scale invariance, expressed in terms of the vacuum expectation of the autocorrelation function of the trace of the renormalized stress-energy tensor $\tilde{T}_{\mu \nu}$,

$$
\left(16 \pi G_{\text {ind }}\right)^{-1}=\frac{i}{96} \int d^{4} x\left[\left(x^{0}\right)^{2}-(\bar{x})^{2}\right]\left\langle T\left(\tilde{T}_{\lambda}^{\lambda}(x) \tilde{T}_{\mu}^{\mu}(0)\right)\right\rangle_{0, \text { connected }}^{\text {flat spacetime }}
$$

This formula for the induced Newton constant was independently obtained at about the same time by Zee (1981), and in the subsequent literature, the term "induced gravity" has come to be frequently used to describe the whole set of ideas involved. These papers attracted considerable attention in the gravity community, one result of which was that Claudio Teitelboim and his colleagues at the University of Texas in Austin invited me to give the Schild lectures in April of 1981. (My four lectures over a two week period, entitled "Einstein Gravity as a Symmetry-Breaking Effect in Quantum Field Theory", were the eleventh in the Schild series.) This proved memorable for an unanticipated reason; shortly before I was to go to Texas I contracted a mild case of what was probably type-A hepatitis (the kind transmitted by shellfish), and so was sick in bed with very little energy. I dragged myself out of bed on alternate days to write lecture notes, and then was so tired I had to sleep the entire day following. At any rate, I improved enough so that my doctor gave me permission to go to Texas, where Philip Candelas took me into his home and helped me get through my scheduled lectures. Ultimately, I expanded the lectures into a much-cited comprehensive article that appeared in Reviews of Modern Physics (Adler, 1982, R44). A year later, I wrote a briefer synopsis of the program of generating the Einstein action as an effective field theory, for a Royal Society conference on "The Constants of Physics", which was published as Adler (1983).

The explicit formula for the induced gravitational constant raises a number of interesting issues. First of all, if one assumes an unsubtracted dispersion relation for the Fourier transform $\psi\left(q^{2}\right)$ of the autocorrelation function of the stress-energy tensor trace, the induced gravitational constant is negative. However, as shown by Khuri (1982a) using analyticity methods, in asymptotically free theories there are three possible cases, depending on the distribution of zeros of $\psi\left(q^{2}\right)$, and in one of these cases $G_{\text {ind }}$ has positive sign. In further papers Khuri (1982b,c) showed that in this case one can place useful bounds on the induced gravitational constant, expressed in terms of the scale mass of the theory.

The question of whether the formula for the induced gravitational constant gives a unique answer has been discussed, from the point of view infrared renormalon singularities, by David (1984) and in a follow-up paper of David and Strominger (1984). These authors argue that renormalons introduce an arbitrariness into the calculation
of $G_{\text {ind }}$, as manifested through the fact that in the dimensional regularization of the ultraviolet singular "comparison function" $\Psi_{c}(t)$ introduced in Eq. (5.48) of R44, one has to continue onto a cut. In Appendix B, Section 3 of R44, I used a principal value prescription to deal with this, which David argues can be modified by taking complex weightings of the upper and lower sides of the branch cut, allowing a free parameter multiple of the imaginary part to be introduced into the calculation of the integral over the comparison function. David argues that this means that the expression for $G_{\mathrm{ind}}$ has an inherent ambiguity. I believe that this conclusion is suspect; since QCD and similar theories that spontaneously generate a mass scale are believed to be consistent field theories, their curved spacetime embeddings should, by the equivalence principle, also be consistent theories. This strongly suggests that the coefficient of the order $R$ term in a curvature expansion of the vacuum action functional should be well defined, and that the ambiguity is an artifact of the comparison function procedure. This view is supported by the review article of Beneke (1999) on renormalons, where it is argued that renormalon ambiguities are typically canceled by corresponding ambiguities in non-perturbative terms (such as the integral $\Delta I_{U V}$ with integrand $\Psi-\Psi_{c}(t)$ in Eq. (5.48)), giving total physical amplitudes that are unambiguous. In other words, the renormalon ambiguities are an artifact of an attempted separation of QCD physical amplitudes into a "perturbative" and a "non-perturbative" part, and only indicate that if a branching prescription (such as a principal value) is needed for the perturbative part, then a corresponding branching prescription is also needed for the non-perturbative part. This will make the calculation of quantities like $G_{\text {ind }}$ difficult, but does not imply that the calculation cannot, in principle, give a unique, physical answer. In the paper of David and Strominger (1984), the authors show that $G_{\text {ind }}$ is unambiguous in finite supersymmetric theories, giving an existence proof that there are theories with a finite induced Newton's constant. In the general case, they acknowledge that "there is no proof that $G_{\text {ind }}$ will necessarily be ambiguous", and I suspect that in fact $G_{\text {ind }}$ will turn out to be well defined in a much wider class of supersymmetric and non-supersymmetric theories than only finite ones. Clearly, this is a question that merits further study.

If one thinks more generally about the structure of a fundamental theory of gravitation, there are a number of possibilities. It may be that the Planck length is the minimum length scale possible, because of an underlying "graininess" of spacetime. Or spacetime may be a continuum, as generally assumed, in which case the Planck length plays the role of the scale at which a classical metric breaks down, with new dynamical principles taking over at shorter distances. The suggestion that the order $R$ gravitational action is an expression of scale symmetry breaking in a more fundamental scale-invariant theory is clearly based on a continuum picture of spacetime. A continuum assumption is also made in string theories, which however are not scale-invariant; in string theories a fundamental length scale (the string tension) appears in the action, and this directly sets the scale for the gravitational
action. Should spacetime turn out to be discrete or grainy, there may be more general forms of the induced gravitation idea that are relevant. Ultimately, the origin of the spacetime metric, and of the Einstein-Hilbert gravitational action that governs its dynamics, will not be certain until we have a unifying theory that also resolves the cosmological constant problem, which is not dealt with in any of the current ideas about quantum gravity.
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# 7. Non-Abelian Monopoles, Confinement Models, and Chiral Symmetry Breaking 

## Introduction

The somewhat disparate topics to be discussed in this chapter are all connected through my interest during the late 1970's and early 1980's in studying nonperturbative properties of quantum chromodynamics (QCD), the theory of the strong interactions. I began these investigations by looking for a semi-classical model for heavy quark confinement. My first idea, that quarks might be confined in a nonAbelian monopole background field, did not work, but led to interesting progress in the theory of monopoles, as described in the first section. Most significantly, as discussed in detail, the monopole work led indirectly to the completion by Clifford Taubes of his multimonopole existence theorem during a visit to the IAS in the spring of 1980. I then turned to models based on the nonlinear dielectric properties of the QCD vacuum, which led to the confinement of quarks in "bag"-like structures which yield good heavy quark static potentials, as discussed in the second section. Finally, at the end of this period I worked briefly on the spontaneous breaking of chiral symmetry in QCD within the framework of pairing models patterned after superconductivity, as discussed in the final section. All three of these aspects of my study of QCD involved heavy numerical work, which in turn led to my interest in algorithms discussed in the next chapter.

## Non-Abelian Monopoles

My first attempt at the confinement problem, which did not succeed but which had useful by-products that I shall describe here, was based on the idea of considering the potential between classical quark sources in the background of a non-Abelian 't Hooft (1974a)-Polyakov (1974)-Prasad-Sommerfield (1975)-Bogomol'nyi (1976) monopole or its generalizations, which I conjectured in Adler (1978b), R45 might act as a quark-confining "bag". To justify considering classical quark sources, I initially resorted to a scheme (Adler, 1978a) that I called "algebraic chromodynamics", which involved looking at the color space spanning the direct product of independent color charge matrices. However, I eventually dropped this apparatus in my pursuit of the confinement problem, and used instead the popular approximation of color charge matrices lying in a maximal Abelian subgroup of the $S U(3)$ color group of
conventional QCD, which gives a good first approximation to the full QCD color structure. Since it is clear that source charges in classical Yang-Mills theory are not confined, I looked for a simple modification of this theory that might lead to a linear potential. The first idea I tried was to look at classical Yang-Mills charges in the field of a background monopole. This had the obvious problem that the monopole scale has no clear relation to the QCD scale set by dimensional transmutation, but I simply ignored this difficulty and plunged ahead.

To pursue (and ultimately rule out) the conjecture that a monopole background would confine, I did a number of calculations of properties of monopole solutions. The first was a calculation of the Green's function for a single Prasad-Sommerfield monopole, by using the multi-instanton representation of the monopole and a formalism for calculating multi-instanton Green's functions given by Brown et al. (1978). This calculation was spread over two papers that I wrote; setting up contour integral expressions for the Green's function was done in Appendix A of Adler (1978b), R45, and the final result for the monopole propagator, after evaluation of the contour integrals and considerable algebraic simplification, was given in Appendix A of Adler (1979a), R46. (The fact that many lengthy expressions for parts of the Green's function collapsed, after algebraic rearrangement, into simple formulas, suggested that there should be a more efficient way to find the monopole Green's function. Not long afterwards, Nahm (1980) gave a new representation for the monopole that permitted a much simpler calculation of the Green's function given in R46.) To check that the lengthy expression that I had obtained for the propagator really satisfied the differential equation for the Green's function, I used numerical methods, calculating the partial derivatives acting on the propagator by finite difference methods on a very fine mesh. From numerical calculations based on the propagator formula, it was clear that a single monopole background would not lead to confinement; all that happened was that a Coulombic attractive $-1 / r$ potential was reversed into a repulsive $1 / r$ potential for large quark separations, a result that could have been anticipated from the large distance structure of the monopole field.

Not yet ready to give up on the monopole background idea, I then wrote two papers speculating that the Prasad Sommerfield monopole might be a member of a larger class of solutions, in which the point at which the monopole Higgs field vanishes is extended to a higher-dimensional region, and in particular to a "string"-like configuration with a line segment as a zero set. In the first of these papers (Adler 1979b) I studied small deformations around the Prasad-Sommerfield monopole and found several series of such deformations. For normalized deformations I recovered the monopole zero modes that had already been obtained by Mottola (1978, 1979), but I found that "if an axially symmetric extension exists, it cannot be reached by integration out along a tangent vector defined by a nonvanishing, non-singular small-perturbation mode". This work was later extended into a complete calculation of the perturbations around the Prasad-Sommerfield solution by Akhoury, Jun, and

Goldhaber (1980), who also found "no acceptable nontrivial zero energy modes." In my second paper, Adler (1979c), I employed nonperturbative methods and suggested that despite the negative perturbative results, there might still be interesting extensions of the Prasad-Sommerfield solution with extended Higgs field zero sets.

At just around the same time, Erick Weinberg wrote a paper (Weinberg, 1979b) extending an index theorem of Callias (1978) to give a parameter counting theorem for multi-monopole solutions. Weinberg concluded that "any solution with $n$ units of magnetic charge belongs to a ( $4 n-1$ )-parameter family of solutions. It is conjectured that these parameters correspond to the positions and relative $U(1)$ orientations of $n$ noninteracting unit monopoles". For $n=1$, his results agreed with the zero-mode counting implied by Mottola's explicit calculation. Weinberg and I were aware of each other's work, as evidenced by correspondence in my file dating from March to June of 1979 , and references relating to this correspondence in our papers Adler (1979c) and Weinberg (1979b).

My contact with Clifford Taubes was initiated by an April, 1979 letter from Arthur Jaffe, after I gave a talk at Harvard while Jaffe, as it happened, was visiting Princeton! In his letter, Jaffe noted that I was working on problems similar to those on which his students were working, and enclosed a copy of a paper by Clifford Taubes. (This preprint was not filed with Jaffe's letter, so I am not sure which of the early Taubes papers listed on the SLAC Spires archive that it was.) Jaffe's letter initiated telephone contacts with Taubes and some correspondence from him. On Jan. 6, 1980 Taubes wrote to me that he was making progress in proving the existence of multi-monopole Prasad-Sommerfield solutions, and in this letter and a second one dated on January 18, 1980 he reported results that were relevant to my conjectures on the possibility of deformed monopoles. His results placed significant restrictions on my conjectures; in a letter dated Feb. 1, 1980 I wrote to Lochlainn O'Raifeartaigh, who had also been interested in axially symmetric monopoles, saying that "On thinking some more about your paper (O'Raifeartaigh's preprint was unfortunately not retained in my files) I realized that the enclosed argument by Cliff Taubes is strong evidence against $n=2$ monopoles involving a line zero. What Taubes shows is that a finite action solution of the Yang-Milis-Higgs Lagrangian cannot have a line zero of arbitrarily great length; hence if $n=2$ monopoles contained a line zero joining the monopole centers, the monopole separation would be bounded from above. But this seems unlikely...". This correspondence and the result of Taubes was mentioned at the end of the published version, Houston and O'Raifeartaigh (1980).

As a result of our overlapping interests, $I$ arranged for Taubes to make an informal visit, of two or three months, to the IAS during the spring of 1980 . Clifford had expressed interest in this, he noted in a recent email, in part because Raoul Bott had suggested that he visit the Institute to get acquainted with Karen Uhlenbeck, who was visiting the IAS that year. In the course of his visit he met and interacted
with Uhlenbeck, who, along with Bott, had a major impact on his development as a mathematician.

Taubes began the visit by looking at my conjecture of extended zero sets, but after a while told me that he couid not find an argument for them. Partly as a result of his work, I was getting disillusioned with my own conjecture, so I asked him what was happening with his attempted proof of multi-monopole solutions. Taubes replied that he was stuck on that, and not sure whether they existed. I then mentioned to him Erick Weinberg's parameter counting result, which strongly suggested a space of moduli much like that in the instanton case, where looking at deformations correctly suggests the existence and structure of the multi-instanton solutions. To my surprise, Taubes was not aware of Erick's result, and knowing it impelled him into action on his multi-monopole proof. Within a week or two he had completed a proof, and wrote it up on his return to Harvard. (Thus, there was a parallel to what happened a year before with respect to solutions of the first order Ginzburg-Landau equations. In that case, Taubes had heard a lecture at Harvard by Erick Weinberg on parameter counting for multi-vortex solutions (written up as Weinberg, 1979a) and then went home and came up with his existence proof for multi-vortices, Taubes (1980). The vortex work provided the initial impetus for Taubes' turning to the monopole problem.) In his paper Taubes showed that "for every integer $N \neq 0$ there is at least a countably infinite set of solutions to the static $S U(2)$ Yang-Mills-Higgs equations in the Prasad-Sommerfield limit with monopole number $N$. The solutions are partially parameterized by an infinite sublattice in $S_{N}\left(R^{3}\right)$, the $N$-fold symmetric product of $R^{3}$ and correspond to noninteracting, distinct monopoles." This quote is taken from the Abstract of his preprint "The Existence of Multi-Monopole Solutions to the Static, $S U(2)$ Yang-Mills-Higgs Equations in the Prasad-Sommerfield Limit", which was received on the SLAC Spires data base in June, 1980, and which carried an acknowledgement on the title page noting that "This work was completed while the author was a guest at the Institute for Advanced Studies, Princeton, NJ $08540^{\prime \prime}$. His preprint also ended with an Acknowledgment section noting his conversations with me, with Arthur Jaffe, and with Karen Uhlenbeck, as well as the Institute's hospitality. The proof was not published in this form, however, but instead appeared (with acknowledgments edited out at some stage) as Chapter IV of the book Jaffe and Taubes (1980) that was completed in August of 1980. The multimonopole existence proof was a milestone in Taubes' career; in a recent exchange of emails relating to the events described in this section, Taubes commented on his visit "to hang out at the IAS during the spring of 1980. It profoundly affected my subsequent career...". He went on to further investigations of monopole solutions, that lead him to studies of 4 -manifold theory which have had a great impact on mathematics.

O'Raifeartaigh, who had been following the monopole work at a distance, invited me during the spring of 1980 to come to Dublin that summer to lecture on my papers.

However, since Taubes had much more interesting results I suggested to Lochlainn that he ask Clifford instead, and Taubes did go to Dublin to lecture. After Clifford's visit, I redirected my search for semiclassical confinement models to a study of nonlinear dielectric models by analytic and numerical methods, in collaboration with Tsvi Piran; these models do give an interesting class of confining theories, and are described in the following section. Based on the observation that the Yang-Mills action is multiquadratic (that is, at most quadratic in each individual potential component), Piran and I also applied the same numerical relaxation methods to give an efficient method for the computation of axially symmetric multimonopole solutions. (This was done mainly to illustrate the computer methods, since by then exact analytic 2-monopole solutions had appeared; see Forgacs, Horvath and Palla (1981) and Ward (1981).) The numerical methods that Piran and I developed were described in our Reviews of Modern Physics article Adler and Piran (1984), R47 that marked the completion of the research program on confining models, and as a by-product, on monopoles.

## Confinement Models

Having seen that monopole backgrounds would not confine, I turned my attention to another type of semi-classical model, proposed in various forms by Savvidy (1977) (see also Matinyan and Savvidy (1978)) and Pagels and Tomboulis (1978). The basic idea is to do electrostatics with Abelianized quark charges, and with the fundarnental QCD action replaced by a renormalization group improved effective action, in which the gauge coupling is replaced by a running coupling, that is taken to be a function solely of the field strength squared. Although use of the running coupling is only justified by the renormalization group in the ultraviolet regime of large field strengths, the model assumes that the same functional form can be extrapolated to small field strengths as well. This leads to electrodynamics with a nonlinear, fielddependent dielectric constant that develops a zero for small squared field strengths. Because the only dynamical input from QCD is the running coupling, the model, as Frank Wilczek later remarked to me, can be considered as a very simple embodiment of the idea that "asymptotic freedom" should be associated with "infrared slavery". Since the running coupling involves a scale mass, the model directly incorporates the phenomenon of dimensional transmutation. Pagels and Tomboulis conjectured, on the basis of various evidence, that the nonlinear dielectric model would confine, but did not have a proof.

In the paper Adler (1981), R48, I analyzed the effective action model in detail and proved that it confines quarks. The argument starts from a Euclidean form of the Feynman path integral, and shows that the static potential is the minimum of the effective action in the presence of sources. I then specialized to the leadinglogarithm effective action, and showed that the action minimum is associated with a
field configuration in which a color magnetic field fills in whenever the color electric field is less than the minimum magnitude $\kappa$ at which the effective action is minimized. This reduces the action minimization to an electrostatics problem, to which one can apply flux conversation estimates due to 't Hooft (1974b). In the nonlinear dielectric model context, these estimates show that the static potential is bounded from below by $\kappa Q(R-r)$, with $Q$ the Abelianized quark charge, with $r$ a constant, and with $R$ the interquark separation. Hence the potential increases linearly for large $R$, and the model confines. In an Appendix to R48, I discussed how a one-loop renormalization group exact, leading-logarithm running coupling can be obtained, by a coupling constant transformation, from the more usual two-loop renormalization group exact running coupling (to which the confinement argument also applies).

When I presented this proof of confinement by the nonlinear dielectric model at a Department of Energy sponsored workshop in Yerevan, Armenia in 1983, an interesting dialogue with the Soviet physicist A. B. Migdal ensued. When I started to talk, and said what I was going to prove, Migdal stood up and stated that it was well-known that the Savvidy (-Pagels-Tomboulis) model did not confine, and gave some reasons. I then presented my proof, after which Migdal stood up, and said words to the effect that the problem is that there are too many confining models! As we shall see, there is really only one other model, the "dual superconductor" model, which like the nonlinear dielectric model is motivated by the idea of a color magnetic condensate, but describes this with a different dynamics.

Following publication of R48, I wrote a paper (Adler, 1982a) formalizing the approximations (further discussed below) needed to get an Abelianized effective action model from the functional integral for QCD. I then turned to the problem of understanding in detail how the leading-log model gives a confining potential. Since it was clear that this would, at least in part, involve numerical solution of the nonlinear differential equations involved, I brought in Tsvi Piran as a postdoc. Tsvi had worked extensively in the numerical solution of the Einstein equations of general relativity, and came to the IAS with the understanding that he would continue this and other interests he had in astrophysics, but would also collaborate with me in the numerical solution of the leading-log model equations. Because of my work on the induced gravity program, this collaboration didn't start immediately after Tsvi's arrival, but once we began work, Tsvi taught me a great deal about setting up an interactive program to numerically solve partial differential equations. As is typical in doing numerical work, most of our time was spent developing and testing our computer codes, which took many months. To guard against programming errors, Tsvi and I each independently wrote our own programs, which once debugged gave identical results. The final production runs took a total of less than two days running time on the then new IAS VAX $11 / 780$ computer, using mesh sizes of up to $100 \times 100$ to resolve details of the confinement domain.

The equations to be solved, in the leading-log model with three light fermion
flavors and scale mass $\kappa$, are

$$
\begin{aligned}
\vec{\nabla} \cdot(\epsilon(E) \vec{E}) & =j^{0} \\
j^{0} & =Q \delta(x) \delta(y)[\delta(z-a)-\delta(z+a)] \\
\epsilon(E) & =\frac{1}{4} b_{0} \log \left(E^{2} / \kappa^{2}\right), \quad E=|E| \\
b_{0} & =\frac{9}{8 \pi^{2}}
\end{aligned}
$$

We also studied the leading-log-log model, in which the two-loop exact form of the running coupling is used. We originally tried to solve the equations directly in terms of the scalar potential $A^{0}$, but found that the numerical programs were unstable. I then introduced a flux function reformulation of the problem (suggested by similar methods used in plasma physics), and this gave a stable, rapidly convergent iteration showing formation of a flux-confining free boundary. To understand the structure of the free boundary, Tsvi suggested that a paper of Fichera on elliptic equations that degenerate to parabolic would be relevant, and this indeed was the case, as described in Appendix A of cur review R47. Prior to writing the review, we wrote two shorter papers. The first (Adler and Piran, 1982a, R49) demonstrated fux confinement and gave a numerical determination of the large $R$ asymptotic form of the interquark potential, which contains a leading term linear in $R$, and a subdominant term proportional to $\log \kappa^{1 / 2} R$. The second (Adler and Piran, 1982b, R50) gave compact, accurate functional forms that fit the computed static potentials for both the leading-log and the leading-log-log models.

One nice feature of the leading-log model (as well as the leading-log-log extension) is that its small distance and large distance limiting cases can be approximated analytically. In the small distance limit, I devised an analytic perturbation method (Adler, 1982b) which shows that the potential has the standard form of a Coulomb potential with a logarithmic correction that is expected from perturbative QCD, permitting the parameter $\kappa$ of the model to be related to the QCD scale mass. With this identification, the model has no adjustable parameters. In the large distance limit, an ingenious analysis by Lehmann and Wu (1984) showed that the confinement domain is an ellipsoid of revolution, with maximum diameter growing as $R^{1 / 2}$ with the interquark separation, and gave an analytic expression for the free boundary shape for large $R$ as well as the subdominant term in the potential. Thus, the model yields a "fat" bag, rather than a cylindrical confinement domain of uniform radius; however, Lehmann told me at the time that he believed the true QCD behavior would show a constant-radius cylindrical domain, and he appears now (see below) to be right. As discussed in the articles I wrote with Piran, the analytic forms for both small and large $R$ agreed very well with our numerical results, giving confidence that the numerical analysis had been carried out correctly.

How well do the nonlinear dielectric models agree with QCD? There are two
aspects to this question, whether they give satisfactory static potentials, and whether they describe the flux confinement domain that is realized in QCD. To assess the static potentials tabulated in R50, one has to do a detailed fit to heavy quark spectroscopic data. This was done in papers of Margolis, Mendel, and Trottier (1986) and of Crater and Van Alstine (1988), both of which concluded that the log-log model potential is in good agreement with experimental data on heavy quark systems, with reasonable values of the quark masses. The fit of Margolis, Mendel, and Trottier used a value of $\Lambda_{\bar{M} \bar{S}}=0.270 \mathrm{GeV}$, while that of Crater and Van Alstine used a value of $\Lambda_{\bar{M} S}=0.215 \mathrm{GeV}$ (note that their $\Lambda$ is the $\kappa^{1 / 2}$ of R50, which is related to $\Lambda_{\bar{M} \bar{S}}$ by $\Lambda_{\bar{M} S}=0.959 \kappa^{1 / 2}$ ). These values of $\Lambda_{\bar{M} S}$ are in reasonable accord with the value $\Lambda_{\bar{M} S}=0.218 \mathrm{GeV}$ that Piran and I had quoted in R50, obtained by requiring the best fit of our potential to Martin's phenomenological potential for heavy quark systems. These values of $\Lambda_{\bar{M} \bar{S}}$ should be compared with the three light quark experimental value $\Lambda_{\bar{M} S}^{(3)} \simeq 0.369 \mathrm{GeV}$ (Hinchliffe, 2005). For a simple extrapolation from the asymptotically free regime to the confining regime of QCD, the nonlinear dielectric model does reasonably well in accounting for heavy quark spectroscopy.

As already noted, the confinement domain in the nonlinear dielectric models is an ellipsoid of revolution, with width increasing with the quark separation $R$. Let $\rho$ be the cylindrical radial coordinate, and $z$ the coordinate along the axis of the cylinder. On the medial plane $z=0$, various quantities of interest can be computed in the large- $R$ limit directly from the Lehmann-Wu asymptotic solution. The radius of the confinement domain on the medial plane is

$$
\rho_{m}=R^{\frac{1}{2}}\left(\frac{2 Q}{\pi b_{0} \kappa}\right)^{\frac{1}{4}}
$$

and the value of $|\vec{D}|$ on the medial plane is

$$
|\vec{D}|=\frac{1}{R}\left(\frac{2 Q b_{0} \kappa}{\pi}\right)^{\frac{1}{2}}\left(1-\rho^{2} / \rho_{m}^{2}\right)
$$

from which one can check that the flux integral gives $2 \pi \int_{0}^{\rho_{m}} \rho d \rho|\vec{D}|=Q$. The profile of $|\vec{D}|$ is evidently parabolic, and scales with $\rho_{m} \propto R^{\frac{1}{2}}$.

To compare this "fat bag" confinement domain with QCD, one must rely on lattice simulations, since in real-world QCD, the confining flux tube breaks up through quark-antiquark pair formation before the asymptotic regime is reached. Assuming that the lattices used are large enough to accurately approximate the continuum theory, the data from simulations that have been carried out show a confinement domain of constant diameter in the limit of large $R$, as discussed and referenced in the book of Ripka (2004). The details of the simulated confinement domain favor the "dual superconductor" model, in which QCD is regarded as a dual of a GinzburgLandau superconductor, with magnetic monopole pairs replacing the Cooper pairs
of superconductivity. In this picture, in addition to the color fields, there is a dynamical variable corresponding to the monopole condensate. A numerical analysis of flux confinement in a dual superconductor, using the methods described in my review with Piran R47, has been given by Ball and Caticha (1988), who give plots of the confinement domain; for further details and references, see both Ripka (2004) and the review of Baker, Ball, and Zachariasen (1991). For appropriate values of the three dual superconductor model parameters (a magnetic charge $g$, which can be related to an effective QCD coupling $e_{\text {eff }}$ by the Dirac quantization condition $g=2 \pi / e_{\text {eff }}$, a scalar magnetic condensate mass $m_{H}$, and a gauge gluon mass $m_{V}$ ), good fits to the lattice simulations are obtained, and the dual superconductor model also gives a phenomenologically satisfactory static potential. (In a recent preprint, Haymaker and Matsuki (2005) argue that in lattice comparisons, the continuum $m_{V}$ gives rise to two parameters that must be fitted, making four parameters in all including g.) However, since the dual superconductor gives a Coulomb potential at short distances, without logarithmic modifications, the dual superconductor parameters cannot be directly related to the QCD scale $\Lambda_{\bar{M} \bar{S}}$ as was possible for the scale parameter $\kappa$ of the nonlinear dielectric model. As a limiting case, the dual superconductor model gives the standard bag model with a field discontinuity at the boundary; a numerical solution of this model is also discussed in Ball and Caticha (1988).

Although the nonlinear dielectric model and the dual superconductor model successfully describe important aspects of confinement in QCD, major steps would be needed to incorporate such classical action models into a proof of confinement. To do so one would have to prove that the true energy of a widely separated quarkantiquark pair in QCD is bounded from below by the energy calculated in one or the other of the two models. This would require achieving precise control over the qualitative approximations involved in the models, which include a mean-field approximation to the functional integral as discussed in Adler (1982a), the replacement of the exact QCD effective action by the model effective action, and replacement of the octet of color quark charges by Abelianized effective charges lying in the maximal commutative subgroup. Although, as I argued in the case of the nonlinear dielectric model in Adler (1982a), these simplifications of the full problem are plausible, replacing qualitative approximations by precise mathematical statements with error estimates will be no small task.

In any flux tube picture of confinement based on Abelianized charges, such as either the nonlinear dielectric model or the bag limit of the Ginzburg-Landau dual superconductor model, the string tension scales as the Abelianized quark charge, or as the square root of the corresponding Casimir. In a paper with Neuberger (Adler and Neuberger, 1983, R51), we pointed out that in the large- $N_{c}$ limit of $S U\left(N_{c}\right)$ gauge theory, the string tension scales with the Casimir when changing from fundamental to adjoint representation quarks; hence to the extent that flux tube
models give a good description of confinement in $N_{c}=3 \mathrm{QCD}$, different confinement mechanisms appear to be at work in QCD and in its large $N_{c}$ limit.

## Chiral Symmetry Breaking

Not long after I had finished the review paper R47 with Piran summarizing our work on confinement models, Anne Davis suggested looking at another outstanding problem in QCD, that of chiral symmetry breaking. After studying the relevant literature (reviewed in the Introduction to our paper Adler and Davis (1984), R52), we decided to focus on setting up and solving a superconductor-like gap equation for fermion pairing in Coulomb gauge, systematically imposing the axial-vector current Ward identities to get the correct renormalization procedure. This method permitted us to study pairing using a Lorentz vector instantaneous confining potential with $V \propto r$, getting infrared-finite results for physical quantities without imposing ad hoc infrared cutoffs. The model gives spontaneous breaking of chiral symmetry, but with values of the quark condensate $\langle\bar{u} u\rangle$ and the pion decay constant $f_{\pi}$ that are considerably too low when the phenomenological confining potential (or string tension) is used as input. Similar results were also found by a group at Orsay, and we learned later that the utility of the axial-vector Ward identities in deriving the gap equation had also been noted by Delbourgo and Scadron (see the reprinted papers R52 and R53 for references). Extensions of the model of R52 to the finite temperature case were later discussed by Davis and Matheson (1984), Alkhofer and Ammundsen (1987), and Klevansky and Lemmer (1987).

In a subsequent paper (Adler, 1986, R53) that I wrote for the Nambu Festschrift, I reviewed the work of various groups on gap equation models, and also noted a problem. In order for there to be no explicit breaking of chiral symmetry in the gap equation model, the instantaneous potential must be the time component of a Lorentz vector, so that it contains factors $\gamma_{0}$ that anticommute with $\gamma_{5}$. However, experimental data on heavy quark spectroscopy show that the confining part of the potential is predominantly Lorentz scalar, and using a Lorentz scalar potential in the gap equation model would lead to explicit violation of chiral symmetry, and therefore invalidate the model. This suggests that the approximations leading to the gap equation model are not valid for the confining part of the potential. In R53, I also gave equations that I had worked out for a retarded extension of the instantaneous potential model. The original intention had been for a graduate student in either Princeton or Cambridge to work on solving the extended model, but in view of the Lorentz structure problem this was not done (a covariant treatment of the gap equation model was later given by von Smekal, Amundsen, and Alkofer (1991)). For various proposals for addressing the Lorentz structure issue, see Lagaë (1992), Szczepaniak and Swanson (1997), and Bicudo and Marques (2004).

Shortly after the paper R52 was out, Cumrun Vafa, then a Princeton graduate
student, had a few conversations with me about his attempts to turn the BanksCasher (1980) eigenvalue density criterion for chiral symmetry breaking into a proof that chiral symmetry breaking occurs in QCD. (For recent progress in applying the Banks-Casher criterion in the large- $N_{c}$ limit, see Narayanan and Neuberger (2004).) I didn't have much in the way of concrete suggestions to offer, and Cumrun started also talking to Edward Witten, who very sagely suggested looking at a different problem, that of studying whether parity conservation can be spontaneously broken in QCD. This problem proved tractable, and their papers (Vafa and Witten, 1984a, b), proving that parity is not spontaneously broken in vector-like gauge theories (and similarly for the isospin and baryon number symmetries), became part of Vafa's thesis. The difference between the parity problem and the chiral symmetry problem can be understood by considering their respective order parameters. If parity is spontaneously broken, the pseudoscalar order parameter $\bar{u} i \gamma_{5} u$ will receive a vacuum expectation. When the fermions are integrated out, one obtains a Lorentz invariant, parity-nonconserving operator functional $X$ of the gluon fields that is real in Minkowski space, but picks up a factor of $i$ when rotated to Euclidean space. This, together with positivity of the Euclidean space Dirac fermionic determinant in a vector-like theory, is the basis of the Vafa-Witten proof that adding a small multiple of $X$ to the action cannot make the ground state energy lower. In the chiral symmetry problem, the relevant order parameter is the parity conserving but chiral symmetry breaking scalar operator $\bar{u} u$, which when the fermions are integrated out leads to a functional $X^{\prime}$ of the gluon fields that remains real when rotated to Euclidean space. Hence the Vafa-Witten argument suggests that the energy minimum may lie at a nonzero value of $X^{\prime}$, but such a local analysis cannot find the global minimum, and hence does not give a proof of chiral symmetry breaking. Rigorous lattice inequalities given by Weingarten (1983) give a proof of chiral symmetry breaking only when additional strong assumptions are made, including the existence of the continuum limit and the confinement of color, together with use of anomaly matching conditions.

Over twenty years later, the problem of proving the breakdown of chiral symmetry in QCD is still open, as is that of proving confinement. In fact, there is considerable evidence that chiral symmetry breaking and confinement in QCD are related phenomena. For example, lattice simulations such as D'Elia et al. (2004) show that the deconfining and chiral transitions coincide; gap equation models of the type studied in R52 find chiral symmetry breaking for a confining potential but not for a Coulomb potential, and lattice inequalities of the type studied by Weingarten also need confinement as an ingredient to show chiral symmetry breaking. Thus it appears that both of these outstanding problems in QCD are aspects of the larger problem of proving that QCD exists and has a mass gap, which is one of the seven Clay Foundation Millennium Problems in mathematics and mathematical physics. Perhaps in this century, with the added incentive of a $\$ 1$ million reward,
rigorous proofs of confinement and chiral symmetry breaking in QCD will be found!
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## 8. Overrelaxation for Monte Carlo and Other Algorithms

## Introduction

As I have already noted, the investigations described in the previous chapter all involved extensive computer work. This got me interested in the issue of algorithms more generally, and led to two distinct research directions in the years that followed. One involved generalizing the acceleration methods for solving partial differential equations to the related problem of Monte Carlo simulations, as discussed in the first section that follows. The second involved neural networks and pattern recognition, and led among other things to work on image normalization methods, described briefly in the second section of this chapter.

## Overrelaxation to Accelerate Monte Carlo

In preparation for numerically solving the partial differential equations for the leading-log models, I did general reading on numerical methods for handling partial differential equations. This taught me about the critical slowing down problem - the fact that as one refines meshes to get more accurate numerical solutions, the rate of convergence of the iterations slows down. I also learned about various strategies devised for defeating critical slowing down, and in particular about the successive over-relaxation (SOR) modification of the standard Gauss-Seidel iteration. In a Gauss-Seidel iteration of a positive functional, one replaces each successive variable by the value that locally minimizes the functional. In SOR, one builds in a systematic overshoot beyond the local minimum, with the amount of overshoot tuned to the degree of mesh refinement, yielding more rapid convergence as a result. In the work of R47, Piran and I used SOR in all of our iterative solutions, and achieved substantial gains in convergence speed on our finest meshes.

I became interested in Monte Carlo algorithms because it was clear that lattice gauge theory simulations probably would be the only way that one could study details of the structure of the flux confinement domain in QCD. I knew from talks that I had heard in Princeton that there were two main Monte Carlo methods in use, the Metropolis method and the heat bath method, and also that the folk wisdom at the time was that heat bath was the best one could do, since it corresponded to "nature's way" of achieving thermal equilibrium. However, since the zero temperature limit of
heat bath just corresponds to a Gauss-Seidel iteration, which I knew could be accelerated by SOR, I suspected that the conventional wisdom was wrong, and that there should be extensions, to Monte Carlo thermalizations, of the standard acceleration methods for the solution of differential equations. Since the monopole numerical work had brought out the fact that the Yang-Mills action is multiquadratic, I decided to study this question in the simple context of multiquadratic actions, where the question becomes whether for quadratic actions, the SOR method for differential equations has an extension to Monte Carlo thermalization. This is the question addressed in Adler (1981), R54, where I showed that SOR does indeed extend to the thermalization of multi-quadratic actions, by explicitly constructing in Eqs. (14a,b) the transition probability that obeys detailed balance when an overrelaxation parameter is included in the iteration. (Note that the normalization factors in these equations have the $\pi$ in the correct place, but the other factors inverted; this is corrected in Eqs. (9) and (11) of my later paper R55. The argument of R54 does not involve the normalization factors, and is unaffected.) For this overrelaxed thermalization, I showed that the means of the thermalized variables iterate according to standard SOR; since standard SOR accelerates Gauss-Seidel, this implies that there should be a corresponding acceleration of the thermalization process as well.

The 1981 paper R54 gave the earliest indication that Monte Carlo methods could be accelerated to improve critical slowing down, and for this reason was conceptually important, as well as having later applications and extensions. To the best of my knowledge, I am supported by the literature on the subject, in stating that R54 first introduced acceleration methods into Monte Carlo. Two compilations of Monte Carlo articles edited by Binder contain literature surveys, Binder et al. (1987), and Swendsen, Wang, and Ferrenberg (1992), relating to the critical slowing down problem. In both surveys, the earliest listed reference is from 1983; neither survey cites my 1981 paper (or Whitmer's 1984 paper - see below), although some of the cited articles do reference these papers.

I didn't immediately continue work on Monte Carlo acceleration myself, but suggested it as a thesis research area to my Princeton University graduate student Charles Whitmer. He applied the method to $\phi^{4}$ and Higgs actions that are point split on a lattice with unit displacement $\hat{\mu}$ according to $\phi^{4}(x) \rightarrow \phi^{2}(x) \phi^{2}(x+a \dot{\mu})$, which makes them multiquadratic, and in the paper Whitmer (1984) reported improvement over conventional heat bath Monte Carlo. I got interested in the subject again a few years later, after Goodman and Sokal (1986) (who knew about the SOR method of R54 and Whitmer's paper) proposed a stochastic extension of multigrid methods, and Creutz (1987) and Brown and Woch (1987) gave a simple implementation of the SOR idea for lattice gauge theory plaquette actions. This latter development eliminated the need for the problematic gauge fixing that I had used in R54 to keep the latticized gauge action multiquadratic, and opened the way to practical applications of SOR to gauge theory Monte Carlo studies. In the spring of 1987,

I went to Torino, Italy with my daughter Victoria, who had been eager to visit Europe after finishing her high school requirements. During this sabbatical term I was a visitor at the Institute for Scientific Interchange (ISI), at the invitation of Mario Rasetti and my former IAS colleague Tullio Regge; I also had an office at the University of Torino that I used a couple of days a week. Although I had been spending considerable time over the previous few years working on quaternionic quantum mechanics (see the next chapter), I decided on this trip to return to my old interest in Monte Carlo SOR, stimulated by the fact that experts in the Monte Carlo field had started to get interested. In a paper that I wrote while at ISI (Adler, 1988a, R55) I gave a much more detailed analysis of overrelaxed thermalization for a quadratic action, and also gave extensions of the method to non-quadratic actions, including $S U(n)$ gauge theory.

After my return to the IAS from this sabbatical, I continued work on MonteCarlo algorithms for several more years. In a paper written in the fall of 1987 after I returned from Italy (Adler, 1988b, R56), I gave an elegant formal analysis showing that the general linear iteration $u^{\prime}=M u+N f$ corresponding to a splitting $1=M+$ $N L$ of the quadratic form $L$ for a Gaussian action, has a corresponding stochastic generalization

$$
P\left(u \rightarrow u^{\prime}\right)=(\beta / \pi)^{1 / 2}(\operatorname{det} \Gamma)^{1 / 2} \exp \left[-\left(u^{\prime}-M u-N f\right)^{T} \beta \Gamma\left(u^{\prime}-M u-N f\right)\right],
$$

with $\Gamma=\frac{1}{2}\left(L^{-1}-M L^{-1} M^{T}\right)^{-1}$ a modified temperature matrix. This extends the SOR thermalization of R54 to a general linear iterative process. Later in the same academic year, I gave in Adler (1988c) a Metropolis variant of the $S U(n)$ method given in R55, that extended the method for the Wilson action used by Creutz and by Brown and Woch to general overrelaxation parameter $\omega$. In collaboration with Gyan Bhanot, a former IAS member and a Monte Carlo expert, we made a numerical study of the $S U(2)$ version of this algorithm, with results reported in Adler and Bhanot (1989), R57. (Growing out of this collaboration, Bhanot spent several years as a halftime member of the IAS in the early 1990's, in the course of which we wrote a number of further papers on a variety of Monte Carlo acceleration methods.) I also gave talks at lattice conferences; at the biennial Lattice Gauge conference Lattice 88 , held at Fermilab that year, I gave a plenary talk reviewing work on algorithms for pure gauge theory, focusing primarily on the theory and application of overrelaxation methods (Adler, 1989, R58). Monte Carlo overrelaxation has become a standard part of the lattice gauge theorist's tool kit; for a sampling of recent applications, see Kiskis, Narayanan, and Neuberger (2003), Holland, Pepe, and Wiese (2004), Meyer (2004), Pepe (2004), Shcheredin (2005), and de Forcrand and Jahn (2005).

## Image Normalization

During the 1990s, I interspersed my work on quaternionic quantum mechanics and particle physics with work on aspects of neural networks and pattern recognition. My neural network interests involved an analog device that I patented (Adler, 1993) and an article (Adler, Bhanot, and Weckel, 1996) analyzing its algorithmic aspects. In pattern recognition, from lunchtime conversations with Joseph Atick and Norman Redlich, I got interested in the problem of extracting those features of an image that are invariant under a symmetry transformation. This problem is closely analogous to that of extracting those features of a gauge potential that are gauge-invariant, and in Adler (1998), R59 I gave a general formal solution, based on imposing image normalizing constraints analogous to gauge-fixing constraints. I have reprinted here only the first two sections of this unpublished article (without references), in which the general theory is set up; further sections of the article give applications to a variety of viewing transformations of a planar object. Shortly afterwards, when one of the IAS string theory postdocs was interested in switching to a computer-related career, I suggested applying my methods to the problem of the similarity and affine normalization of partially occluded planar curves (such as the boundary of a planar object). We worked this out together and it was published as Adler and Krishnan (1998), R60. The excerpt R59 of the general paper that is reprinted here gives the background needed to follow the extension of the planar algorithm to curve segments given in R60.
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## 9. Quaternionic Quantum Mechanics, Trace Dynamics, and Emergent Quantum Theory

## Introduction

During the twenty years from 1984 to 2004, a large part of my time was spent on investigations into foundational areas of quantum mechanics. Most of my research from this period was later presented in two books that I wrote, Quaternionic Quantum Mechanics and Quantum Fields (Oxford University Press, New York, 1995) and Quantum Theory as an Emergent Phenomenon (Cambridge University Press, Cambridge, 2004). I have not included in this reprint volume any research papers incorporated (some considerably improved) into the two books, since this would be infeasible because of length limitations. So what I discuss in this chapter are a few papers dealing with quaternionic topics written during the period between the two books, together with a brief description of how I got interested in quaternionic quantum theory, and later on, in the possibility of a pre-quantum theory.

## Quaternionic Quantum Mechanics

My interest in quaternionic quantum mechanics grew out of my interest in the Harari (1979)-Shupe (1979) model for composite quarks and leptons. They postulated an order-dependence for the preon wave functions (e.g., TTV, TVT, VTT were considered to be three distinct color states), which suggested that quantum theory over a noncommutative field might be involved. I was never able to use quaternions or related ideas to make a successful preon model, either during the period before my book (see Adler, 1979, 1980) or after (Adler, 1994a), but the issues raised, and interactions with key people acknowledged in the Preface of the 1995 volume, led me to undertake a systematic study of quaternionic quantum mechanics. Perhaps the most important new result contained in my papers (Adler, 1988) and in my book is the fact that the $S$-matrix in quaternionic scattering theory is complex, not quaternionic, which was a surprise to the experts in the field and invalidated proposed searches (such as Peres, 1979) for quaternionic effects manifested through noncommuting scattering phases. I also clarified the relationship between time reversal symmetry in quaternionic quantum theory (where it is unitary) and in complex quantum theory (where it is antiunitary), proved that positive energy quaternionic Poincaré group representations are complex and not intrinsically quaternionic, and
gave a quaternionic generalization of projective group representations (to which I shall return shortly). These were but a few of the many topics dealt with in my 1995 book. My quaternionic investigations also motivated work I did in new directions in standard quantum mechanics, such as a paper that I wrote showing that $S U(3) \times S U(12)$ is the minimal grand unified theory in which, species by species for charged fermions, no Dirac sea is required (Adler, 1989).

After my book on quaternionic quantum mechanics was completed, a number of papers that I wrote with collaborators clarified issues that were left unresolved, or were inadequately treated, in the book. One of these issues dealt with the nonadiabatic geometric phase in quaternionic Hilbert space. This was discussed in my book, but on a visit to the IAS, Jeeva Anandan pointed out that my treatment was incomplete, and sketched what was needed to improve it. I filled in the details and drafted a manuscript, which became a joint paper (Adler and Anandan, 1996, R61) that was published in the Larry Horwitz Festschrift issue of Foundations of Physics. A second issue that was left hanging was the analog of coherent states in quaternionic quantum theory. My thesis student Andrew Millard and I studied this, and wrote a paper (Adler and Millard, 1996a, R62) giving the extension of the Perelomov coherent state formalism to quaternionic Hilbert spaces. We also showed that the closure requirement forces an attempted quaternionic generalization of standard coherent states based on the Weyl group to reduce back to the complex case, settling a question raised in discussions with me by John Klauder. The other issues that were dealt with after publication of the quaternionic book were the structure of quaternionic projective representations, and the relationship between standard complex quantum mechanics and the dynamics based on a trace variational principle that I had introduced in the field theory chapter of the 1995 book. These form the subject of the next two sections.

## Quaternionic Projective Group Representations

Given two group elements $b, a$ with product $b a$, a unitary operator representation $U_{b}$ in a Hilbert space is defined by $U_{b} U_{a}=U_{b a}$. A more general type of representation, called a ray or projective representation, is relevant to describing the symmetries of quantum mechanical systems. In his famous paper on unitary ray representations of Lie groups, Bargmann (1954) defines a projective representation as one obeying $U_{b} U_{a}=U_{b a} \omega(b, a)$, with $\omega(b, a)$ a complex phase.

This definition is familiar, and seems obvious, until one asks the following question: Bargmann's definition is assumed to hold as an operator identity when acting on all states in Hilbert space. However, we know that it suffices to specify the action of an operator on one complete set of states in Hilbert space to specify the operator completely. Hence why does one not start instead from the definition $U_{b} U_{a}|f\rangle=U_{b a}|f\rangle \omega(f ; b, a)$, with $\{|f\rangle\}$ one complete set of states, as defining a pro-
jective representation in Hilbert space? Let us call Bargmann's definition a "strong" projective representation, and the definition with a state-dependent phase a "weak" projective representation. Then the question becomes that of finding the relation between weak and strong projective representations.

Although I have formulated this question here in complex Hilbert space, it arose and was solved in the context of quaternionic Hilbert space, where the phases $\omega(f ; b, a)$ are quaternions, which obey a non-Abelian group multiplication law isomorphic to $S O(3) \simeq S U(2)$. The strong definition was adopted for the quaternionic case by Emch (1963, 1965), but in Sec. 4.3 of my book on quaternionic quantum mechanics I introduced the weak definition in order for quaternionic projective representations to include embeddings of nontrivial complex projective representations into quaternionic Hilbert space; the state dependence of the phase is necessary because even a complex phase $\omega$ does not commute with general quaternionic rephasings of the state vector $|f\rangle$. I noted in my 1995 book that the weak definition can be extended to an operator relation by defining

$$
\Omega(b, a)=\sum_{f}|f\rangle \omega(f ; b, a)\langle f|
$$

so that the weak definition then takes the form

$$
U_{b} U_{a}=U_{b a} \Omega(b, a),
$$

which gives the general operator form taken by projective representations in quaternionic quantum mechanics. I also introduced in Sec. 4.3 of my book two specializations of this definition, motivated by the commutativity properties of the phase factor in complex projective representations. I defined a multicentral projective representation as one for which

$$
\left[\Omega(b, a), U_{a}\right]=\left[\Omega(b, a), U_{b}\right]=0
$$

for all pairs $b, a$ (note that in Eq. (4.51a) of my book, $U_{a b}$ should read $U_{b a}$, so that the two conditions just given suffice), and I defined a central projective representation as one for which

$$
\left[\Omega(b, a), U_{c}\right]=0
$$

for all triples $a, b, c$.
Subsequent to the completion of my book, I read Weinberg's first volume on quantum field theory (Weinberg, 1995) and realized, from his discussion in Sec. 2.7 of the associativity condition for complex projective representations, that there must be an analogous associativity condition for weak quaternionic projective representations. I worked this out (Adler, 1996, R63), and showed that it takes the operator form

$$
U_{a}^{-1} \Omega(c, b) U_{a}=\Omega(c b, a)^{-1} \Omega(c, b a) \Omega(b, a)
$$

which by the definition of $\Omega(b, a)$ shows that $U_{a}^{-1} \Omega(c, b) U_{a}$ is diagonal in the basis $\{|f\rangle\}$, with the spectral representation

$$
U_{a}^{-1} \Omega(c, b) U_{a}=\sum_{f}|f\rangle \overline{\omega(f ; c b, a)} \omega(f ; c, b a) \omega(f ; b, a)\langle f|
$$

On the basis of some further identities, I also raised the question of whether one can construct a multicentral representation that is not central, or whether a multicentral representation is always central.

Subsequently, I discussed the issues of quaternionic projective representations with Andrew Millard. He explained them to his roommate Terry Tao, a mathematics graduate student working for Elias Stein, and at my next conference with Andrew, Tao came along and presented the outline of a beautiful theorem that he had devised. This was written up as a paper of Tao and Millard (1996), and consists of two parts. The first part is an algebraic analysis based on the spectral representation given above, which leads to the following theorem

Structure Theorem: Let $U$ be an irreducible projective representation of a connected Lie group $G$. There then exists a reraying of the basis $|f\rangle$ under which one of the following three possibilities must hold.
(1) $U$ is a real projective representation. That is, $\omega(f ; b, a)=\omega(b, a)$ is independent of $|f\rangle$ and is equal to $\pm 1$ for each $b$ and $a$.
(2) $U$ is the extension of a complex projective representation. That is, the matrix elements $\langle f| U_{a}\left|f^{\prime}\right\rangle$ are complex and $\omega(f ; b, a)=\omega(b, a)$ is independent of $|f\rangle$ and is a complex phase.
(3) $U$ is the tensor product of a real projective representation and a quaternionic phase. That is, there exists a decomposition $U_{a}=U_{a}^{\mathcal{B}} \sum_{f}|f\rangle \sigma_{a}\langle f|$, where the unitary operator $U_{a}^{\mathcal{B}}$ has real matrix elements, $\sigma_{a}$ is a quaternionic phase, and $U_{b a}^{B}= \pm U_{b}^{B} U_{a}^{\mathcal{B}}$ for all $b$ and $a$.
From the point of view of the Structure Theorem, case (1) corresponds to the only possibility allowed by the strong definition of quaternionic projective representations, as demonstrated earlier by Emch $(1963,1965)$, while case (2) corresponds to an embedding of a complex projective representation in quaternionic Hilbert space, the consideration of which was my motivation for proposing the weak definition. Specializing the Structure Theorem to a complex Hilbert space, where case (3) cannot be realized, we see that in complex Hilbert space the weak projective representation defined above implies the strong projective representation; hence no generality is lost by starting from the strong definition, as in Bargmann's paper.

The second part of the Tao-Millard paper is a proof, by real analysis methods, of a Corollary to the structure theorem, stating

Corollary 1: Any multicentral projective representation of a connected Lie group is central.

This thus solved the question of the relation of centrality to multicentrality that I raised in my paper R63.

Subsequent to this work, I had an exchange with Gerard Emch in the Journal of Mathematical Physics debating the merits of the strong and weak definitions. After a visit to Gainesville where we reconciled differing notations, we wrote a joint paper (Adler and Emch, 1997, R64) clarifying the situation, and reexpressing the strong and weak definitions in the language and notation often employed in mathematical discussions of projective group representations.

## Trace Dynamics and Emergent Quantum Theory

My work on emergent quantum theory arose from the merging of two lines of thought. The first line of thought arose from answering the question of whether quaternionic quantum mechanics ameliorates the measurement problem of standard quantum mechanics; the answer is "no", because quaternionic quantum theory still has a unitary time evolution, and so the usual problems persist. However, in the course of working this through I read some of the literature on the measurement problem in standard quantum theory, and came away convinced that there were real issues to be addressed. The second line of thought arose from my attempts to construct quaternionic quantum field theories. I found that the canonical quantization method could not be extended to the quaternionic case, and so I had to resort to an alternative formalism, which I variously called "generalized quantum dynamics", "total trace dynamics", or finally, simply "trace dynamics", to generate operator equations without "quantizing" a classical theory. This was done by using a variational principle based on a Lagrangian constructed as a trace of noncommuting operator variables, making systematic use of cyclic permutation under the trace operation. These ideas were developed in the paper Adler (1994b) and were described in Chapter 13 of my 1995 book; in Chapter 14, I suggested that the nonlinearity of trace dynamics could make it relevant for resolving the measurement problem in quantum theory. However, the problem of relating the trace dynamics formalism to the standard canonical formalism of complex quantum field theory remained unsolved.

One of the questions I had posed to Andrew Millard was that of better understanding trace dynamics, in the hope of finding a connection to standard quantum theory. After I arrived in Aspen in the summer of 1995, Andrew sent me a memo containing his discovery that in trace dynamics with a Weyl symmetrized Hamiltonian and noncommuting boson degrees of freedom $q_{r}, p_{r}$, the operator $\sum_{r}\left[q_{r}, p_{r}\right]$ is conserved. I soon found that the generalization to include fermions is the conserved
operator that we denoted by $\tilde{C}$, defined by

$$
\tilde{C} \equiv \sum_{r, \text { boson }}\left[q_{r}, p_{\tau}\right]-\sum_{r, \text { fermion }}\left\{q_{r}, p_{\tau}\right\}
$$

and that this operator is conserved as long as the trace Hamiltonian has no fixed operator coefficients, which is equivalent to saying the the trace Hamiltonian has a global unitary invariance. It then seemed natural to suggest that the equipartitioning of $\bar{C}$ in a statistical thermodynamical treatment would provide the missing connection between trace dynamics and standard quantum mechanics.

The implementation of this idea was published in Adler and Millard (1996b), and I developed it further over the following years with many collaborators, as described in Sec. 5 of the "Introduction and Overview" that opens my 2004 book on emergent quantum theory. This book, which is set within the framework of complex Hilbert space, gives a complete, self-contained development of trace dynamics as a (noncommutative) dynamics underlying quantum theory. From the statistical mechanics of this underlying theory there emerge, in a mutually complementary way, both the unitary and the nonunitary parts of orthodox quantum theory. The unitary part of quantum theory (the canonical algebra and the Heisenberg representation time evolution of operators) comes from an application of generalized equipartition theorems in the statistical thermodynamics of trace dynamics. The nonunitary part of quantum theory, in the form of stochastic state vector reduction models from which the Born rule for probabilities can be derived, comes from the Brownian motion corrections to this thermodynamics. Thus, trace dynamics provides a unified framework from which both the unitary dynamics of quantum systems, and the nonunitary evolution describing state vector reduction associated with measurements, emerge in a natural way.

Although quantum mechanics and quantum field theory have been the undisputed basis for all progress in fundamental physics during the last 80 years, the extension of the current theoretical frontier to Planck scale physics, and recent enlargements of our experimental capabilities, may make the 21st century the period in which possible limits of quantum theory will be probed. My 2004 book suggests a concrete framework for exploration of the proposition that quantum mechanics may not be the final layer of fundamental theory. It also addresses the phenomenology of modifications to quantum theory, specifically as implemented through stochastic additions to the Schrödinger equation. I have continued with these phenomenological studies since completion of the book; my most recent papers (Bassi, Ippoliti, and Adler, 2005; Adler, Bassi, and Ippoliti, 2005; Adler, 2005) have dealt with analyzing possible tests of stochastic localization theories in nanomechanical oscillator and gravitational wave detector experiments.
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## 10. Where Next?

In looking back at my work, I see one pattern that is repeated over and over. Many of the most interesting research results that I have obtained were unanticipated consequences of other, quite different research programs. In the course of detailed calculations, or speculative explorations, I noticed something that seemed worth pursuing, even though tangential to my original motivations, and this new direction ended up being of much greater interest. This happened with my calculations of weak pion production, which led as spin-offs to the forward lepton theorem, the neutrino sum rule, and soft pion theorems. It happened again with my exploration of gauging of the axial-vector current as an explanation for the muon mass, which led to anomalies. My interest in an eigenvalue condition in QED led to the calculation of photon splitting, and later on to an improved method for analyzing collider data. My attempts at a composite graviton led to an investigation of Einstein gravity as a symmetry breaking effect. My interest in the (spurious) Argonne threshold events induced me to extend my weak pion work to neutral currents, which contributed to the first unique determination of the electroweak couplings by Abbott and Barnett. My attempt to relate monopole background fields to confinement played a role in the multimonopole existence proof of Taubes. My computational experience in solving effective action confinement models led to overrelaxation as an acceleration method for Monte Carlo. And most recently, my interest in composite models for quarks and leptons led to a long exploration of the fundamentals of quantum theory, first through my study of quantum theory in quaternionic Hilbert space, and growing out of that, through my development of trace dynamics as a possible pre-quantum theory.

I think this pattern is no accident, but rather a reflection of my guiding philosophy in doing research, which has been that it is more important to start somewhere, even with a speculative idea or an apparently routine calculation, than to sit around waiting for an "important" idea. Once immersed in the nitty-gritty of an investigation, things have a way of appearing, that often lead off in very fruitful directions. So given this, when I look ahead, I can only say the following: I have some rough ideas as to where I would like to start in new explorations in fundamental theory and particle phenomenology, but I cannot say where these may ultimately lead, in the course of my continuing adventures in theoretical physics.
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One Hundred Reasons to be a Scientist

From Elements of Radio to Elementary Particle Physics<br>Stephen L. Adler<br>Institute for Advanced Study at Princeton, USA



O Courtesy of the Institute for Advanced Study

I was bom in 1939 in New York City to Irving and Ruth Relis Adler. My father was a mathematics teacher and my mother had also majored in mathematics in college. I was directed towards science by my parents from an early age. When I was two years old my father built me a gadget box from pieces of hardware, and around the same time my mother made me a home-made version of the "Pat the Bunny" book, each page containing a different tactile or manual operation for me to perform. When I was older my father built me electrical toys such as telegraphs, a "burglar alarm" that rang a bell when a door was opened, and a miniature traffic light. We also engaged in nature activities, collecting snakes and butterflies. When I was eight I participated in a young people's astronomy course at the Museum of Natural History in New York, and my fascination with the fossils I saw at this museum led me to think briefly of being a paleontologist, but this interest soon waned.

My actual career path began in sixth grade of elementary school, when a classmate started to talk to me about his interest in radio; I visited him at home and saw his equipment and tools. This introduction developed into a serious interest in electricity, radio, and electronics while I was still in elementary school. I built various electrical devices, such as electric motors with rotor laminations cut from tin cans and permanent magnet stators taken from old radio loudspeakers. (I still have one of these on my bookcase at the Institute for Advanced Study). With encouragement from my father I read Marcus and Marcus's classic World War II text "Elements of Radio"; my father made a point of letting me be the family radio expert, while he was the consultant on the few bits of algebra in the text. Also at my father's suggestion, I started to canvass the neighborhood door to door, pulling a small wagon and asking for old radios, appliances, and television sets people were planning to throw away. I stripped the parts out of these, and used them to build radios, amplifiers, and even an oscilloscope using a salvaged 7 -inch television tube. I also learned enough Morse code to get my Technician Class amateur radio license, and built a small rig using a war surplus aircraft receiver and a home-built transmitter. However, amateur radio activity did not interest me nearly as much as building electronic equipment, which I continued through various science projects in high school.

Given this exposure to electronics, it would have been natural for me to pursue a career in electrical engineering, but towards the beginning of my high school years I got a first glimpse of the fascinating world of high energy physics research. For two summers my family had vacationed in a state park near lthaca, NY, and Phillip Morrison, an old friend of my father's, gave us a tour of the physics laboratories at Comell, where Robert Wilson had built a succession of particle accelerators. I liked the ambience of these laboratories, and was impressed with the fact that if I pursued physics as a career I would learn and use electronics, but not necessarily the other way around. By my junior year in high school, I had decided on experimental physics as a career.

My first physics research laboratory experience came at the end of my senior year in high school, when I attended a two-week course in X-ray diffraction techniques for industrial engineers given at Brooklyn Polytechnic Institute by Isadore Fankuchen, who would every now and then include a bright high school student in his class. I was able to do all the theoretical and laboratory work, and learned many things, such as crystal lattice structure and Fourier transforms, that are standard physicist's tools. Almost immediately afterwards, I went to a summer job at Bell Labs in Manhattan, along with eight other science-oriented high
school graduates. Many of them had already learned calculus, and so I decided to teach myself calculus that summer.

My father gave me his old calculus text, along with the sage advice to do every third problem-because I had to do problems to learn the material, but there was not time (and it would be too boring) to try to do all of them. So I spent my commuting time, and spare time at work, doing calculus problems. As a result, when I entered Harvard in the fall I was able to place directly into Advanced Calculus, which had a major impact in how fast I was able to proceed with my physics education.

I entered college intending to be an experimentalist, but my friendships with various classmates, among them Daniel Quillen (later a Fields medalist) got me interested in mathematics. I found that I was very good at the theoretical aspects of my classes, but although competent in the laboratory, I lacked the touch of the gifted experimentalist. So, by the middle of my freshman year, I had decided to shift my sights from experimental to theoretical physics. Along with Fred Goldhaber, who was to be my first year roommate in graduate school at Princeton, I took essentially the whole graduate course curriculum at Harvard during my junior and senior years. Memorable teachers at Harvard included Ed Purcell, Frank Pipkin, Paul Martin, and Julian Schwinger. As a result of my Harvard preparation, at Princeton I was able to take my General Exams at the end of the first year, and then to start thesis research with Sam Treiman at the beginning of my second year.

Treiman suggested that I look for calculations to do in the newly emerging area of accelerator neutrino experiments, and this was the beginning of my career in high energy physics. A major part of my thesis work was a calculation of pion production from nucleons (protons or neutrons) by a neutrino beam. Although this was a long and tedious project, it gave me a detailed introduction to the "vector" and "axial-vector" currents through which neutrinos interact with nucleons. This knowledge growing out of my thesis project was the foundation for my most significant scientific contributions during the period 1964 through 1972, which all involved in some way or another the discovery of further results connected with vector and axial-vector currents. These included various low energy theorems for pion emission derived from the hypothesis of a "partially conserved" axial vector current, various sum rules including the Adler-Weisberger sum rule for the axial vector coupling to nucleons and a sum rule for deep inelastic high energy neutrino scattering cross sections, as well as the co-discovery (along with Bell and Jackiw) of the "anomalous" divergence properties of the axial-vector current. The theoretical analysis of anomalies led to a deeper understanding of neutral pion decay into gamma rays, provided one of the first pieces of evidence for the fact that each quark comes in three varieties (now called "colors"), and has had a multitude of other consequences for theoretical physics over the last thirty-five years.

During the years since 1972, I have worked on a variety of other topics in theoretical high energy physics, including neutral current phenomenology, strong field electromagnetic processes (such as photon splitting near pulsars), and acceleration methods for Monte Carlo simulation algorithms. Throughout the last twenty years I have devoted about half of my research time to studying embeddings of standard quantum mechanics in larger mathematical frameworks. One aspect of this work involved a detailed study of a quantum mechanics in which quaternions replace the usual complex numbers. Another, more recent aspect, has involved the study a possible "pre-quantum" mechanics based on properties of the trace of a matrix, from which quantum theory can emerge as a form of thermodynamics. I have written books describing both of these studies. For the next few years, I plan to retum to my original area of particle phenomenology, in the context of supersymmetric models for further unitying the elementary particles and the forces acting on them.
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#### Abstract

A theory of the valence band splitings at $k=0$ in zinc-blende and wurtzite structures is proposed, in which the wurtzite levels are treated as perturbations of those in zinc blende. Starting from one-elcctron Hamiltonians for the two structures, the two-parameter formulas originally derived by Hopfield are obtained, with a minimum of approximations, along with explicit expressions for the parameters in terms of Hamiltonian matrix elements. The two-parameter formulas are compared with experimental data and agreement is found to be gooc. A simple tight-binding (linear combination of atomic orbitals), $3 p$ valence band, point-ion lattice model is used to calculate an effective charge for ZnS from the known valence band splittings in the wurtaite and zinc-blende dimorphs; a value of $2.3 e$ is obtained.


## 1. INTRODUCTION

THE object of this paper is to explore a theory of the $k=0$ valence band energy splittings and wave functions in zinc-blende and wurtzite structures. This is of interest because recent experimental work on hexagonal (wurtzite) and cubic (zinc blende) $\mathrm{ZnS}_{1}{ }^{1}$ hexagonal $\mathrm{CdS},{ }^{1} \mathrm{CdSe},{ }^{2}$ and $\mathrm{ZnO}{ }^{2}{ }^{2}$ cubic ZnSe , ${ }^{4}$ and other II-VI semiconductors has made av ailable data on their valence band energy splittings and wave function symmetries.

Previous theoretical work on wurtzite and zinc-blende valence band splittings has been reported by Birman ${ }^{5}$ and by Hopfield. ${ }^{6}$ Birman's theory did not include the spin-orbit interaction. Hopfield's w ork, based on a quasicubic model of the wurtzite structure, gave useful formulas for the wurtzite and zinc-blende valence band splittings, which fit experimental data obtained for ZnS to within $10 \%$. The theory presen ted below starts from the rigorous one-electron Hamil to nians for wurtzite and zinc blende and yields, with a mi nimum of approximations, the formulas proposed by Hopfield. In addition, the crystal field and spin-orbit parameters are expressed in terms of matrix elements of the wurtzite and zincblende Hamiltonians.

Although the anion and cation are for the sake of definiteness assumed to be S and Zn , this does not enter into the derivation. The $t_{0}$-parameter formulas should be valid in other substances than ZnS crystallizing in zinc-blende and wurtzite dimorphs, provided that the approximations made in the $\mathbf{d}$ erivation still hold.

[^0]
## 2. THEORY

Some details of the zinc-blende and wurtzite geometries will be needed. ${ }^{7}$ In zinc blende there are two atoms per unit cell, and in wurtzite, four. Call the two sulfur atoms in the wurtzite basis sulfur 1 and 2 , respectively. The nearest-neighbor configurations in zinc blende and ideal wurtzite are identical and the second-nearest-neighbor (nearest like ion) configurations are nearly so (Fig. 1). This local structural similarity will be exploited by using axis systems for the two structures in which the nearest neighbors of the sulfur 1 site in the wurtzite basis and the sulfur site in the zinc blende basis have identical coordinates. The axis systems which will be used throughout the rest of this paper, unless explicitly stated otherwise, are illustrated in Fig. 2. Note that the axes for zinc blende are not the usual Cartesian axes employed for this structure. ${ }^{\text {b }}$

The Hamiltonians for band-theoretic treatment of wurtzite and zinc blende, including in each the spinorbit interaction term, are

$$
\begin{aligned}
H_{\mathrm{ZB}} & =\mathrm{p}^{2} / 2 m+V_{\mathrm{ZB}}(\mathrm{r})+\left(\hbar / 4 m^{2} c^{2}\right)\left(\nabla V_{\mathrm{zB}} \times \mathrm{p}\right) \cdot \sigma, \\
H_{\mathrm{w}} & =\mathrm{p}^{2} / 2 m+V_{\mathrm{W}}(\mathrm{r})+\left(\hbar / 4 m^{2} c^{2}\right)\left(\nabla V_{\mathrm{W}} \times \mathrm{p}\right) \cdot \sigma,
\end{aligned}
$$

where $V_{\text {ZB }}$ and $V_{\text {w }}$ are the respective crystal potentials in the two substances. A modification of the linear combination of atomic orbitals (LCAO) procedure will be used to find expressions for the valence band energy splittings and wave functions at $\mathbf{k}=0$ in the Brillouin zone. In the usual LCAO formalism, ${ }^{8}$ the Hamiltonian at $\mathbf{k}=0$ is diagonalized in a space spanned by the cell periodic functions $\Psi_{n}{ }^{\beta}=N^{-1} \sum_{i} \psi_{n}\left(\mathbf{r}-\mathbf{R}_{j}{ }^{\beta}\right)$. Here $\psi_{n}$ is a free-ion orbital, $n$ denotes a complete set of quantum numbers and $\mathbf{R}_{j}{ }^{\beta}$ is the position of the $\beta$ th basis atom in the $j$ th unit cell. In the modification used in this paper, the rigorous zinc-blende (ZB) Bloch functions at $\mathbf{k}=0$ are expanded in Wannier functions,

$$
\Psi_{n}^{2 \mathrm{~B}}=N^{-1} \sum_{j} X_{n}\left(\mathrm{r}-\mathrm{R}_{j}^{1}\right),
$$

where $R_{j}{ }^{1}$ is the coordinate of the sulfur atom in the

[^1]

Frg. 1. First and second neighbors in zinc blende and wurtzite. Large circles are S atoms, small ones Zn . Open circles are in the same plane. Comparing the two structures, we note that only three of the twelve second neighbors differ, and even these are disposed symmetrically. These are shown as the 3 atoms "above" and are rotated by $\pi / 3$ in zinc blende with respect to their positions in wurtzite.
$j$ th cell in zinc blende. These functions form an orthonormal set $\left(\left\langle\Psi_{n}{ }^{2 B} \mid \Psi_{\pi^{2 B}}{ }^{2 B}\right\rangle=\delta_{n n^{\prime}}\right)$ and are a complete cell-periodic set in zinc blende. In wurtzite (W), the Harniltonian matrix at $\mathbf{k}=0$ will be computed using as basis functions the linear combinations of zinc-blende Wannier functions,

$$
\Psi_{n}{ }^{w_{ \pm}}=(2 N)^{-i} \sum_{j}\left[x_{n}\left(\mathbf{r}-\mathbf{R}_{j}^{1}\right) \pm x_{n}\left(\mathbf{r}-\mathbf{R}_{j}^{2}\right)\right]
$$

where $\mathbf{R}_{j}{ }^{1}$ and $\mathbf{R}_{j}{ }^{2}$ are the coordinates of the two sulfur atoms in the cell in wurtzite. We remark that $\left\langle\Psi_{n}{ }^{W}+\mid \Psi_{n^{\prime}}{ }^{W}-\right\rangle=\left\langle\Psi_{n}{ }^{W}+\right| H_{W}\left|\Psi_{n}{ }^{w}-\right\rangle=0$; in other words, the wurtzite Hamiltonian matrix breaks up into two submatrices spanned, respectively, by the functions $\Psi_{n}{ }^{\mathbf{W}+}$ and $\Psi_{n}{ }^{W}$ - This is proved by noting that the symmetry operation $C_{2}$, the twofold screw axis in wurtzite, which interchanges type-1 and type-2 sites, leaves $H_{w}$ and the $\Psi_{n}{ }^{W+}$ functions invariant while changing the sign of the $\Psi_{n}{ }^{W}$ - functions. Furthermore, the functions $\Psi_{n}{ }^{\mathbf{W +}+}$ and $\Psi_{n}{ }^{W-}$ are similar in form, respectively, to the zinc-blende valence band wave functions $\Psi_{n \mathbf{k}}{ }^{2 \mathrm{~B}}=N^{-\boldsymbol{k}} \sum_{j} \exp \left(i \mathbf{k}-\mathbf{R}_{j}\right) \chi_{n}\left(\mathbf{r}-\mathbf{R}_{\mathrm{j}}\right)$ at the points $\mathbf{k}=(0,0,0)$ and $\mathbf{k}=(0,0,2 \pi / c)$ in the zinc-blende Brillouin zone. Consequently, the wurtzite energy eigenvalues determined by the submatrix $\left\langle\Psi_{n}{ }^{\mathrm{w}+}\right| H_{W}\left|\Psi_{n^{\prime}}{ }^{\mathrm{w}}+\right\rangle$ correspond to levels at $\mathbf{k}=(0,0,0)$ in zinc blende, while those determined by the submatrix $\left\langle\Psi_{n}{ }^{w-}\right| H_{w}\left|\Psi_{n^{\prime}}{ }^{W}-\right\rangle$ correspond to levels at $\mathbf{k}=(0,0,2 \pi / c)$, which is the point $\Delta$ at the Brillouin zone edge in zinc blende. Only the wurtzite levels corresponding to those at $\mathbf{k}=(0,0,0)$ in zinc blende will be considered.

To a good approximation, the functions $\Psi_{n}{ }^{W+}$ are an orthonormal set. The reason is that the nearest like ion (second-nearest neighbor) configurations in wurtziteand zinc blende are almost identical, and consequently nearest-like-ion overlaps can be expected to give roughly


Fig. 2. Axes for zinc blende and wurtzite. The axes $x_{1} y, z$ are the ones used in this paper. These are the axes usually employed for the wurtzite structure. The axes $x^{\prime}, y^{\prime}, z^{\prime}$ are the conventional axes for the zinc-blende structure. The open and blackened circles represent sulfur and zinc sites, respectively.
equal contributions to $\left\langle\Psi_{n}^{Z B} \mid \Psi_{n^{\prime}}{ }^{Z \mathrm{~B}}\right\rangle$ and $\left\langle\Psi_{n}{ }^{W+} \mid \Psi_{n^{\prime}}{ }^{\mathrm{W}+}\right\rangle$. Assuming higher overlaps can be neglected, we have $\left\langle\Psi_{n}{ }^{W}+\mid \Psi_{n^{\prime}}{ }^{W+}\right\rangle \approx\left\langle\Psi_{n}{ }^{Z B} \mid \Psi_{n^{\prime}}{ }^{Z B}\right\rangle=\delta_{n n^{\prime}}$. Thus, by means of a linear combination of zinc-blende Wannier functions one can construct a nearly orthonormal set of basis functions for the wurtzite structure, suitable for a comparison of the energy levels in the two structures at $\mathbf{k}=(0,0,0)$.

## Zinc Blende

Let us consider in more detail the zinc-blende Bloch functions at the top of the valence band. If we omit the spin-orbit interaction term in the zinc-blende Hamiltonian, the top of the valence band will be sixfold degenerate, with state vectors $(|X\rangle,|Y\rangle,|Z\rangle) \cdot(|+\rangle,|-\rangle)$ where $|X\rangle,|Y\rangle,|Z\rangle$ are Bloch states transforming like $x, y, z$ under the operations of the zinc-blende symmetry group $T_{d}$. The zinc-blende Hamiltonian with the spinorbit interaction term is diagonal in the manifold spanned by

$$
\begin{align*}
& \Gamma_{7}\left\{\begin{array}{l}
\mid 5)=(1 / \sqrt{3})[\sqrt{2}|\Pi\rangle|-\rangle+|Z\rangle|+\rangle], \\
|6\rangle=(1 / \sqrt{3})[\sqrt{2}|\Pi\rangle|+\rangle-|Z\rangle|-\rangle],
\end{array}\right.  \tag{1}\\
& |\Pi\rangle=(1 / \sqrt{2})(|X\rangle+i|Y\rangle), \quad|\bar{\Pi}\rangle=(1 / \sqrt{2})(|X\rangle-i|Y\rangle) .
\end{align*}
$$

The first group of states transforms as a basis for the irreducible representation $\Gamma_{s}$ of the double group of $T_{d}$; the second set is a basis for $\Gamma_{7}$. Use of the finite basis, Eq. (1), to diagonalize the Hamiltonian is equivalent to treating the spin-orbit term by first-order perturbation theory. Thus, the error in the energies made by the
neglect of admixtures of wave functions from other bands is of the order $\delta^{2} / E_{q}$, where $\delta$ is the zinc-blende spin-orbit splitting and $E_{g}$ is the band gap. Since $\delta^{2} / E_{q} \approx 0.067 \delta / 3.6$, the fractional error made in the valence band splitting is small. The prediction that the zinc-blende valence band is split into a $\Gamma_{8}$ level and a $\Gamma_{7}$ level agrees with experiment. ${ }^{1}$

## Wurtzite

The basis functions in wurtzite are taken as sums of zinc-blende Wannier functions. Consider in particular those constructed from the zinc-blende valence band wave functions, using for these the approximate forms Eqs. (1). Since the threefold rotation operation and the reflection plane parallel to its axis are symmetry operations in both zinc blende and wurtzite, the behavior of the sets of states $|1\rangle, \cdots,|6\rangle ;\left|1^{+}\right\rangle, \cdots,\left|6^{+}\right\rangle$under these operations will be identical. It is thus possible to show, by using characters of the double group of $C_{30}$, that the states $\left|1^{+}\right\rangle, \cdots,\left|6^{+}\right\rangle$transform according to representations of the double group of $C_{3_{0}}$ as follows ${ }^{9}$

$$
\begin{array}{cccc}
\Lambda_{4} & (1 / v 2)\left[\left|1^{+}\right\rangle+\left|4^{+}\right\rangle\right] \\
\Lambda_{5} & (1 / \sqrt{2})\left[\left|1^{+}\right\rangle-\left|4^{+}\right\rangle\right] & \Lambda_{6} & \begin{cases}\left|2^{+}\right\rangle & \left.3^{+}\right\rangle \\
\left(\Gamma_{9}\right) & \left(\Gamma_{7}\right)\end{cases} \\
\left(\Gamma_{7}\right)
\end{array}, \left\lvert\, \begin{aligned}
& \left.5^{+}\right\rangle \\
& \left.6^{+}\right\rangle
\end{aligned}\right.
$$

This permits a simplification of the submatrix of the wurtzite Hamiltonian spanned by $\left|1^{+}\right\rangle, \cdots,\left|\sigma^{+}\right\rangle$, to

|  | $\mathbf{1}^{+}$ | $\mathbf{4}^{+}$ | $\mathbf{2}^{+}$ | $\mathbf{5}^{+}$ | $\mathbf{3}^{+}$ | $\mathbf{6}^{+}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}^{+}$ | $a$ | 0 | 0 | 0 | 0 | 0 |
| $\mathbf{4}^{+}$ | 0 | $a$ | 0 | 0 | 0 | 0 |
| $2^{+}$ | 0 | 0 | $b$ | $c$ | 0 | 0 |
| $5^{+}$ | 0 | 0 | $c^{*}$ | $d$ | 0 | 0 |
| $3^{+}$ | 0 | 0 | 0 | 0 | $b$ | $c$ |
| $\mathbf{6}^{+}$ | 0 | 0 | 0 | 0 | $c^{*}$ | $d$ |

The prediction that the wurtzite valence band consists of a $\Gamma_{9}$ level and two $\Gamma_{7}$ levels agrees with experiment.

Just as in zinc blende, the admixture of other wave functions forming the basis will be neglected. Let us write

$$
\begin{aligned}
& \langle n| H_{0}\left|n^{\prime}\right\rangle=\left\langle\Psi_{n}{ }^{2 \mathrm{~B}}\right| H_{Z \mathrm{~B}}\left|\Psi_{n^{\prime}},{ }^{2 \mathrm{~B}}\right\rangle-\delta \delta_{\mathrm{m}^{\prime}}\left(\sum_{i=1}^{4} \delta_{n k}\right), \\
& \langle n| H_{1}\left|n^{\prime}\right\rangle=\left\langle\Psi_{n}{ }^{W}+\right| H_{W}\left|\Psi_{n},{ }^{W}+\right\rangle \\
& -\left\langle\Psi_{n}{ }^{2 B}\right| H_{Z \mathrm{~B}}\left|\Psi_{n^{\prime}}{ }^{2 \mathrm{ZB}}\right\rangle+\delta \delta_{n n^{\prime}}\left(\sum_{k=1}^{4} \delta_{n k}\right) \text {, }
\end{aligned}
$$

[^2]where $\delta$, as before, is the zinc-blende spin-orbit splitting, and $\delta_{n n^{\prime}}$ is the Kronecker delta. The near degeneracy of the valence band in zinc bleade bas been made a complete degeneracy in $H_{0}$ by subtraction of $\delta \delta_{n n^{\prime}}\left(\sum_{k=11^{1} \delta_{n k}}\right)$; this term has been included in the perturbation $H_{1}$. In this way we have defined a problem in degenerate perturbation theory. If the degenerate manifold is treated exactly, neglect of the admixture of other wave functions of the basis is equivalent to neglecting secondand higher order terms in a perturbation expansion, and results in an error $\left.\approx\left|\langle | H_{1}\right|\right\rangle\left.\right|^{2} / E_{0}$. Here $\left.\left|\langle | H_{1}\right|\right\rangle \mid$ is the magnitude characteristic of matrix elements of the perturbation, which can be expected to be of the order of the valence band splittings in wurtzite $\approx 0.05 \mathrm{ev}$. Thus, the fractional error made in the valence band splitting $\approx 0.05 / 3.6$, which is small.

## Two-Parameter Formulas

Because $\boldsymbol{H}_{1}$ factors compietely into $2 \times 2$ submatrices, exact solution of the eigenvalue problem within the degenerate manifold is easy. The results for the wurtzite and zinc-blende valence band energy splittings and the wurtzite valence band eigenstates are:

$$
\begin{align*}
& \Delta E_{W}:\left\{\begin{array}{l}
E_{\mathrm{s}}-E_{6}=\frac{\alpha+\delta}{2}-\left[\left(\frac{\alpha+\delta}{2}\right)^{2}-\frac{2 \alpha \delta}{3}\right]^{1}, \\
E_{\delta}-E_{e}=2\left[\left(\frac{\alpha+\delta}{2}\right)^{2}-\frac{2 \alpha \delta}{3}\right]^{\frac{1}{2}}, \\
\Delta E_{Z B}: \\
\quad \delta=\langle 1| H_{Z \mathrm{~B}}|1\rangle-\langle 5| H_{Z B}|5\rangle ;
\end{array}\right.  \tag{2}\\
& \quad|a\rangle=\left|1^{+}\right\rangle,
\end{align*}
$$

$$
\begin{equation*}
\left.N_{b}|\delta\rangle=\frac{\sqrt{ } 2 \alpha}{3}\left|5^{+}\right\rangle+\left.\right|_{2} ^{\delta}-\frac{\alpha}{6}+\left[\left(\frac{\alpha+\delta}{2}\right)^{2}-\frac{2 \alpha \delta}{3}\right]^{\frac{1}{2}}\right\}\left|2^{+}\right\rangle, \tag{3}
\end{equation*}
$$

$$
N_{6}|c\rangle=\frac{\sqrt{2} \alpha}{3}\left|5^{+}\right\rangle+\left\{\frac{\alpha}{2}-\frac{\alpha}{6}-\left[\left(\frac{\alpha+\delta}{2}\right)^{2}-\frac{2 \alpha \delta}{3}\right]^{3}\right\}\left|2^{+}\right\rangle
$$

Here $N_{b}$ and $N_{c}$ are normalization constants and $\alpha$ is a crystal field parameter defined by

$$
\begin{aligned}
& \alpha=\left[\left\langle\Pi^{+}\right| H_{\mathrm{W}}\left|\Pi^{+}\right\rangle-\langle\Pi| B_{\mathrm{ZB}}|\Pi\rangle\right] \\
&-\left[\left\langle Z^{+}\right| B_{\mathrm{W}}\left|Z^{+}\right\rangle-\langle Z| B_{\mathrm{ZB}}|Z\rangle\right] .
\end{aligned}
$$

In this expression $H_{w}$ and $H_{z B}$ signify the Hamiltonians without the spin-orbit interaction terms. ${ }^{10}$

Equations (2) are the two-parameter formulas originally derived by Hopfield. ${ }^{9}$ They have been obtained by making only three approximations:

[^3](1) Assumption of approximate orthonormality of the wurtzite basis;
(2) Neglect of energy terms $\approx \delta^{2} / E_{0}$;
(3) Neglect of energy terms $\approx \mid\langle | H_{1}| \rangle^{2} / E_{0}$.

Note that the equations for the splittings in wurtzite are completely symmetric in $\alpha$ and $\delta$. This means that $\alpha$ and $\delta$ cannot be determined uniquely from the wurtzite splittings : if $(a, \delta)=(a, b)$ is one solution consistent with the data, then $(a, \delta)=(b, a)$ is another. The ambiguity just corresponds to the fact that solving (2) for $a$ and $\delta$ in terms of $E_{a}-E_{b}, E_{b}-E_{t}$ leads to a quadratic equation, both roots of which are allowable solutions. This symmetry of the two-parameter formulas is not explicitly evident in the version of them given by Balkanski and Cloizeux. ${ }^{11}$

Finally, it is to be emphasized that the anion and cation have been assumed to be S and Zn in the above derivation purely for the sake of convenience in referring to them. The theory should be valid in other semiconductors with $p$-iike valence bands and with spin-orbit and crystal field splittings which are small relative to the band gap.

## 3. APPLICATION TO ZnS, CdS, AND OTHER II-VI COMPOUNDS

The two-parameter formulas describe three splittings in terms of two parameters. They fit well the values given by Birman et al. ${ }^{1}$ for the spin-orbit splitting of the zinc-blende form and the two valence band splittings of the wurtzite form of $\mathrm{ZnS}_{\mathrm{n}}$. From the data (Table I) at $77^{\circ} \mathrm{K}, \delta=0.068 \mathrm{ev}$ and $E_{a}-E_{b}+\frac{1}{2}\left(E_{b}-E_{c}\right)=\frac{1}{2}(\alpha+\delta)$ $=0.069 \mathrm{ev}$, giving $\alpha=0.070 \mathrm{ev}$. The theory then gives 0.080 ev and 0.029 ev for the wurtzite splittings, within $10 \%$ of the experimental values of 0.084 ev and 0.027 ev . The order of levels predicted is also correct.

A reasonable result is also obtained when Eqs. (2) are applied to data for CdS. Crystals of cubic CdS have not yet been grown. However, with data for hexagonal CdS , the formulas can be used to predict the value of the spin-orbit splitting which would be observed in cubic CdS. Two values are obtained as a result of the

Table I. Valence band splittings in ZnS and CdS.

| Temperature | $\delta$ (ev) | $E_{a}-E_{b}$ (ev) | $E_{\Delta}-E_{e}(\mathrm{ev})$ |
| :---: | :---: | :---: | :---: |
| Cubic ZnS |  |  |  |
| 77 | 0.068 |  |  |
| 14 | 0.065 |  |  |
| Hexagonal ZnS |  |  |  |
| 77 |  | 0.027 | 0.084 |
| 14 |  | 0.026 | 0.082 |
| Hexagonal CdS |  |  |  |
| 77 |  | 0.016 | 0.062 |

[^4]ambiguity discussed above : $\delta=0.065 \mathrm{ev}$ or $\delta=0.029 \mathrm{ev}$ (at $77^{\circ} \mathrm{K}$ ). The first of these is close to the ZnS splitting and is probably the correct solution, since the valence band spin-orbit splitting should be determined primarily by the wave function and potential near the sulfur ion and should depend only weakly on the nature of the cation. Measurements on $\mathrm{CdSe}^{2}$ and on $\mathrm{ZnSe},{ }^{4}$ which show nearly the same spin-orbit splitting for both substances, are evidence for the validity of this type of argument.

From the formulas, Eqs. (3), the parentage of the lines in wurtzite ZnS can be determined. Taking $\alpha=0.070 \mathrm{ev}$, one obtains

$$
\begin{aligned}
& |b\rangle=0.48\left|5^{+}\right\rangle+0.88\left|2^{+}\right\rangle \\
& |c\rangle=0.88\left|5^{+}\right\rangle-0.48\left|2^{+}\right\rangle
\end{aligned}
$$

These can also be written

$$
\begin{aligned}
& |b\rangle=0.90\left|\Pi^{+}\right\rangle|-\rangle-0.44\left|Z^{+}\right\rangle|+\rangle, \\
& |c\rangle=0.44\left|\Pi^{+}\right\rangle|-\rangle+0.90\left|Z^{+}\right\rangle|+\rangle .
\end{aligned}
$$

These expressions have a simple interprctation (see the splitting diagram, Fig. 3). The states $|5\rangle$ and $|2\rangle$ transform according to the irreducible representations $\Gamma_{5}$ and $\Gamma_{1}$, respectively, of the double group of the wave vector at $k=(0,0,0)$ in zinc blende. These states are zinc-blende valence band eigenstates which differ in energy by $\delta$, the spin-orbit energy. Equations (3) indicate how these zinc-blende levels mix when the crystal field perturbation is "turned on." The states $\left|\Pi^{+}\right\rangle|-\rangle$and $\left|Z^{+}\right\rangle|+\rangle$ transform, respectively, according to the irreducible representations $\Gamma_{6}$ and $\Gamma_{1}$ of the single group $C_{8 x}$, the


Fig. 3. Splitting diagram indicating the mixings and splittings of the valence band levels as the perturbations, the spin-orbit interaction, and the crystal field, $V_{w}-V_{q H_{1}}$ are turned on in opposite orders. As in the text, W means wurtzite and ZB means zinc blende; SO and XSO mean, respectively, with and withoul the spin-orbit interaction. At the right of the figure, the lowest $\mathrm{r}_{7}$ level in the W SO column is jained by a double line to the $\Gamma_{1}$ level and by a single line to the $\Gamma_{b}$ level. This signifies that the wave function of the lowest $\Gamma_{7}$ level is a mixture of functions which transform according to $\Gamma_{5}$ and $\Gamma_{1}$ of the single group $C_{64}$, and that the coefficient of the $r_{1}$ wave function is larger than the coefficient of the $\mathrm{T}_{6}$ wave function. The other single and double lines have a similar significance.
group of the wave vector at $\mathbf{k}=(0,0,0)$ in a wurtzite structure in which there is no spin-orbit interaction. According to Eqs. (3), when the spin-orbit interaction in wurtzite is "turned off" by setting $\delta=0$, the state $|b\rangle$ becomes $\left|\Pi^{+}\right\rangle \mid-$) (transforming according to $\Gamma_{6}$ ), the state $\mid c$ ) becomes $\left|Z^{+}\right\rangle|+\rangle$(transforming according to $\Gamma_{1}$ ), and the $\Gamma_{b}$ state has the higher energy. The prediction that the $\Gamma_{5}$ level would exceed the $\Gamma_{1}$ level in energy in wurtzite ZnS if the spin-orbit interaction could be eliminated agrees with the observations showing that in hexagonal ZnO , in which the spin-orbit interaction is extremely weak due to the low anion atomic number, the $\Gamma_{5}$-like levels lie above a $\Gamma_{1}$-like level. ${ }^{12}$

## 4. ESTIMATION OF THE EFFECTIVE CHARGE

An attempt was made to make an a priori calculation of $\alpha$, and by this means to estimate an effective charge for ZnS . The zinc-blende Bloch states $|X\rangle,|Y\rangle,|Z\rangle$ were assumed to beLCAO states constructed from sulfur $3 p$ ionic orbitals. Only zeroth and first-neighbor interaction integrals were retained, and a point-ion model of the zinc-blende and wurtzite lattices, with effective ionic charges $+\lambda e$ and $-\lambda e$ for zinc and sulfur ions, respectively, was used. This model gives $\alpha=-(3 E / 5)$ $\times \int_{0}^{\infty} d r r^{4}\left(R_{3 p}\right)^{2}$, where $E$ is the coefficient of $r^{2} P_{2}(\cos \theta)$ in the expansion of $V_{\mathrm{w}}$ about a sulfur ion site and $R_{3 \rho}$ is an ionic radial orbital. Evaluation of $E$ by an Ewald summation method ${ }^{12}$ gives $\lambda=2.3$, clearly too large. Taking into account the effect of mixings of sulfur $3 d$ states into the zinc-blende valence band wave function and the deviation of wurtzite ZnS from ideality was found to produce little change in the value of $\lambda$ obtained. (The expansions of $V_{W}$ and $V_{Z B}$ used are given in the Appendix.) Mixings of zinc $4 p$ states into the zinc-blende wave function may have an important effect on $\lambda$, but the overlap integrals necessary to estimate this were not calculated.

[^5]
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## APPENDIX

We give here the first few terms of the expansion in solid harmonics of the polentials in ideal wurtzite and zinc-blende point-ion lattices. The nearest like-ion distance is $d_{s s}$ and the effective charge parameter is $\lambda$. The origin for the expansion is a sulfur site such as is at the orgin in Fig. 2; in other words, a sulfur site with nearest neighbors with direction cosines ( $0,0,1$ ); $(0,-2 \sqrt{2} / 3,-1 / 3) ;(\sqrt{2} / \sqrt{3}, \sqrt{2} / 3,-1 / 3) ;(-v 2 / v 3$, $\sqrt{2} / 3,-1 / 3$ ) on the unprimed axes. All sums were evaluated by an Ewald method and were checked to the number of places indicated by summing with two different values of the convergence parameter.

Zinc blende (conventional axes, i.e., primed axes in Fig. 2):

$$
\begin{aligned}
\frac{V_{Z \mathrm{BB}}}{e^{2} \lambda / d_{S E}} & =A_{0}+B_{0} \frac{x^{\prime} y^{\prime} z^{\prime}}{d_{S S^{3}}}+\cdots, \\
B_{0} & =76.8
\end{aligned}
$$

Wurtzite (unprimed axes in Fig. 2):

$$
\begin{aligned}
& \frac{V_{w}}{e^{2} \lambda / d_{s s}}=C_{0}+D_{0} \frac{\mathrm{z}}{d_{s s}}+E_{0}^{\frac{1}{2}\left(2 z^{2}-x^{2}-y^{2}\right)} d_{s s^{2}} \\
& +F_{0}^{\frac{1}{2}\left[2 z^{3}-3\left(x^{2}+y^{2}\right) z\right]} d_{s s^{2}}+G_{0} \frac{\left(3 x^{2} y-y^{2}\right)}{d_{s s^{2}}}+\cdots, \\
& D_{0}=-0.0397, \quad F_{0}=14.43 \text {, } \\
& E_{0}=0.142, \quad G_{0}=10.1 . \\
& \text { Note that } E=\left(-e^{2} \lambda / d_{s} s^{3}\right) E_{0} \text {. }
\end{aligned}
$$
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#### Abstract

The quantum theory of the frequency- and wave-number-dependent dielectric constant in solids is extended in order to study the full dielectric constant tensor and to include local-feld effects. Within the framework of the band theory, an explicit expression for the dielectric constant tensor, neglecting localfeld effects, is derived. In addition to components which are the ordinary longitudinal and transverse dielectric constants, there are components which couple transverse and longitudinal electromagnetic disturbances. A formalism for calculating the local-field corrections to the dielectric constant is developed in detail for the case of the longitudinal dielectric constant of a cubic insulating solid. In the coarsest (dipole) approrimation, the theory gives a Lorenz-Lorentz formula modified by self-polarization corrections arising from the polarization of the charge in a unit cell by its own feld.


QUANTUM mechanical treatments of the fre-quency-and wave-number-dependent dielectric constant in solids have been given by Nozières and Pines ${ }^{1}$ and by Ehrenreich and Cohen. ${ }^{2}$ These authors give explicit expressions for certain components of the dielectric constant tensor, valid within the framework of the random phase approximation (RPA). Expressions are not given for the remaining components of the dielectric constant tensor and local feld effects are neglected. This paper will generalize the treatment of Ehrenreich and Cohen ${ }^{2}$ so as to include additional effects of interest in real solids. In Sec. I an expression for the full frequency- and wave-number-dependent dielectric constant tensor in a solid of arbitrary symmetry will be derived, still neglecting local field effects. The additional components obtained correspond to a coupling between longitudinal and transverse electromagnetic disturbances. This coupling, which does not appear in an isotropic free electron gas, is present in solids of even cubic symmetry and vanishes only for propagation along special directions of high symmetry. In Sec. II, local feld effects in insulators of cubic symmetry will be discussed. An integral equation will be set up which determines the longitudinal dielectric constant with local field corrections in the case of wavelengths large compared to the lattice constant but small compared to the over-all crystal dimensions. The integral equation will be rewritten by making a multipole expansion of the potential in a given cell arising from the charge density in all other cells. The solution, when only dipole terms are retained, is the modified LorenzLorentz formula

$$
\epsilon-1-\frac{4 \pi\left(\alpha-C_{1}\right)}{1-(4 \pi / 3)\left(\alpha-C_{1}\right)},
$$

where $\alpha$ is the polarizability of the solid calculated without making local field corrections, and $C_{1}$ is a re-

[^6]duction in $\alpha$ due to polarization of the charge in a given cell by its oom field.
The calculations of Secs. I and II are performed within the framework of the one-electron (energy band) approximation and use a linearized Liouville equation to determine the single-particle density matrix. Since in this context linearization is equivalent to the RPA, ${ }^{2}$ the results obtained in Secs. I and II are still valid only within the framework of the RPA.

## 1. DIELECTRIC CONSTANT TENSOR

We will first introduce a phenomenological dielectric constant tensor. Let $\mathbf{A}(\mathbf{r}, t)$ and $\phi(r, t)$ be the potentials describing fields acting on a system of charged particles. In response to the fields, charge and current densities $\rho^{\text {ind }}(\mathbf{r}, t)$ and $j^{\text {ind }}\left(r_{1} t\right)$, which satisfy the equation of continuity $\nabla \cdot j^{\text {ind }}+\partial_{\rho}$ ind $/ \partial t=0$, will be induced in the system. Let us immediately introduce Fourier transforms $\mathbf{A}(\mathbf{q}, \omega), \phi(\mathbf{q}, \omega), \mathbf{j}^{\text {ind }}(\mathbf{q}, \omega)$, etc., by

$$
\begin{equation*}
\mathbf{A}(\mathbf{r}, t)=\int d \mathbf{q} d \omega \mathbf{A}(\mathbf{q}, \omega) \operatorname{expi}(\mathbf{q} \cdot \mathbf{r}-\omega t), \tag{1.1}
\end{equation*}
$$

and similar equations.
In their treatments of the dielectric constant, Nozières and Pines ${ }^{1}$ and Ehrenreich and Coben, ${ }^{2}$ following a practice originated by Lindhard, ${ }^{3}$ define longitudinal and transverse dielectric constants $\boldsymbol{\varepsilon}^{L}$ and $\boldsymbol{e}^{T}$ by the equations

$$
\begin{align*}
-i \omega\left[\mathbf{z}^{(L, T)}(\mathbf{q}, \omega)-1\right] \cdot \mathbf{E}^{(L, T)}(\mathbf{q}, \omega) & =4 \pi]^{\operatorname{ind}(L, T)}(\mathbf{q}, \omega) .
\end{align*}
$$

The two constants describe respectively the longitudinal current induced by a purely-longitudinal electric field and the transverse current induced by a purelytransverse eiectric field. In the case of a free-electron gas a longitudinal (transverse) current cannot be induced by a transverse (longitudinal) electric field. Consequently $\mathbf{e}^{\Sigma}$ and $\mathbf{e}^{r}$ give a complete description of the linear dielectric properties. In solids, in general a

[^7]purely-transverse or a purely-longitudinal clectric field induces both transverse and longitudinal currents. In this case the linear dielectric properties are fully described by a dielectric-constant tensor defined by
\[

$$
\begin{equation*}
-i \omega[\varepsilon(q, \omega)-1] \cdot E(q, \omega)=4 \pi j^{i n d}(q, \omega) \tag{1.3}
\end{equation*}
$$

\]

The longitudinal and transverse constants $\varepsilon^{L}(q, \omega)$ and $\mathbf{e}^{\boldsymbol{T}}(\mathbf{q}, \omega)$ can be simply related to $\varepsilon(q, \omega)$. Let $q$ be a unit vector parallel to the direction of propagation $q$, and define

$$
\begin{align*}
& \mathbf{1}_{L}=\not Q 9  \tag{1.4}\\
& \mathbf{1}_{\mathbf{T}}=1-\not Q 9
\end{align*}
$$

where 1 is the unit dyadic. Then letting $\mathbf{E}(q, \omega)$ be purely longitudinal or purely transverse gives

$$
\begin{align*}
& \varepsilon^{L}(q, \omega)=1_{L} \cdot \varepsilon(q, \omega) \cdot 1_{L},  \tag{1.5}\\
& \varepsilon^{T}(q, \omega)=1_{r} \cdot \varepsilon(q, \omega) \cdot 1_{T} .
\end{align*}
$$

The remaining components of the dielectric-constant tensor are $1_{L} \cdot \mathbf{\varepsilon}(q, \omega) \cdot 1_{T}$ and $1_{T} \cdot \varepsilon(q, \omega) \cdot 1_{L}$, which vanish for a free-electron gas but do not in general vanish for a solid. They describe, respectively, the longitudinal ttransverse) current induced by a transverse (longi(udinal) electric field.

An explicit expression for $\varepsilon(\mathbf{q}, \omega)$ will be calculated in the energy-band approximation. Consider the singleparticle Liouville equation

$$
\begin{equation*}
i \hbar \partial \rho / \partial t=[H, \rho], \tag{1.6}
\end{equation*}
$$

where $\rho$ is the single-particle density matrix and

$$
\begin{equation*}
B=(1 / 2 m t)[\mathbf{p}-(e / c) \mathbf{A}(r, t)]^{2}+e \phi(\mathbf{r}, t)+U(\mathbf{r}) \tag{1.7}
\end{equation*}
$$

Here $U(\mathbf{r})$ is the periodic lattice potential. Let the state functions for the unperturbed lattice be $|\mathbf{k} l\rangle=V^{-\frac{1}{2}} \boldsymbol{u}_{\mathrm{k} l}$ $\times \exp (i k \cdot r)$ with $u_{\mathbf{k} l}$ cell-periodic and $V$ the volume of the crystal. They satisfy the Schrodinger equation $\left.\left[\mathrm{p}^{2} / 2 m+U(\mathrm{r})\right] \mid \mathrm{k} l\right)=E_{\mathbf{k} l}|\mathrm{k} l\rangle$, in which $\mathbf{k}$ is the wave vector and $l$ the band index. Linearize the Liouville
equation with respect to $A$ and $\phi$ by setting $\rho=\rho^{(0)}+\rho^{(1)}$ etc. The unperturbed density matrix, $\rho^{(0)}$, satisfies $\left.\rho^{(0)} \mid \mathbf{k} l\right)=f_{0}\left(E_{\mathrm{kl}}\right)|\mathbf{k} l\rangle$ with $f_{0}\left(E_{\mathbf{k} l}\right)$ the Fermi-Dirac distribution function. The perturbation $\rho^{(1)}$ is linear in $A$ and $\phi$. Dropping quadratic terms gives

$$
\begin{align*}
& i \hbar \partial\left\langle l^{\prime} \mathbf{k}+\mathbf{q}\right| \rho^{(1)}|l \mathbf{k}\rangle / \partial l \\
& =\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}-E_{l \mathbf{k}}\right)\left\langle l^{\prime} \mathbf{k}+\mathbf{q}\right| \rho^{(1)}|l \mathbf{k}\rangle \\
& \quad+\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\boldsymbol{q}}\right)\right] \\
& \quad \times\left\langle l^{\prime} \mathbf{k}+\mathbf{q}\right|-(c / 2 m c)(\mathbf{A} \cdot \mathbf{p}+\mathbf{p} \cdot \mathbf{A})+e \phi|l \mathbf{k}\rangle \tag{1.8}
\end{align*}
$$

Let us assume

$$
\begin{align*}
& \mathbf{A}(\mathbf{r}, t)=\mathbf{A}(\mathbf{q}, \omega) \exp i(\mathbf{q} \cdot \mathbf{r}-\omega t)  \tag{1.9}\\
& \phi(\mathbf{r}, t)=\phi(\mathbf{q}, \omega) \exp i(\mathbf{q} \cdot \mathbf{r}-\omega t)
\end{align*}
$$

and make the Ansatz that the time dependence of $\left\langle l^{\prime} \mathbf{k}+q\right| \rho^{(1)}|l \mathbf{k}\rangle$ is $\exp (-i \omega t)$. The frequency $\omega$ is taken to have a small positive imaginary part, corresponding to an adiabatic turning on of the perturbing potentials. It is an easy calculation to show that

$$
\begin{equation*}
\left\langle l^{\prime} \mathbf{k}+\mathbf{q}^{\prime}\right| e \phi|l \mathbf{k}\rangle=\delta_{\mathbf{q}^{\prime} . . q} e \phi(\mathbf{q}, \omega)\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid l \mathbf{k}\right) \tag{1.10}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{1}{2}\left\langle l^{\prime} \mathbf{k}+\mathbf{q}^{\prime}\right| \mathbf{A} \cdot \mathbf{p}+\mathbf{p} \cdot \mathbf{A}|l \mathbf{k}\rangle \\
& \quad=\delta_{\mathbf{q}^{\prime}, \mathbf{q}}\left(l^{\prime} \mathbf{k}+\mathbf{q}|\mathbf{p}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2| l \mathbf{k}\right) \cdot \mathbf{A}(\mathbf{q}, \omega) \tag{1.11}
\end{align*}
$$

The abbreviation

$$
\begin{align*}
& \left.\left.\left(l^{\prime} \mathbf{k}+\mathbf{q}\right] f\left(\mathbf{r}_{s}, \mathbf{p}_{\mathbf{s}}\right)\right] l \mathbf{k}\right) \\
& \quad \equiv\left(1 / v_{a}\right) \int_{0} u_{i^{\prime} \mathbf{k}+q^{*}}(\mathbf{r}) f\left(\mathbf{r},-i \hbar \nabla_{r}\right) u_{l \mathbf{k}}(\mathbf{r}) d \mathbf{r} \tag{1.12}
\end{align*}
$$

has been introduced, in which the integration extends over a unit cell. Couplings of the wave vector $q$ to wave vectors $\mathbf{q}+\mathbf{K}$, where $\mathbf{K}$ is a reciprocal lattice vector, have been neglected. These so-called Umklapp processes give rise to the local field corrections and will be discussed in Sec. II. The solution of Eq. (1.8) is immediately obtained in the form

$$
\begin{equation*}
\left\langle l^{\prime} \mathbf{k}+\mathbf{q}\right| \rho^{(l)}|l \mathbf{k}\rangle=\frac{\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)\right]\left[\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid l \mathbf{k}\right) e \phi(\mathbf{q}, \omega)-\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\mathbf{p}_{0}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l \mathbf{k}\right) \cdot(e / m c) \mathbf{A}(\mathbf{q}, \omega)\right]}{\hbar \omega+E_{l \mathbf{k}}-E_{l^{\prime} \mathbf{k}+\mathbf{q}}} \tag{1.13}
\end{equation*}
$$

The induced current and charge density may be calculated from

$$
\begin{align*}
& \mathbf{j}^{\text {ind }}(r, t)=\operatorname{Tr} \rho^{(1)} \mathbf{j}_{\mathbf{o p}_{\mathrm{p}}}{ }^{(0)}(\mathbf{r})+\operatorname{Tr} \rho^{(0)} \mathbf{j}_{\mathrm{op}}{ }^{(1)}(\mathbf{r}, l),  \tag{1.14}\\
& \rho^{\text {ind }}(\mathbf{r}, l)=\operatorname{Tr} \rho^{(1)} \rho_{\mathrm{ap}}(0)(\mathbf{r}),
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{j}_{o p}{ }^{(0)}(\mathbf{r})=\left(h^{\prime} / 2 m\right)\left[\left(p_{\alpha} / m\right) \delta\left(\mathbf{r}-\mathbf{r}_{\boldsymbol{\theta}}\right)+\delta\left(\mathbf{r}-\mathbf{r}_{\boldsymbol{a}}\right)\left(\mathbf{p}_{\boldsymbol{\alpha}} / m\right)\right], \\
& \mathrm{j}_{\mathrm{op}}{ }^{(1)}(\mathbf{r})=-(e / m c) A(\mathbf{r}, t) \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{s}}\right) \text {, }  \tag{1.15}\\
& \rho_{\text {oD }}{ }^{(0)}(\mathbf{r})=\delta\left(\mathbf{r}-\mathbf{r}_{\mathbf{A}}\right),
\end{align*}
$$

and $I_{4}$ and $p_{1}$ are, respectively, the position and mo-
mentum operators. This gives

$$
\begin{align*}
\mathbf{j}^{\mathrm{ind}}(\mathbf{q}, \omega)= & -e^{2} \mathbf{A}(\mathbf{q}, \omega) N / m c V \\
& +\sum_{u u^{\prime} \mathbf{k}}\left(l \mathbf{k}\left|\mathbf{p}_{\mathbf{\prime}}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right) \\
& \times\left\langle l^{\prime} \mathbf{k}+\mathbf{q}\right| \boldsymbol{p}^{(1)}|l \mathbf{k}\rangle  \tag{1.16}\\
\rho^{\text {ind }}(\mathbf{q}, \omega)= & (e / V) \sum_{u u^{\prime} \mathbf{k}}\left(l \mathbf{k} \mid l^{\prime} \mathbf{k}+\mathbf{q}\right) \\
& \times\left\langle l^{\prime} \mathbf{k}+\mathbf{q}\right| \rho^{(1)}|l \mathbf{k}\rangle, \tag{1.17}
\end{align*}
$$

with $N$ the number of cells in the crystal.
Since $\mathbf{j}^{\operatorname{jad}}(\mathbf{q}, \omega)$ and $\rho^{\text {tad }}(\mathbf{q}, \omega)$ are obtained by linearization of a gauge-invariant theory with respect to the potentials, they are invariant under infinitesimal gauge transformations, and thus also under arbitrary gauge
transiormations. This is verified explicitly, in the case of the expression for $\mathrm{j}^{\text {isd }}(\mathrm{q}, \omega)$, in the Appendix. Since the theory is gauge invariant, we may transiorm to a
gauge in which $\phi=0$ without loss of generality. Note that $A$ will not in general be transverse in this gauge. From Eqs. (1.13) and (1.16) we get

$$
\begin{align*}
j \mathbf{i v a}(\mathbf{q}, \omega)= & -e^{2} \mathbf{A}(\mathbf{q}, \omega) N / m c V \\
& -\frac{e^{2}}{m^{2} c V} \sum_{\mathbf{n}^{\prime} \mathbf{k}} \frac{\left(l \mathbf{k}|\mathbf{p} \cdot+\hbar \mathbf{k}+\hbar \mathbf{q} / 2| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)\right]\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\mathbf{p}_{\mathbf{c}}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l \mathbf{k}\right) \cdot \mathbf{A}(\mathbf{q}, \omega)}{\hbar \omega+E_{l^{\mathbf{k}}}-E_{l^{\prime}, \mathbf{k}+\mathbf{q}}} . \tag{1.18}
\end{align*}
$$

Comparing with Eq. (1.3) and noting that $\mathrm{E}(\mathrm{q}, \omega)=i \omega \mathrm{~A}(\mathbf{q}, \omega) / c$ gives
$r(q, \omega)=\left(1-4 \pi e^{2} N / m V \omega^{2}\right) 1$

$$
\begin{equation*}
\frac{4 \pi e^{2}}{m^{2} V \omega^{2}} \sum_{l l^{\prime} \mathbf{k}} \frac{\left(l \mathbf{k}\left|\mathbf{p}_{0}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left[f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)-f_{0}\left(E_{l \mathbf{k}}\right)\right]\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\mathbf{p}_{0}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l \mathbf{k}\right)}{\hbar \omega+E_{l \mathbf{k}}-E_{r^{\prime} \mathbf{k}+\mathbf{q}}} \tag{1.19}
\end{equation*}
$$

an explicit expression for the frequency- and wave-number-dependent dielectric constant tensor.
It is interesting to compute $\boldsymbol{z}^{L}(\mathrm{q}, \omega)=\mathbf{1}_{L} \cdot \mathbf{e}(\mathbf{q}, \omega) \cdot \mathbf{1}_{\boldsymbol{L}}$ directly irom (1.19). This can be done by using the three identities

$$
\begin{align*}
& \mathrm{q} \cdot\left(\mathbf{k} ; \mathbf{p},+\hbar \mathrm{k}+\hbar \mathrm{q} / 2 \mid l^{\prime} \mathbf{k}+\mathbf{q}\right) \\
& =(m / h)\left(E_{l^{\prime} \times+q}-E_{l k}\right)(l \mathbf{k} \mid \boldsymbol{k}+\mathbf{q}),  \tag{1.20}\\
& 0=-N+\left(1 / h q^{2}\right) \sum_{u u^{\prime} \mathbf{x}} \mathbf{q} \cdot\left(l \mathbf{k}\left|\mathbf{p}_{\mathrm{a}}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right) \\
& \times\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k} \boldsymbol{q} q}\right)\right]\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid / \mathbf{k}\right), \quad(1.21)
\end{align*}
$$

and

$$
\begin{equation*}
0=\sum_{l l^{\prime} \mathbf{k}}\left|\left(l \mathbf{k} \mid l^{\prime} \mathbf{k}+\mathbf{q}\right)\right| 2\left[\left[f_{0}\left(E_{l \mathbf{l}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\boldsymbol{l}}\right)\right] .\right. \tag{1.22}
\end{equation*}
$$

Equations (1.20) and (1.21) are proved in the Appendix, while Eq. (1.22) is obtained by making the change of variable $\mathbf{k} \rightarrow-\mathbf{k}-\mathbf{q}$ and noting that $E_{\mathrm{k}}=E_{-\mathrm{k}}, u_{\mathbf{k}}=u_{l-\mathbf{k}}{ }^{*}, E_{\mathbf{k}+\mathbf{x}}=E_{\mathrm{k}}$ and $u_{\mathrm{k}+\mathbf{x}}=u_{\mathbf{l k}}$, where K is a vector of the reciprocal lattice. Applying the identities to (1.19) gives

$$
\begin{align*}
& 1_{L} \cdot \varepsilon(q, \omega) \cdot 1_{L}=1_{L}\left\{1-4 \pi e^{2} N / m V \omega^{2}+\frac{4 \pi e^{2}}{\hbar q^{2} m V \omega^{2}} \sum_{u^{\prime}, \mathbf{k}} \mathbf{q} \cdot\left(l \mathbf{k}|\mathbf{p}+\hbar \mathbf{k}+\hbar q / 2| l^{\prime} \mathbf{k}+\mathbf{q}\right)\right. \\
& \left.\times\left[f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)-f_{0}\left(E_{l \mathbf{k}}\right)\right]\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid / \mathbf{k}\right)\left(\frac{h_{\omega}}{\hbar \omega+E_{\mathbf{l}^{\prime}}-E_{\mathbf{l}^{\prime} \mathbf{k}+\mathbf{q}}}-1\right) \right\rvert\, \\
& =1_{L^{\prime}}\left|1+\frac{4 \pi e^{z^{2}}}{q^{2} V} \sum_{l^{\prime} \mathbf{k}} \frac{\left|\left(\mathbf{k} \mid l^{\prime} \mathbf{k}+\mathbf{q}\right)\right|^{2}\left[f_{0}\left(E_{l^{\prime} \mathbf{k}+q}\right)-f_{0}\left(E_{l k}\right)\right]}{\hbar \omega+E_{l^{\prime}}-E_{l^{\prime} \mathbf{k}+q}}\right| . \tag{1.23}
\end{align*}
$$

Equation (1.23) is just the longitudinal dielectric constant derived by Ehrenreich and Cohen. ${ }^{2}$ Using the same identities employed to derive (1.23), it is easy to show that $1_{T} \cdot \varepsilon(q, \omega) \cdot 1_{L}$ and $1_{L} \cdot \varepsilon(q, \omega) \cdot 1_{T}$ are given by

$$
\begin{align*}
& \mathbf{1}_{\boldsymbol{T}} \cdot \mathbf{z}(\mathbf{q}, \omega) \cdot \mathbf{1}_{L}=\frac{4 \pi t^{2}}{\omega q q^{2} V} \sum_{u^{\prime} \mathbf{k}} \frac{\mathbf{1}_{\boldsymbol{r}} \cdot\left(l \mathbf{k}\left|\mathrm{p}_{0}+\hbar \mathbf{k}\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid / \mathbf{k}\right) Q\left[f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)-f_{0}\left(E_{i \mathbf{k}}\right)\right]}{\hbar \omega+E_{i \mathbf{k}}-E_{l^{\prime} \mathbf{k}+\mathbf{q}}}, \tag{1.24}
\end{align*}
$$

When the limit $\mathbf{q} \rightarrow 0$ is taken, the dielectric constant tensor becomes

$$
\begin{equation*}
\epsilon(0, \omega)=1-\frac{4 \pi e^{2} N}{m V \omega^{2}}+\frac{4 \pi e^{2}}{m^{2} V \omega^{2}} \sum_{u^{\prime} \mathbf{k}} \frac{\left(l \mathbf{k}\left|\mathrm{p}_{0}\right| l^{\prime} \mathrm{k}\right)\left(l^{\prime} \mathbf{k}\left|\mathrm{p}_{0}\right| l \mathbf{k}\right)\left[f_{0}\left(E_{l^{\prime \prime}}\right)-f_{0}\left(E_{l \mathbf{k}}\right)\right]}{\hbar \omega+E_{l \mathbf{k}}-E_{l^{\prime} \mathbf{k}}} \tag{1.25}
\end{equation*}
$$

In a crystal of cubic symmetry, the sum over the star of $\mathbf{k}, \sum_{\mathbf{k}}\left(l \mathbf{k}|\mathbf{p},| l^{\prime} \mathbf{k}\right)\left(l^{\prime} \mathbf{k}\left|p_{\text {. }}\right| l \mathbf{k}\right)$, is a multiple of the unit dyadic, and consequently $\varepsilon(0, \omega)$ is isotropic. Thus, with the approximations made to get Eq. (1.19), as $\mathbf{q} \rightarrow 0$ the longitudinal and transverse dielectric constants become equal and $\mathbf{1}_{T} \cdot \mathbf{z}(\mathrm{q}, \omega) \cdot \mathbf{1}_{L}$ and $\mathbf{1}_{L}$ $\cdot \boldsymbol{z}(q, \omega) \cdot \mathbf{1}_{T}$ vanish. This is true for an arbitrary direction
of propagation in a cubic material, but will not in general hold in the case of crystals of lower symmetry.

## IL LOCAL-FIELD CORRECTIONS

In this section we will develop the theory of the longitudinal dielectric constant with local-field corrections, for a cubic insulating solid, in the case of wave-
lengths large relative to the lattice constant but small relative to the over-all crystal dimensions. Local-feld effects arise in a real solid because the microscopic electric field varies rapidly over the unit cell. Consequently, the macroscopic field, which is the average of the microscopic field over a region large compared with the lattice constant but small compared with the wavelength $2 \pi / q$, is not in general the same as the effective or local field which polarizes the charge in the crystal. For example, suppose a slowly varying external potentia ${ }_{1}$

$$
\begin{equation*}
\phi^{\mathrm{ext}}=\phi^{\mathrm{ert}}(\mathbf{q}, \omega) \exp i(\mathbf{q} \cdot \mathbf{r}-\omega t) \tag{2.1}
\end{equation*}
$$

is applied to the crystal. The total potential $\phi=\phi^{\text {axt }}$ $+\phi^{\text {ind }}$ will in general contain rapidly varying terms with wave vector $q+K$, where $K$ is a vector of the reciprocal lattice:

$$
\begin{equation*}
\phi=\sum_{\mathbf{x}} \phi(\mathbf{q}, \mathbf{K}, \omega) \exp i[(\mathbf{q}+\mathbf{K}) \cdot \mathbf{r}-\omega t] . \tag{2.2}
\end{equation*}
$$

The potential $\phi$ is the microscopic potential and determines how the charge in the crystal is polarized. The macroscopic potential $\langle\phi\rangle_{\mathrm{vv}}$ is clearly given by

$$
\begin{equation*}
\langle\phi\rangle_{\mathrm{ar}}=\phi(\mathbf{q}, \mathbf{0}, \omega) \operatorname{expi}(\mathbf{q} \cdot \mathbf{r}-\omega t), \tag{2.3}
\end{equation*}
$$

since $\exp (i q \cdot \mathbf{r})$ is nearly constant over the averaging region while $\exp [i(\mathbf{q}+\mathbf{K}) \cdot \mathbf{r}],(\mathbf{K} \neq 0)$, is very rapidly
varying. The derivation in Sec. I assumed a potential of form Eq. (2.1) instead of Eq. (2.2). In other words, the distinction between the microscopic and macroscopic fields and potentials was neglected, with the result that no local-field corrections were obtained. In order to obtain the longitudinal dielectric constant with local-field corrections, a total potential of the form Eq. (2.2) must be assumed (with $A=0$ ), and the induced potential,

$$
\begin{equation*}
\phi^{\text {ind }}=\sum \mathbf{k} \phi^{\text {ind }}(\mathbf{q}, \mathbf{K}, \omega) \operatorname{expi}[(\mathbf{q}+\mathbf{K}) \cdot \mathbf{r}-\omega \ell], \tag{2.4}
\end{equation*}
$$

must be calculated. The longitudinal dielectric constant is obtained from the macroscopic total and induced potentials ${ }^{4}$ according to an alternative form of Eq. (1.2),

$$
\begin{equation*}
q \cdot \mathbf{e}^{L}(q, \omega) \cdot q=1-\left\langle\phi^{\text {ind }}\right\rangle_{a v}(q, \omega) /\langle\phi\rangle_{a v}(q, \omega) . \tag{2.5}
\end{equation*}
$$

Using Eq. (2.3), this is

$$
\begin{equation*}
\hat{q} \cdot \varepsilon^{L}(\mathbf{q}, \omega) \cdot \hat{q}=1-\phi^{\text {ind }}(\mathbf{q}, 0, \omega) / \phi(\mathbf{q}, 0, \omega) . \tag{2.6}
\end{equation*}
$$

The right-hand side of Eq. (2.6) is easily evaluated in a formal manner. A calculation analogous to that of Sec. I gives the relation between $\phi^{\text {ind }}$ and $\phi$ as

$$
\boldsymbol{\phi}^{\mathrm{ind}}(\mathbf{q}, \mathbf{K}, \omega)=|\mathbf{q}+\mathbf{K}|^{-2} \sum \mathbf{x} \cdot G\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)
$$

with

$$
\begin{equation*}
X \phi\left(\mathbf{q}, \mathbf{K}^{\prime}, \omega\right) \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
G\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)=\frac{4 \pi e^{2}}{V} \sum_{l l^{\prime} \mathbf{k}} \frac{\left(l \mathbf{k}\left|\exp \left(-i \mathbf{K} \cdot \mathbf{r}_{\mathbf{o}}\right)\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\exp \left(i \mathbf{K}^{\prime} \cdot \mathbf{r}_{\mathbf{o}}\right)\right| l \mathbf{k}\right)\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)\right]}{\hbar \omega+E_{l \mathbf{k}}-E_{l^{\prime} \mathbf{k}+\boldsymbol{q}}} . \tag{2.8}
\end{equation*}
$$

As before, the variable of integration in the matrix element has been indicated by $\mathbf{r}_{\text {s }}$. Let us define $\epsilon\left(q+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)$ and $\epsilon^{-1}\left(q+\mathbf{K}_{,} \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)$ by

$$
\begin{align*}
\epsilon(\mathbf{q}+\mathbf{K}, \mathbf{q} & \left.+\mathbf{K}^{\prime}, \omega\right) \\
& =\delta_{\mathbf{K}, \mathbf{k}^{\prime}}-G\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)|\mathbf{q}+\mathbf{K}|^{-2} \tag{2.9}
\end{align*}
$$

$\sum_{\mathbf{x}^{\prime \prime}}\left(\mathbf{q}+\mathrm{K}, \mathbf{q}+\mathbf{K}^{\prime \prime}, \omega\right)$

$$
\begin{equation*}
X_{\varepsilon^{-1}}\left(q+K^{\prime \prime}, q+K^{\prime}, \omega\right)=\delta_{X, K^{\prime}} \tag{2.10}
\end{equation*}
$$

[The quantity $\epsilon^{-1}\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)$ is just the dielectric response function of Schwinger and Martin. ${ }^{5}$ Equations (2.9) and (2.10) have been given by Falk, ${ }^{9}$ who treats the nearly free electron case.]

Rewrite Eq. (2.7) as

$$
\begin{align*}
& |\mathbf{q}+\mathbf{K}|^{2}\left[\phi(\mathbf{q}, \mathbf{K}, \omega)-\phi^{\text {ind }}(\mathbf{q}, \mathbf{K}, \omega)\right] \\
& \quad=\sum \mathbf{K}^{\prime} \epsilon\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right)\left|\mathbf{q}+\mathbf{K}^{\prime}\right|^{2} \phi\left(\mathbf{q}, \mathbf{K}^{\prime}, \omega\right), \tag{2.11}
\end{align*}
$$

and note that $\phi(\mathbf{q}, \mathbf{K}, \omega)-\phi^{\text {ind }}(\mathbf{q}, \mathbf{K}, \omega)=\phi^{\mathbf{0 x t}}(\mathbf{q}, \mathbf{K}, \omega)$ $=\phi^{\mathrm{cxt}}(\mathbf{q}, \omega) \delta_{\mathrm{K} .0,}$, since the external potential (the potential due to charges located outside the crystal) is essentially constant over a unit cell of the crystal. Using Eq. (2.10) we find

$$
\begin{equation*}
\phi(\mathbf{q}, \mathbf{K}, \omega)=|\mathbf{q}+\mathbf{K}|^{-2} \epsilon^{-1}(\mathbf{q}+\mathbf{K}, \mathbf{q}, \omega) q^{2} \phi^{\alpha \times x}(\mathbf{q}, \omega), \tag{2.12}
\end{equation*}
$$

[^8]giving ${ }^{2}$
\[

$$
\begin{equation*}
q \cdot \epsilon(\mathbf{q}, \omega) \cdot \dot{q}=1 / \epsilon^{-1}(\mathbf{q}, \mathbf{q}, \omega) . \tag{2.13}
\end{equation*}
$$

\]

Thus, the problem of finding the dielectric constant with local field corrections reduces to that of solving the integral equation

$$
\begin{align*}
& \quad \epsilon^{-1}\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right) \\
& \quad=\delta \mathbf{x}, \mathbf{x}^{\prime}+\sum_{\mathbf{x}^{\prime \prime}} \\
& \quad G\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime \prime}, \omega\right)\left|\mathbf{q}+\mathbf{K}^{\prime \prime}\right|^{-2}  \tag{2.14}\\
& \quad \times \epsilon^{-1}\left(\mathbf{q}+\mathbf{K}^{\prime \prime}, \mathbf{q}+\mathbf{K}^{\prime}, \omega\right),
\end{align*}
$$

obtained by combining Eqs. (2.9) and (2.10).
The main purpose of this section is to develop a systematic method of approximating the integral equation (2.14). This will be accomplished by means of two successive transformations. First, the integral equation will be transformed from the $K$ representation to an $r$ representation, where $r$ is a continuous variable confined to a unit cell of the real lattice centered about the origin. In this representation, the kernel of the integral equation will be split into two parts, $K^{L}$ and $K^{\text {S }}$. These describe the influence on a given cell of the field of the polarized charge in all other cells ( $K^{L}$ ) and of the field of the polarized charge in the same cell ( $K^{S}$ ), and are connected, respectively, with the local field and selfpolarization corrections. A second transformation will

[^9]then be made by expanding $K^{L}$ in a multipole series, leading to an integral equation in what might be termed a multipole representation. This equation can be solved approximately by neglecting all but the first $P$ multipole moments. The case when only dipole moments are retained will be worked out explicitly, and leads to a Lorenz-Lorentz formula modified by self-polarization corrections.

In the equations that follow, the $\omega$ dependence of $\epsilon^{-1}$ and $G$ will no longer be indicated explicitly. To transform to the r representation let us define

$$
\begin{align*}
& \epsilon^{-1}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{\mathbf{K}, \mathbf{I}^{\prime}} e^{i \mathbf{K}-e^{-r}-i \mathbf{K}^{\prime} \cdot \mathbf{r}^{\prime} \epsilon^{-1}\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}\right), ~}  \tag{2.15}\\
& G\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{\mathbf{x}, \mathbf{r}^{\prime}} e^{i \mathbf{K} \cdot \mathbf{\tau}} e^{-i \mathbf{K}^{\prime} \cdot \mathbf{r}^{\prime}} G\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}\right) . \tag{2.16}
\end{align*}
$$

The integral equation becomes

$$
\begin{align*}
& \epsilon^{-1}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right) \\
& =v_{a} \sum_{j} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}-\mathbf{R}_{j}\right)+\frac{1}{v_{a}^{2}} \int_{0} d \mathbf{r}_{1} d \mathbf{r}_{1}^{\prime} \\
& \quad \times G\left(\mathbf{q}, \mathbf{r}, \mathbf{r}_{2}\right)\left[\frac{v_{a}}{4 \pi} \frac{\exp i \mathbf{q} \cdot\left(\mathbf{R}_{\mathbf{i}}+\mathbf{r}_{1}^{\prime}-\mathbf{r}_{\mathbf{1}}\right)}{\left|\mathbf{R},+\mathbf{r}_{1}^{\prime}-\mathbf{r}_{1}\right|}\right] \\
& \quad \times \in^{-1}\left(\mathbf{q}, \mathbf{r}_{1}^{\prime}, \mathbf{r}^{\prime}\right), \tag{2.17}
\end{align*}
$$

$$
\begin{equation*}
J[\mathbf{q}, f, g]=\frac{4 \pi e^{2}}{V} \sum_{\substack{l^{\prime}, \mathbf{k} \\\left(\neq l^{\prime}\right)}} \frac{\left(l \mathbf{k}|f| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left(l^{\prime} \mathbf{k}+\mathbf{q}|g| l \mathbf{k}\right)\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{r^{\prime} \mathbf{k}+\mathrm{Q}}\right)\right]}{n \omega+E_{i \mathbf{k}}-E_{l^{\prime} \mathbf{k}+\boldsymbol{q}}} . \tag{2.21}
\end{equation*}
$$

(No terms with $l=l^{\prime}$ appear in the summation in the case of an insulator because all bands are either empty or full.) The kernels $G\left(\mathbf{q}, \mathbf{r}, \mathbf{r}_{1}{ }^{\prime}\right), K^{L}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}_{1}{ }^{\prime}\right)$, and $K^{s}\left(\mathbf{q}, \mathbf{r}, \mathrm{r}_{1}{ }^{\prime}\right)$ are obtained from this form by the substitutions

$$
\begin{align*}
& G, K^{L}, K^{\mathbf{s}}: f=V_{a} \sum_{j} \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{e}}-\mathbf{R}_{j}\right), \\
& G: g=v_{a} \sum_{i} \dot{\delta}\left(\mathbf{r}_{\mathbf{I}}{ }^{\prime}-\mathbf{r}_{\mathbf{t}}-\mathbf{K}_{\mathbf{y}}\right) \text {, } \\
& K^{L}: g=\left(v_{a} / 4 \pi\right) \exp \left[i \mathbf{q} \cdot\left(\mathbf{r}_{\mathbf{1}}{ }^{\prime}-\mathbf{r}_{\mathrm{s}}\right)\right] \\
& \times \sum_{j}{ }^{\prime} \exp \left(i \mathbf{q} \cdot \mathbf{R}_{j}\right) /\left|\mathbf{r}_{0}-\mathbf{r}_{1}^{\prime}-\mathbf{R}_{i}\right| \text {; }  \tag{2.22}\\
& K^{s}: g=\left(v_{a} / 4 \pi\right) \exp \left[i q \cdot\left(\mathbf{r}_{1}{ }^{\prime}-\mathbf{r}_{\mathrm{e}}\right)\right] /\left|\mathbf{r}_{\mathrm{a}}-\mathbf{r}_{\mathbf{1}}{ }^{\prime}\right| .
\end{align*}
$$

The prime on the sum defining $g$ in $K^{\Sigma}$ means that the term with $\mathbf{R}_{j}=0$ is to be omitted.

Since $\mathbf{r}_{1}{ }^{\prime}$ and $\mathrm{r}_{\mathbf{a}}$ are restricted to lie within a unit cell
where $\mathbf{R}_{\boldsymbol{j}}$ are the vectors of the real lattice and the continuous variable $r$ is confined to a unit cell centered at $\mathbf{R}_{\mathbf{j}}=0$. The inverse of the dielectric constant is obtained from

$$
\begin{equation*}
\epsilon^{-1}(q, q)=\frac{1}{u_{0}^{2}} \int_{0} \dot{d} \mathbf{r} d^{\prime} \mathbf{r}^{\prime} \epsilon^{-1}\left(q, r, r^{\prime}\right) . \tag{2,18}
\end{equation*}
$$

The kernel of the integral equation,

$$
\begin{align*}
K\left(\mathbf{q}_{1}, \mathbf{r}_{1}^{\prime}\right)= & \frac{1}{v_{a}} \int_{0} d \mathbf{r}_{1} G\left(\mathbf{q}_{2}, \mathbf{r}_{1}\right) \frac{\mathbf{v}_{\mathbf{1}}}{4 \pi} \\
& \times \sum_{j} \frac{\exp i \mathbf{q}^{\prime} \cdot\left(\mathbf{R}_{j}+\mathbf{r}_{1}^{\prime}-\mathbf{r}_{1}\right)}{\left|\mathbf{R}_{\mathbf{j}}+\mathbf{r}_{1}^{\prime}-\mathbf{r}_{\mathbf{1}}\right|}, \tag{2.19}
\end{align*}
$$

can be divided into two parts,

$$
\begin{equation*}
K\left(\mathbf{q}, \mathbf{r}, \mathbf{r}_{1}^{\prime}\right)=K^{L}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}_{1}^{\prime}\right)+K^{s}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}_{1}^{\prime}\right) \tag{2.20}
\end{equation*}
$$

Since several kernels similar in structure will be introduced in the course of the derivation, we specify them all through the functional form
centered about the origin, $\left|\mathbf{r}_{\mathbf{d}}\right| /\left|\mathbf{r}_{1}^{\prime}-\mathbf{R}_{\boldsymbol{j}}\right|<1$ for all $\mathrm{R}_{i} \neq 0$ and the multipole expansion

$$
\begin{equation*}
\frac{\nabla_{s}}{4 \pi} \sum^{t} \frac{\operatorname{expiq} \cdot \mathbf{R}_{\mathbf{j}}}{\left|\mathbf{r}_{\mathbf{a}}-\mathbf{r}_{1}^{\prime}-\mathbf{R}_{j}\right|}=\sum_{p=0}^{\infty}\left(\mathbf{r}_{s}\right)^{\mathfrak{p} \cdot} \mathbf{T}_{p}\left(\mathbf{q}, \mathbf{r}_{1}^{\prime}\right) \tag{2.23}
\end{equation*}
$$

is valid. Equation (2.23) serves as definition of the expansion coefficient $\mathbf{T}_{\mathbf{p}}$. Substituting Eq. (2.17) into Eq. (2.18), splitting the kernel according to Eq. (2.20), making the multipole expansion of Eq. (2.23) and letting $q \rightarrow 0$ results in

$$
\begin{equation*}
\epsilon^{-1}(0,0)=1-i \sum_{p=1}^{\infty} q \cdot \mathbf{K}_{1 p}{ }^{2} \cdot \mathbf{B}_{p}{ }^{2}+\mathbf{B}_{1}^{s} \cdot q . \tag{2.24}
\end{equation*}
$$

The quantity $\mathbf{B}_{\boldsymbol{p}}{ }^{\boldsymbol{L}}$ is defined by

$$
\begin{equation*}
\mathbf{B}_{\mathbf{p}}^{L}=\lim _{\mathbf{q} \rightarrow 0}\left[\frac{q}{v_{a}^{2}} \int_{0} d \mathbf{r}^{\prime} d \mathbf{r}_{1}^{\prime} \exp \left(i \mathbf{q} \cdot \mathbf{r}_{1}^{\prime}\right) T_{\mathbf{p}}\left(\mathbf{q}, \mathbf{r}_{1}^{\prime}\right) \epsilon^{-1}\left(\mathbf{q}, \mathbf{r}_{1}^{\prime}, \mathbf{r}^{\prime}\right)\right], \tag{2.25}
\end{equation*}
$$

and $\mathbf{B}_{1} s$ is the $p=1$ case of

$$
\begin{equation*}
\mathbf{B}_{\boldsymbol{p}} s=\lim _{q \rightarrow 0}\left[\frac{-i q}{v_{a}^{2}} \int_{0} d \mathbf{r}^{\prime} d \mathbf{r}_{1}^{\prime} \mathbf{K}_{p}^{s}\left(\mathbf{r}_{1}^{\prime}\right) \epsilon^{-1}\left(\mathbf{q}, \mathbf{r}_{1}^{\prime}, \mathbf{r}^{\prime}\right)\right] \tag{2.26}
\end{equation*}
$$

The kernels $\mathbf{K}_{1 p}{ }^{\boldsymbol{L}}$ and $\mathbf{K}_{\boldsymbol{p}}{ }^{\boldsymbol{B}}\left(\mathbf{r}_{1}{ }^{\prime}\right)$ are obtained from Eq.
(2.21) by substituting

$$
\begin{array}{ll}
K_{1_{p}}{ }^{L}: & f=\mathbf{r}_{\mathbf{a}}, g=\left(\mathbf{r}_{\mathbf{a}}\right) \mathbf{p} \\
K_{\boldsymbol{p}}^{s}\left(\mathbf{r}_{\mathbf{1}}^{\prime}\right): & f=\left(\mathbf{r}_{\mathbf{o}}\right)^{\mathbf{p}} \exp \left(\mathbf{i} \mathbf{q} \cdot \mathbf{r}_{\mathbf{a}}\right), \\
& g=\left(v_{\mathbf{a}} / 4 \pi\right) \exp \left[\mathbf{i q} \cdot\left(\mathbf{r}_{\mathbf{1}}{ }^{\prime}-\mathbf{r}_{\mathbf{a}}\right)\right] /\left|\mathbf{r}_{\mathbf{1}}{ }^{\prime}-\mathbf{r}_{\mathbf{a}}\right| .
\end{array}
$$

In deriving Eq. (2.24), the relation

$$
\begin{align*}
& \mathbf{q} \cdot\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\mathbf{r}_{\mathbf{c}} \exp \left(i \mathbf{q} \cdot \mathbf{r}_{\boldsymbol{\prime}}\right)\right| l \mathbf{k}\right) \\
&=-i\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid l \mathbf{k}\right)+O\left(\mathbf{q}^{2}\right) \tag{2.28}
\end{align*}
$$

valid when $l \neq l^{\prime}$, has been used.
The keruels $\mathbf{K}_{1 p}{ }^{L}$ and $\mathbf{K}_{p}{ }^{s}\left(r_{1}{ }^{\prime}\right)$ are known quantities. In order to complete the set of equations, expressions for $B_{p}{ }^{L}$ and $B_{p}{ }^{s}$ must be derived. Multiplying Eq. (2.17) by $q \exp \left(i q \cdot r_{1}{ }^{\prime}\right) T_{p}\left(q, r_{1}{ }^{\prime}\right)$ and integrating gives

$$
\begin{align*}
& B_{7}{ }^{L}=i \not q \delta_{7.1}+\sum_{i=1}^{\infty}(-1)^{*}\binom{k+p}{k}\left[\lim _{q \rightarrow 0} T_{k+7}(q, 0)\right] \\
& \cdot\left(i B_{k}{ }^{8}+\sum_{n=1}^{\infty} K_{k n}{ }^{L} \cdot B_{n}^{L}\right), \tag{2.29}
\end{align*}
$$

where the kernel $\mathbf{K}_{\mathbf{k} \boldsymbol{n}}{ }^{\text {L }}$ is obtained from Eq. (2.21), by the substitution

$$
\begin{equation*}
\mathbf{K}_{k n}{ }^{L}: \quad f=\left(\mathbf{r}_{0}\right)^{\boldsymbol{k}}, \quad \mathbf{g}=\left(\mathbf{r}_{0}\right)= \tag{2.30}
\end{equation*}
$$

In the first term on the right-hand side of Eq. (2.29) the evaluation

$$
\begin{align*}
& \lim _{q \rightarrow 0} \frac{q}{v_{a}} \int_{0} d \mathbf{r} e^{i q \cdot r} \mathbf{T}_{p}(q, \mathbf{r})=i q, p=1  \tag{2.31}\\
&=0, p>1
\end{align*}
$$

has been used. ${ }^{8}$ Finally, an equation for the $B_{p}{ }^{s}$ must be derived. Let us write

$$
\begin{equation*}
D\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-\left(1 / v_{a}\right) K^{S}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right), \tag{2.32}
\end{equation*}
$$

and define $I^{-1}\left(\mathbf{q}, \mathrm{r}, \mathrm{r}_{1}\right)$ by

$$
\begin{equation*}
\left(1 / v_{\mathrm{a}}\right) \int_{0} d \mathbf{r}_{1} D^{-1}\left(\mathbf{q}, \mathbf{r}_{1} \mathbf{r}_{1}\right) D\left(\mathbf{q}, \mathbf{r}_{1}, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{2.33}
\end{equation*}
$$

Then we can write

$$
\begin{align*}
& \epsilon^{-1}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right) \\
&=D^{-1}\left(\mathbf{q}, \mathbf{r}, \mathbf{r}^{\prime}\right)+\left(1 / v_{a}^{2}\right) \int_{0} d \mathbf{r}_{1} d \mathbf{r}_{1}^{\prime} D^{-1}\left(\mathbf{q}, \mathbf{r}_{2} \mathbf{r}_{1}\right) \\
& \times K^{\mathbf{L}}\left(\mathbf{q}, \mathbf{r}_{1}, \mathbf{r}_{\mathbf{1}}^{\prime}\right) \epsilon^{-1}\left(\mathbf{q}, \mathbf{r}_{1}^{\prime}, \mathbf{r}^{\prime}\right) \tag{2.34}
\end{align*}
$$

Multiplying Eq. (2.34) by $-i q K_{p} s(r) / v_{a}{ }^{2}$, integrating and making a multipole expansion gives

$$
\begin{align*}
\mathbf{B}_{\mathcal{P}}^{s}=\frac{-i}{v_{a}^{2}} \sum_{n=1}^{\infty} & \int_{0} d \mathbf{r d \mathbf { r } _ { 1 }} \\
& \times \mathbf{K}_{\mathrm{p}}^{s}(\mathbf{r}) D^{-1}\left(0, \mathbf{r}_{\mathbf{r}}\right) \mathbf{K}_{n}^{L}\left(\mathbf{r}_{1}\right) \cdot \mathbf{B}_{n}^{L} \tag{2.35}
\end{align*}
$$

where $K_{n} L\left(r_{1}\right)$ is defined by

$$
\begin{equation*}
\mathbf{K}_{n}^{L}\left(\mathbf{r}_{1}\right): f=v_{a} \sum_{j} \delta\left(\mathbf{r}_{1}-\mathbf{r}_{d}-\mathbf{R}_{j}\right), \quad g=\left(\mathbf{r}_{s}\right)^{n} . \tag{2.36}
\end{equation*}
$$

${ }^{8}$ This is easily obtained by using

It should be noted that terms involving $\mathbf{B}_{0}{ }^{\mathbf{L}}$ have been omitted from Eqs. (2.24), (2.29) and (2.35) because they vanish in the limit $\mathbf{q} \rightarrow 0$. For example, the coefficient of $\mathrm{H}_{0}{ }^{L}$ in Eq. (2.24) contains a factor $\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\exp \left(-i \mathbf{q} \cdot \mathbf{r}_{\mathbf{1}}\right)\right| \boldsymbol{k}\right)$. Since

$$
\begin{aligned}
\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\exp \left(-i \mathbf{q} \cdot \mathbf{r}_{\mathbf{a}}\right)\right| l \mathbf{k}\right) & =\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid l \mathbf{k}\right) \\
& \quad-i \mathbf{q} \cdot\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\mathbf{r}_{\mathbf{d}}\right| l \mathbf{k}\right)+O\left(q^{2}\right)=O\left(q^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbf{B}_{0} L=\frac{q}{v_{a}} \int_{0} d \mathbf{r} e^{i \boldsymbol{q} \cdot r^{v_{a}}} \frac{\sum^{\prime}}{4 \pi} \sum_{j}^{\prime} \frac{\exp \left(i q \cdot \mathbf{R}_{j}\right)}{\left|\mathbf{r}+\mathbf{R}_{j}\right|} \\
& \sim \frac{q}{v_{a}} \int_{0} d \mathbf{r} \sum_{\mathbf{r}} \frac{\exp (i \mathbf{K} \cdot \mathbf{r})}{|\mathbf{K}+\mathbf{q}|^{2}}=\frac{1}{q},
\end{aligned}
$$

the term drops out as $\mathbf{q} \rightarrow \mathbf{0}$. Similarly, the terms in Eq. (2.29) and Eq. (2.35) involving $\mathbf{B}_{0}{ }^{L}$ do not contribute.

The preceding manipulations have replaced the integral equation (2.14) for $\epsilon^{-1}\left(q+K, q+K^{\prime}\right)$ by Eqs. (2.29) and (2.35), which together constitute an integral equation for $\mathrm{B}_{p}{ }^{L}(p=1, \cdots, \infty)$, and the integrai Eq. (2.33) for $D^{-1}$. Once the quantities $B_{p}{ }^{\boldsymbol{L}}$ and $\mathbf{B}_{1} s$ are known, the dielectric constant with local-field corrections can be calculated from Eq. (2.24). The point of this formal rearrangement is that it is now possible to make an approximation with a clear physical significance which makes Egs. (2.29) and (2.35) easily soluble. This is simply to neglect all the $\mathrm{B}_{\mathrm{p}}{ }^{\Sigma}$ with $p$ greater than some integer $P$. This means roughly that we are approximating the influence on a given cell of the charge in any other cell by the first $P$ multipole moments of this charge. In many cases, we expect very good results to be obtained for a small value of $P$. The most familiar case is that of $P=1$ (dipole approximation). Utilizing the fact that the only second-order tensor compatible with cubic symmetry is the isotropic tensor, and noting that the inhomogeneous term in the equation for $\mathbf{B}_{\mathbf{1}}{ }^{L}$ is a vector parallel to q, Eqs. (2.24), (2.29), and (2.35) become

$$
\begin{align*}
& e^{-1}(0,0)=1-i B_{1}^{L} \cdot q \hat{q} \cdot K_{11}^{L} \cdot q+B_{1}^{s} \cdot q, \\
& \mathrm{~B}_{1} L \cdot q=i-2\left[\lim _{q \rightarrow 0} q \cdot \mathrm{~T}_{2}(\mathrm{q}, 0) \cdot q\right] \\
& \times\left(i \mathrm{~B}_{1}{ }^{s} \cdot q+q \cdot \mathrm{~K}_{11}{ }^{L} \cdot q \mathrm{~B}_{1}{ }^{L} \cdot q\right), \\
& B_{1}^{s} \cdot q=-\left(i / v_{a}^{2}\right) q \cdot \int_{0}^{d r d r_{1}}  \tag{2.37}\\
& \times \mathbf{K}_{1}{ }^{\mathbf{s}}(\mathbf{r}) D^{-1}\left(0, r_{1} \mathbf{r}_{1}\right) K_{1}{ }^{\mathbf{L}}\left(\mathbf{r}_{1}\right) \cdot q \mathbf{B}_{\mathbf{1}}{ }^{\mathbf{L} \cdot q} \\
& =-i 4 \pi C_{1} B_{1}^{L} \cdot q \text {. }
\end{align*}
$$

It is easy to show that

$$
\begin{equation*}
q \cdot \mathbf{K}_{11}^{\mathbf{L}} \cdot q=-4 \pi \alpha \tag{2.38}
\end{equation*}
$$

where $\alpha$ is the polarizability calculated without making local-field corrections. [The second term on the right of Eq. (1.21) is just $4 \pi \alpha$.] The dipole sum $q \cdot T_{2}(\mathbf{q}, 0) \cdot q$ is not absolutely convergent. However, if we evaluate it in a crystal of finite diameter $L$, letting $L \rightarrow \infty$ and $q \rightarrow 0$ while keeping $q L \gg 1$, it has the value $-\frac{1}{3}$, independent of the crystal shape. ${ }^{9}$ This evaluation procedure is the one that makes sense physically for wavelengths in the infrared, visible and near ultraviolet. For such wavelengths and for a typical crystal of dimension $L$ and lattice constant $a$, the inequality $q L \gg 1$ holds. However, since $q a \ll 1$ and since the matrix elements and energies appearing in the kernels vary appreciably only when $q$ changes by an amount of order $1 / a$, we can still take the limit $\mathbf{q} \rightarrow 0$ in the kernels.

Using these evaluations, Eqs. (2.37) may be readily solved to yield

$$
\begin{equation*}
\frac{1}{\epsilon^{-1}(0,0)}=1 \div \frac{4 \pi\left(\alpha-C_{1}\right)}{1-(4 \pi / 3)\left(\alpha-C_{1}\right)} . \tag{2.39}
\end{equation*}
$$

This is the usual Lorenz-Lorentz formula, modified by the subtraction from $\alpha$ of

$$
\begin{align*}
C_{1}= & \left(1 / 4 \pi v_{a}^{2}\right) \dot{q} \cdot \int_{c} d \mathbf{r} d \mathbf{r}_{1} \\
& \times \mathbf{K}_{1}^{s}(\mathbf{r})\langle\mathbf{r}|\left[1-\left(1 / v_{a}\right) K^{s}\right]^{-1}\left|\mathbf{r}_{1}\right\rangle \mathbf{K}_{1}^{L}\left(\mathbf{r}_{1}\right) \cdot \hat{q} . \tag{2.40}
\end{align*}
$$

This self-polarization correction takes just the form that is expected on the basis of a simple classical model. If we compute the dielectric constant of a macroscopic cubic lattice of uniform spheres composed of material of polarization per unit volume $\alpha_{1}$ we find that the dielectric constant is determined by a Lorenz-Lorentz formula, except that $\alpha$ is replaced by

$$
\begin{equation*}
\alpha^{\prime}=\alpha-\frac{4 \pi \alpha^{2} / 3}{1+4 \pi \alpha / 3} \tag{2.41}
\end{equation*}
$$

The subtracted term is a self-polarization correction arising from the influence on a given sphere of its surface charge. To examine the qualitative form of $C_{1}$, let us replace all the kernels $K$ appearing in Eq. (2.40) by $-4 \pi \alpha$ [cf. Eq. (2.38)]. Then we see that the correction $C_{1}$ also has the form $A \alpha^{2} /(1+B \alpha)$, with $A, B>0$.

With the formalism developed, higher-order corrections to the Lorenz-Lorentz formula can be obtained by
taking the cutoff integer $P$ larger than one. Note that $T_{p}(0,0)$ is absolutely convergent for $p>2$, so no additional ambiguities regarding the method of summation appear when working to higher order. Although the calculation has been carried out for crystals of cubic symmetry in order to avoid a tensor dielectric constant, its main features would be expected to carry over to the case of arbitrary symmetry. If the restriction to insulators is dropped, intraband terms ( $l=l^{l}$ ) appear in Eq. (2.21). If these are treated in a free-electron approximation, which should be reasonable when motion of the conduction electrons and holes is well described by an effective mass, the generalization of the above derivation is straightforward and leads to

$$
\begin{equation*}
\frac{1}{\varepsilon^{-1}(0,0)}=1+4 \pi \alpha^{\mathrm{I}}+\frac{4 \pi\left(\alpha^{\mathrm{II}}-C_{1}\right)}{1-(4 \pi / 3)\left(\alpha^{\mathrm{II}}-C_{1}\right)} \tag{2.42}
\end{equation*}
$$

In Eq. (2.42) $\alpha^{1}$ and $\alpha^{11}$ are, respectively, the intraband ( $l=l^{\prime}$ ) and interband ( $l \neq l^{\prime}$ ) parts of $\alpha$, the polarizability without local field corrections. The restriction $q L \gg 1$, necessary to evaluate the dipole wave sum $\mathbf{T}_{2}(\mathbf{q}, 0)$, cannot be relaxed without drastically altering the derivation. In order to deal with wavelengths comparable with the macroscopic dimensions of the crystal it would be necessary to take into account surface effects, which of course has not been done in the above derivation.
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## APPENDIX

In order to prove that the expression for $j^{\text {ind }}(q, \omega)$ is gauge invariant, we need the auxiliary identities:

$$
\begin{gather*}
\sum_{\mathbf{l}} u_{l \mathbf{k}}(\mathbf{r}) u_{l \mathbf{k}}{ }^{*}\left(\mathbf{r}^{\prime}\right)=v_{\mathrm{a}} \sum_{j} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}-\mathbf{R}_{i}\right),  \tag{A1}\\
\mathbf{q} \cdot\left(l \mathbf{k}\left|p_{0}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right) \\
=(m / \hbar)\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}-E_{l \mathbf{k}}\right)\left(l \mathbf{k} \mid l^{\prime} \mathbf{k}+\mathbf{q}\right) . \tag{A2}
\end{gather*}
$$

Expression (A1) is just the completeness relation for the periodic parts of the Bloch functions. The identity (A2) is obtained in a straightforward manner by writing $\mathbf{k} \cdot \mathbf{p}$ Schrödinger equations for $u_{i k}{ }^{*}$ and $u^{\prime \prime} \mathbf{k}+0$, multiplying the former by $u_{i^{\prime} k+q,}$, the latter by $u_{i i^{*}}$, and subtracting. We may also regard (A2) as the result of expanding

$$
\begin{equation*}
\int d \mathbf{r} \exp (-i \mathbf{q} \cdot \mathbf{r})\left[\mathbf{\nabla} \cdot\langle l \mathbf{k}| \mathbf{j o p}^{(0)}(\mathbf{r})\left|l^{\prime} \mathbf{k}+\mathbf{q}\right\rangle+\partial\langle l \mathbf{k}| \rho_{o p}{ }^{(0)}(\mathbf{r})\left|l^{\prime} \mathbf{k}+\mathbf{q}\right\rangle / \partial l\right]=0 \tag{A3}
\end{equation*}
$$

which shows that it is an expression of conservation of charge in the unperturbed theory.

[^10]Let us now make the gauge transformation $\mathbf{A} \rightarrow \mathbf{A}+\mathbf{q} f(\mathbf{q}, \omega), \phi \rightarrow \phi+(\omega / c) f(\mathbf{q}, \omega)$. Then $\Delta \mathrm{j}^{\mathrm{ind}} / f(\mathrm{q}, \omega)=-e^{2} N \mathbf{q} / m c V$

Combining terms gives

$$
\begin{aligned}
& -\frac{e^{2}}{m^{2} c V} \sum_{l^{\prime} x} \frac{\left(l \mathbf{k}\left|\mathbf{p}_{\bullet}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left[f_{\mathbf{0}}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\boldsymbol{q}}\right)\right]\left(l^{\prime} \mathbf{k}+\mathbf{q}\left|\mathbf{p}_{\bullet}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l \mathbf{k}\right) \cdot \mathbf{q}}{h_{\omega}+E_{l \mathbf{k}}-E_{l^{\prime}, \mathbf{k}+\boldsymbol{q}}} \\
& +\frac{e^{2}(\omega)}{m c V} \sum_{l^{\prime} \mathbf{x}} \frac{\left(l \mathbf{k}\left|\mathbf{p}_{0}+h \mathbf{k}+h \mathrm{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\boldsymbol{l}}\right)\right]}{\hbar \omega+E_{l \mathbf{k}}-E_{l^{\prime} \mathbf{k}+\mathbf{1}}} .
\end{aligned}
$$

$$
\begin{aligned}
& \Delta \mathbf{j}^{\text {ind }} / f(\mathbf{q}, \omega)=\left(\varepsilon^{2} / m c V\right)\left\{-N \hbar \mathbf{q}+\sum_{l^{\prime} \mathbf{r}}\left(l \mathbf{k}\left|\mathbf{p}_{4}+\hbar \mathbf{k}+\hbar \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left[f_{0}\left(E_{l \mathbf{k}}\right)-f_{0}\left(E_{l^{\prime} \mathbf{k}+\mathbf{q}}\right)\right]\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid l \mathbf{k}\right)\right\} \\
& =\left(c^{2} / m c V\right)\left[-N h q+2 \sum_{i k} f_{0}\left(E_{l \mathbf{k}}\right) \sum_{l^{\prime}}\left(l \mathbf{k}\left|\mathbf{p}_{0}+\hbar \mathbf{k}+h \mathbf{q} / 2\right| l^{\prime} \mathbf{k}+\mathbf{q}\right)\left(l^{\prime} \mathbf{k}+\mathbf{q} \mid l \mathbf{k}\right)\right. \\
& =\left(c^{2} / m c V\right)\left[-N h q+2 \sum_{i k} f_{0}\left(E_{i n}\right)\left(l \mathbf{k}\left|p_{0}+h \mathbf{k}+h q / 2\right| k \mathbf{k}\right)\right]=0 . \quad \text { (A4) }
\end{aligned}
$$

In the last step, the fact that ( $\mathbf{l k}\left|\mathbf{p}_{\boldsymbol{\bullet}}+\hbar \mathbf{k}\right| \boldsymbol{i k}$ ) has odd parity under inversion of $\mathbf{k}$ has been used.
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#### Abstract

The following theorem is proved: Consider the high-energy neutrino reaction $\nu+\alpha \rightarrow l+\beta$, with $\alpha$ a nucleon or nucleus, $l$ a lepton (e or $\mu$ ) and $\beta$ a system of strongly interacting particles. Suppose that the mass of $\alpha$ and the invariant mass of $\beta$ are not equal, and that the lepton mass is neglected. Then when the lepton emerges with its momentum parallel to that of the neutrino, the squared matrix elernent, averaged over lepton spin, depends only on the diver gences of the vector and the axial-vector currents. Tests of the conserved vector current and the partially conserved axial-vector current hypotheses, based on the theorem, are proposed.


## I. INTRODOCTION

THERE is a characteristic property of neutrino reactions at high energy which makes possible new tests of the conserved vector current ${ }^{1}$ (CVC) and the partially conserved axial-vector current ${ }^{2}$ (PCAC) hypotheses. Consider the reaction $\nu+\alpha \rightarrow l+\beta$, where $\alpha$ is a nucieon or nucleus, $l$ is a muon or electron, and $\beta=\beta_{1}+\cdots+\beta_{\mathrm{n}}$ is a system of strongly interacting particles. Let the four-momenta of $p, \alpha, l$, and $\beta$ be, respectively, $k_{1}, p_{1}, k_{2}$, and $p_{2}$ and let the leptonic momentum transfer be $k=k_{1}-k_{2}=p_{2}-p_{1}$. We denote by $M_{a}$ the mass of $\alpha$, by $m_{l}$ the mass of the lepton $l$, and by $W$ the invariant mass of the system $\beta$. We take the neutrino mass to be zero.

Theorem 1. Suppose that $W \neq M_{a}$ and that $m_{i}$ is neglected. Consider the configuration in which the final lepton emerges with its momentum parallel to that of the incident neutrino. (We call this the parallel con figuration. ${ }^{3}$ ) Then the squared matrix element for $\nu+\alpha \rightarrow l+\beta$, averaged over lepton spin, depends only on the divergences of the vector and the axial-vector currents.

Proof: The matrix element is

Squaring and averaging over lepton spin gives ${ }^{6}$

$$
\begin{equation*}
\langle | \pi\left|\left.\right|^{2}\right\rangle=\langle\beta| \mathscr{J}_{\lambda}{ }^{p}+\mathscr{J}_{\lambda} A|\alpha\rangle\langle\beta| g_{0}{ }^{p}+g_{0}^{4}|\alpha\rangle^{\star} T_{\lambda \varnothing}, \tag{2}
\end{equation*}
$$

[^11]with
\[

$$
\begin{equation*}
T_{\lambda \sigma}=k_{1 \lambda} k_{2 \sigma}+k_{1 \sigma} k_{2 \lambda}-k_{1} \cdot k_{1} \delta_{\lambda \sigma}+\epsilon_{\lambda \sigma \gamma} k_{17} k_{27} . \tag{3}
\end{equation*}
$$

\]

When $m_{1}$ is neglected, $k_{1}$ and $k_{2}$ are null vectors. In the parallel configuration they are proportional. If $W \neq M_{a}$, $k_{0}$ is nonzero, ${ }^{5}$ and we may write

$$
\begin{equation*}
k_{1}=k_{10} k_{0}^{-1} k, \quad k_{2}=k_{20} k_{0}^{-1} k . \tag{4}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
T_{\lambda \rho}=2 k_{10} k_{20} k_{0}-2 k_{\lambda} k_{\epsilon} . \tag{5}
\end{equation*}
$$

Since $\langle\beta| \partial g_{\lambda} / \partial x_{\lambda}|\alpha\rangle=-i k_{\lambda}\left(\beta\left|g_{\lambda}\right| \alpha\right\rangle$, we find that

$$
\begin{equation*}
\left.\left.\left.\langle | \mathscr{M}\right|^{2}\right\rangle=2 k_{10} k_{20} k_{0}^{-2}\left|\langle\beta| \partial\left(g_{\lambda}{ }^{v}+J_{\lambda}{ }^{\Lambda}\right) / \partial x_{\lambda}\right| \alpha\right\rangle\left.\right|^{2}, \tag{6}
\end{equation*}
$$

proving the theorem.
When $W=M_{\alpha}, k_{0}$ vanishes and the proof of the theorem breaks down. It is in fact well known that in the "elastic" weak reaction $\nu+N \rightarrow l+N$, a conserved vector current will contribute strongly in the forward direction. ${ }^{6}$ We assume henceforth that $W \neq M_{a}$.

## II. TESTS OF CVC

Since the antisymmetric tensor term $\epsilon_{\lambda \sigma \gamma} k_{17} k_{23}$ vanishes under the hypotheses of Theorem 1, the characteristic parity-violating effects in weak interactions can arise only from vector-axial vector interference. Consequently, if the vector current is conserved, and if $m_{t}$ may be neglected, all parity violating effects must oanish in the parallel configuration. This makes possible new experimental tests of the hypothesis that the vector current in $\Delta S=0$ leptonic reactions is conserved (CVC). Whereas previous tests have dealt with $\langle\beta| \AA_{\lambda}{ }^{V}|\alpha\rangle$ for $W \approx M_{a}$ and various values of $k^{2}=\left(p_{2}-p_{1}\right)^{2}$, the new tests will study $\langle\beta| g_{\lambda}{ }^{v}|\alpha\rangle$ for $W \neq M_{a}$ and $k^{2} \approx 0$.
Let ws work in the lab frame, in which $\alpha$ is at rest. We assume that $\alpha$ is unpolarized. Then, if CVC is false, the two simplest types of parity violating term which may appear in the differential cross section, in the paraliel configuration, are:

[^12](A) The vector triple-product terms
\[

$$
\begin{equation*}
\mathbf{q}_{\mathbf{a}} \cdot\left(\mathbf{q}_{j} \times \mathbf{q}_{k}\right), \tag{7}
\end{equation*}
$$

\]

where $\mathbf{q}_{1,} \mathbf{q}_{i}$ and $\mathbf{q}_{k}$ are any three distinct momenta chosen from among the lepton momentum $\mathbf{k}_{\mathbf{2}}$ and the momenta $\mathbf{q}_{1}, \cdots, q_{n}$ of

$$
\mathbf{q}_{\mathbf{1}_{1}} \cdots, \mathbf{q}_{n} \text { of } \beta_{1}, \cdots, \beta_{n} ;
$$

(B) The vector pseudovector terms

$$
\begin{equation*}
\mathbf{q}_{i} \cdot \mathbf{v} \tag{8}
\end{equation*}
$$

where $\sigma$ is the spin of a baryon in $\beta$ and $q_{1}$ is any momentum chosen from among $k_{2}$ and $q_{1}, \cdots, q_{n}$.

Since, in the parallel configuration, $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ are proportional, and since $k_{1}=k_{2}+q_{1}+\cdots+q_{n}$, the system $\beta$ must contain at least three particles if there are to be enough linearly independent vectors to construct a nonvanishing triple product. Consequently, the reaction with the lowest threshold which could show a triple product term is two-pion production:

$$
\begin{equation*}
\nu\left(\mathbf{k}_{1}\right)+\alpha(0) \rightarrow l\left(\mathbf{k}_{2}\right)+\alpha^{\prime}\left(\mathbf{q}_{1}\right)+\pi\left(\mathbf{q}_{2}\right)+\pi\left(\mathbf{q}_{2}\right) \tag{7a}
\end{equation*}
$$

If CVC is valid, the laboratory differential cross section must contain no term $k_{2} \cdot\left(q_{2} \times q_{3}\right)$. (There is only one linearly independent triple product in two pion production.) Note that to test CVC it is not necessary to observe the recoil nucleus $\alpha^{\prime}$; it is enough to know the initial neutrino direction and to observe the lepton and the two pions.

Because nucleon polarizations are hard to measure, lambda kaon production,

$$
\begin{equation*}
\nu\left(\mathbf{k}_{1}\right)+\alpha(0) \rightarrow l\left(\mathbf{k}_{2}\right)+\alpha^{\prime}\left(\mathbf{q}_{1}\right)+\Lambda\left(\mathbf{q}_{2}\right)+K\left(\mathbf{q}_{3}\right) \tag{8a}
\end{equation*}
$$

is the reaction with the lowest threshold in which terms of type ( $B$ ) could be detected in practice. The $\Lambda$, through its decay asymmetry, analyzes its own polarization. If CVC is valid, the terms $\sigma_{\Lambda} \cdot \mathbf{k}_{2_{1}} \sigma_{A} \cdot q_{2}$ and $\sigma_{A} \cdot q_{3}$ must not appear, while $\sigma_{A} \cdot\left(k_{2} \times q_{2}\right), \sigma_{A} \cdot\left(k_{2} \times q_{3}\right)$, and $\sigma_{4}-\left(q_{2} \times q_{3}\right)$ are allowed. Similar tests of CVC may be constructed for reactions with thresbolds higher than those of Eqs. (7a) and (8a).

The proposed tests of CVC are strictly valid only when $m_{1}$ is neglected. However, we will see in the next section that the main lepton mass correction to the matrix element does not give rise to interference between a conserved vector current and the axial vector current. Consequently, the tests should be good in practice even if the lepton is a muon.

## III. TESTS OF PCAC

## A. Lepton Mase Neglected

Let us now accept the truth of CVC. Then, neglecting $m_{i}$ the matrix element in the parallel configuration depends only on $\left(\beta\left|\partial d \lambda A / \partial x_{\lambda}\right| \alpha\right)$. In an attempt to find a general explanation for the validity of the GoldbergerTreiman formula for pion decay, it has been postulated
by Nambu, Gell-Mann, and others that $\mathscr{J}_{\lambda}{ }^{\boldsymbol{A}}$ is partially conserved. ${ }^{2}$ We denote by PCAC the hypothesis that the covariant amplitudes contributing to $\langle\beta| \partial_{g_{\lambda}} \Lambda / \partial x_{\lambda}|\alpha\rangle$ satisfy unsubtracted dispersion relations in the variable $k^{3}$ and that these dispersion relations, for $-M_{r}{ }^{2}<k^{2}$ $\leq M_{z^{2}}^{2}$ and for all values of the other invariants formed from four-momenta in $\alpha$ and $\beta$, are dominated by the one-pion pole. ( $M_{\mathrm{r}}=$ the pion mass; we are of course considering only the case where the quantum numbers of $\alpha$ and $\beta$ permit a one-pion pole.) Let $k_{0 \beta}$ be the value of $k_{0}$ in the rest frame of $\beta$. If $k_{0 g^{2}} / M_{\nabla^{2}} \gg 1$, the extrapolation from the physical value, $k^{2} \approx 0$, to the pole at $k^{2}=-M_{r}{ }^{2}$ will have little effect on the spinors and kinematics, and we have the covariant relation

$$
\begin{align*}
& \langle\beta| \partial g_{\lambda}{ }^{4} / \partial x_{\lambda}|\alpha\rangle \\
& =-i k_{\lambda}\left(\beta\left|g_{\lambda}{ }^{\Lambda}\right| \alpha\right)=\left(2 k_{0}^{1 / 2}\right) T\left(\pi^{+}+\alpha \rightarrow \beta\right)\left(k^{2}+M_{\nabla}^{2}\right)^{-1} \\
&  \tag{9}\\
& \times\left(2 k_{0}\right)^{1 / 2}\left\langle\pi^{+}\right| \partial T_{\lambda} A / \partial x_{\lambda}|0\rangle . \quad(9
\end{align*}
$$

Here $T\left(\pi^{+}+\alpha \rightarrow \beta\right)$ is the transition amplitude for $\pi^{+}+\alpha \rightarrow \beta$, with the incident $\pi^{+}$of energy $k_{0}$ and with the momentum of the incident $\pi^{+}$parallel to k . The Goldberger-Treiman relation, itself a consequence of PCAC, may be used to express the pion-decay matrix element in terms of $g_{A}$, the beta decay axial-vector coupling constant:

$$
\begin{equation*}
\left(2 k_{0}\right)^{1 / 2}\left\langle\pi^{+}\right| \partial g_{\lambda} A / \partial x_{\lambda}|0\rangle=-i 2^{1 / 2} M_{N} g_{A} g_{r}^{-1} M_{*^{2}}{ }^{2} . \tag{10}
\end{equation*}
$$

Numerically, $g_{A} \approx 1.2 \times 10^{-5} M_{N}{ }^{-2} ; M_{N}$ is the nucleon mass and g , is the rationalized, renormalized pionnucleon coupling constant ( $\mathrm{gr}^{2} / 4 \pi \approx 14$ ). Combining Eqs. (9) and (10) gives

$$
\begin{align*}
& k_{\lambda}\langle\beta| g_{\lambda} A|\alpha\rangle \\
& =\left(2 k_{0}\right)^{1 / 2} T\left(\pi^{+}+\alpha \rightarrow \beta\right) 2^{1 / 2} M_{N} g_{A} g_{r}^{-1} M_{\mp}^{2}\left(k^{2}+M_{\nabla}^{2}\right)^{-1} \\
& =\left(2 k_{0}\right)^{1 / 2} T\left(\pi^{+}+\alpha \rightarrow \beta\right) 2^{1 / 2} M_{N} g_{A} g_{r}^{-1} \\
&  \tag{11}\\
& \quad \times\left[1-k^{2}\left(k^{2}+M_{7}^{2}\right)^{-1}\right] .
\end{align*}
$$

This equation may be used to express the weak-reaction cross section in the parallel configuration in terms of the cross section for $\pi^{+}+\alpha \rightarrow \beta$. Before carrying through the details we will consider lepton mass corrections.

## B. Lepton Mass Corrections

Up to this point we have neglected $m_{l}$. Now let us compute the principal lepton mass corrections. We will find that the lepton mass corrections, while not contributing significantly to terms of the form (vector) - (axial vector) in the squared matrix element, make an


Fra. 1. Diagram diving rise to

$$
\langle\beta| \mathcal{S}_{\lambda}^{A L I}|a\rangle
$$

important contribution to terms of the form (axial vector) - (axial vector).

Consider the diagram shown in Fig. 1. We denote by $\langle\beta| g_{\lambda}{ }^{A I}|\alpha\rangle$ the contribution of thisdiagram to $\langle\beta| g_{\lambda} \wedge|\alpha\rangle$, and by $\langle\beta| g_{\lambda}{ }^{\wedge I}|\alpha\rangle$ everything that is left over. It is easy to see that

$$
\begin{array}{r}
\langle\beta| \partial \lambda^{A I I}|\alpha\rangle=\left(2 k_{0}\right)^{1 / 2} T^{( }\left(\pi^{+}+\alpha \rightarrow \beta\right) 2^{1 / 2} M_{N} g_{A} g_{r}^{-1} \\
\times\left(-k_{\lambda}\right)\left(k^{2}+M_{x^{2}}^{2}\right)^{-1} \tag{12}
\end{array}
$$

from which it follows that

$$
\begin{equation*}
k_{\lambda}\langle\beta| \tilde{S}_{\lambda}^{A I}|a\rangle=\left(2 k_{0}\right)^{1 / 2} T\left(\pi^{+}+\alpha \rightarrow \beta\right) 2^{1 / 2} M_{N} g_{\Lambda} g_{r}^{-1} \tag{13}
\end{equation*}
$$

Although ( $\beta\left|\mathrm{g}_{\lambda}{ }^{\text {AII }}\right| \alpha$ ) is a lepton mass correction, it must be retained because $m_{t}^{2}\left(k^{2}+M_{\mathrm{r}}{ }^{2}\right)^{-1}$ is of order unity when $l$ is a muon. Other lepton mass corrections involve large masses in the denominator and may reasonably be neglected. Keeping terms of first order in $\boldsymbol{m}_{l}{ }^{2}$ in the kinematics gives ${ }^{7}$

$$
\begin{gather*}
k_{1}=k_{10} k_{1}^{-1} k+b p_{1}, \quad k_{2}=k_{20} k_{0}^{-1} k+b p_{1} ;  \tag{14}\\
2 k \cdot p_{1} b=2 k_{1} \cdot k_{2}=-m_{1}^{2} k_{10} k_{20^{-1}}, \quad k^{2}=m_{l}^{2} k_{0} k_{20^{-1}} .
\end{gather*}
$$

If the vector current is conserved, it follows that

$$
\begin{align*}
& \left.\langle\beta| g_{\lambda}{ }^{2}+g_{\lambda}{ }^{\wedge} \mid \alpha\right)\left(\beta\left|g_{\theta}{ }^{\nu}+g_{\nu}{ }^{\wedge}\right| \alpha\right)^{\star} T_{\lambda \rho} \\
& \left.=2 k_{10} k_{20} k_{0}{ }^{-2}\left|\langle\beta| k \cdot \mathfrak{g}^{\Lambda}\right| a\right\rangle\left.\right|^{2} \\
& +2 b\left(k_{10}+k_{20}\right) k_{0}{ }^{-1} \operatorname{Re}\left[\langle\beta| \boldsymbol{k} \cdot \mathfrak{g}^{\mathcal{A}}|\alpha\rangle\langle\beta| p_{1} \cdot \mathfrak{g}^{A 1 I}|\alpha\rangle^{*}\right] \\
& \left.+2 b^{2}\left|\langle\beta| p_{1} \cdot g^{A 11}\right| \alpha\right\rangle\left.\right|^{2} \\
& +\frac{1}{2} m_{l}{ }^{2} k_{10} k_{20}{ }^{-1}\left\{\left(\beta\left|\mathcal{J}_{\lambda}{ }^{A 1 I}\right| \alpha\right\rangle\langle\beta| \mathcal{I}_{\lambda}{ }^{A 11} \mid \alpha\right)^{*} \\
& \left.\left.+2 \operatorname{Re}\left[\langle\beta| d_{\lambda}{ }^{A 1}|\alpha\rangle\langle\beta| \int_{\lambda}{ }^{A I I} \mid \alpha\right)^{\star}\right]\right\} . \tag{15}
\end{align*}
$$

We have retained $m_{t}{ }^{2}$ only in terms where there is one factor $\left(k^{2}+M_{r}{ }^{2}\right)^{-1}$ for each factor $m^{2}$. No vector axialvecior inlerference terms are of this form. Substituting Eqs. (11) through (14) into Eq. (15) and performing algebraic simplification leads to the following theorem:

Theorem 2. Suppose that CVC and PCAC are true. Consider the parallel configuration in $\nu+\alpha \rightarrow \boldsymbol{V}+\beta$, for $k_{0 s}$ satisfying $k_{0 s^{2}} / M_{7}^{2} \gg 1$. Let $m_{l}{ }^{2}$ be retained only where it occurs in the combination $m_{l}{ }^{2}\left(k^{2}+M_{r}\right)^{2}-1$. Then the invariant matrix element $\mathfrak{N}$ for $\nu+\alpha \rightarrow l^{-}+\beta$, squared and averaged over lepton spin, is related to the invariant matrix element ${ }^{8} \mathfrak{T L}\left(\pi^{+}+\alpha \rightarrow \beta\right)$ for $\pi^{+}+\alpha \rightarrow \beta$, with the $\pi^{+}$of energy $k_{0}$ and with the $\pi^{+}$momentum

[^13]parallel to $\mathbf{k}$, by
\[

$$
\begin{align*}
& \langle | \Im \ln \left|{ }^{2}\right\rangle=\frac{4 M_{N^{2}} k_{10} k_{20}}{g_{r^{2}} k_{0}^{2} A^{2}} \\
& \quad \times\left[1-\frac{m_{i}^{2} k_{0}}{2\left(M_{\pi}^{2} k_{20}+m r^{2} k_{0}\right)}\right]^{2}\left|\operatorname{TK}\left(\pi^{+}+\alpha \rightarrow \beta\right)\right|^{2} . \tag{16}
\end{align*}
$$
\]

In computing $k_{10}, k_{20,}$ and $k_{0}$ in Eq. (16), the lepton mass should be neglected. Then Eq. (16) will be formally covariant, since ratios of the time components of parallel null vectors, such as $k_{10} / k_{0}$ and $k_{20} / k_{0}$, are invariant quantities.

Corollary 1. Under the hypotheses of the theorem, the energy, angle, and polarization distributions of the particles in $\beta$, in the reaction $\nu+\alpha \rightarrow l^{-+}+\beta$, will be identical with the distributions in the reaction $\pi^{+}+\alpha \rightarrow \beta$ (for the same invariant mass $W$ of $\beta$ in the two processes).

Corollary 2. Under the hypotheses of the theorem, the lepton differential cross section $d \sigma / d \Omega_{1}$ of $\nu+\alpha \longrightarrow$ $\zeta+\beta$, in the laboratory frame (the rest frame of $\alpha$ ), is given by

$$
\begin{align*}
& \frac{d \sigma}{d \Omega_{l}}=\int \frac{d W}{k_{0}^{2}}\left(\frac{W}{M_{\alpha}}\right)^{2}\left(k_{0}^{2}-M_{\nabla}^{2}\right)^{1 / 2}\left(\frac{M_{\ell}}{F}\right)^{2} \frac{k_{20}^{2}}{4 \pi^{3}} 8 A^{2} \\
& \times\left[1-\frac{m_{l}^{2} k_{0}}{2\left(M_{\Sigma}^{2} k_{20}+m_{l}^{2} k_{0}\right)}\right]^{2} \sigma(W) \tag{17}
\end{align*}
$$

where $\sigma(W)$ is the total cross section at total energy $W$ in the $\beta$ rest frame, for $\pi^{+}+\alpha \rightarrow \beta$. Also,

$$
\begin{aligned}
k_{0} & =\left(W^{2}-M_{\alpha}^{2}+M_{\tau}^{2}\right) /(2 W) \\
k_{20} & =\left(M_{\alpha}^{2}+2 M_{a} E-W^{2}\right) /(2 W)
\end{aligned}
$$

$E$ is the neutrino energy in the laboratory frame, and $F=M_{-} g_{r} /\left(2 M_{N}\right) \approx 1.0$. The formulas for $i+\alpha \rightarrow l^{+}+\beta$ corresponding to those given above are obtained by replacing $\pi^{+}$by $\pi^{-}$.
Use of Corollary 1 to test PCAC does not require knowledge of the neutrino energy spectrum, since for a given $W$ the energy, angle and polarization distributions of the particles in $\beta$ are independent of the neutrino energy $E$. Testing PCAC by making a quantitative comparison of $d \sigma / d \Omega_{1}$ with Eq. (17) of Corollary 2 does require a knowledge of the neutrino spectrum. Since all dependence on $E$ in Eq. (17) is contained in the factors $k_{20}{ }^{2}\left[1-\frac{1}{2} m_{l}^{2} k_{0}\left(M_{\pi}^{2} k_{20}+m_{l}{ }^{2} k_{0}\right)^{-1}\right]^{2}$, the weighting over the spectrum is easy to carry out once the spectrum is known.

## IV. EXTRAPOLATION IN $h^{2}$

Theorem 2 requires that $k_{0 \beta}{ }^{2} / M_{r}$ ' be much larger than unity. This condition is necessary for it to be legitimate to extrapolate from $k^{2} \approx m_{l}{ }^{2} k_{0} k_{20}{ }^{-1}$ to $k^{2}$ $=-M \pi^{2}$ in the kinematics of the reaction $\nu+\alpha \rightarrow l^{-}+\beta$. Since $k_{0 \beta} \approx\left(W-M_{a}\right)\left(W+M_{a}\right) /(2 W)$, the condition
$k_{0 \beta}{ }^{2} / M_{r} \gg 1$ will be satisfied as long as $W-M_{a} \geq 4 M_{7}$. Thus, for most weak multiparticle production reactions, Theorem 2 is valid as it stands.

However, in the interesting case of single-pion production in the $(3,3)$ resonance region, $W-M_{\alpha}<4 M_{r}$ and Theorem 2 must be modified. This is done by replacing $\pi\left(\pi^{+}+\alpha \rightarrow \pi+\alpha^{\prime}\right)$ by $9 \pi^{c}\left(\pi^{+}+\alpha \rightarrow \pi+\alpha^{\prime}\right)$, where $\mathfrak{T H}^{\text {e }}$ is the invariant matrix element computed from the covariant amplitudes for $\pi^{+}+a \rightarrow \pi+a^{\prime}$ by using the correct kinematics, with $k^{2} \approx m_{1}{ }^{2} k_{0} k_{20}{ }^{-1}$, for the reaction $\nu+\alpha \rightarrow l^{-}+\pi+\alpha^{\prime}$. When $\alpha$ is a single nucleon $N$,

$$
\begin{align*}
& \mathfrak{N}\left(\pi^{+}+N \rightarrow \pi+N^{\prime}\right)=\left(4 \pi W / M_{N}\right) x_{s}{ }^{\dagger}\left[f_{1}(W, q \cdot \hat{k})\right. \\
&\left.+\sigma \cdot q \sigma \cdot k f_{2}(W, q \cdot \hat{k})\right] \text { ri } \tag{18}
\end{align*}
$$

with $f_{1}$ and $f_{2}$ the usual center-of-mass pion-nucleon scattering amplitudes, ${ }^{9}$ and with $q$ and $\hat{k}$ unit vectors, in the center of mass, along the momenta of the final and initial pion, respectively. Calculation of $\mathfrak{T H}^{c}$ shows that ${ }^{10}$

$$
\begin{align*}
\boldsymbol{\pi c}\left(\pi^{+}+N \rightarrow \pi+N^{\prime}\right)= & \left(4 \pi W / M_{N}\right) x_{f}{ }^{\dagger}\left[g_{1}(W, q \cdot \hat{k})\right. \\
& \left.+\sigma \cdot q \sigma \cdot \hat{k g}_{2}(W, q \cdot \hat{k})\right] \chi_{i}, \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
& g_{1}(W, q \cdot \hat{k}) \approx f_{1}(W, x), \\
& g_{2}(W, q \cdot \hat{k}) \approx\left[k_{0} /\left(k_{0}^{2}-M_{x^{2}}\right)^{1 / 2}\right] f_{2}(W, x), \tag{20}
\end{align*}
$$

[^14]\[

$$
\begin{aligned}
& x=\left[k_{0} /\left(k_{0}^{2}-M_{\nabla^{2}}\right)^{1 / 2}\right] \hat{k} \cdot \hat{k} \\
&+\left[k_{0}\left(M M_{r^{2}}+-k^{2}\right) / 2 W\left(k_{0}^{2}-M_{*}^{2}\right)\right]
\end{aligned}
$$
\]

and where $k_{0}=\left(W^{2}-M_{N}{ }^{2}+M_{\tau}^{2}\right) /(2 W)$. Clearly, when $k_{0}{ }^{2} / M_{\mathbf{r}}{ }^{2} \gg 1$ one finds that $g_{1,2}(W, q \cdot \hat{k}) \approx f_{1,2}(W, q \cdot \hat{k})$, as is expected.

If only the dominant $(3,3)$ partial wave is retained, the main effect of Eq. (20) is to replace $\sigma_{\mathrm{t}, 2}(W)$ in Corollary 2 by $\sigma_{3,3}(W) k_{0}{ }^{2} /\left(k_{0}{ }^{3}-M_{\%}{ }^{2}\right)$. If, in additino, the lepton mass and nucleon recoil effects are neglected, Eq. (17) reduces to the result obtained from the static model by Bell and Berman. ${ }^{11}$ This agreement with the static model is not surprising. The $(3,3)$ projections of the Born terms for weak pion production and for pionnutleon scattering can be shown to satisfy the PCAC proportionality. In the static model, the entire matrix element is determined by the ( 3,3 ) projection of the Born term and by the experimental $(3,3)$ resonance parameters. Hence, in the static model, the weak pion production and pion-nucleon scattering matrix elements satisfy the PCAC proportionality.

Nole added in proof. The considerations of this paper also apply to the decays $\Sigma^{ \pm} \rightarrow \Lambda+\varepsilon^{ \pm}+(\nu / \nu)$, when the electron is relativistic and emerges parallel to the neutrino. For example, if CVC and PCAC are true, measurement of the differential decay rate in the parallel configuration would determine the strong $\Sigma \Lambda \Pi$ coupling constant.
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# Consistency Conditions on the Strong Interactions Implied by a Partially Conserved Axial-Vector Current 
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#### Abstract

It is shown that a partially conserved $\Delta \boldsymbol{S}=0$ axial-vector current ( $\partial_{\lambda} J_{\lambda}{ }^{\wedge}=C \varphi_{\boldsymbol{z}}$ ) implies consistency conditions involving the strong interactions alone. The most interesting of these is a relation among the symmetric isoropic-spin pion-nucleon scattering amplitude $A^{(N(+)}$, the pionic form factor of the nucleon $K^{N N r}$, and the rationalized, renormalized pion-nucleon coupling constant $g_{r}$ : $$
g_{r} r^{\prime} / M=A=N(+)\left(\nu=0, \nu_{1}=0, k^{\prime}=0\right) / K^{N N=}\left(k^{1}=0\right) .
$$ [ $M$ is the nueleon mass and $-k^{2}$ the (mass)' of the initial pion. The final pion is on mass shell; the energy and momentum transfer variables $\nu$ and $\nu_{B}$ are defined in the text.] By using experimental pion-nucleon scattering data, we find that this relation is satisficd to within $10 \%$. Consistency conditions involving the $\pi \pi$ and the $\pi \Delta$ scattering amplitudes are stated.


IN 1958 Goldberger and Treiman ${ }^{1}$ proposed a remarkable formula for the charged pion decay amplitude, which agrees with experiment to within $10 \%$. Subsequently, Nambu, Gell-Mann and others ${ }^{2}$ suggested that the success of the Goldberger-Treiman relation could be simply understood if it were postulated that the strangeness-conserving axial-vector current is partially conserved. The partial-conservation hypothesis leads to a number of relations connecting the weak and strong interactions, of which the GoldbergerTreiman relation is the simplest. ${ }^{3}$ So far, only the relation for charged pion decay has been tested experimentally.

We wish to point out in this paper that, in addition to giving relations connecting the weak and strong interactions, the partially conserved axial-vector current hypothesis leads to consistency conditions involving the strong interactions alonc.' This comes about, as will be explained below, because under special circumstances only the Born approximation contributes to matrix elements of the divergence of the axial-vector current. The most interesting consistency condition is a nontrivial relation among the symmetric isotopic spin pionnucleon scattering amplitude $A^{\circ N(t)}$, the pionic form factor of the nucleon $K^{N N_{r}}$, and the rationalized, renormalized pion-nucleon coupling constant $\mathrm{g}_{\mathrm{r}}$ :

$$
\begin{equation*}
\frac{g_{7}^{2}}{M}=\frac{A^{=N(+)}\left(\nu=0, \nu_{B}=0, k^{2}=0\right)}{K^{N N F}\left(k^{2}=0\right)} \tag{1}
\end{equation*}
$$

[^15][Here $M$ is the nucleon mass and $-k^{2}$ is the (mass) ${ }^{2}$ of the initial pion. The final pion is on mass shell; the energy and momentum transfer variables $\nu$ and $\nu_{B}$ are defined in Eq. (15) below.] By using experimental pionnucleon scattering data, we find that this relation is satisfied to within $10 \%$.

In Sec. I we define and discuss the concept of a partially conserved axial-vector current. In Sec. II, we derive the consistency condition relating the pionnucleon scattering amplitude to the pion-nucleon coupling constant. In Sec. III, pion-nucleon dispersion relations and experimental pion-nucleon scattering data are used to test whether the consistency condition is satisfied. In Sec. IV, other consistency conditions on the strong interactions are stated.

## I. DEFINITION OF PARTIALLY CONSERVED AXIAL-VECTOR CDRRENT

We assume that the weak interactions between leptons and strongly interacting particles are described by a current-current effective Lagrangian of the form

$$
\begin{equation*}
-\mathcal{L}_{\mathrm{ef}}=J_{\star}(x) j_{\lambda}(x)+\text { adjoint } \tag{2a}
\end{equation*}
$$

where

$$
\begin{equation*}
j_{\lambda}(x)=(1 / \sqrt{2})\left[\bar{\psi}_{\mu} \gamma_{\lambda}\left(1+\gamma_{b}\right) \psi_{v_{\mathrm{m}}}+\bar{\psi}_{d} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{r_{0}}\right] \tag{2b}
\end{equation*}
$$

is the weak current of the leptons and where $J_{\lambda}$ is the weak current of the strongly interacting particles. Let $J_{\lambda}{ }^{V}$ and $J_{\lambda}{ }^{\Lambda}$ denote the vector and the axial-vector parts of the strangeness-conserving weak current

$$
\begin{equation*}
J_{\lambda}(\Delta S=0) \equiv J_{\lambda}^{v}+J_{\lambda}^{\lambda} \tag{2c}
\end{equation*}
$$

Definilion: By partially conserved axial-vector current (PCAC) we mean the hypothesis that

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}^{A}=-\left[i \sqrt{2} M M_{*}{ }^{2} g_{A}(0) / g_{\sigma} K^{N N \pi}(0)\right] \varphi_{\mathrm{r}}+R \tag{3}
\end{equation*}
$$

Here $M$ is the nucleon mass, $M_{r}$ is the pion mass, $g_{A}(0)$ is the $\beta$-decay axial-vector coupling constant $\left[b_{A}(0)\right.$ $\left.* 1.2 \cdot 10^{-5} / M^{2}\right], g r$ is the rationalized, renormalized pion-nucleon coupling constant ( $\mathrm{gr}_{r}^{2} / 4 \pi=14.6$ ), and $\varphi_{\pi}$
is the renormalized field operator which creates the $\pi^{+}$. The quantity $K^{N N r}(0)$ is the pionic form factor of the nucleon evaluated at zero virtual pion mass; $K^{N N x}$ is normalized so that $K^{N N \pi}\left(-M_{\mathbf{r}}{ }^{2}\right)=1$. It is explained below how the constant multiplying $\varphi_{\mathrm{r}}$ in Eq. (3) is chosen. In order to give content to the definition, we must specify properties of the residual operator $R$. We suppose that for states $\alpha$ and $\beta$ for which $\langle\beta| \varphi_{r}|\alpha\rangle \neq 0$, and for momentum transfer near the one pion pole at $-M_{\mathbf{F}^{2}}{ }^{2}\left[\right.$ say, for $\left.-M_{\mathbf{F}^{2}}{ }^{2}<\left(p_{B}-p_{a}\right)^{2}<M_{r^{2}}{ }^{2}\right]$, the matrix element of $R$ is much smaller than the matrix element of the pion operator term. In other words, we postulate that if $\langle\beta| \varphi_{\boldsymbol{r}}|\alpha\rangle \neq 0$ and if $\left|\left(p_{\beta}-p_{\alpha}\right)^{2}\right|<M_{\pi}^{2}$, then

$$
\begin{equation*}
\frac{|\langle\beta| R| \alpha\rangle \mid}{\left.\left[\sqrt{2} M M_{\mp}^{2} g_{\Lambda}(0) / g_{r} K^{N N \tau}(0)\right]\left|\langle\beta| \varphi_{\mp}\right| \alpha\right\rangle \mid} \ll 1 \tag{4}
\end{equation*}
$$

In what follows, we derive equalities which hold rigorously if the residual operator $R$ is zero. If $R$ is not zero, but satisfies the inequality of Eq. (4), the "equals" signs should be replaced by "approximately equals" signs. The magnitude of the squared momentum transfer $\left|\left(p_{\beta}-p_{\alpha}\right)^{2}\right|$ is understood to be always less than $M_{\tau}^{2}$.

It is not actually necessary to specify the constant in front of $\varphi_{x}$ in the definition of PCAC. If we simply postulate that

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}{ }^{4}=C \varphi_{1} \tag{5}
\end{equation*}
$$

the constant $C$ may be determined as follows: Let us consider the matrix element of $\partial_{\lambda} J_{\lambda}{ }^{\boldsymbol{A}}$ between nucleon states $\langle N| \partial_{\lambda} J_{\lambda}{ }^{\Delta}|N\rangle$. Let $p_{2}$ and $p_{1}$ be, respectively, the four-momenta of the final and the initial nucleon, and let us denote by $k$ the momentum transfer $p_{2}-p_{1}$. According to the usual invariance arguments, $\langle N| J_{\lambda}{ }^{\Lambda}|N\rangle$ has the form

$$
\begin{align*}
\langle N| J_{\lambda} A|N\rangle= & \left(\frac{M}{p_{20}} \frac{M}{p_{10}}\right)^{1 / 2} u\left(p_{2}\right)\left[g_{A}\left(k^{2}\right) \gamma_{\lambda} \gamma_{5}\right. \\
& \left.-f_{A}\left(k^{2}\right) \sigma_{\lambda,} k_{\nabla} \gamma_{5}-i h_{A}\left(k^{2}\right) k_{\lambda} \gamma_{5}\right] r^{+} u\left(p_{1}\right), \tag{6}
\end{align*}
$$

where $\tau^{+}=\frac{1}{2}\left(\tau_{1}+i \tau_{2}\right)$ is the isospin raising operator. From Eq. (6), we find that

$$
\begin{align*}
\langle N| \partial_{\lambda} J_{\lambda} \Lambda \mid & N\rangle \\
& =-\left.i k_{k^{\prime}}\left(N\left|J_{\lambda} \Lambda\right| N\right\rangle\right|_{i^{\prime}-0} \\
& =2 M g_{A}(0)\left(\frac{M}{p_{20}} \frac{M}{p_{10}}\right)^{1 / 2} \dot{u}\left(p_{\mathrm{a}}\right) \gamma_{\mathrm{s}} \tau^{+} u\left(p_{\mathrm{I}}\right) \tag{7}
\end{align*}
$$

We also have
$\langle N| C_{\varphi_{*}}|N\rangle$

$$
\begin{align*}
& =\frac{C}{k^{2}+M_{\tau^{2}}{ }^{\prime}}|N|\left(-\square+M_{*}{ }^{2}\right) \varphi_{\boldsymbol{r}}|N\rangle \\
& =\frac{C}{k^{2}+M_{r}^{2}}\left(N\left|j_{r}\right| N\right\rangle=\frac{C}{k^{2}+M_{r}^{2}} \mathrm{ig}, \sqrt{2} K^{N N=}\left(k^{2}\right) \\
& \times\left(\frac{M}{p_{20}} \frac{M}{p_{10}}\right)^{1 / 2} \bar{u}\left(p_{2}\right) \gamma_{6} r^{+} u^{\prime}\left(p_{1}\right), \tag{8}
\end{align*}
$$

where $K^{N N=}\left(k^{2}\right)$ is the pionic form factor of the nucleon. From Eq. (8), we find

$$
\begin{align*}
\left.\langle N| C \varphi_{\mathbf{r}}|N\rangle\right|_{k^{\prime}=0}= & \frac{C}{M_{*}^{2}} i g \sqrt{2} K^{N N r}(0) \\
& \times\left(\frac{M}{p_{20}} \frac{M}{p_{10}}\right)^{1 / 2} \bar{u}\left(p_{2}\right) \gamma_{5} \tau^{+} u\left(p_{1}\right), \tag{9}
\end{align*}
$$

and comparing this with Eq. (7) gives

$$
\begin{equation*}
C=-i \sqrt{2} M M_{r}^{2} g_{4}(0) / g_{r} K^{N N \tau}(0) \tag{10}
\end{equation*}
$$

If we form the matrix element of $\partial_{\lambda} J_{\lambda}{ }^{4}$ between the one pion state and the vacuum, we find that

$$
\begin{align*}
\left(2 k_{0}\right)^{1 / 2}\left\langle\pi^{+}\right| \partial_{\lambda} J_{\lambda}{ }^{\Delta} & |0\rangle \\
& =-i \sqrt{2} M M_{\mp}^{2} g_{\Delta}(0) / g_{r} K^{N N r}(0), \tag{11}
\end{align*}
$$

which is the Goldberger-Treiman relation for charged pion decay. For general states $\beta$ and $\alpha$, such that $\langle\beta| \varphi_{\tau}|\alpha\rangle \neq 0$, we find that

$$
\begin{align*}
\langle\beta| \partial_{\lambda} J_{\lambda} A|\alpha\rangle= & \frac{i \sqrt{2} M M_{\nabla^{2}} g_{\Lambda}(0)}{g_{r} K^{N N_{\tau}}(0\rangle} \\
& \times \frac{1}{k^{2}+M_{\tau}^{2}}\left(2 k_{0}\right)^{1 / 2} T\left(\pi^{+}+\alpha \rightarrow \beta\right) \tag{12}
\end{align*}
$$

Here $T\left(\pi^{+}+\alpha \rightarrow \beta\right)$ is the transition amplitude for the strong reaction $\pi^{+}+\alpha \rightarrow \beta$, where the (mass) ${ }^{2}$ of the initial $\pi^{+}$is $-k^{2}=-\left(p_{\beta}-p_{a}\right)^{2}$. Thus, we see that PCAC leads to a whole class of relations connecting the weak and the strong interactions.

The definition of PCAC which we have given is not the same as the definition which would be suggested by a polology approach. This would be to define PCAC as the hypothesis that the covariant amplitudes contributing to $\langle\beta| \partial_{\lambda} J_{\lambda}{ }^{A}|\alpha\rangle$ satisfy unsubtracted dispersion relations in the variable $k^{2}$, and that these dispersion relations, for $\left|k^{2}\right|<M_{F^{2}}$ and for all values of the other invariants formed from four-momenta in $\alpha$ and $\beta$, are dominated by the one pion pole. It is easy to see that if $\langle\beta| \partial_{\lambda} J_{\lambda} \Lambda|\alpha\rangle$ depends on invariants other than $k^{2}$, the polology version of PCAC is ambiguous. Suppose that $A$ is a covariant amplitude contributing to $\langle\beta| \partial_{\lambda} J_{\lambda}{ }^{4}|\alpha\rangle$, and that $A$ depends on two invariants, $s$ and $k^{2}$. Then the polology version of PCAC implies that

$$
\begin{equation*}
A\left(s, k^{2}\right)=\bar{A}(s) /\left(k^{2}+M_{\Sigma^{2}}^{2}\right), \tag{13}
\end{equation*}
$$

where $A$ is the residue of $A$ at $k^{2}=-M_{\tau^{2}}$. Let us now define a new variable $s^{\prime}=s-a k^{2}$ and treat $A$ as a function of independent variables $s^{\prime}$ and $k^{2}$. To evaluate the residue we set every explicil $k^{2}$ equal to $-M_{r}^{2}$. We then find from the polology version of PCAC that

$$
\begin{equation*}
A\left(s^{\prime}, k^{2}\right) \approx \frac{\bar{A}\left[\left(s-a k^{3}\right)+a\left(-M_{\mathrm{r}}^{2}\right)\right]}{k^{2}+M_{*}^{2}}=\frac{\bar{A}\left[s^{\prime}-a M_{\Sigma^{2}}{ }^{2}\right]}{k^{2}+M_{*}^{2}} . \tag{14}
\end{equation*}
$$



Fic. 1. Generalized Born approximation diagrams for ( $r N\left|J_{\mathbf{k}}{ }^{A}\right| N$ ). The heavy dot marks the vertex where the operator $J_{\lambda}{ }^{\wedge}$ acts.

Clearly, Eqs. (13) and (14) differ unless $A$ has no dependence on the variable $s$ to begin with. In other words, the polology definition of PCAC is inherently ambiguous, since the value of the residue at $k^{2}=-M_{7}^{2}$ depends on how the invariants other than $k^{2}$ are chosen.

This ambiguity is not present in the definition of PCAC given in Eqs. (3) and (4). The reason is that $k^{2}$ is at no point set equal to $-M_{2}^{2}$ but is kept at whatever value it has in the weak matrix element $\langle\beta| \partial_{\lambda} J_{\lambda}{ }^{\Lambda}|\alpha\rangle$. We use the unambiguous version of PCAC in the remainder of this paper. ${ }^{5}$

## II. CONSISTENCY CONDITION ON PIONNUCLEON SCATTERING

In the previous section we saw, in Eq. (12), that PCAC leads to relations between the strong and the weak interactions. These allow one to predict the weak interaction matrix element $\langle\beta| \partial_{\lambda} J_{\lambda}{ }^{4}|\alpha\rangle$, if one knows the strong interaction transition amplitude $T\left(x^{+}+\alpha \rightarrow \beta\right)$. The principal point we wish to make in this paper is that there are cases in which only the Born approximation contributes to a covariant amplitude of $\langle\beta| \partial_{\lambda} J_{\lambda}{ }^{A}|\alpha\rangle$, for appropriately chosen values of the energy, momentum transfer and other invariants on which the covariant amplitude depends. The Born approximation, in turn, is known in terms of weak and strong interaction coupling constants. Using PCAC to eliminate the weak interaction coupling constants leaves a consistency condition involving the strong interactions alone. In this section, we study the matrix element $\langle\pi N| \partial_{\lambda} J_{\lambda}{ }^{\Lambda}|N\rangle$ and derive the consistency condition stated in Eq. (1). In Sec. IV, we discuss conditions obtained from other matrix elements of $\partial_{\lambda} J_{\lambda}{ }^{\Lambda}$.
We begin by writing down the structure of the matrix element $\langle\pi N| J_{\lambda}{ }^{A}|N\rangle$. Let $p_{1}$, $p_{2_{1}}$ and $q$ be, respectively, the four-momenta of the initial nucleon, the final nucleon, and the final pion. The momentum transfer $k$ is given by $k=p_{2}+q-p_{1}$. We define invariants $\nu$ and $\nu_{B}$ by

$$
\begin{align*}
\nu & =-\left(p_{1}+p_{2}\right) \cdot k /(2 M), \\
\nu_{B} & =q \cdot k /(2 M) . \tag{15}
\end{align*}
$$

The matrix element can be decomposed into eight

[^16]covariant amplitudes $A_{i}\left(\nu, \nu_{B}, k^{2}\right)$ according to
$\left(\frac{p_{10}}{M} \frac{p_{20}}{M} 2 k_{0}\right)^{1 / 2}\langle\pi N| J_{\lambda} A|N\rangle$
\[

$$
\begin{equation*}
=\bar{u}\left(p_{2}\right) i \sum_{j=1}^{8} O_{j}^{\lambda} A_{j}\left(\nu, \nu_{B}, k^{2}\right) u\left(\hat{p}_{1}\right) \tag{16}
\end{equation*}
$$

\]

The quantities $O,^{\lambda}$ are given by ${ }^{6}$

$$
\begin{array}{ll}
O_{1}^{\lambda}=\frac{1}{2}\left(q \gamma_{\lambda}-\gamma_{\lambda} q\right), & O_{5}^{\lambda}=i k\left(p_{1}+p_{2}\right)_{\lambda}, \\
O_{2}^{\lambda}=\left(p_{1}+p_{2}\right)_{\lambda}, & O_{6}^{\lambda}=i k q_{\lambda}  \tag{17}\\
O_{8}^{\lambda}=q \lambda, & O_{7}^{\lambda}=k k_{1} \\
O_{4}^{\lambda}=i M \gamma_{\lambda}, & O_{8}^{\lambda}=i k k_{\lambda} .
\end{array}
$$

The amplitudes $A_{j}\left(\nu_{1} \nu_{B}, k^{2}\right)$ have been chosen so that they have no kinematic singularities. ${ }^{7}$

The isotopic spin structure of the amplitudes $A_{j}\left(\nu, \nu_{B}, k^{2}\right)$ is specified by writing

$$
\begin{align*}
& A_{j}\left(\nu, \nu_{B}, k^{2}\right)=\chi_{j}^{*} \psi_{a}^{*} A_{j}\left(\nu, \nu_{B}, k^{2}\right)_{a B} \psi_{B}+\chi_{i}, \\
& A_{j}\left(\nu, \nu_{B}, k^{2}\right)_{a A}=A_{j}(+)\left\{\nu, \nu_{B}, k^{2} \delta_{a \beta}\right.  \tag{18}\\
& \\
& \quad+A_{j}^{(-)}\left(\nu_{,} \nu_{B}, k^{2}\right) \frac{1}{2}\left[\tau_{a}, \tau_{B}\right] .
\end{align*}
$$

Here $x_{i}$ and $x_{f}$ are, respectively, the isospinors of the initial and final nucleon and $\psi_{a}$ is the isotopic spin wave function of the final pion. [If the final pion is a $\pi^{ \pm}$, $\psi_{a}=2^{-1 / 2}(1, \pm i, 0)_{\alpha}$, while if it is a $\left.\pi^{0}, \psi_{\alpha}=(0,0,1)_{\alpha-}\right]$ The quantity $\psi_{B^{+}}$is defined by $\psi_{A^{+}}=1(1, i, 0)_{B}$, so that $\psi_{s}{ }^{+} \tau_{A}=\tau^{+}$. The presence of $\psi_{\beta}+$ is just a reflection of the fact that the weak current $J_{A^{A}}$ transforms like $I_{1}+i I_{2}$ under isotopic spin rotations.

Let us split each amplitude $A_{j}\left(\nu, \nu_{B}, k^{2}\right)_{\alpha \beta}$ into two parts,

$$
\begin{equation*}
A_{j}\left(\nu, \nu_{B}, k^{2}\right)_{a \beta}=A_{j}{ }^{P}\left(\nu, \nu_{B}, k^{2}\right)_{a \beta}+\bar{A}_{j}\left(r, \nu_{B}, k^{2}\right)_{a \beta} \tag{10}
\end{equation*}
$$

The part $A_{j}{ }^{p}$ is defined as the sum of all pole terms contributing to $A_{j}$, while $\bar{A}_{j}$ is simply everything that is left over when the pole terms are removed from $A_{j}$. The amplitudes $A_{j}{ }^{P}$ are calculated from the generalized Born approximation diagrams shown in Fig. 1. In each diagram, the heavy dot marks the vertex where the operator $J_{\lambda}{ }^{A}$ acts. The nucleon vertex of $J_{\lambda}{ }^{\wedge}$ is given by

$$
\begin{equation*}
\tau^{+}\left[g_{A}\left(k^{2}\right) \gamma_{\lambda} \gamma_{5}-f_{A}\left(k^{2}\right) \sigma_{\lambda} k_{\nabla} \gamma_{5}-i k_{A}\left(k^{2}\right) k_{\lambda} \gamma_{\delta}\right] \tag{20}
\end{equation*}
$$

Evaluation of the Born diagrams gives

$$
\begin{align*}
& \tilde{u}\left(p_{z}\right) i \sum_{j=1}^{\delta} 0, \lambda x_{f}{ }^{*} \psi_{a}{ }^{*} A_{j a \rho}{ }^{P} \psi_{p}+\chi_{a u}\left(p_{1}\right) \\
& =\tilde{u}\left(\phi_{2}\right) \chi_{j}{ }^{*} \psi_{a}{ }^{*}\left(i \tau_{a} \gamma_{b g}\left[1 /\left(p_{2}+q-i M\right)\right]\right. \\
& X_{\tau^{+}}\left[g_{A}\left(k^{2}\right) \gamma_{\lambda} \gamma_{5}-f_{A}\left(k^{2}\right) \sigma_{\lambda} k_{9} \gamma_{5}-i h_{A}\left(k^{2}\right) k_{\lambda} \gamma_{6}\right] \\
& +\tau^{+}\left[g_{A}\left(k^{2}\right) \gamma_{\lambda} \gamma_{\mathrm{s}}-f_{A}\left(k^{2}\right) \sigma_{\alpha_{\mathrm{R}}} k_{7} \gamma_{5}-i h_{A}\left(k^{2}\right) k_{\lambda} \gamma_{\mathrm{s}}\right] \\
& \left.\times\left[1 /\left(p_{1}-q-i M\right)\right] i r_{a} \gamma_{b j}\right) x_{i \mu}\left(p_{1}\right), \tag{21}
\end{align*}
$$

from which the $A_{i}{ }^{P}$ are easily obtained. Since the divergence of the terms proportional to $f_{A}\left(k^{2}\right)$ vanishes

[^17]identically and since the divergence of the terms propartional to $h_{A}\left(k^{2}\right)$ vanishes when $k^{2}=0$, we write down only the pole contributions proportional to $g_{A}\left(k^{2}\right)$ :
\[

$$
\begin{align*}
A_{1}{ }^{P}= & \frac{g_{r g}\left(k^{2}\right)}{2 M}\left[\delta_{a B}\left(\frac{1}{\nu_{P}-\nu} \frac{1}{\nu_{B}+\nu}\right)\right. \\
& \left.+\frac{1}{2}\left[\tau_{a}, \tau_{B}\right]\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)\right], \\
A_{3}{ }^{P}= & \frac{g_{r g_{A}}\left(k^{2}\right)}{2 M}\left[\delta_{a A}\left(\frac{1}{\nu_{\nu_{B}}-\nu}+\frac{1}{\nu_{B}+\nu}\right)\right.  \tag{22}\\
& \left.+\frac{1}{2}\left[\tau_{B}, \tau_{B}\right]\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)\right]
\end{align*}
$$
\]

The amplitudes $A_{2}$ and $A_{4}, \cdots, A_{\mathrm{g}}$ have no pole contributions proportional to $g_{A}\left(k^{2}\right)$.

Let us now evaluate

$$
\left(\pi N\left|\partial_{\lambda} J_{\lambda}{ }^{A}\right| N\right\rangle=-i k_{\lambda}\left(\pi N\left|J_{\lambda}^{A}\right| N\right)
$$

at $k^{2}=0$. Using the decomposition of $\langle\pi N| J_{\lambda} \Lambda|N\rangle$ into covariants $A_{j}$, splitting each $A_{j}$ into parts $A_{j}{ }^{P}$ and $\bar{A}_{j}$, and evaluating the $A_{1}{ }^{P}$ from Eq. (22), leads to the result that

$$
\begin{align*}
& {\left.\left[\left(p_{10} / M\right)\left(p_{20} / M\right) 2 k_{0}\right]^{1 / 2}\left(\pi N\left|\partial_{\lambda} J_{\lambda} A\right| N\right\rangle\right|_{k^{\prime}-0}} \\
& \quad=\bar{u}\left(p_{2}\right) x_{f^{*}} \psi_{a}^{*} M_{a B}\left(\sqrt{2} \psi_{B^{+}}\right) x_{i} u\left(p_{1}\right) \tag{23}
\end{align*}
$$

with

$$
\begin{align*}
& M_{a \beta}=A\left(\nu, \nu_{B}\right)_{\alpha \beta}-i k B\left(\nu_{2} \nu_{B}\right)_{\alpha \beta}, \\
& A\left(\nu, \nu_{B}\right)_{\alpha \beta}=\frac{1}{\sqrt{2}}\left\{-2 M_{\nu}\left(\bar{A}_{1}+\bar{A}_{2}\right)_{\alpha \beta}\right. \\
& \left.+2 M \nu_{B} \bar{A}_{8 \alpha \beta}+2 g_{r g}(0) \delta_{a \beta}\right\}, \\
& B\left(\nu, \nu_{B}\right)_{\alpha \beta}=\frac{1}{\sqrt{2}}\left\{2 M \bar{A}_{1 \alpha \beta}-M \bar{A}_{4 \alpha \beta}+2 M \nu \bar{A}_{5 \alpha \beta}\right.  \tag{24}\\
& -2 M_{V_{B}} \bar{A}_{B A}+g_{g} g_{A}(0) \\
& \times\left[\delta_{\alpha B}\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)\right. \\
& \left.\left.+\frac{1}{2}\left[\tau_{a}, \tau_{B}\right]\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)\right]\right\} .
\end{align*}
$$

According to the PCAC hypothesis, we can also evaluate $\langle\pi N| \partial_{\lambda} J_{\lambda}{ }^{\Lambda}|N\rangle$ as $\langle\pi N| C \varphi_{\mathbf{r}}|N\rangle$. This gives

$$
\begin{align*}
& M_{a s}=\frac{\sqrt{2} M g_{A}(0)}{g_{r} K^{N N r}(0)}\left[A^{\sim N}\left(\nu_{1} \nu_{B}, k^{2}=0\right)_{a \beta}\right. \\
& \left.-i k B^{2 N}\left(\nu, \nu_{B}, k^{2}=0\right)_{a B}\right] \\
& \left.=\frac{\sqrt{2} M g_{A}(0)}{g_{r} K^{N N \tau}(0)} \right\rvert\, A^{\mathrm{rN}}\left(\nu, \nu_{B}, k^{2}=0\right)_{a \beta} \\
& -i k B^{r N}\left(\nu, \nu_{B}, k^{2}=0\right)_{\alpha B}-i k \frac{g_{r^{2}}}{2 M} K^{N N r}(0) \\
& \times\left[\delta_{a S}\left(\begin{array}{cc}
1 & 1 \\
\nu_{B}-\nu & \nu_{B}+\nu
\end{array}\right)\right. \\
& \left.\left.+\frac{1}{2}\left[\tau_{\alpha}, \tau_{B}\right]\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)\right]\right\} . \tag{25}
\end{align*}
$$

The amplitudes $A^{\sim^{N}}\left(\nu, \nu_{B}, k^{2}=0\right)$ and $B^{\sim N}\left(\nu, \nu_{B}, k^{2}=0\right)$ describe pion-nucleon scattering with the initial pion a virtual pion of (mass) ${ }^{2}=-k^{2}=0$ and with the final pion a real pion of (mass) ${ }^{2}=M_{\pi}^{2} .{ }^{8}$ We have separated off the pole terms of $B$ ( $A$ has no pole terms); $\hat{B}$ denotes everything which is left over after this separation is made.

Comparing Eqs. (24) and (25), we see that the pole terms proportional to

$$
\begin{equation*}
\delta_{\alpha \beta}\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)+\frac{1}{2}\left[\tau_{\alpha}, \tau_{B}\right]\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right) \tag{26}
\end{equation*}
$$

are identical. This is consistent with the requirements of PCAC. A remarkable fact emerges when we consider the equation for the $A$ amplitudes,

$$
\begin{align*}
& (1 / \sqrt{2})\left[-2 M \nu\left(\bar{A}_{1}+\bar{A}_{2}\right)_{a A}+2 M \nu_{B} A_{3 \alpha A}+2 g_{r g}(0) \delta_{a B}\right] \\
& \quad=\left[\sqrt{2} M g_{A}(0) / g_{r} K^{N N r}(0)\right] A^{N N}\left(\nu, \nu_{B}, k^{2}=0\right)_{\alpha A} . \tag{27}
\end{align*}
$$

Let us set $\nu=\nu_{B}=0$. Since the $\bar{A}_{j}$ have all pole terms removed, and since they have no kinematic singularities,

$$
\begin{equation*}
\lim _{\rightarrow \rightarrow 0} \nu\left(\bar{A}_{1}+\bar{A}_{2}\right)=\lim _{\vec{A} \rightarrow 0} \nu_{B} \bar{A}_{\mathrm{a}}=0 . \tag{28}
\end{equation*}
$$

Hence at $\nu=\nu_{B}=k^{2}=0$, all the unknown amplitudes drop out. Equation (27) then becomes

$$
\begin{equation*}
\delta_{\alpha \beta} g_{\sigma^{2}}^{M}=\frac{A^{\sim N}\left(\nu=0, \nu_{B}=0, k^{2}=0\right)_{\alpha \beta}}{K^{N N r}(0)} . \tag{29}
\end{equation*}
$$

Decomposing $A_{\alpha \beta}{ }^{\Gamma N}$ into symmetric and antisymmetric isotopic spin parts,

$$
\begin{equation*}
A_{\alpha \beta^{* N}}=A^{\pi N(+)} \delta_{\alpha \beta}+A^{* N(-) \frac{1}{2}\left[\tau_{\alpha}, \tau_{\beta}\right]} \tag{30}
\end{equation*}
$$

gives

$$
\begin{gather*}
\frac{g_{r}^{2}}{M}=\frac{A^{\pi N(+)}\left(\nu=0, \nu_{B}=0, k^{2}=0\right)}{K^{N N}(0)}  \tag{31}\\
0=A^{* N(-)}\left(\nu=0, \nu_{B}=0, k^{2}=0\right) \tag{32}
\end{gather*}
$$

Equation (32) is automatically satisfied by virtue of the odd crossing symmetry of $A^{* N(-)}$. Equation (31) is a nontrivial consistency condition waich must be satisfied if PCAC is true.

We saw above that the pole terms, which are the only pion-nucleon scattering terms of second order in the coupling constant $g_{r}$, do not contribute to the amplitude $A^{N^{N(+)}}$. The leading term in the perturbation series for $K^{N N \pi}$ is 1 . Consequently, if $A^{* N(+)} / K^{N N \pi}$ is expanded in a renormalized perturbation series, no term of order $g_{r}{ }^{2}$ will be present. Thus it is clear that the consistency condition is not an identity in the coupling constant. This makes it fundamentally different from relations obtained from unitarity or from crossing symmetry, which are always true order by order in perturbation theory.

[^18]Note that a similar consistency condition cannot be derived for the $B$ amplitudes, since the presence of the terms $2 M \bar{A}_{1}-M \bar{A}_{4}$ in Eq. (24) prevents the elimination of the unknown amplitudes $\bar{A}_{1}$ and $\bar{A}_{4}$.

In the next section, the condition of Eq. (31) is compared with experiment. Before going on to do this, let us summarize the properties of $J_{\lambda}{ }^{4}$ that were actually used in the derivation. Nowhere did we use the fact that $J_{\lambda}{ }^{1}$ is the weak axial-vector current which couples to the leptons. Clearly, the consistency condition may be derived if the following two conditions are met:
(i) There exists a local axial-vector current $J_{\lambda}$, the divergence of which is proportional to the pion field,

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}=C \varphi_{\mathrm{I}} \tag{33}
\end{equation*}
$$

(ii) In the nucleon vertex of $J_{\lambda}$, which apart from isospin is

$$
\begin{align*}
\langle N| J_{\lambda}|N\rangle= & \bar{u}\left(p_{2}\right)\left[G\left(k^{2}\right) \gamma_{\lambda} \gamma_{6}\right. \\
& \left.-F\left(k^{2}\right) \sigma_{\lambda,} k_{\eta} \gamma_{6}-i H\left(k^{2}\right) k_{\lambda} \gamma_{b}\right] u\left(p_{1}\right), \tag{34}
\end{align*}
$$

the form factors $G, F$, and $H$ are finite at $k^{2}=0$, and furthermore, $G(0)$ is nonvanishing. In the matrix element ( $\left.\pi N\left|J_{\lambda}\right| N\right\rangle$, the covariant amplitudes $A_{1, \cdots, 8}\left(\nu, \nu_{B}, k^{2}\right)$ are finite at $\nu=\nu_{B}=k^{2}=0$ once the poles which arise from the Born-approximation (one-particle intermediate state) diagrams are subtracted off. [Except for the requirement that $G(0)$ be nonvanishing, these conditions are necessarily satisfied if the form factors and covariant amplitudes in the two matrix elements of $J_{\lambda}$ satisfy the usual spectral conditions, that is, if their singularities as functions of the complex variables $\boldsymbol{k}^{2}, \nu$ and $\nu_{B}$ arise only from allowed intermediate states.]

Condition (ii) and the requirement of locality are essential for the derivation to go through. They are very restrictive conditions, and it is easy to find axialvector currents which do not satisfy them but which obey Eq. (33). For instance, the current $J_{\mathrm{A}}{ }^{\prime}$ defined by

$$
\begin{align*}
J_{\lambda}^{\prime} & =C \partial_{\lambda} \int D\left(x-x^{\prime}\right) \varphi_{\pi}\left(x^{\prime}\right) d^{4} x^{\prime}, \\
D(x) & =-\int \frac{e^{i k \cdot x}}{(2 \pi)^{4} k^{2}} \cdot i^{4} k, \tag{35}
\end{align*}
$$

satisfies $\partial_{\lambda} J_{\lambda}{ }^{\prime}=C \varphi_{\mathrm{r}}$, by construction. But $J_{\lambda}{ }^{\prime}$ is not local, and in the nucleon vertex of $J_{\lambda^{\prime}}, G\left(k^{2}\right)=0$ and $\boldsymbol{H}\left(k^{2}\right) \alpha 1 / k^{2}$, so that (ii) is violated.

## III. DISPERSION RELATIONS TEST OF CONSISTENCY CONDITION

In this section, we use pion-nucleon dispersion relations and experimental pion-nucleon scattering data to test whether Eq. (31) is satisfied in nature. By using dispersion relations, the on-mass-shell amplitude $A^{{ }^{* N(+)}}\left(\nu=0, \nu_{B}=0, k^{2}=-M_{v^{2}}^{2}\right)$ may be calculated from scattering data. However, Eq. (31) involves the off-mass-shell combination $A^{{ }^{N(+)}}\left(\nu=0, \nu_{B}=0, k^{2}=0\right) /$
$K^{N N}\left(k^{2}=0\right)$, requiring us to use a model to calculate the difference,

$$
\begin{align*}
& \frac{A^{\sim N(+)}\left(\nu=0, \nu_{B}=0, k^{2}=0\right)}{K^{N N r}\left(k^{2}=0\right)} \\
& \quad-A^{\times N(+)}\left(\nu=0, \nu_{B}=0, k^{2}=-M_{r}^{2}\right) . \tag{36}
\end{align*}
$$

We first give several alternative ways of using pionnucieon dispersion relations to calculate the on-masssheil amplitude. We then discuss a model for going off mass shell in $k^{2}$, and summarize the final results. In the remainder of this section, we take the charged pion mass to be unity. In these units the nucleon mass is $M=6.72$ and $^{9}$

$$
\begin{equation*}
g_{r}^{2} / M=27.4 \pm 0.7 \tag{37}
\end{equation*}
$$

The equations used in making the calculations described in this section are derived in the Appendix.

## A. Evaluation of $A^{=N(+)}\left(v=0, v_{B}=0, k^{2}=-1\right)$

We wish to evaluate the on-mass-shell amplitude $A^{=N(+)}(0,0-1)$. Since the point $\nu=\nu_{B}=0$ is not a physical one, we must use pion-nucleon dispersion relations to compute $A^{\sim N(+)}(0,0,-1)$ from scattering data. The fixed momentum transfer dispersion relation satisfied by $A^{N^{N(+)}}\left(\nu, \nu_{B},-1\right)$ is ${ }^{10}$

$$
\begin{align*}
& A^{\sim N(+)}\left(\nu, \nu_{B},-1\right) \\
& =\frac{1}{\pi} \int_{\nu_{0}+\nu_{B}}^{\infty} d \nu^{\prime} \operatorname{Im} A^{\sim N(t)}\left(\nu^{\prime}, \nu_{B},-1\right) \\
& \quad \times\left[\frac{1}{\nu^{\prime}-\nu}+\frac{1}{\nu^{\prime}+\nu}\right], \quad \nu_{0}=1+1 /(2 M) \tag{38}
\end{align*}
$$

Since the integral in Eq. (38) probably does not converge, it is necessary to introduce a subtraction.

## 1. Threshold Sublraclion

The usual procedure is to make a subtraction at threshold. This gives

$$
\begin{align*}
& A^{\sim N(+)}(0,0,-1)=A^{\sim N(t)}\left(\nu_{0}, 0,-1\right)-\frac{2}{\pi} \int_{\nu_{0}}^{\infty} \frac{d \nu^{\prime}}{\nu^{\prime}} \\
& \times \frac{\operatorname{Im} A^{\sim N(+)}\left(\nu^{\prime}, 0,-1\right) \nu_{0}^{2}}{\left(\nu^{\prime 2}-\nu_{0}{ }^{2}\right)}, \tag{39}
\end{align*}
$$

which has a strongly convergent integral. The integrand can be calculated in terms of phase shifts. The integral

[^19]was evaluated using the phase shift analysis of Roper ${ }^{11}$ up to a pion laboratory kinetic energy of $T_{\mathrm{r}}=700 \mathrm{MeV}$, where the integral was truncated. A convergence check indicated that the truncation error is small. The result is
\[

$$
\begin{equation*}
\frac{2}{\pi} \int_{v_{0}}^{\infty} \frac{d \nu^{\prime}}{\nu^{\prime}} \frac{\operatorname{Im} A^{\sim N(+)}\left(\nu^{\prime}, 0,-1\right) \nu_{0}^{2}}{\nu^{\prime 2}-v_{0}^{2}}=7.4 . \tag{40}
\end{equation*}
$$

\]

We make no error estimate bere since Roper gives no error estimate for his phase shifts.

The threshold subtraction constant can be expressed in terms of scattering lengths by

$$
\begin{align*}
& A^{-N(+)}\left(\nu_{0}, 0,-1\right) \\
& =\left(1+\frac{1}{2 M}\right) \sum_{i=0}^{\infty}[ \}_{3} a_{L^{(8 / 2)}}+\frac{1}{3} a_{L^{4}}^{(1 / 2)} \frac{(l+1)[2(l+1)]!}{2^{l+1}[(l+1)!]^{2}} \\
& -2 M \sum_{l=1}^{\infty}\left(\frac{a}{3}\left[a_{L}{ }^{(a / n)}-a_{+}{ }^{(a / n)}\right]\right. \\
& +\frac{1}{\frac{1}{2}}\left[a_{L}{ }^{(a / x)}-a_{L^{2}}^{(a / n)}\right] ; \frac{l(2 l) l}{2^{\prime}(l l)^{2}}, \tag{41}
\end{align*}
$$

where $a_{b_{t}}{ }^{(1)}$ is the scattering length in the channel with isospin $I_{\text {, orbital angular momentum } l} l_{1}$ and total angular momentum $J=l \pm \frac{1}{3}$. Equation (41) is rapidly convergent and it suffices to keep only the $S_{-}, P_{-,}, D_{- \text {, and }}$ $F$-wave scattering lengths. Using the $S$ - and $P$-wave scattering lengths quoted by Woolcock ${ }^{12}$ and obtaining $D$ - and $F$-wave scattering lengths from Roper's polynomial and resonance fits to the phase shifts, gives

$$
\begin{align*}
& A^{=N(+)}\left(\omega_{0}, 0,-1\right)=37.3 \pm 0.7 \\
& A^{\sim N(+)}(0,0,-1)=29.9 \pm 0.7 \tag{42}
\end{align*}
$$

The threshold subtraction constant arises almost entirely from the $P$-wave scattering lengths. The error estimates take into account only the errors in the $S$ and $P$-wave scattering lengths quoted by Woolcock.

Alternatively, we can obtain all scattering lengths from the threshold behavior of Roper's Gits to the phase shifts, giving

$$
\begin{align*}
A^{\sim N(+)}\left(\nu_{0}, 0,-1\right) & =40.7  \tag{43}\\
A^{* N(t)}(0,0,-1) & =33.3 .
\end{align*}
$$

## 2. Broad Area Sublraction Method

There is a fairly large discrepancy between Woolcock's scattering lengths and the threshold behavior of Roper's

[^20]phase shifts. This suggests that it would be desirable to perform the subtraction in a manner which does not weight threshold behavior so heavily. We give a method which effectively smears the subtraction over a finite segment of the real axis and has the additional advantage of containing a built-in consistency check on the phase shift data used. Let us consider the function
\[

$$
\begin{equation*}
F(\nu)=\frac{A^{\sim N(+)}\left(\nu, \nu_{B}=0, k^{2}=-1\right)}{\left[\left(\nu-\nu_{0}\right)\left(\nu+\nu_{0}\right)\left(\nu-\nu_{m}\right)\left(\nu+\nu_{m}\right)\right]^{1 / 2}}, \tag{44}
\end{equation*}
$$

\]

where $\nu_{m}>\nu_{0}$ lies on the physical cut. Since $F(\nu)$ approaches zero at $\mu=\infty$, we can write an unsubtracted dispersion relation

$$
\begin{equation*}
F(\nu)=\frac{1}{\pi} \int_{\nu_{0}}^{\infty} d \nu^{\prime} \frac{\Delta F\left(\nu^{\prime}\right)}{2 i}\left(\frac{1}{\nu^{\prime}-\nu}+\frac{1}{\nu^{\prime}+\nu}\right), \tag{45}
\end{equation*}
$$

where $\Delta F\left(v^{\prime}\right)=F\left(\nu^{\prime}+i \epsilon\right)-F\left(\nu^{\prime}-i \varepsilon\right)$ is the discontinuity of $F$ across the cut from $\nu_{0}$ to $\infty$. The square root in the denominator has opposite signs on the opposite sides of its cut from $\nu_{0}$ to $\nu_{m}$ and has no cut from $\nu_{m}$ to $\infty$. Consequently,

$$
\begin{align*}
& \frac{\Delta F\left(\nu^{\prime}\right)}{2 i}=-\frac{\operatorname{Re} A^{\sim N(+)}\left(\nu^{\prime}, 0,-1\right)}{\left[\left(\nu^{\prime}-\nu_{0}\right)\left(\nu^{\prime}+\nu_{0}\right)\left(\nu_{m}-\nu^{\prime}\right)\left(\nu_{m}+\nu^{\prime}\right)\right]^{1 / 2}} \\
& \nu_{0}<\nu^{\prime}<\nu_{m},  \tag{46}\\
& \frac{\Delta F\left(\nu^{\prime}\right)}{2 i}=\frac{\operatorname{Im} A^{\text {rN(t) }}\left(\nu^{\prime}, 0,-1\right)}{\left[\left(\nu^{\prime}-\nu_{0}\right)\left(\nu^{\prime}+\nu_{0}\right)\left(\nu^{\prime}-\nu_{m}\right)\left(\nu^{\prime}+\nu_{m}\right)\right]^{1 / 2}} \\
& \nu_{m}<\nu^{\prime}<\infty, \\
& \text { giving } \\
& A^{\mathrm{rN}^{(+)}}(0,0,-1) \\
& \begin{array}{c}
=\frac{2}{\pi} \int_{m_{0}}^{\nu_{m}} \frac{d \nu^{\prime}}{\nu^{\prime}} \frac{\operatorname{Re} A^{\pi N(+)}\left(\nu^{\prime}, 0,-1\right) \nu_{0} \nu_{m}}{\left[\left(\nu^{\prime}-\nu_{0}\right)\left(\nu^{\prime}+\nu_{0}\right)\left(\nu_{m}-\nu^{\prime}\right)\left(\nu_{m}+\nu^{\prime}\right)\right]^{1 / 2}} \\
-2 \int_{\pi}^{\infty} \frac{d \nu^{\prime}}{\nu^{\prime}} \frac{\operatorname{Im} A^{\pi N(+)}\left(\nu^{\prime}, 0,-1\right) \nu_{0} \nu_{m}}{\left[\left(\nu^{\prime}-\nu_{0}\right)\left(\nu^{\prime}+\nu_{0}\right)\left(\nu^{\prime}-\nu_{m}\right)\left(\nu^{\prime}+\nu_{m}\right)\right]^{1 / 2}} .
\end{array} \tag{47}
\end{align*}
$$

This equation involves $\operatorname{Re} A^{-N(+)}$ over a segment of finite length, not just at threshold. In the limit as $\nu_{m}$ approaches $\nu_{0}$, Eq. (47) becomes identical with Eq. (39) for the threshold subtraction. The fact that Eq. (47) involves no principal value integrals makes numerical evaluation easy.

If the exact values of $\operatorname{Re} A^{=N(t)}$ and $\operatorname{Im} A^{=N(+)}$ wetre used to evaluate the integrals, Eq. (47) would clearly give the same answer for all values of $\nu_{m}$ between $\nu_{0}$ and $\infty$. Thus, by varying $\nu_{m}$ we can check the consistency of the phase shifts used to evaluate $A^{\sim N(+)}\left(\nu^{\prime}, 0,-1\right)$.

Using the phase shift data of Roper and integrating up to a pion laboratory kinetic energy of 700 MeV gives
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Tably I. $A$ A ${ }^{(4+)}$ versus length of the square-root cut, as calculated by using fixed momentum transfer dispersion relations. The upper end of the square-root cut lies at pion-nucieon center-of-mass energy $W_{m}=\mathcal{N}_{f}+\omega_{m}$. At threshold, $\omega_{m}=1$, and at the peak of the $(3,3)$

| $\cdots$ | 1.7 | 1.8 | 1.9 | 2.0 | 2.1 | 2.2 | 2.3 | 2.4 | 2.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 29.70 | 29.43 | 29.16 | 28.90 | 28.66 | 28.44 | 28.23 | 28.02 | 27.8 |
| $\begin{gathered} A=未(+1)(0,-1 / 2 u,-1) \\ i=1=-1 / 2 U) \end{gathered}$ | 26.73 | 26.54 | 26.36 | 26.17 | 26.00 | 25.83 | 25.67 | 25.51 | 25.36 |
| D | 2.97 | 2.89 | 2.80 | 2.73 | 2.66 | 2.61 | 2.56 | 2.51 | 2.47 |

the resilts sbown in Table I. It is convenient to introdiuce a parameter $\omega_{m}$, such that the upper end of the scuare-roor cut lies at pion-nucleon center-of-mass exergy $F_{m}=M+\omega_{\text {en }}$. In terms of $\omega_{m}$, the parameter $\nu_{m}$ $i_{i}$ given $b_{y} r_{m}=\nu_{B}+\omega_{m}+\omega_{m}{ }^{2} / 2 M$. In changing $\omega_{m}$ from 1.7 to 2.5 , we move the upper end of the square-root cut arross the peak of the $(3,3)$ resonance, thus considerably aitering the distribution of the integral between the two terms in Eq. (47). Still, the total varies by less than $10 \%$, indicating that Roper's phase shifts are reasonably consistent with dispersion relations in the $(3,3)$ resonance region. The end of the cut was not taken greater than $\omega_{m}=2.5$ to avoid introducing a large truncation crror from extending the integrals only to 700 MeV . A convergence check indicated that in all cases shown in Table I the truncation error is small.
The result of this analysis may be stated as

$$
\begin{equation*}
A^{\mathrm{NN}(+)}(0,0,-1)=28.7 \pm 0.9 \tag{48}
\end{equation*}
$$

where we have taken as the error estimate the variation of $A^{* N(+)}$ as $\omega_{m}$ is moved across the peak of the (3,3) resonance.

## 3. Allernative Broad-Area Sublraction Method

As a further check, we have used an alternative method to evaluate $A^{\sim N(+)}(0,0,-1)$. Let us write

$$
\begin{gather*}
A^{\sim N(+)}(0,0,-1)=D+A^{\sim N(t)}\left(\nu=0, \nu_{B}=-1 / 2 M_{1}-1\right), \\
D=A^{2 N(t)}\left(\nu=0, \nu_{B}=0,-1\right)  \tag{49}\\
-A^{* N(+)}\left(\nu=0, \nu_{B}=-1 / 2 M,-1\right) .
\end{gather*}
$$

In other words, we add and subtract the quantity $A^{\circ N(+)}(0,-1 / 2 M,-1)$. In the difference term $D$, we evaluate $A^{N(+)}(0,-1 / 2 M,-1)$ by using the fixed momentum transfer dispersion relation for $\boldsymbol{A}^{* N(t)}$. [See Eq. (38)] with a broad area subtraction. This is just the method used above to evaluate $A^{* N(t)}(0,0,-1)$. The results are shown in Table I. Clearly, in forming the difference $D$ of the amplitudes for different values of momentum transfer $\nu_{B}$, much of the variation of the result with $\omega_{m}$ cancels out. This is probabily not accidental. If we take as error estimate the variation of $D$ as $\omega_{m}$ is moved across the $(3,3)$ resonance peak, we find

$$
\begin{equation*}
D=2.65 \pm 0.3 \tag{50}
\end{equation*}
$$

We now add back $A^{\text {NN(t) }}(0,-1 / 2 M,-1)$ evaluated by an independent method. Let us recall that $\nu_{B}=-1 /$ (2M) corresponds to forward pion-nucleon scattering. Since the even isotopic spin forward scattering amplitude is given by
$F^{(+)}(p)=A^{2 N(+)}(\nu,-1 / 2 M,-1)$

$$
\begin{equation*}
+\nu B^{r N(+)}\left(\nu,-1 / 2 M_{1}-1\right), \tag{51}
\end{equation*}
$$

we have

$$
\begin{equation*}
F^{(+)}(0)=A^{* N(+)}(0,-1 / 2 M,-1) . \tag{5}
\end{equation*}
$$

Thus, we can use ordinary forward dispersion relations ${ }^{12}$ to evaluate $A^{\text {N }}(+)(0,-1 / 2 M,-1)$. Making a broad area subtraction gives

$$
A^{\sim N(+)}(0,-1 / 2 M,-1)
$$

$$
\begin{align*}
&= \frac{g^{2}}{M} \frac{\nu_{m}}{\left[\left(\nu_{m}^{2}-1 / 4 M^{2}\right)\left(1-1 / 4 M^{2}\right)\right]^{1 / 2}} \\
&+\frac{2}{\pi} \int_{1}^{m=} \frac{d \nu^{\prime}}{\nu^{\prime}} \frac{\operatorname{Re} F^{(+)}\left(\nu^{\prime}\right) \nu_{m}}{\left[\left(\nu^{\prime}-1\right)\left(\nu^{\prime}+1\right)\left(\nu_{m}-\nu^{\prime}\right)\left(\nu_{m}+\nu^{\prime}\right)\right]^{1 / 2}} \\
&-\frac{2}{\pi} \int_{m=}^{\infty} \frac{d \nu^{\prime}}{\nu^{\prime}} \frac{\operatorname{Im} F^{(+)}\left(\nu^{\prime}\right) \nu_{m}}{\left[\left(\nu^{\prime}-1\right)\left(\nu^{\prime}+1\right)\left(\nu^{\prime}-\nu_{m}\right)\left(\nu^{\prime}+\nu_{m}\right)\right]^{1 / 2}} . \tag{53}
\end{align*}
$$

We recall that

$$
\begin{equation*}
\operatorname{Re} F^{(+)}\left(\nu^{\prime}\right)=\frac{4 \pi}{M}\left[2 M \nu^{\prime}+M^{2}+1\right]^{1 / 2} \operatorname{Re}\left(f_{1}^{(+)}+f_{2}^{(+)}\right)^{\prime}, \tag{54}
\end{equation*}
$$

where $f_{1}{ }^{(+)}$and $f_{2}^{(+)}$are the usual center-of-mass [isospin ( + )] pion-nucleon scattering amplitudes. Furthermore, ${ }^{13}$

$$
\begin{equation*}
\operatorname{Im} F^{(+)}\left(\nu^{\prime}\right)=\frac{1}{2}\left(\nu^{\prime 2}-1\right)^{1 / 2}\left[\sigma_{+}\left(\nu^{\prime}\right)+\sigma_{-}\left(\nu^{\prime}\right)\right], \tag{55}
\end{equation*}
$$

where $\sigma_{+}\left(\nu^{\prime}\right)$ and $\sigma_{-}\left(\nu^{\prime}\right)$ are, respectively, the total $\pi^{+} p$ and $\pi^{-} p$ cross sections. To evaluate the integrals, we used Roper's phase shifts for laboratory pion kinetic energies below 700 MeV . Above 700 MeV , we used the tabulation of $\sigma_{+}$and $\sigma_{-}$given by Amblard el al. ${ }^{14}$ and the

[^21]Table II. $A \nabla^{N(t)}$ versus length of the square root cut, as calculated by using forward scattering dispersion relations.

| $\omega_{m}$ | 1.5 | 2.1 | 2.7 | 3.3 | 3.9 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A^{\circ} N^{(+)}(0,-1 / 2 M,-1)$ | 26.33 | 26.23 | 26.15 | 26.09 | 26.07 |

asymptotic region fit of Von Dardel et al. ${ }^{15}$ The results, shown in Table II, give

$$
\begin{align*}
A^{\Psi N(+)}(0,-1 / 2 M,-1) & =26.15 \pm 0.2  \tag{56}\\
A^{\nabla N(+)}(0,0,-1) & =28.8 \pm 0.4
\end{align*}
$$

where we have taken as the error estimate the variation of $A^{\left.\sim^{N( }+\right)}(0,-1 / 2 M,-1)$ as $\omega_{m}$ is varied from 1.5 to 3.9. We have not included in the error estimate the error in the factor $\mathrm{gr}^{2} / M$ appearing in Eq. (53), since when we divide by $g_{r}^{2} / M$ to compare the left- and righthand sides of Eq. (31) this error drops out.

The values of $A^{\text {F(+) }}(0,-1 / 2 M,-1)$ obtained by using fixed momentum transfer dispersion relations (Table I) and forward scattering dispersion relations (Table II) are in excellent agreement. When fixed momentum transfer dispersion relations are used, the total result for $A^{\sim N(t)}(0,-1 / 2 M,-1)$ comes from the integration over the physical cut. By contrast, when forward scattering dispersion relations are used, nearly all of the total comes from the pole term in the dispersion relations, which leads to the term $\left(g_{r}^{2} / M\right) \nu_{m}\left[\left(\nu_{m}^{2}-1 / 4 M^{2}\right)\right.$ $\left.\times\left(1-1 / 4 M^{2}\right)\right]^{-1 / 2}$ in Eq. (53). Thus, the two methods "sample" pion-nucleon scattering in very different ways. Their agreement gives us confidence that the numbers obtained from the dispersion relations calculations are reliable.

## B. Model for Going Off Mass Shell in $\boldsymbol{k}^{2}$

In order to compare the consistency condition with experiment we must calculate the difference

$$
\begin{equation*}
\left[A^{\sim N(+)}(0,0,0) / K^{N N \tau}(0)\right]-A^{\pi N(+)}(0,0,-1) \tag{57}
\end{equation*}
$$

To motivate the model which we use, let us return for a moment to the fixed momentum transfer dispersion relation for $A^{\text {r }}(t)(\nu, 0,-1)$,

$$
A=N(+)(\nu, 0,-1)=\frac{1}{\pi} \int_{=}^{\infty} d \nu^{\prime} \operatorname{Im} A^{\sim N(+)}\left(\nu^{\prime}, 0,-1\right) .
$$

Let us proceed as if no subtractions were necessary. We evaluate the integral by keeping only the resonant $(3,3)$ state in the integrand and going to the static limit. This gives

$$
\begin{equation*}
A^{\sim N(+)}(0,0,-1) \approx \frac{32}{3} M \pi \cdot \frac{1}{\pi} \int_{1}^{\infty} d \omega \frac{\operatorname{Im} f_{3,3}}{|q|^{2}} \tag{59}
\end{equation*}
$$

[^22]where $|q|$ is the pion center-of-mass momentum and where $f_{3,3}$ is the resonant $(3,3)$ partial wave amplitude. According to Chew et al.,$^{10}$ in the narrow resonance approximation one finds that
\[

$$
\begin{equation*}
\frac{1}{\pi} \int_{1}^{\pi} d \omega \frac{\operatorname{Im} f_{3,2}}{|q|^{2}} \approx \frac{g_{t^{2}}^{2}}{12 \pi M^{2}} \tag{60}
\end{equation*}
$$

\]

giving

$$
\begin{equation*}
A^{\approx N(+)}(0,0,-1) \approx(8 / 9)\left(g_{r}^{2} / M\right) \approx 24.4 \tag{61}
\end{equation*}
$$

This number is in good agreement with those obtained above by the proper procedure of using subtracted dispersion relations. The fact that a $(3,3)$ dominant, unsubtracted dispersion relation calculation gives a reasonable result for $A^{=^{(+)}( }(0,0,-1)$ suggests that such a calculation may also give a reasonable estimate of the change in $A^{\text {rN(+) }}$ produced by going off mass shell. Thus, as our model for going off mass shell in $k^{2}$, we take

$$
\begin{gather*}
\Delta \equiv \equiv\left[A^{\pi N(+)}(0,0,0) / K^{N N \pi}(0)\right]-A^{\sim N(t)}(0,0,-1), \\
=\frac{2}{\pi} \int_{0}^{\infty} \frac{d \nu^{\prime}}{\nu} \operatorname{Im}\left[\frac{A_{\mathrm{s}, \mathrm{~s}^{\sim N(t)}}\left(\nu^{\prime}, 0,0\right)}{K^{N N \pi}(0)}\right.  \tag{62}\\
-A_{\left.3.3^{* N(+)}\left(\nu^{\prime}, 0,-1\right)\right]}
\end{gather*}
$$

where the subscript 3,3 indicates that only the resonant partial wave is to be retained. ${ }^{16}$

The integral in Eq. (62) can be evaluated once the off-mass-shell partial wave amplitude $f_{3.3}\left(\nu^{2}, k^{2}=0\right)$ is known. It turns out that in the $(3,3)$ resonance region, a very good estimate of $f_{3,3}\left(\nu^{\prime}, k^{2}=0\right)$ is given by
$f_{3,8}\left(\nu^{\prime}, k^{2}=0\right) \approx f_{3,3}\left(\nu^{\prime}, k^{2}=-1\right) \frac{f_{3,3^{B}}\left(\nu^{\prime}, k^{2}=0\right)}{f_{3,3}{ }^{B}\left(\nu^{\prime}, k^{2}=-1\right)}$,
where $f_{3,3^{B}}$ denotes the $(3,3)$ projection of the Born approximation. ${ }^{17}$ Roughly speaking, the reasons for the validity of Eq. (63) are:
(i) Equation (63) gives $f_{3,3}\left(\nu^{\prime}, k^{2}=0\right)$ the phase of the $(3,3)$ on-mass-shell amplitude, as is required by unitarity.
(ii) The left hand, or "potential" singularity of $f_{3,3}\left(\nu^{\prime}, k^{2}\right)$ nearest to the physical cut is determined entirely by $f_{3,3}{ }^{B}\left(\nu^{\prime}, k^{2}\right)$. Multiplying $f_{3,3}\left(\nu^{\prime},-1\right)$ by $f_{3,3^{B}}\left(\nu^{\prime}, 0\right) / f_{3,3}{ }^{B}\left(\nu^{\prime},-1\right)$ gives the right-hand side of Eq. (63) approximately the correct nearly potential singularity structure for $f_{3,1}\left(\nu^{\prime}, 0\right)$. A detailed numerical analysis ${ }^{18}$ indicates that the error involved in using Eq.

[^23](63) for $f_{2.3}\left(p^{\prime}, 0\right)$, in the $(3,3)$ resonance region, may be as small as half a percent.

Since $f_{3, B^{B}}\left(v^{\prime}, 0\right)$ is proportional to $K^{N N \approx}(0)$, the pionic form factor of the nucleon drops out of the calculation. Substituting Eq. (63) into Eq. (62) and doing the integration numerically gives the result

$$
\begin{equation*}
\Delta \approx-0.5 \tag{64}
\end{equation*}
$$

Hence the model we have used indicates that extrapolation off mass shell has only a small effect, of order $2 \%$ of $g_{\mathrm{r}}{ }^{2} / M$. This figure corresponds to the fact that the two terms in the integrand of Eq. (62) cancel up to small terms of order $M_{=}^{2} / M^{2}$, which is about $2 \%$. The need to use a model is unfortunate, and the extrapolation off mass shell is the least certain aspect of the comparison of Eq. (31) with experiment. However, the apparent smaliness of $\Delta$ indicates that the model would have to fail very badly for there to be an appreciable effect on the numerical results.

## C. Summary

Adding the -0.5 obtained from going off mass shell to the results of Subsection A gives the final results shown in Table III. They indicate that unless the model

Table III. Final results for $A \nabla^{N(+)}(0,0,0) M / K^{N N(~}(0) g r^{2}$. The error estimates are obtained as indicated in the text.

| Method | Result | $\begin{gathered} \text { Error } \\ \text { eqtimate } \end{gathered}$ |
| :---: | :---: | :---: |
| Threshold subtraction, using Woolcock's $S$ - and $P$-wave scattering lengths. | 1.07 | $\pm 0.04$ |
| Threshold subtraction, using Roper's phase shift fits for all scattering lengths. | 1.20 | -•• |
| Broad area subtraction, using fixed momentum transler dispersion relations. | 1.03 | $\pm 0.04$ |
| Alternative broad ares subtraction method, using forward scattering dispersion relations. | 1.03 | $\pm 0.015$ |

used for going off mass shell is badly in error, the consistency condition of Eq. (31) is satisfied to within $10 \%$, and quite possibly to within $5 \%$. This fact, together with the success of the Goldberger-Treiman relation, suggests that the PCAC hypothesis deserves further study.

## IV. OTHER CONSISTENCY CONDITIONS

The consistency condition on pion-nucleon scattering is not the only condition on the strong interactions which is implied by PCAC. In this section, we discuss briefly the conditions connected with several other scattering amplitudes.

## A. Condition on Pion-Pion Scattering

Let us consider the pion-pion scattering reaction illustrated in Fig. 2. ${ }^{19}$ Let ( $p_{1}, \alpha$ ), ( $p_{2}, \beta$ ) be the four-

[^24]momenta and isospin indices of the initial pions, and ( $\left.p_{2}, \alpha^{\prime}\right),\left(p_{4}, \beta^{\prime}\right)$ the four-momenta and isospin indices of the final pions. We take all four-momenta to be incoming, so that the condition of energy-momentum conservation reads
\[

$$
\begin{equation*}
p_{1}+p_{2}+p_{2}+p_{4}=0 \tag{65}
\end{equation*}
$$

\]

We introduce the standard Mandelstam variables $s, t, u$ by

$$
\begin{align*}
& s=\left(p_{1}+p_{2}\right)^{2}=\left(p_{2}+p_{4}\right)^{2}, \\
& t=\left(p_{1}+p_{1}\right)^{2}=\left(p_{2}+p_{5}\right)^{2},  \tag{66}\\
& u=\left(p_{1}+p_{3}\right)^{3}=\left(p_{2}+p_{1}\right)^{2}, \\
& s+t+u=p_{1}^{2}+p_{2}^{2}+p_{1}^{2}+p_{4}^{2} .
\end{align*}
$$

The isospin structure of the pion-pion scattering matrix element is
$\left(16 p_{10} p_{20} p_{80} p_{40}\right)^{1 / 2}\left\langle\left.\pi \pi^{0 u t}\right|_{\pi \pi^{I n}}\right\rangle$

$$
\begin{equation*}
=\psi_{a^{*}}{ }^{*} \psi_{g^{*}}{ }^{*} M *=(s, b, u)_{a \beta, \alpha^{\prime} \beta^{\prime}} \psi_{a} \psi_{\beta} . \tag{67}
\end{equation*}
$$

From the requirement that the scattering amplitude be symmetric under interchange of the pions, we find that

$$
\begin{array}{r}
M^{* x}(s, t, u)_{a \beta, a^{\prime} \beta^{\prime}}=A^{* \pi}(s \mid t, u) \delta_{a \beta} \delta_{\alpha^{\prime} \beta^{\prime}}+A^{* \pi}(t \mid u, s) \delta_{a a^{\prime}} \delta_{\beta \beta^{\prime}} \\
+A^{* r}(u \mid t, s) \delta_{a \beta^{\prime}} \delta_{\beta a^{\prime}}, \quad(68) \tag{68}
\end{array}
$$

where $A=(s \mid t, u)$ is a symmetric function of $t$ and $u$. $A=r$ also depends on $p_{1}{ }^{2}, p_{2}{ }^{2}, p_{3}{ }^{2}$, and $p_{4}{ }^{2}$. It is easy to see that at the symmetric point $s=t=u=\left(p_{1}{ }^{2}+p_{2}{ }^{2}+p_{0}{ }^{2}+p_{4}{ }^{2}\right) / 3$, $A^{* x}$ is left invariant by the interchange $p_{1}{ }^{2} \leftrightarrow p_{2}{ }^{2}$, by the interchange $p_{3}{ }^{2} \leftrightarrow p_{1}{ }^{2}$, and by the simultaneous interchanges $p_{1}{ }^{2} \leftrightarrow p_{3}{ }^{2}, p_{2}{ }^{2} \leftrightarrow p_{1}{ }^{2}$.

Let us now consider the axial-vector matrix element $\langle\pi \pi| J_{\lambda}{ }^{\Delta}|\pi\rangle$. Let $p_{2} \equiv k$ be the momentum transfer and $\beta$ the isospin index associated with the current $J_{\lambda}{ }^{A}$, while we take ( $p_{1}, \alpha$ ), ( $p_{2}, \alpha^{\prime}$ ), and ( $p_{4}, \beta^{\prime}$ ) to be the fourmomenta and isospin indices of the three pions. The isospin structure of the axial-vector matrix element is
$\left(8 p_{10} p_{80} p_{40}\right)^{1 / 2}\langle\pi \pi| J_{\lambda}{ }^{\Lambda}|\pi\rangle$

$$
\begin{equation*}
=\psi_{\alpha^{*}}^{*} \psi_{s^{\prime}}, \cdots M(s, t, u)_{\alpha \beta, \alpha^{\prime},}{ }^{2} \psi_{\alpha} \psi_{\beta}{ }^{+} \tag{69}
\end{equation*}
$$

Defining Mandelstam variables as above, we find that the amplitude $M(s, t, u)_{a \beta, a^{\prime},}, \lambda$ is given by

$$
\begin{align*}
& M(s, t, u)_{a \beta, a^{\prime} \theta^{\prime}{ }^{\lambda}} \\
& =\left[A_{1}(s \mid t, u)\left(p_{3}+p_{4}\right)_{\lambda}+A_{2}(s \mid i, u)\left(p_{3}-p_{4}\right)_{\lambda}\right. \\
& \left.+A_{3}(s \mid t, u) p_{1 \lambda}\right] \delta_{\alpha \beta \delta_{a^{\prime}} \theta^{\prime}}+\left[A_{1}(t \mid u, s)\left(p_{1}+p_{3}\right)_{\lambda}\right. \\
& \left.+A_{2}(l \mid u, s)\left(p_{1}-p_{1}\right)_{\lambda}+A_{8}(l \mid u, s) p_{a \lambda}\right] \delta_{a a^{\prime}} \delta_{\beta \beta}, \\
& +\left[A_{1}(u \mid t, s)\left(p_{1}+p_{4}\right)_{\lambda}+A_{2}(u \mid t, s)\left(p_{1}-p_{1}\right)_{\lambda}\right. \\
& \left.+A_{\mathrm{a}}(u \mid t, s) p_{\partial \lambda}\right] \delta_{\alpha \beta^{\prime}} \delta_{\beta \alpha^{\prime}}, \tag{70}
\end{align*}
$$

where $A_{1}(s \mid t, u)$ and $A_{s}(s \mid t, u)$ are symmetric functions and $A_{3}(s \mid \ell, u)$ is an antisymmetric function of the variables $t$ and $u$.
There are no pole terms which contribute to the amplitudes $A_{1}, A_{2}$, and $A_{1}$ of Eq. (70). Thus, when

$$
\begin{equation*}
p_{2} \cdot p_{1}=p_{1} \cdot p_{2}=p_{2} \cdot p_{4}=0 \tag{71}
\end{equation*}
$$

we have $p_{2 \lambda} M(s, l, u)_{\alpha \beta, \alpha^{\prime} \beta^{\prime} \lambda}=0$, in other words,

$$
\begin{equation*}
\langle\pi \pi| \partial_{\lambda} J_{\lambda} A|\pi\rangle=0 . \tag{72}
\end{equation*}
$$

Equation (71) implies that we are at the symmetric point

$$
\begin{equation*}
s=t=u=k^{1}-M=^{2} \tag{73}
\end{equation*}
$$

Since $s+\imath+u=-3 M_{7}{ }^{2}+k^{2}$, we see that Eq. (73) can be satisfied when $k^{2}=0$, giving the result that $\langle\pi \pi| \partial_{\lambda} J_{\lambda}{ }^{1}|\pi\rangle$ vanishes when $k^{1}=0$ and $s=t=u=-M_{\mathbf{z}^{2}}$. The PCAC hypothesis allows us to write

$$
\begin{equation*}
\langle\pi \pi| \partial_{\lambda} J_{\lambda}{ }^{A}|\pi\rangle=C\langle\pi \pi| \varphi_{\pi}|\pi\rangle . \tag{74}
\end{equation*}
$$

Consequently, PCAC implies that

$$
\begin{equation*}
A^{\pi \pi}\left(s=-M_{\mp}^{2}\left|t=-M_{\nabla^{2}}^{2}, u=-M_{\mp}^{2}\right| k^{2}=0\right)=0 \tag{75}
\end{equation*}
$$

where $-k^{2}$ is the (mass) ${ }^{2}$ of one of the four pions and where the other three pions are on mass shell.

Comparison of Eq. (75) with experiment will be difficult, since the effect of one of the pions being off mass shell is very likely to be important. In particular, the negative of the pion-pion amplitude at the on-massshell symmetric point,
$-A^{* *}\left(s=-\frac{4}{3} M_{\tau}{ }^{2}\left|t=-\frac{4}{3} M_{\tau^{2}}{ }^{2}, u=-\frac{4}{3} M_{\mathbf{F}^{2}}{ }^{2}\right| k^{2}=-M_{\mathbf{\Sigma}}{ }^{2}\right)$
is just the effective pion-pion coupling constant ${ }^{19}$ and is not zero.

## B. Condition on Pion-Lambda Scattering ${ }^{10}$

The derivation in this case closely parallels the derivation given in Sec. II for the condition on $\pi N$ scattering. The generalized Born approximation diagrams for $\langle\pi \Lambda| J_{\lambda}{ }^{\Lambda} \mid \Lambda$ ) are shown in Fig. 3. In the derivation of Sec. II, we make the replacements
$i g_{\Gamma} \bar{\psi}_{N} \gamma_{5} \tau \psi_{N} \cdot \varphi_{\boldsymbol{T}} \rightarrow i g_{\Delta \Sigma}\left(\psi_{\Sigma}-\gamma_{5} \psi_{\Delta}+\bar{\psi}_{\Delta} \gamma_{5} \psi_{\Sigma^{+}}\right) \varphi_{\mathrm{I}}+\cdots$ (77)
to define the $\Lambda \Sigma_{\pi}$ strong vertex ${ }^{21}$;
$g_{A} \bar{\psi}_{N} \gamma_{\lambda} \gamma_{\sigma} \tau^{+} \psi_{N} \rightarrow$

$$
\begin{equation*}
g_{\Delta}{ }^{\Delta 2}\left(\Psi_{\Sigma}+\gamma_{\lambda} \gamma_{\delta} \psi_{\Delta}+\Psi_{\Delta} \gamma_{\lambda} \gamma_{\delta} \psi_{\Sigma^{-}}\right)+\cdots \tag{78}
\end{equation*}
$$

to define the $\boldsymbol{\Lambda \Sigma}$ weak vertex; and

$$
\begin{equation*}
A_{\alpha \beta^{T N}}-i k B_{a \beta^{\pi N}} \rightarrow\left(A^{\times \Delta}-i k B^{\times \Delta}\right) \delta_{\alpha \beta} \tag{79}
\end{equation*}
$$

Fic. 2. Four-mamenta and isospin indices for $\pi$ scattering.


[^25]

Fig. 3. Generalized Born approrimatian diagrams for $\left(\mathbf{r} \Lambda\left|J_{\mathbf{2}} \boldsymbol{A}\right| \Lambda\right.$ ).
to define the $\pi \Lambda$ scattering amplitudes. Equation (27) becomes
$-2 M \nu\left(\bar{A}_{1}+\bar{A}_{2}\right)+2 M \nu_{B} A_{a}+2 g_{A \Sigma g_{A}}{ }^{A \Sigma}(0)$
$\times\left\{1-\frac{\sigma}{2}\left[\frac{1}{\nu_{B}-\nu+\sigma}+\frac{1}{\nu_{B}+\mu+\sigma_{-}}\right]\right\}$
$=\frac{g_{\Lambda}{ }^{\Delta x}(0)\left(M_{A}+M_{\Sigma}\right)}{g_{A \Sigma} K^{\Delta \Sigma}(0)} A^{\Delta \Lambda}\left(\nu, \nu_{B}, k^{2}=0\right)$,
where $\sigma=\left(M_{\mathrm{z}}^{2}-M_{\mathrm{A}}^{2}\right) /\left(2 M_{A}\right), \nu=-\left(p_{1}+p_{2}\right) \cdot k /\left(2 M_{A}\right)$, $\nu_{B}=q \cdot k /\left(2 M_{\mathrm{A}}\right)$, and where $K^{\Delta \Sigma}$ is the form factor of the $\Lambda \Sigma \pi$ vertex, normalized so that $K^{\Sigma \Sigma}\left(-M_{\pi}^{2}\right)=1$. Setting $\nu=\nu_{B}=0$ gives the consistency condition

$$
\begin{equation*}
0=A^{\tau \Delta}\left(\nu=0, \nu_{B}=0, k^{2}=0\right) . \tag{81}
\end{equation*}
$$

This is a null condition and thus differs greatly from the condition derived for $\pi N$ scattering. The difference arises from the fact that the intermediate state baryon in the generalized Born approximation for $\langle\boldsymbol{\pi} \Lambda| J_{\lambda} \Lambda|\Lambda\rangle$ is a $\Sigma$, which has a mass unequal to that of the external A. This makes the quantity $\sigma$ in Eq. (80) different from zero, with the result that the coefficient of $2 g_{\Delta \Sigma \Sigma g_{4}}{ }^{\Sigma \Sigma}(0)$ vanishes when $\nu$ and $\nu_{B}$ are set equal to zero. In the case of $\pi N$ scattering, $\sigma$ is zero, and a nonnull condition on $A^{* N}$ is obtained. It would be an interesting problem to try to determine from a study of $\pi \Lambda$ scattering whether Eq. (81) is satisfied.

## C. Other Reactions

The space-spin structures of $\left(\pi K\left|J_{\lambda} \Lambda\right| K\right)$ and $\langle\pi(\Sigma, \tilde{\Xi})| J_{\lambda}{ }^{\Lambda}|(\Sigma, \tilde{\Xi})\rangle$ are similar to the space-spin structures of $\left\langle\pi \pi\left[J_{\lambda}{ }^{\wedge}|\pi\rangle\right.\right.$ and $\langle\pi N| J_{\lambda}{ }^{\wedge}|N\rangle$, respectively. Consequently, there will be consistency conditions on the $\pi K$, the $\pi \Sigma$, and the $\pi$ 定 scattering amplitudes. Since $\langle\pi(\Sigma, Z)| J_{\lambda}{ }^{\Lambda}|(\Sigma, \Xi)\rangle$ has a generalized Born approximation diagram with an intermediate ( $\Sigma, \bar{\Xi})$, the consistency condition will be a nonnull condition, like Eq. (31) for $\pi N$ scattering, rather than a null condition, like Eq. (81) for $\pi \Lambda$ scattering.

We have not studied reactions with more than two particles in the final state. It would be interesting, for example, to determine from a study of $\left(\pi \pi N\left|J_{\lambda}{ }^{A}\right| N\right\rangle$ whether PCAC implies a consistency condition involving the amplitudes for $\pi+N \rightarrow \pi+\pi+N$.
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## APPENDIX

We derive here the equations used in the numerical calculations described in Sec. III. Let us consider the reaction $\pi(k)+N\left(p_{1}\right) \rightarrow \pi(q)+N\left(p_{2}\right)$, where the fourmomenta of the particles are indicated in parentheses. We take the nucleons and the final pion to be on mass shell,

$$
\begin{equation*}
p_{1}^{2}=p_{2}^{2}=-M^{2}, \quad q^{2}=-M_{r^{2}}^{2}, \tag{A1}
\end{equation*}
$$

but keep $k^{\mathbf{2}}$ arbitrary. Let $\mathbf{k}=-p_{1}$ and $\mathbf{q}=-p_{2}$ be, respectively, the momenta of the initial and final pion in the center-of-mass frame of the reaction, and let $k_{0,} p_{10}$, $q_{0}, p_{20}$ be the center-of-mass particle energies. We denote by $W$ the total center-of-mass energy

$$
\begin{align*}
W & =k_{0}+p_{10}=q_{0}+p_{20} \\
k_{0} & =\left(W^{2}-M^{2}-k^{2}\right) / 2 W, \\
q_{0} & =\left(W^{2}-M^{2}+M_{\star}^{2}\right) / 2 W,  \tag{A2}\\
p_{10} & =\left(W^{2}+M^{2}+k^{2}\right) / 2 W, \\
p_{20} & =\left(W^{2}+M^{2}-M_{\mathrm{r}}^{2}\right) / 2 W
\end{align*}
$$

We denote by $\varphi$ the center-of-mass scattering angle between the final and initial pion, so that

$$
\begin{equation*}
y=\cos \varphi=q \cdot \hat{k}, \tag{A3}
\end{equation*}
$$

where $\dot{q}$ and $k$ are unit vectors along the directions of the final and initial pion, respectively. The magnitudes $|\mathbf{q}|$ and $|\mathbf{k}|$ are clearly given by

$$
\begin{equation*}
|\mathbf{q}|=\left(q 0^{2}-M_{\nabla}^{2}\right)^{1 / 2}, \quad|\mathbf{k}|=\left(k_{0}^{2}+k^{2}\right)^{1 / 2} \tag{A4}
\end{equation*}
$$

The quantities $\nu$ and $\nu_{B}$ are related to $W$ and $\cos \varphi$ by

$$
\begin{align*}
\nu-\nu_{B} & =\left(W^{2}-M^{2}\right) / 2 M \\
\nu_{B} & =(1 / 2 M)\left[|\mathbf{q}||\mathbf{k}| \cos \varphi-q_{0} k_{0}\right] . \tag{AS}
\end{align*}
$$

The variable $\omega$, frequently used in going to the static limit, is defined by

$$
\begin{equation*}
\omega=W-M . \tag{A6}
\end{equation*}
$$

Let us introduce center-of-mass amplitudes $f_{1}$ and $f_{2}$ by writing

$$
\begin{align*}
& \tilde{u}\left(p_{2}\right)\left(A^{* N}-i k B^{\pi N}\right) u\left(p_{1}\right) \\
&=\frac{4 \pi W}{M} x_{2} \prime^{\prime}\left[f_{1}+f_{2} \sigma \cdot q \sigma \cdot k\right] x_{s i} \tag{A7}
\end{align*}
$$

where $A^{\sim N}$ and $B^{x N}$ are the covariant amplitudes used in the text and where $\chi_{a f}$ and $\chi_{a i}$ are the nucleon
spinors. (We suppress isospin structure.) The transformation relating the amplitudes $f_{1}, f_{2}$ to the amplitudes $A^{N^{N}}, B^{*^{N}}$ is

$$
\begin{equation*}
\frac{f_{1}}{\left[\left(p_{10}+M\right)\left(p_{20}+M\right)\right]^{1 / 2}}=\frac{1}{2 W} \frac{A^{\pi N}}{4 \pi}+\frac{W-M}{2 W} \frac{B^{2 N}}{4 \pi} \tag{A8}
\end{equation*}
$$

$$
\frac{f_{2}}{\left[\left(p_{10}-M\right)\left(p_{20}-M\right)\right]^{1 / 2}}=\frac{-1}{2 W} \frac{A^{N}}{4 \pi}+\frac{W+M}{2 W} \frac{B^{2 N}}{4 \pi}
$$

The partial wave expansion of $f_{1}$ and $f_{2}$ is given by

$$
\begin{align*}
& f_{1}=\sum_{i=0}^{\infty} f_{l+} P_{l+1}^{\prime}(y)-\sum_{l=2}^{\infty} f_{l} P_{l-1}^{\prime}(y) \\
& f_{2}=\sum_{l=1}^{\infty}\left(f_{l-}-f_{l+}\right) P_{l}^{\prime}(y) \\
& f_{l+}=\frac{1}{2} \int_{-1}^{1} d y\left[f_{2} P_{l+1}(y)+f_{1} P_{l}(y)\right]  \tag{A9}\\
& f_{l}=\frac{1}{2} \int_{-1}^{1} d y\left[f_{2} P_{l-1}(y)+f_{l} P_{l}(y)\right]
\end{align*}
$$

where $f_{l \pm}$ is the amplitude for the partial wave with orbital angular momentum $l$ and total angular momentum $J=l_{ \pm} \frac{1}{2}$. The symmetric isospin amplitude $f_{l^{(+)}}^{(+)}$is given in terms of the isotopic spin $\frac{3}{2}$ and $\frac{1}{2}$ amplitudes by

$$
\begin{equation*}
f_{l \pm}^{(t)}=\frac{\frac{1}{3}}{3} f_{l \pm}^{(1 / 2)}+\frac{1}{3} f_{l \pm}^{(1 / 2)} \tag{A10}
\end{equation*}
$$

Finally, we need the inverse of Eq. (A8) for the amplitude $A^{* N}$,

$$
\begin{align*}
& \frac{A^{* N}}{4 \pi}=\frac{(W+M) f_{1}}{\left[\left(p_{10}+M\right)\left(p_{20}+M\right)\right]^{1 / 2}} \\
&-\frac{(W-M) f_{2}}{\left[\left(p_{10}-M\right)\left(p_{20}-M\right)\right]^{1 / 2}} . \tag{A11}
\end{align*}
$$

## A. Equations for Threshold Subtraction and Static Limit

Let us first consider the case when $k^{2}=-M_{\nabla^{2}}{ }^{2}$ and derive the equations used in the threshold subtraction and the static limit treatments of the dispersion relations. Below the two-pion threshold,

$$
\begin{equation*}
f_{l \pm}^{(n)}=\exp \left[2 \delta_{l \pm}^{(n)}\right] \sin \delta_{l \pm}^{(n)} /|q| \tag{A12}
\end{equation*}
$$

where $\delta_{l \pm}{ }^{(n)}$ is the phase shift. The scattering length $a_{l \pm}{ }^{(I)}$ is defined by

$$
\begin{equation*}
a_{\ell \pm}^{(n)}=\lim _{|q| \rightarrow 0} \frac{f_{l_{ \pm}}(n)}{|\mathbf{q}|^{2 t}} \tag{A13}
\end{equation*}
$$

Using the facts that

$$
\begin{equation*}
\cos \varphi=\left[\left(2 M \nu_{B}+M_{\tau}^{2}\right) /|\mathbf{q}|^{2}\right]+1, \tag{A14}
\end{equation*}
$$

and that the leading term of $P_{l}^{\prime}(y)$ for large $y$ is

$$
\begin{equation*}
P_{l^{\prime}}^{\prime}(y) \sim\left[l(2 l) l / 2^{l}(l l)^{2}\right] y^{l-1}, \tag{A15}
\end{equation*}
$$

we find that, at threshold,

$$
\begin{align*}
& {\left[f_{1}^{(+)}\right]_{T}=\sum_{l=0}^{\infty}\left[\frac{2}{3} a_{l+}^{(3 / 2)}+\frac{1}{3} a_{L+}^{(1 / 2)}\right]} \\
& \times \frac{(l+1)[2(l+1)]!}{2^{l+1}[(l+1)!]^{2}}\left[2 M \nu_{B}+M_{*^{2}}\right]^{l}, \\
& {\left[\frac{f_{2}^{(+)}}{|q|^{2}}\right]_{T}=\sum_{l=1}^{\infty}\left\{\frac { n } { 3 } \left[a_{L}\left(\text { (af) }-a_{H}^{(t, n)}\right]\right.\right.}  \tag{A16}\\
& \left.+1\left[a_{L}{ }^{(1 / 2)}-a_{l+}{ }^{(1 / 2)}\right]\right\} \\
& \times \frac{l(2 l)!}{2^{l}(l!)^{2}}\left[2 M_{\nu_{B}}+M_{r^{2}}^{2}\right]^{l-1}, \\
& \frac{\left[A^{* N(+)}\right]_{T}}{4 \pi}=\left(1+\frac{1}{2 M}\right)\left[f_{1}^{(+)}\right]_{T}-2 M\left[\frac{f_{2}^{(+)}}{|q|^{2}}\right\rfloor_{T} .
\end{align*}
$$

When $\nu_{B}=0$, this is just the result stated in Eq. (41) of the text.

The static limit of $A^{\sim N(+)}$ is easily derived. According to Eqs. (A9-A11), when all partial wave amplitudes except $f_{3,9}=f_{4+}^{(a / 2)}$ are neglected, $A^{* N(t)}$ is given by

$$
\begin{align*}
\frac{A^{\times N(+)}}{4 \pi}=\left[3 \frac{W+M}{p_{20}+M}\right. & \frac{2 M \nu_{B}+q_{0}^{2}}{|\mathbf{q}|^{2}} \\
& \left.+\frac{(W-M)\left(p_{20}+M\right)}{|q|^{1}}\right]_{3}^{2} f_{2, \mathrm{a}} . \tag{A17}
\end{align*}
$$

In the static limit, when $\nu_{B}=0$, this is

$$
A^{\sim N(t)} \approx \frac{16}{3} \frac{M \pi \omega}{|q|^{2}} f_{3,2}
$$

Since in the static limit (when $\nu_{B}=0$ ) $\nu \approx \omega$ and $\nu_{0} \approx 1$, we have
$\frac{2}{\pi} \int_{\nu 0} \frac{d \nu^{\prime}}{\nu^{\prime}} \operatorname{Im} A^{\pi N(+)}\left(\nu^{\prime}, 0,-1\right)$

$$
\begin{equation*}
\approx \frac{32}{3} M \pi \cdot \frac{1}{\pi} \int_{1}^{\infty} d v \frac{\operatorname{Im} f_{8,3}}{|q|^{2}} \tag{A18}
\end{equation*}
$$

Consistency Conditions on the Strong Interactions Implied by a Partially Conserved Axial-Vector Current, Stephen L. Adler [Phys. Rev. 137, B1022 (1965)]. In Eqs. (16) and (23).

$$
\left[\left(p_{10} / M\right)\left(p_{20} / M\right) 2 k_{0}\right]^{1 / 2}
$$

should be

$$
\left[\left(p_{10} / M\right)\left(p_{20} / M\right) 2 q_{0}\right]^{1 / 2} .
$$

## B. Equations for Extrapolation off Mass Shell

Now let us consider $k^{2} \neq-M_{*}^{2}$ and derive the equations used for going off mass shell in $k^{2}$. According to our model, we wish to calculate

$$
\operatorname{Im} \Delta\left(\nu, k^{2}\right) \equiv\left[\operatorname{Im} A_{\mathrm{a}, 3^{* N(+)}}\left(\nu, 0, k^{2}\right) / K^{N N \tau}\left(k^{2}\right)\right]
$$

$$
\begin{equation*}
-\operatorname{Im} A_{\mathrm{a}, \mathrm{~s}^{* N(+)}}(p, 0,-1) \tag{A19}
\end{equation*}
$$

at $k^{2}=0$. From Eqs. (A9-A11) and Eq. (63) of the text, $\operatorname{Im} \Delta\left(\nu, k^{2}\right)$ is given by

$$
\begin{align*}
\operatorname{Im} \Delta\left(\nu, k^{2}\right)=\frac{4 \pi}{|q|^{2}} \frac{2}{3} \operatorname{Im} f_{2}, 2 & {\left[\frac{3(W+M) q_{0}^{2}}{p_{20}+M}\right.} \\
& \left.+\omega\left(p_{20}+M\right)\right](L-1), \tag{A20}
\end{align*}
$$

with

$$
\begin{align*}
& L= \frac{1}{K^{N N *}\left(k^{2}\right)} \frac{f_{3,3}{ }^{B}\left(\nu, k^{2}\right)}{f_{3,3}^{B}\left(\nu, k^{2}=-M_{\nabla}^{2}\right)} \frac{|q|}{|k|} \\
& \times \frac{3(W+M) q_{0} k_{0}}{\left[\left(p_{10}+M\right)\left(p_{20}+M\right)\right]^{1 / 2}}+\omega\left[\left(p_{10}+M\right)\left(p_{20}+M\right)\right]^{1 / 2}  \tag{A21}\\
& \frac{3(W+M) q_{0} 0^{2}}{p_{20}+M}+\omega\left(p_{20}+M\right)
\end{align*}
$$

The Born approximations are computed by substituting the isospin $\frac{3}{7}$ part of the Born approximation
into Eq. (A8) to calculate $f_{1}^{B(3 / 2)}$ and $f_{2}^{B(3 / 2)}$. The $J=\frac{3}{2}$ projection is then done by using Eq. (A9). The result is

$$
\begin{gather*}
\frac{1}{K^{N+}\left(k^{2}\right)} \frac{f_{3,8} 8^{B}\left(\nu, k^{2}\right)}{f_{2,3}^{B}\left(v, k^{\prime}=-M_{r^{2}}^{2}\right)}=\frac{|\mathrm{q}|}{|k|} \frac{N}{N^{\prime}}, \quad(\mathrm{A} 23)  \tag{A23}\\
N=\omega\left[\left(p_{10}+M\right)\left(p_{20}+M\right)\right]^{1 / 2} A(a) \\
+(W+M)\left[\left(p_{10}-M\right)\left(p_{20}-M\right)\right]^{1 / 2} C(a), \\
N^{\prime}=\omega\left(p_{20}+M\right) A\left(a^{\prime}\right)+(W+M)\left(p_{20}-M\right) C\left(a^{\prime}\right),
\end{gather*}
$$

where

$$
\begin{align*}
a^{\prime} & =\left(2 p_{20} q_{0}-M_{\mathrm{x}}^{2}\right) / 2|\mathbf{q}|^{2}, \\
A(a) & =1-\frac{a}{2} \ln [(a+1) /(a-1)],  \tag{A24}\\
C(a) & =-\frac{1}{2}\left[3 a+\left(\frac{1-3 a^{2}}{2}\right) \ln \left(\frac{a+1}{a-1}\right)\right] .
\end{align*}
$$

$$
\begin{align*}
& a=\left(2 p_{20} k_{0}+k^{2}\right) / 2|\mathbf{q} \| \mathbf{k}|, \tag{A22}
\end{align*}
$$
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#### Abstract

Consequences of the partially conserved axial-vector current (PCAC) hypothesis are explored. A set of simple rules is derived which relate the matrix element for any strong interaction process with the matrix element for the corresponding process in which an additional zero-mass, zero-energy pion is emitted or absorbed. A generalization to include lowest order electromagnetic processes is given. A theorem is stated and proved which shows how divergence equations of the form $\partial_{\lambda} J_{\lambda}=D$ are modified when a minimal electromagnetic interaction is switched on.


## INTRODUCTION

IN an earlier paper ${ }^{1}$ it was shown that the hypothesis of partially conserved $\Delta S=0$ axial-vector current (PCAC) leads to consistency conditions involving solely the strong interactions. One of these conditions, relating the pion-nucleon scattering amplitude $A^{* N(t)}$ and the pion-nucleon coupling constant $g_{r}$, was shown to agree with experiment to within $10 \%$. In this note we give a simplified and generalized derivation of the consistency conditions implied by PCAC. We will derive a set of simple rules which relate the matrix element for any strong interaction or first-order electromagnetic process with the matrix element for the corresponding process in which an additional zero-mass, zero-energy pion is emitted or absorbed. The rules are closely connected with the "chirality conservation" formulas of Nambu, Luriê, and Shrauner.

Let us begin by recalling certain definitions from (I). We denote by $J_{\lambda}{ }^{A}$ the strangeness-conserving weak axial current. By partially conserved axial-vector current we mean the hypothesis that

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}^{A}=\frac{-i \sqrt{2} M_{N} M_{=}^{2} g_{A}^{N}(0)}{g_{r} K^{N N_{r} r}(0)} \psi_{x}+R . \tag{1}
\end{equation*}
$$

Here $M_{N}$ is the nucleon mass, $M_{V}$ is the pion mass, $g_{A^{N}}(0)$ is the $\beta$-decay axial-vector coupling constant $\left[g A^{N}(0) \approx 1.2 \times 10^{-5} / \Delta M_{N^{2}}\right], g$. is the rationalized, renormalized pion-nucleon coupling constant $\left(g_{r}{ }^{2} / 4 \pi\right.$ $\approx 14.6$ ), and $\phi_{x}$ is the renornalized field operator which creates the $\boldsymbol{x}^{+}$. The quantity $K^{N N=}(0)$ is the pionic form factor of the nucleon evaluated at zero virtual pion mass; $K^{N N \tau}$ is normalized so that $K^{N N \Sigma}\left(-M \pi^{2}\right)=1$. In order to give content to the definition, we must specify properties of the residual operator $R$. We suppose that for states $\left\langle\beta\left(p_{F}\right)\right|$ and $\left|\alpha\left(p_{1}\right)\right\rangle$ for which $\left(\beta\left|\phi_{,}\right| \alpha\right) \neq 0$, and for momentum transfer near the one pion pole at $-M_{r^{2}}{ }^{2}\left[\mathrm{say}^{\prime}\right.$, for $\left.-M \pi^{2}<\left(p_{p}-p_{1}\right)^{2}<M_{r}^{2}\right]$, the matrix element of $R$ is much smaller than the matrix element of the pion operator term. In other words, we postulate that if $\langle\beta| \phi_{7}|\alpha\rangle \neq 0$ and if $\left|\left(p_{P}-p_{I}\right)^{2}\right|<M_{F}{ }^{2}$,

[^26]then
\[

$$
\begin{equation*}
\frac{|\langle\beta| R| \alpha\rangle \mid}{\left.\left[\sqrt{2} M_{N} M_{\pi}^{2} g_{A}^{N}(0) / g_{r} K^{N N x}(0)\right]\left|\langle\beta| \phi_{\nabla}\right| \alpha\right\rangle \mid} \ll 1 \tag{2}
\end{equation*}
$$

\]

In what follows we derive equalities which hold rigorously if the residual operator $R$ is zero. If $R$ is not zero, but satisfies the inequality of Eq. (2), the "equals" signs should be replaced by "approximately equals" signs.

It will be helpful to introduce a number of abbreviations and definitions. We denote by $k$ the momentum transfer $p_{P}-p_{r}$. Let us introduce the isotopic vector quantities $J_{\lambda}{ }^{d a}, \phi_{\mathbf{a}^{a}}(a=1,2,3)$, in terms of which

$$
\begin{equation*}
J_{\lambda}^{A}=\frac{1}{2}\left(J_{\lambda}^{A 1}+i J_{\lambda}^{A 3}\right), \quad \phi_{\pi}=(1 / \sqrt{2})\left(\phi_{\pi}{ }^{1}+i \phi_{\pi}^{2}\right) \tag{3}
\end{equation*}
$$

We denote the product $g_{r} K^{N N \tau}(0)$ by $g_{r^{N}}{ }^{N(0)}(0)$ Then the generalization of Eq . (1) to all three isospin components $J^{4 a}$ is (neglecting $R$ )

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}{ }^{\Lambda \epsilon}=-i\left(2 M_{N} M_{\tau^{2} g A^{2}}(0) / g_{r^{* N}}(0)\right) \phi_{\mathrm{r}}{ }^{a} \tag{4}
\end{equation*}
$$

It will be convenient to introduce an isospin notation for the $\Sigma$ and for the $\Xi$ analogous to that for the nucleon V. We introduce isospinors and isospin column vectors as follows:

$$
\begin{gather*}
\Xi 0 \rightarrow\binom{1}{0}, \Sigma \rightarrow\binom{0}{1} \\
\Sigma^{+} \rightarrow \frac{1}{\sqrt{2}}\left(\begin{array}{l}
1 \\
i \\
0
\end{array}\right), \Sigma^{0} \rightarrow\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad \Sigma^{-} \rightarrow \frac{1}{\sqrt{2}}\left(\begin{array}{c}
1 \\
-i \\
0
\end{array}\right] . \tag{5}
\end{gather*}
$$

By $u_{\Sigma}$ or $u_{\Sigma}$ we will mean the ordinary Dirac spinor for the hyperon, multiplied by the appropriate isospinor or isospin column vector. Let $\tau^{a}$ denote the usual Pauli matrices, and let $t^{N a}, l^{\Xi \pi}$, and $t^{\Sigma a}$ be the matrices defined by

$$
\begin{align*}
t^{N_{0}} & =t^{\Xi a}=\tau^{a},  \tag{6}\\
{\left[l^{2 *}\right]_{\mathrm{b}} } & =i_{\epsilon_{\text {bea }}} . \tag{7}
\end{align*}
$$

Then we may write the baryon matrix elements of $J_{\lambda}{ }^{A a}$ and of $J_{\mathbf{r}}{ }^{a}=\left(-\square+M_{r^{2}}{ }^{2}\right) \phi_{\boldsymbol{r}}{ }^{\text {a }}$ as follows. (We omit the induced pseudoscalar terms in $J_{\lambda}{ }^{A a}$, since these are
treated separately in the derivation below. See Refs. 4 and 6.)

$$
\begin{align*}
& \left\langle B\left(p_{F}\right)\right| J_{\lambda}{ }^{A \sigma}\left|B\left(p_{r}\right)\right\rangle \\
& =\left(\frac{M_{B}}{p_{F 0}} \frac{M_{H}}{p_{T 0}}\right)^{1 / 2} \bar{u}_{B}\left(p_{F}\right) g_{A}{ }^{B} \gamma_{\lambda} \gamma_{\delta}{ }^{B a} u_{B}\left(p_{I}\right), \\
& \left\langle B\left(p_{F}\right)\right| J_{\mathbf{r}}{ }^{\boldsymbol{a}}\left|B\left(\boldsymbol{p}_{I}\right)\right\rangle  \tag{8}\\
& =\left(\frac{M_{B}}{p_{F 0}} \frac{M_{B}}{p_{I 0}}\right)^{1 / 2} \bar{u}_{B}\left(p_{F}\right) i g_{r^{r}}{ }^{B} \gamma_{5} t^{B a} u_{B}\left(p_{I}\right) .
\end{align*}
$$

Here $B$ denotes $N, \Sigma$, or $\Xi$.
Using these definitions of the coupling constants, and Eq. (4), it is an easy matter to see that

$$
\begin{equation*}
\frac{M_{N g_{A}}(0)}{g_{r}{ }^{N}(0)}=\frac{M_{\Sigma g_{A}} \Sigma(0)}{g_{r} \Sigma \Sigma(0)}=\frac{M_{\Xi g_{A}} z^{2}(0)}{g_{r}{ }^{\Sigma}(0)} . \tag{9}
\end{equation*}
$$

Equation (9) will permit us to eliminate the axialvector coupling constants $g_{A}{ }^{N}, g_{A}{ }^{2}$, and $g_{A}{ }^{2}$ from the consistency conditions obtained in the next section.

## I. DERIVATION OF CONSISTENCY CONDITIONS

We take the matrix element of both sides of Eq. (4) between states $\left\langle\beta\left(p_{F}\right)^{\text {out }}\right|$ and $\left|\alpha\left(p_{f}\right)^{\text {in }}\right\rangle$, where $\beta$ and $\alpha$ are any systems of strongly interacting particles. This gives

$$
\begin{align*}
& k_{\lambda}\left\langle\beta\left(p_{P}\right)^{\text {out }}\right| J_{\lambda}{ }^{\Delta a}\left|\alpha\left(p_{I}\right)^{\text {in }}\right\rangle \\
& =\left(2 M_{N} M_{r^{2}} g_{A}{ }^{N}(0) / g_{r}{ }^{N}(0)\right)\left\langle\beta\left(p_{F}\right)^{\text {out }}\right| \phi_{r^{a}}\left|\alpha\left(p_{F}\right)^{\text {in }}\right\rangle, \\
& \left.=\frac{2 M_{N} g_{A}^{N}(0)}{g_{r^{N}}{ }^{N}(0)} \frac{M_{\pi}^{2}}{M_{F^{2}}{ }^{2}+k^{2}} ; \beta\left(p_{F}\right)^{\text {out }}\left|J_{\nabla}^{*}\right| \alpha\left(p_{F}\right)^{i n}\right\rangle . \tag{10}
\end{align*}
$$

Let us examine what happens in the limit as $k \rightarrow 0$ ( $p_{F} \rightarrow p_{I}$ ). The right-hand side of Eq. (10) in most cases approaches a finite limit, since

$$
\begin{equation*}
\lim _{\rightarrow \rightarrow p_{I}}\left\langle\beta\left(p_{F}\right)^{\text {out }}\right| J_{x}\left|\alpha\left(p_{T}\right)^{\text {in }}\right\rangle \tag{11}
\end{equation*}
$$



Fig. 1. The sort of situation which is excluded by the requirement that we avoid singularities of (pout $\left|\alpha^{\text {la }}\right\rangle$. When $p d^{2}$ $=\left(p_{1}+q_{1}-q_{2}\right)^{2}=-M_{N}{ }^{2}$, the diagram illustrated is infinite because the nucleon propagator joining the two bubbles is infinite. Such infinities can anse in general from pole diagrams contributing to ( $\boldsymbol{\rho}^{n v t} \mid \boldsymbol{a}^{\text {in }}$ ). (Pole diagrams are those which can be divided into two disconnected parts by cutting a single internal line.) We restrict ourselves in the text to values of the external four-momenta for which all pole diagrams contributing to ( $\boldsymbol{\beta}^{\mathrm{ave}} \mid \boldsymbol{\alpha}^{\mathrm{In}}$ ) are nonsingular.


Fig. 2. Ways of attaching the proper vertex of $J_{\mathbf{A}}{ }^{\wedge}$, represented by a henvy dot. The proper vertex can he (a) attacher to m internal line, (b) attached to a terminating external pion line, (c) attached to a nonterminating exteral line.
is just the matrix element for

$$
\alpha \rightarrow \beta+\text { (zero-mass, zero-energy' pion) }
$$

and is in general nonzero. ${ }^{2}$ Thus, the matrix element $\left\langle\beta\left(p_{F}\right)^{\text {out }}\right| J_{\lambda}{ }^{A c}\left|\alpha\left(p_{I}\right)^{\text {in }}\right\rangle$ must contain pole terms which go as $1 / k$, in order that the scalar product of $k$ with this matrix element have a finite limit. Clearly, if we can develop a simple set of rules for calculating these pole terms, we can calculate $\left\langle\beta\left(p_{F}\right)^{\text {out }}\right\} J_{\boldsymbol{*}}{ }^{a}\left|\alpha\left(p_{I}\right)^{\text {in }}\right\rangle$ to zeroth order in $k$.

Calculation of the pole terms in $\left(\beta\left(p_{f}\right){ }^{\text {ous }}\left|J_{\lambda}{ }^{d a}\right|\right.$ $\left.\alpha\left(p_{I}\right)^{10}\right)$ turns out to be quite easy. Let us restrict ourselves to values of the momenta of the particles in $a$ and in $\beta$ for which the matrix element $\left\langle\beta^{\circ u t} \mid \alpha^{i p}\right\rangle$ has no singularities. (The sort of situation we wish to exclude is illustrated in Fig. 1.) The renormalized matrix element for $\left\langle\beta\left(p_{F}\right)^{\text {out }}\right| J_{\lambda}{ }^{\wedge}\left|{ }_{\alpha}\left(p_{f}\right)^{\text {lo }}\right\rangle$ is obtained as follows': First we write down a complete set of irreducible or "skeleton" diagrams for the matrix element. Then we make a series of insertions in the skeleton diagrams. We replace each bare propagator by the renormalized propagator, each bare strong-interaction vertex by the renormalized proper strong-interaction vertex, and each bare vertex where $J_{\lambda}{ }^{4}$ acts by the renormalized proper vertex of $J_{\lambda}{ }^{4}$. We can divide the diagrams so obtained into three categories, according to where the proper vertex of $J_{\lambda}{ }^{4}$ is attached: (a) The proper vertex of $J_{\lambda}{ }^{4}$ is attached to an internal line [Fig. 2(a)]; (b) the proper vertex of $J_{\lambda}{ }^{A}$ is attached to an external pion line which terminates [Fig. 2(b)]; (c) the proper vertex of $J_{\lambda}{ }^{4}$ is attached to an external line which does not terminate [Fig. 2(c)].

[^27]Corresponding to this division, we cin write

$$
\begin{align*}
& \left\langle\beta\left(p_{F}\right)^{\text {out }}\right| k_{\lambda} J_{\lambda}{ }^{\lambda_{\varepsilon}}\left|\alpha\left(p_{I}\right)^{\text {in }}\right\rangle \\
& =\left\langle\beta\left(\rho_{P}\right)^{\text {Uut }}\right| k_{\lambda} J_{\lambda} \lambda^{-}\left|\alpha\left(p_{r}\right)^{i \nabla}\right\rangle^{1 N T} \\
& +\left\langle\beta\left(p_{p}\right)^{\text {out }}\right| k_{\lambda} J_{\lambda}{ }^{4=}\left|\alpha\left(p_{r}\right)^{\text {in }}\right\rangle^{\text {PION }} \\
& +\left\langle\beta\left(p_{P}\right)^{\text {out }}\right| k_{\lambda} J_{\lambda}{ }^{\Delta a}\left|\alpha\left(p_{T}\right)^{\text {in }}\right\rangle^{E X T} . \tag{12}
\end{align*}
$$

We now analyze in turn the contribution of each of the terms in Eq. (12):
(a) First let us consider the case where the proper vertex of $J_{\lambda}{ }^{\boldsymbol{A}}$ is attached to an internal line. Each diagram contributing to $\left\langle\beta\left(p_{p}\right)^{\text {aut }}\right| J_{\lambda}{ }^{\boldsymbol{A}} \mid \alpha\left(p_{r}\right)^{\left.{ }^{\mathrm{D}}\right\rangle^{1 N T}}$ corresponds to a diagram for ( $\beta^{a n} \mid \alpha^{\text {in }}$ ), but has an additional internal propagator. The requirement that ( $\beta^{\text {out }} \mid \alpha^{\text {in }}$ ) be nonsingular means that all internal momenta are either integrated over or are off the mass shell. Thus the additional propagator cannot give rise to an infinity as $k \rightarrow 0$, and we conclude that $\left(\beta\left(p_{F}\right)^{\text {out }} \mid\right.$ $k_{\lambda} J_{\lambda}{ }^{\Lambda}\left|\alpha\left(p_{I}\right)^{\text {in }}\right\rangle^{\mathrm{INT}}$ is of order $k .{ }^{\boldsymbol{b}}$
(b) The sum of all diagrams where the proper vertex of $J_{\lambda}{ }^{\boldsymbol{A}}$ is attached to a terminating external pion line is proportional to

$$
\begin{equation*}
\left\langle\beta\left(p_{P}\right)^{\circ \Delta \mathrm{t}}\right| J_{\tau}^{c}\left|\alpha\left(p_{1}\right)^{i n}\right\rangle\left[1 /\left(k^{2}+-M_{+}^{2}\right)\right]\left\langle\pi^{c}\right| J_{\lambda} A^{A a}|0\rangle . \tag{13}
\end{equation*}
$$

Using Eq. (4) to evaluate $\left\langle\pi^{c}\right| J_{\lambda}{ }^{\wedge}|0\rangle$ gives the result

$$
\begin{align*}
& \left\langle\beta\left(p_{F}\right)^{\circ \circ t}\right| k_{\lambda} J_{\lambda}{ }^{\Delta o}\left|\alpha\left(p_{I}\right)^{\text {in }}\right\rangle^{P I O N} \\
& =\frac{-k^{2}}{k^{2}+M_{\mp}^{2}} \frac{2 M_{N g_{1}}{ }^{N}(0)}{g_{r^{2 N}}(0)}\left\langle\beta\left(p_{F}\right)^{\text {out }}\right| J_{\mathbf{F}}{ }^{\circ}\left|\alpha\left(p_{l}\right)^{\text {in }}\right\rangle . \tag{14}
\end{align*}
$$

This is of order $\boldsymbol{k}^{2}$ and may be neglected. ${ }^{\text {a }}$
(c) We next consider diagrams where the proper vertex of $J_{\lambda}{ }^{4}$ is attached to a nonterminating external line. (We restrict ourselves to external lines of particles in the pseudoscalar meson or baryon octets.) These

[^28]The part of this proportional to $k^{9} /\left(k^{2}+M_{r^{2}}\right)$ exaclly cancels the contribution, given by Eq. (14), of the diagrams where $J_{\lambda^{A}}$ is attached to a terminating external pion line Now $\mu^{3} /\left(h^{2}+M_{r}{ }^{2}\right)$ has the property

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \lim _{k_{n}^{2}+\infty} k^{2} /\left(k^{3}+M_{\Sigma^{2}}^{2}\right)=1, \\
& \lim _{k^{2}} \lim _{k \rightarrow \infty} k^{2} /\left(k^{2}+M_{2}^{2}\right)=0,
\end{aligned}
$$

whereas the terms in Eq. (12) lsbeled INT and EXT are independent of the order of the limiting operations:


Hence the exact cancellation of terms proportional to $k^{2} /\left(k^{2}+M_{z^{2}}\right)$ means that the limit, as $M_{\mathrm{r}} \mathrm{r}^{\prime} \rightarrow 0$, of the consistency conditions of Eq. (24) is identical with the consistency conditions which would be obtained in a theory in which the pion mass was set equal to zero at the outset. Note that by virtue of Eq. (4), in such a theory the axial-vector current would be exactly conserved.
diagrams may be divided into two types, according to whether $J_{\lambda}{ }^{A}$ changes or does not change the mass of the external particle. ${ }^{7}$ The only case where the mass is changed is that where $J_{\lambda}{ }^{4}$ changes an external $\Sigma$ to a $\Lambda$ or an external $\Lambda$ to a $\Sigma$. Both of these cases make a contribution to $\left\langle\beta\left(p_{p}\right)^{\text {out }}\right| k_{\lambda} J_{\lambda} A_{0}\left|\alpha\left(p_{1}\right)^{\text {in }}\right\rangle^{\text {EXT }}$ which is of order $k$, since the propagator which follows the proper vertex of $J_{\lambda}{ }^{\wedge}$ behaves as $\left(M \Sigma^{2}-M_{\mathrm{A}}{ }^{2}\right)^{-1}$ as $k \rightarrow 0$, and thus is nonsingular. Finally, we will show that the diagrams where $J_{\lambda}{ }^{A}$ is attached to a nonterminating external line, and does not change the mass, are of order $k^{-1}$. Insertion of $J_{\lambda}{ }^{A}$ into a pseudoscalar meson line is forbidden by parity; insertion of $J_{\lambda}{ }^{\wedge}$ into a 1 line is forbidden by isospin. Thus, we need only consider insertions of $J_{\lambda^{A}}{ }^{A}$ into external $N, \Sigma$, and $\Xi$ lines. The contribution of the insertion of $J_{\mathrm{A}}{ }^{\boldsymbol{A}}$ into the line of a final baryon $B$ of four-momentum $p_{B}$ is

$$
\begin{equation*}
\left(\frac{M_{B}}{p_{B 0}}\right)^{1 / 2} \dot{u}_{B}\left(p_{B}\right)_{g_{A}}{ }^{\gamma_{\lambda}} \gamma_{B} t^{B_{e}} \frac{1}{p_{B}-k-i M_{B}} 9 \pi \tag{15}
\end{equation*}
$$

Here $\mathfrak{F K}$ is the matrix element for the process $\alpha \rightarrow \beta$, with the final baryon $B$ virlual. Since $p_{B}{ }^{2}=-M_{B}{ }^{2}$, the propagator can be written as

$$
\begin{equation*}
\frac{1}{p_{B}-k-i M_{B}}=\frac{p_{B}-k+i M_{B}}{-2 p_{B} \cdot k+k^{2}} \tag{16}
\end{equation*}
$$

showing that there is indeed a singularity as $k \rightarrow 0$. To lowest order in $k$, we can neglect $k$ in calculating 97 and can retain only the term of order $k^{-1}$ in Eq. (16). Thus, the insertion becomes

$$
\begin{equation*}
\left(\frac{M_{B}}{p_{B 0}}\right)^{1 / 2} u_{B}\left(p_{B}\right) g_{A}^{B} \gamma_{\lambda} \gamma_{B^{B}}{ }^{p_{B}+i M_{B}} \frac{-2 p_{B} \cdot k}{} \pi(k=0) \tag{17}
\end{equation*}
$$

Calculating $9 \pi$ with $k=0$ means that we keep the final baryon $B$ on the mass shell. Furthermore, $\boldsymbol{p}_{B}+i M_{B}$ is just the positive frequency projection operator for $B$, with the property

$$
\begin{equation*}
\left(p_{B}+i M_{B}\right) p_{B}=\left(\phi_{B}+i M_{B}\right) i M_{B} \tag{18}
\end{equation*}
$$

Let us denote by $9 \pi^{c}$ the matrix element obtained by bringing all $p_{B}$ in $\operatorname{Sr}(k=0)$ to the left and replacing them by $i M_{B}$. Then the insertion becomes, finally,

$$
\begin{equation*}
\left(\frac{M_{B}}{p_{B 0}}\right)^{1 / 2} \dot{u}_{B}\left(p_{B}\right) g_{A}^{B} \gamma_{\lambda} \gamma_{H^{H}}{ }^{p_{B}+i M_{B}} \frac{-2 p_{B} \cdot k}{M^{c}} . \tag{19}
\end{equation*}
$$

The crucial point is that

$$
\begin{align*}
\left\langle\beta^{\circ \mathrm{t} t} \mid \alpha^{10}\right\rangle & =\delta_{B_{6}}+(2 \pi)^{4} i \delta\left(p \rho-p_{I}\right) \operatorname{Ir}(\alpha \rightarrow \beta),  \tag{20a}\\
-i \operatorname{sit}(\alpha \rightarrow \beta) & =\left(\frac{M_{B}}{p_{B}}\right)^{1 / 2} u_{B}\left(p_{B}\right) 9 L^{\varepsilon} \tag{20b}
\end{align*}
$$

[^29]is just the matrix element which describes the strong process $a \rightarrow \beta_{1}$ with all particles on the mass shell. Thus, $\mathfrak{N}^{c}$ can be measured experimentally. Similar arguments show that the insertion of $J_{\lambda}{ }^{\Lambda}$ into an initial baryon line gives
\[

$$
\begin{equation*}
\left(\frac{M_{B}}{p_{B 0}}\right)^{1 / 2} \operatorname{T}^{\prime e} \frac{p_{B}+i M_{B}}{2 p_{B} \cdot k} g_{A}^{B} \gamma_{\lambda} \gamma_{L^{2}} t^{B a_{B}}\left(p_{B}\right) \tag{21}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
-i m(\alpha \rightarrow \beta)=\left(M_{B} / p_{B 0}\right)^{1 / 29 \pi c^{\prime} \epsilon_{B}\left(p_{B}\right) .} \tag{22}
\end{equation*}
$$

To sum up, we have analyzed the behavior of each of the terms in Eq. (12). Let us collect the results and write

$$
\begin{gather*}
\left(2 M_{N g_{\Lambda}}(0) / g_{r}{ }^{N N}(0)\right)\left(\beta\left(p_{F}\right)^{\text {out }}\left|J_{+} \cdot\right| \alpha\left(p_{I}\right)^{\mid n}\right)+O\left(k^{2}\right) \\
\quad=O(k)+O\left(k^{2}\right) \\
+\sum_{\substack{\text { external } \\
\text { linea }}}[\text { insertions in }-i \mathfrak{N K}(\alpha \rightarrow \beta)]+O(k) \tag{23}
\end{gather*}
$$

The three terms on the right-hand side of Eq. (23) refer, respectively, to the internal line, the terminating external pion line, and the nonterminating external line insertions of $J_{\lambda}{ }^{\wedge}$. Multiplying through by $g_{\nabla^{*}}{ }^{N}(0) /$ $\left[2 M_{N G A}{ }^{N}(0)\right]$ and using Eq. (9) to eliminate the ratios $g_{A}{ }^{2}(0) / g_{A} N(0)$ and $g_{A}{ }^{z}(0) / g_{A} A^{N}(0)$ in terms of stronginteraction coupling constants leads to the following set of rules:

$$
\begin{aligned}
& \left\langle\beta\left(p_{r}\right)^{\text {out } \mid J_{*}} \mid \alpha\left(p_{r}\right)^{\prime a\rangle}\right\rangle \\
& \quad=O(k)+\sum_{\substack{\text { exernal } \\
\text { ilnea }}}[\text { insertions in-imn }(\alpha \rightarrow \beta)] .
\end{aligned}
$$

## Insertions

For external $\pi, K, \eta, \Lambda$, the insertion is zero. For external $N, \Sigma, \Xi$, denoted by $B$, the insertions are
final $B$ :

$$
\begin{equation*}
\bar{u}_{B}\left(p_{B}\right) \rightarrow \bar{u}_{B}\left(p_{B}\right)\left[\frac{g_{r}^{B}(0)}{2 M_{B}} k \gamma_{L^{B}}\right]_{p_{B}+i M_{B}}^{-2 p_{B} \cdot k} \tag{25a}
\end{equation*}
$$

initial B:

$$
\begin{equation*}
u_{B}\left(p_{B}\right)-\frac{p_{B}+i M_{B}}{2 p_{B} \cdot k}\left[\frac{g_{F}{ }^{H}(0)}{2 M_{B}} k \gamma_{B} t^{n_{0}}\right] u_{B}\left(p_{B}\right) \tag{25b}
\end{equation*}
$$

These rules are the generalization to arbitrary processes of the consistency conditions derived in (I). It is an interesting fact that these rules are just what would be obtained if the effective pion-baryon coupling for pions with four-momentum near zero were pseudovector rather than pseudoscalar. This intimate connection between PCAC and gradient coupling theories was first noted by Feynman. ${ }^{3}$

As an illustration of the above rules, let us consider a special case. Let $\alpha$ be a single nucleon of four-momentum

[^30]$p_{1}$ and any number of pions; similarly, let $\beta$ be a single nucleon of four-momentum $p_{2}$ and any number of pions. Then we may write
\[

$$
\begin{equation*}
\mathfrak{N}(\alpha \rightarrow \beta)=\left(M_{N} / p_{10} p_{20}\right)^{1 / 2} \bar{u}_{N}\left(p_{2}\right) \mathfrak{M} u_{N}\left(p_{1}\right) . \tag{26}
\end{equation*}
$$

\]

According to the rules derived above,

$$
\begin{align*}
& \left\langle\beta\left(p_{p}\right)^{\text {out }}\right| J_{r}{ }^{\circ}\left|\alpha\left(p_{f}\right)^{\text {in }}\right\rangle \\
& =O(k)-\left(\frac{M_{N^{2}}}{p_{10} p_{20}}\right)^{1 / 2} i \bar{u}_{N}\left(p_{2}\right)\left\{\left[\frac{g_{r^{N}}^{N}(0)}{2 M_{N}} k \gamma_{57^{2}}\right]\right. \\
& \times\left[\frac{p_{2}+i M_{N}}{-2 p_{2} \cdot k}\right] \cdots+M\left[\frac{p_{1}+i M_{N}}{2 p_{1} \cdot k}\right] \\
& \left.\times\left[\frac{g_{r^{N}}(0)}{2 M_{N}} k \gamma_{5} z^{a}\right]\right] u\left(p_{1}\right) . \tag{27}
\end{align*}
$$

It is easily seen that Eq- (27) is equivalent to the "chirality conservation" formula obtained by Nambu and Luriê in a theory in which the pion mass is zero and in which the axial-vector current is exactly conserved. ${ }^{4}$ Nambu and Shrauner ${ }^{10}$ and Shrauner ${ }^{11}$ applied Eq. (27) to the case when $a, \beta=\pi+N$ and found possible consistency with experiment. A simpler case was studied in (I), where we took $\alpha=N, \beta=\pi^{b}+N$. In this case $\mathfrak{D}$ is just the pion-nucleon vertex $i_{g r} r^{b} \gamma_{d}$ and $\left(\left(\pi^{d} N\right)^{\text {aut }} \mid\right.$ $J_{\nabla}\left|N^{i n}\right\rangle$ is the pion-nucleon scattering amplitude. Introducing the usual pion-nucleon scattering-energy and momentum-transfer variables $\nu$ and $\nu_{B}$,

$$
\begin{align*}
& p_{1} \cdot k=-M_{N}\left(\nu-\nu_{B}\right), \\
& p_{2} \cdot k=-M_{N}\left(\nu+\nu_{B}\right), \tag{28}
\end{align*}
$$

we get from Eq. (27)

$$
\begin{align*}
& \left\langle\left(\pi^{b} N\right)^{\text {out }}\right| J_{\tau}^{a}\left|V^{\text {in }}\right\rangle=\left(\frac{M_{N^{2}}}{p_{10} p_{20}}\right)^{2 / 2} K^{N N_{r}}(0) i_{N}\left(p_{z}\right) \\
& \times\left\{\frac{g_{r^{2}}^{2}}{M_{N}} \delta_{a b}-i k \frac{g_{r}^{2}}{2 M_{N}}\left[\frac{\tau^{b} \tau^{a}}{\nu_{B}-\nu}-\frac{\tau^{a} \tau^{b}}{\nu_{B}+\nu_{-}}\right]\right\} u_{N}\left(p_{1}\right) . \tag{29}
\end{align*}
$$

The term $\left(g_{r}^{2} / M_{N}\right) \delta_{a b}$ leads to the consistency condition

$$
\begin{equation*}
\frac{A^{N(+)}\left(\nu=0, \nu_{B}=0, k^{2}=0\right)}{K^{N N r}(0)}=\frac{g_{r}^{2}}{M_{N}} \tag{30}
\end{equation*}
$$

which was discussed in detail in (I).

## II. MODIFICATION IN THE PRESENCE OF THE ELECTROMAGNETIC INTERACTIONS

It is interesting to see how the rules derived above are modified when the electromagnetic interactions are taken into account. Since isotopic spin is not a good

[^31]quantum number in the presence of electromagnetism, we will work only with fields and currents with definite charge transformation properties. Thus, we replace the three equations contained in Eq. (4) by the equations
\[

$$
\begin{align*}
& \partial_{\lambda} J_{\lambda}^{A( \pm)}=C \phi_{\mathbf{r}}{ }^{( \pm)}, \\
& \partial_{\lambda} J_{\lambda}{ }^{A(0)}=\sqrt{2} C \phi_{\boldsymbol{r}}^{(0)}, \tag{31}
\end{align*}
$$
\]

where

$$
\begin{align*}
J_{\lambda}{ }^{( \pm)} & =\frac{3}{2}\left(J_{\lambda}^{A 1} \mp i J_{\lambda}{ }^{A 2}\right), \quad J_{\lambda}{ }^{A(0)}=J_{\lambda}{ }^{A B} \\
\phi_{\mathbf{r}}{ }^{( \pm)} & =(1 / \sqrt{2})\left(\phi_{\mathbf{r}}{ }^{1} \mp i \phi_{\mathrm{r}}{ }^{2}\right), \quad \phi_{\mathrm{r}}{ }^{(0)}=\phi_{\mathrm{r}}{ }^{3} ; \\
C & =\frac{-i \sqrt{2} M_{N} M_{\mathrm{r}}{ }^{2} g_{A}{ }^{N}(0)}{g_{r} K^{N N \pi}(0)} . \tag{32}
\end{align*}
$$

[The superscript ( $\pm$ ) refers to the charge destroyed.] It is shown in the Appendix that to first order in the electric charge $e(e>0)$, the modification of Eqs. (31) in the presence of the electromagnetic interactions is

$$
\begin{align*}
\left(\partial_{\lambda} \mp i e A_{\lambda}\right) J_{\lambda} \Delta^{( \pm)} & =C \phi_{\mathbf{r}}{ }^{( \pm)}, \\
\partial_{\lambda} J_{\lambda}{ }^{\Lambda(0)} & =\sqrt{2} C \phi_{\mathbf{r}}{ }^{(0)} . \tag{33}
\end{align*}
$$

As is customary, $A_{\lambda}$ denotes the electromagnetic field. Since all electromagnetic corrections to masses and coupling constants are of second order in $e$, questions such as whether to use the charged or neutral pion mass in computing $C$ do not arise.

Equations (33) permit us to state a simple set of rules for computing (up to terms linear in the fourmomentum of the added pion) the matrix elements ( $\left.\beta^{\circ \mathrm{oat}} J_{\Gamma_{r}}{ }^{\left({ }^{0}\right)} \mid(\alpha \gamma)^{\text {in }}\right)_{\text {, where } \alpha}$ and $\beta$ are any systems of strongly interacting particles and where the initial photon $\gamma$ may be real or virtual. The terms $\partial_{\lambda} J_{\lambda}{ }^{1( \pm 0)}$ in Eqs. (33) give rise to insertions into the external baryon lines of -iפm $(\alpha \gamma \rightarrow \beta)$ identical with those of Eq. (25), apart from trivial changes in the isospin factors arising from the use of fields and currents of definite charge. In addition, we must add to $\left\langle\beta^{\text {out }}\right| J_{\mathbf{F}}{ }^{(t)} \mid$ $(\alpha \gamma)^{\text {in }}$ ) the term

$$
\begin{equation*}
\left.\left.\frac{ \pm e g_{r}{ }^{N N}(0)}{\sqrt{2} M_{N g_{A}}(0)}\right\}^{\text {out }}\left|A_{\lambda} J_{\lambda}^{A( \pm)}\right|(\alpha \gamma)^{\text {in }}\right\rangle \tag{34}
\end{equation*}
$$

arising from the term $A_{\lambda} J_{\lambda}{ }^{1( \pm)}$ in Eq. (33). Using the standard reduction formulas, we find to lowest order in $e$ that

$$
\begin{align*}
&\left\langle\beta^{\text {oul }}\right| A_{\lambda}(y) J_{\lambda}^{A( \pm)}(y)\left|(\alpha \gamma)^{(0)}\right\rangle \\
&\left.=\frac{\exp \left(i k^{\prime} \cdot y\right)}{\left(2 k_{0}\right)^{1 / 2}} \beta^{\text {out }}\left|\epsilon_{\lambda} J_{\lambda}{ }^{A( \pm)}(y)\right| \alpha^{\text {in }}\right\rangle \tag{35}
\end{align*}
$$

where $k^{\prime}$ is the four-momentum and ex the polarization four-vector of the photon $\boldsymbol{\gamma}$. Equations (33), (34), and (35) allow us to calculate the matrix element for the emission of a zero-energy, zero-mass pion in photo- and electroproduction reactions. They are equivalent to the formalism derived for this purpose by Nambu
and Shrauner, ${ }^{9}$ who also discuss a detailed application to the reaction $e+N \rightarrow e+N+\pi$.

## ACKNOWLEDGMENTS

I wish to thank Professor S. B. Treiman and Professor A. Pais for urging me to investigate further the question of PCAC consistency conditions. I have benefited from discussions with Dr. J. S. Bell, Professor M. A. B. Bég, Dr. C. Callan, Professor S. Coleman, Professor N. N. Khuri, Dr. M. Veltman, and Professor T. T. Wu.

## APPENDIX

We give here a fairly general treatment of the way in which divergence equations of the form

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}=D \tag{A1}
\end{equation*}
$$

are modified in the presence of electromagnetic interactions. We state the result in the form of a theorem. ${ }^{12}$

Theorem. Let $\psi_{j}$ be the unrenormalized fields of particles of charge $e_{j}$. Let us consider a strong interaction theory with the Lagrangian $\mathcal{L}\left[\{\psi\},\left\{\partial_{\sigma} \psi\right\}\right]$, where $\{\psi\}$ denotes the set of the $\psi_{j}$. Let $J_{\lambda}$ be a current with definite charge transformation properties (charge $e_{J}$ ) derived by making an infinitesimal gauge transformation on the fields $\psi_{j}$ in the following manner ${ }^{13}$ :

$$
\begin{align*}
\psi_{j} \rightarrow \psi_{i}^{\prime} & =\psi_{j}+\Lambda F_{j}[(\psi)], \\
\mathcal{L} \rightarrow \mathcal{L}^{\prime} & =\mathcal{L}\left[\left(\psi^{\prime}\right),\left(\partial_{\Delta} \psi^{\prime}\right)\right],  \tag{A2}\\
J_{\lambda} & =\left[\delta \mathcal{L}^{\prime} / \delta\left(\partial_{\lambda} \Lambda\right)\right]_{\Lambda-a} .
\end{align*}
$$

Then,
(1) In the absence of electromagnetic interactions the current $J_{\lambda}$ satisfies

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}=D \tag{A3}
\end{equation*}
$$

with $J_{\mathrm{A}}$ and $D$ both functions of the $\psi_{j}$ and the $\partial_{.} \psi_{j}$ only:

$$
\begin{align*}
J_{\lambda} & =J_{\lambda}\left[\{\psi\},\left\{\partial_{\Delta} \psi\right\}\right], \\
D & =D\left[\{\psi\},\left(\partial_{\Delta} \psi\right\}\right] . \tag{A4}
\end{align*}
$$

(2) Inclusion of the electromagnetic interactions, with minimal electromagnetic coupling, changes Eqs. (A3) and (A4) to

$$
\begin{equation*}
\left(\mathrm{d}_{\lambda}-i e_{J} A_{\lambda}\right) J_{\lambda}\left[\{\psi\},\left\{\pi_{\sigma}\right\}\right]=D\left[\{\psi\}_{1}\left(\pi_{\sigma}\right\}\right], \tag{A5}
\end{equation*}
$$

where $\pi_{j}$ denotes the quantity $\left(\partial_{\sigma}-i e_{j} A_{\sigma}\right) \psi_{j}$.
Proof. We proceed as if the fields were classical quantities, ignoring questions of commutation and anticommutation. Let us first consider the case when there are no electromagnetic interactions. The Lagrange equation of motion for the field $\psi_{j}$ is

$$
\begin{equation*}
\frac{\delta \mathcal{L}}{\delta \psi_{j}}=\partial_{\sigma} \frac{\delta \mathcal{L}}{\delta\left(\partial_{\delta} \psi_{i}\right)} . \tag{A6}
\end{equation*}
$$

Under the gauge transformation

$$
\begin{equation*}
\psi_{j} \rightarrow \psi_{j}^{\prime}=\psi_{j}+\Lambda F_{j}[\{\psi\}], \tag{A7}
\end{equation*}
$$

[^32]the derivatives $\partial_{\neq} \psi_{j}$ and the Lagrangian $\mathcal{L}$ change according to
\[

$$
\begin{align*}
\partial_{\iota_{j}} \rightarrow \partial_{\sigma} \psi_{j}^{\prime} & =\partial_{\sigma} \psi_{i}+\left(\partial_{\sigma} \Lambda\right) F_{i}+\Lambda\left(\partial_{\sigma} F_{i}\right) \\
\mathcal{L} \rightarrow \mathcal{L}^{\prime} & =\mathcal{L}\left[\left\{\psi^{\prime}\right\},\left\{\partial_{\delta} \psi^{\prime}\right\}\right] \\
& =\mathscr{L}\left[\{\psi+\Lambda F\},\left\{\partial_{\sigma} \psi+\left(\partial_{\sigma} \Lambda\right) F\right.\right. \\
& \left.\left.+\Lambda\left(\partial_{\sigma} F\right)\right\}\right] . \tag{A8}
\end{align*}
$$
\]

From Eq. (A8) we find for the first variations,

$$
\begin{align*}
\frac{\delta \mathcal{L}^{\prime}}{\delta \Lambda} & =\sum_{j}\left[\frac{\delta \mathcal{L}^{\prime}}{\delta \psi_{j}^{\prime}} F_{f}+\frac{\delta \mathcal{L}^{\prime}}{\delta\left(\partial_{\sigma} \psi_{j}^{\prime}\right)} \partial_{\sigma} F_{j}\right] \\
\frac{\delta \mathcal{S}^{\prime}}{\delta\left(\partial_{\lambda} \Lambda\right)} & =\sum_{j} \frac{\delta \mathcal{L}^{\prime}}{\delta\left(\partial_{\lambda} \psi_{j}^{\prime}\right)} F_{;} . \tag{A9}
\end{align*}
$$

Eq. (A8) also implies that

$$
\begin{equation*}
\left[\frac{\delta \mathcal{L}^{\prime}}{\delta \psi_{j}^{\prime}}\right]_{\Lambda=0}=\frac{\delta \mathcal{L}}{\delta \psi_{j}},\left[\frac{\delta \mathcal{L}^{\prime}}{\delta\left(\partial_{\lambda} \psi_{j}^{\prime}\right)}\right]_{\Lambda=0}=\frac{\delta \mathcal{L}^{\prime}}{\delta\left(\partial_{\lambda} \psi_{j}\right)} \tag{A10}
\end{equation*}
$$

Together, Eqs. (A6), (A9), and (A10) imply that

$$
\begin{equation*}
\partial_{\lambda}\left[\frac{\delta \mathcal{L}^{\prime}}{\delta\left(\partial_{\lambda} \Lambda\right)}\right]_{A=0}=\left[\frac{\delta \mathcal{L}^{\prime}}{\delta \Lambda}\right]_{A=0} \tag{A11}
\end{equation*}
$$

We define

$$
\begin{align*}
J_{\lambda} & =\left[\delta \mathcal{L}^{\prime} / \delta\left(\partial_{\lambda} \Lambda\right)\right]_{\Lambda=0} \\
D & \equiv\left[\delta_{i} C^{\prime} / \delta \Lambda\right]_{\Lambda=0} \tag{A12}
\end{align*}
$$

these are clearly functions only of the $\{\psi\}$ and the $\left\{\partial_{0} \psi\right\}$.

Let us now turn on the electromagnetic interactions. According to the hypothesis of minimal electromagnetic coupling, the Lagrangian is modified according to

$$
\begin{equation*}
\mathscr{L} \rightarrow \mathcal{L}^{E M}=\mathscr{L}\left[(\psi\},\left\{\pi_{0}\right\}\right]+\mathscr{L}^{E M a}, \tag{A13}
\end{equation*}
$$

where $\mathcal{S}^{E M 0}$ is the kinetic Lagrangian of the electromagnetic field $A_{q}$ and where $\pi_{j \sigma}$ is $\left(\partial_{\sigma}-i e_{j} A_{q}\right) \psi_{j}$. The new Lagrange equation for the field $\psi_{j}$ is

$$
\begin{equation*}
\partial_{\varepsilon}\left(\delta \mathcal{L}^{E M} / \delta\left(\partial_{\sigma} \psi_{j}\right)\right)=\delta \mathcal{L}^{E M} / \delta \psi_{j} . \tag{A14}
\end{equation*}
$$

Let us henceforth treat $\psi_{j}$ and $\pi_{j o}$, rather than $\psi_{i}$ and $\partial_{\circ} \psi_{j}$, as the independent variables in taking the variation of $\mathcal{L}^{\mathrm{EL}}$. Then the Lagrange equation becomes

$$
\begin{equation*}
\partial_{\sigma} \frac{\delta \mathcal{S}^{E M}}{\delta \pi_{j \varepsilon}}=\frac{\delta \mathcal{L}^{E M}}{\delta \psi_{j}}-i e_{j} A_{a} \frac{\delta \mathcal{S}^{E M}}{\delta \pi_{j \sigma}} \tag{A15}
\end{equation*}
$$

Now let us make the gauge transformation $\psi_{j} \rightarrow \psi_{j}^{\prime}$ $=\psi_{1}+\Lambda F_{j}$. The quantity $\boldsymbol{\pi}_{j,}$ and the Lagrangian $\mathcal{L}^{E M}$ change according to

$$
\begin{align*}
& \pi_{j \sigma} \rightarrow \pi_{j \sigma}{ }^{\prime}=\pi_{j \sigma}-i c_{j} A, \Lambda F_{j}+\left(\partial_{\alpha} \Lambda\right) F_{j}+\Lambda\left(\partial_{d} F_{j}\right), \\
& \mathcal{L}^{\mathrm{EM}} \rightarrow \mathcal{L}^{\mathrm{EM}}=\mathcal{L}\left[\left\{\psi^{\prime}\right\},\left\{\pi_{r}^{\prime}\right\}\right]+\mathcal{L}^{\mathrm{EM} \mathrm{M}_{0}} \\
& =\mathscr{L}\left[\{\psi+\Lambda F\},\left\{\pi_{\sigma}-i e A_{\theta} \Lambda F\right.\right. \\
& \left.\left.+\left(\partial_{\sigma} \Lambda\right) F+\Lambda\left(\partial_{\sigma} F\right)\right]\right]+\mathfrak{L}^{E M 0} . \tag{A16}
\end{align*}
$$

The first variations are
$\frac{\delta \mathcal{L}^{\mathrm{EM}}{ }^{\prime}}{\delta \Lambda}=\sum_{j}\left[\frac{\delta \mathcal{\Sigma}^{\mathrm{EM}}}{\delta \psi_{j}^{\prime}}-F_{j}+\frac{\delta \mathcal{L}^{\mathrm{EM}}}{\delta \pi j^{\prime}}\left(\partial_{\sigma} F_{j}-i e_{j} A_{a} F_{j}\right)\right]$,
$\frac{\delta \mathcal{L}^{E M^{*}}}{\delta\left(\partial_{\lambda} \Lambda\right)}=\sum_{j}\left[\frac{\delta \mathcal{L}^{\mathrm{EM} \mathrm{\prime}}}{\delta \pi \lambda^{\prime}} F_{j}\right]$.
Using the Lagrange equation, Eq. (A15), we see that

$$
\begin{equation*}
\partial_{\lambda}\left[\frac{\delta \mathcal{L}^{E M}}{\delta\left(\partial_{\lambda} \Lambda\right)}\right]_{\Lambda=0}=\left[\frac{\delta \mathcal{L}^{E M}}{\delta \Lambda}\right]_{\Lambda=0}, \tag{A18}
\end{equation*}
$$

Let us make use of the fact that the current $J_{\lambda}$ has definite charge transformation properties. Since $\delta \mathcal{L} /$ $\delta\left(\partial_{\lambda} \psi_{j}\right)$ transforms as a field with charge - $e_{j}$, Eqs. (A9) and (A12) tell us that $F_{j}$ must transform as a field with charge $e_{j}+e_{j}$. Thus,

$$
\begin{align*}
F_{j}\left[\psi_{1} \exp \left(i e_{1} t\right),\right. & \left.\psi_{2} \exp \left(i e_{2} l\right), \cdots\right] \\
& =\exp \left[i\left(e_{j}+e_{J}\right) t\right] F_{J}\left[\psi_{1}, \psi_{2}, \cdots\right] \tag{A19}
\end{align*}
$$

Taking the first derivative with respect to $t$ gives the identity

$$
\begin{equation*}
\sum_{l}\left(\delta F_{j} / \delta \psi_{l}\right) e_{i} \psi_{l}=\left(e_{j}+e_{J}\right) F_{j} \tag{A20}
\end{equation*}
$$

Consequently, using $\partial_{\sigma} F_{j}=\sum_{i}\left(\delta F_{j} / \delta \psi_{i}\right) \partial_{\sigma} \psi_{1}$, we obtain

$$
\begin{align*}
\partial_{a} F_{j}-i\left(e_{j}+e_{J}\right) A_{a} F_{j} & =\sum_{l}\left(\delta F_{j} / \delta \psi_{l}\right)\left(\partial_{a}-i e_{l} A_{\sigma}\right) \psi_{l} \\
& =\sum_{l}\left(\delta F_{j} / \delta \psi_{l}\right) \pi_{l \sigma} . \tag{A21}
\end{align*}
$$

In other words, $\partial_{d} F_{j}-i\left(e_{j}+e_{j}\right) A_{d} F_{j}$ is the same function of $\{\psi\},\left\{\pi_{g}\right\}$ as $\partial_{g} F_{j}$ is of $\{\psi\},\left\{\partial_{\sigma} \psi\right\}$. Hence, by comparison of Eq. (A17) with Eq. (A9) it is clear that

$$
\left[\delta \mathcal{L}^{E M^{\prime}} / \delta\left(\partial_{\lambda} \Lambda\right)\right]_{\Delta-0}=J_{\lambda}\left[\{\psi\},\left(\pi_{\boldsymbol{f}}\right\}\right],
$$

$\sum_{j}\left\{\left[\delta \mathcal{L}^{E M} / \delta \psi_{j}^{\prime}\right]_{A-0} F,+\left[\delta \mathcal{L}^{E M} / \delta \pi_{j} \sigma^{\prime}\right]_{\Delta=0}\right.$

$$
\begin{equation*}
\left.\times\left[\partial_{\sigma} F_{j}-i\left(e_{j}+e_{J}\right) A_{a} F_{j}\right]\right\}=D\left[\{\psi\},\left\{\pi_{\sigma}\right\}\right] \tag{A22}
\end{equation*}
$$

Thus, Eq. (A18) can be rewritten as

$$
\begin{equation*}
\left(\partial_{\lambda}-i \ell_{J} A_{\lambda}\right) J_{\lambda}\left[(\psi\},\left\{\pi_{-}\right)\right]=D\left[(\psi\},\left\{\pi_{\varepsilon}\right\}\right] . \tag{A23}
\end{equation*}
$$

This completes the proof.
Equation (A23) involves unrenormalized quantities throughout and is exact. In the case of PCAC, as considered in the text, $D=C^{4} \phi_{n}$, where the superscript on $C^{u}$ denotes that it is unrenormalized. It is trivial to pass from Eq. (A23) to Eq. (33) of the text, which involves only renormalized quantities, if we work to lowest order in the electromagnetic coupling $e$ : All electromagnetic renormalization effects are of second order in e and may be neglected. All strong interaction renormalization effects are contained in the ratio $C / C$, where $C$ is the renormalized constant appearing in Eq. (32) of the text.

Excerpl from S. L. Adler and R. F. Dashen, Current Algebras and Applications to Particle Physics (W. A. Benjamin, New York, 1968). Reprinted by permission of Pearson Education, Inc. publishing as Pearson Addison Wesiey.

## APPENDIX A

We give here a detailed discussion of the chirality method for deriving pion low energy theorems. We first consider a partially-conserved axial-vector current; we
then briefly show why the massless pion, conserved axialvector current case considered by Nambu and Lurié [Paper 5] gives the same answers. We recall that the "chirality" $\chi(t)$ is defined by

$$
\begin{align*}
x(t) & =\int d^{3} x\left[\mathcal{F}_{1}^{50}(x)+i \mathcal{F}_{2}^{50}(x)\right] \\
& =F_{1}^{5}(t)+i F_{2}^{5}(t) \tag{A.1}
\end{align*}
$$

and from Eqs. (1.93) and (1.100), its time derivative is

$$
\begin{align*}
\frac{\mathrm{dx}(\mathrm{t})}{\mathrm{dt}} & =\frac{\sqrt{2} \mathrm{M}_{\mathrm{N}} \mathrm{M}_{\pi}^{2} \mathrm{~g}_{\mathrm{A}}}{\mathrm{~g}_{\mathrm{r}}(0)} \int \mathrm{d}^{3} \mathrm{x} \Phi_{\pi^{+}}^{\dagger} \\
& =\frac{\sqrt{2} \mathrm{M}_{\mathrm{N}} \mathrm{M}_{\pi}^{2} \mathrm{~g}_{\mathrm{A}}}{\mathrm{~g}_{\mathrm{r}}(0)} \int \mathrm{d}^{\mathrm{g}} \mathrm{x} \Phi_{\pi^{-}} \tag{A.2}
\end{align*}
$$

If we define $x^{\text {out }}$ and $x^{\text {in }}$ by

$$
\begin{equation*}
x^{\text {out }}=\lim _{t \rightarrow \infty} x(t), x^{\text {in }}=\lim _{t \rightarrow-\infty} x(t) \tag{A.3}
\end{equation*}
$$

integration of Eq. (A.2) from $-\infty$ to $\infty$ gives

$$
\begin{align*}
x^{\text {out }}-x^{\text {in }}= & {\left[\sqrt{2} M_{N^{\prime}} g_{A} / g_{r}(0)\right] \int d^{4} x M_{\pi}^{2} \Phi_{\pi^{-}} } \\
= & {\left[\sqrt{2} M_{N} g_{A} / g_{r}(0)\right] } \\
& \times \int d^{4} x\left(\square_{x}^{2}+M_{\pi}^{2}\right) \Phi \pi^{-} \\
= & {\left[\sqrt{2} M_{N} g_{A} / g_{r}(0)\right] \int d^{4} x J_{\pi^{-}} } \tag{A.4}
\end{align*}
$$

(We have used the fact that $\int \mathrm{d}^{4} \mathrm{x} \square_{\mathrm{x}}^{2} \Phi_{\pi^{-}}=0$.) Taking the matrix element of Eq. (A.4) between states $\left\langle\beta\left(q_{2}\right)\right|$ and $\left|\alpha\left(q_{1}\right)\right\rangle$ we get*

[^33]\[

$$
\begin{align*}
\left\langle\beta\left(q_{2}\right)\right| x^{\text {out }}-x^{\text {in }}\left|\alpha\left(q_{1}\right)\right\rangle= & {\left[\sqrt{2} M_{N} g_{A} / g_{r}(0)\right] } \\
& \times \int \mathrm{d}^{4} x^{i} \mathrm{e}^{\mathrm{i}\left(\mathrm{q}_{2}-\mathrm{q}_{1}\right) \cdot \mathrm{x}} \\
& \times\left\langle\beta\left(\mathrm{q}_{2}\right)\right| J_{\pi^{-}}(0)\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \\
= & {\left[\sqrt{2} \mathrm{M}_{\mathrm{N}} \mathrm{~g}_{\mathrm{A}} / \mathrm{g}_{\mathrm{r}}(0)\right] } \\
& \times(2 \pi)^{4} \delta^{4}\left(\mathrm{q}_{2}-\mathrm{q}_{1}\right) \\
& \times\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \mathrm{J}_{\mathbf{T}^{-}}(0)\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \tag{A.5}
\end{align*}
$$
\]

Clearly, the right hand side of Eq. (A.5) is the matrix element for the emission of a pion of zero four-momentum in the process $\alpha \rightarrow \beta$. We will now show that the left hand side of Eq. (A.5) can be expressed in terms of the $S$-matrix element $\left\langle\beta\left(\mathbf{q}_{2}\right) \mid \alpha\left(\mathbf{q}_{1}\right)\right\rangle$ describing the process in the $a b-$ sence of the soft pion.

To see this we must determine the effect of $x^{\text {out }}$ in Eq. (A.5). (The discussion for $X^{\text {in }}$ will be similar.) We know that (i) $x^{\text {out }}$ is the space integral of a local operator, (ii) $X^{\text {out }}$ is time independent [oscillatory terms in $X(t)$ vanish in the limit as $t \rightarrow \infty]$. Let us suppose that $\chi^{\text {out }}$ can be written in the form

$$
\begin{equation*}
\mathrm{x}^{\text {out }}=\int \mathrm{d}^{3} \mathrm{x} \odot\left[\left\{\Phi^{\text {out }}\right\}\right] \tag{A.6}
\end{equation*}
$$

where $\Phi$ is a (possibly infinite) polynomial in the "out" fields of all particles present. Consider a term in $\varphi$ coming from the product of N "out" fields. It has the time dependence $\exp (-i \Omega t)$, with

$$
\begin{equation*}
\Omega=\sum_{j=1}^{N} \epsilon_{\mathrm{j}}\left(\mathrm{p}_{\mathrm{j}}^{2}+\mathrm{M}_{\mathrm{j}}^{2}\right)^{1 / 2} \tag{A.7}
\end{equation*}
$$

with $\epsilon_{\mathrm{j}}= \pm 1$ and with the momenta $\mathrm{p}_{\mathrm{j}}$ constrained by the $\mathbf{x}$ integration to satisfy

$$
\begin{equation*}
\sum_{j=1}^{N} p_{j}=0 \tag{A.8}
\end{equation*}
$$

If no zero mass particles are present, it is easy to show that the constraint of Eq. (A.8) implies that $\Omega$ vanishes identically if and only if $N=2, M_{1}=M_{2}$ and $\epsilon_{1}=-\epsilon_{2}$. In other words, time independence requires that $\chi^{\text {out }}$ be a bilinear expression in the "out" fields and their adjoints of the form

$$
\begin{align*}
x^{\text {out }=} & \sum_{j} \int \mathrm{~d}^{3} x \Phi_{j}^{\text {out }(+)}(\mathrm{x})^{\dagger} \mathrm{O}_{\mathrm{j}}^{(+)} \Phi_{\mathrm{j}}^{\text {out }(+)}(\mathrm{x}) \\
& +\sum_{\mathrm{j}} \int \mathrm{~d}^{3} \mathrm{x} \Phi_{\mathrm{j}}^{\text {out }(-)}(\mathrm{x})^{\dagger} \mathrm{O}_{\mathrm{j}}^{(-)} \Phi_{\mathrm{j}}^{\text {out }(-)}(\mathrm{x}) \tag{A.9}
\end{align*}
$$

The superscripts (+), (-) indicate respectively the positive, negative frequency parts of the "out" fields; the sum extends over all stable particles.

The matrices $\mathrm{O}_{j}^{( \pm)}$are determined by (iii) Lorentz covariance and parity ( $\chi^{\text {out }}$ is an axial-vector charge), (iv) isotopic spin ( $x^{\text {out }}$ is the isospin raising member of an isotopic triplet) and (v) the asymptotic definition of $\chi^{\text {out }}$ as $\lim X(t)$. For example, (iii) and (iv) require that the $\underset{t \rightarrow \infty}{t \rightarrow \infty}$ nucleon term in $X^{\text {out }}$ have the form

$$
\begin{align*}
& \mathrm{g}^{(+)} \int \mathrm{d}^{\mathrm{s}} \mathrm{x} \bar{\psi}_{\mathrm{p}}^{\text {out }(+)}(\mathrm{x}) \gamma^{0} \gamma_{5} \psi_{\mathrm{n}}^{\text {out }(+)}(\mathrm{x}) \\
& \quad=\mathrm{g}^{(+)} \int \mathrm{d}^{3} \mathrm{x} \bar{\psi}_{\mathrm{N}}^{\text {out }(+)}(\mathrm{x}) \tau_{+} \gamma^{0} \gamma_{5} \psi_{\mathrm{N}}^{\text {out }(+)}(\mathrm{x}) \tag{A.10}
\end{align*}
$$

To determine $\mathrm{g}^{(+)}$we use (v), which states that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\langle p\left(q_{2}\right)\right| x(t)\left|n\left(q_{1}\right)\right\rangle=\left\langle p\left(q_{2}\right)\right| x^{\text {out }}\left|n\left(q_{1}\right)\right\rangle \tag{A.11}
\end{equation*}
$$

The matrix element $\left\langle p\left(q_{2}\right)\right| x(t)\left|n\left(q_{1}\right)\right\rangle$ is actually time independent, because the $n$ and $p$ have equal mass; using Eq. (1.92) to evaluate it gives for the left hand side of Eq. (A.11)

$$
\begin{equation*}
\left(\frac{M_{N}^{2}}{q_{2}^{0} q_{1}^{0}}\right)^{1 / 2} \bar{u}_{p}\left(q_{2}\right) g_{A} \gamma^{0} \gamma_{5} u_{n}\left(q_{1}\right)(2 \pi)^{3} \delta^{3}\left(q_{2}-q_{1}\right) \tag{A.12}
\end{equation*}
$$

while Eq. (A.10) implies that the right hand side of Eq. (A.11) is

$$
\begin{equation*}
\left(\frac{M_{N}^{2}}{q_{2}^{0} q_{1}^{0}}\right)^{1 / 2} \bar{u}_{p}\left(q_{2}\right) g^{(+)} \gamma^{0} \gamma_{5} u_{n}\left(q_{1}\right)(2 \pi)^{3} \delta^{3}\left(q_{2}-q_{1}\right) \tag{A.13}
\end{equation*}
$$

Hence $\mathrm{g}^{(+)}=\mathrm{g}_{\mathrm{A}}$, and

$$
\begin{align*}
x^{\text {out }}= & g_{A} \int d^{3} x \bar{\psi}_{N}^{\text {out }(+)}(x) \tau_{A} \gamma^{0} \gamma_{3} \psi_{\mathrm{N}}{ }^{\text {out }(+)}(\mathrm{x}) \\
& + \text { negative frequency part } \\
& + \text { terms for other particles } \tag{A.14}
\end{align*}
$$

Clearly, the effect of $x^{\text {out }}$ on an outgoing particle is to give back the same particle, with the same momentum, but with changed spin and isotopic spin. The expression for $x^{\text {in }}$ is obtained by replacing all labels "out" in Eq. (A.14) by "in."

Using Eq. (A.14), we can evaluate the matrix element $\left\langle\beta\left(q_{2}\right)\right| x^{\text {out }}\left|\alpha\left(q_{1}\right)\right\rangle$ in terms of $\left\langle\beta\left(q_{2}\right) \mid \alpha\left(q_{1}\right)\right\rangle$. Eq. (A.14) instructs us to form a sum over "insertions" in the lines of all outgoing particles in $\left\langle\beta\left(\mathrm{q}_{2}\right)\right\}$. If we write $\langle\beta\rangle=\langle\zeta, \ldots$. the contribution of the particle $\zeta$ is

$$
\begin{align*}
& {\left[\langle\beta| x^{\text {out }}|\alpha\rangle\right]_{\zeta} } \\
&=\left[\langle\zeta, \ldots| x^{\text {out }}|\alpha\rangle\right]_{\zeta} \\
&= \sum_{\underset{\substack{\text { spin, isospin } \\
\text { of } \zeta^{\prime}}}{ } \int \frac{d^{3} q_{\zeta^{\prime}}}{(2 \pi)^{3}}} \quad \times\langle\zeta| x^{\text {out }}\left|\zeta^{\prime}\right\rangle\left\langle\zeta^{\prime}, \ldots \mid \alpha\right\rangle
\end{align*}
$$

and the total matrix element is

$$
\begin{equation*}
\langle\beta| x^{\text {out }}|\alpha\rangle=\sum_{\zeta \in \beta}\left[\langle\beta| \chi^{\text {out }}|\alpha\rangle\right]_{\zeta} \tag{A.16}
\end{equation*}
$$

Let us illustrate with the case of a final nucleon line. We write

$$
\begin{align*}
\left\langle\beta\left(\mathrm{q}_{2}\right) \mid \alpha\left(\mathrm{q}_{1}\right)\right\rangle & =\delta_{\beta, \alpha}+(2 \pi)^{4} \mathrm{i} \delta^{4}\left(\mathrm{q}_{2}-\mathrm{q}_{1}\right) \mathrm{T}(\alpha \rightarrow \beta) \\
\mathrm{T}(\alpha \rightarrow \beta) & =\left(\frac{\mathrm{M}_{\mathrm{N}}}{\mathrm{q}_{\mathrm{N}}^{0}}\right)^{1 / 2} \mathrm{i} \bar{u}_{\mathrm{N}}\left(\mathrm{q}_{\mathrm{N}}\right) \text { )ت } \tag{A.17}
\end{align*}
$$

Then the contribution of the final nucleon N to

$$
\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \mathrm{x}^{\text {out }}\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle
$$

is*

$$
\begin{align*}
& (2 \pi)^{4} i \delta^{4}\left(q_{2}-q_{1}\right)\left(\frac{M_{N}}{q_{N}^{0}}\right)^{1 / 2} i \bar{u}_{N}\left(q_{N}\right) g_{A} \tau_{+} \gamma^{0} \gamma_{5} \\
& \times\left(\frac{q_{N}+M_{N}}{2 q_{N}^{0}}\right) \pi \tag{A.18}
\end{align*}
$$

[^34]that is, the effect of $\chi^{\text {out }}$ is to cause the insertion
\[

$$
\begin{equation*}
\bar{u}_{N}\left(\mathrm{q}_{\mathrm{N}}\right) \rightarrow \bar{u}_{\mathrm{N}}\left(\mathrm{q}_{\mathrm{N}}\right) \mathrm{g}_{\mathrm{A}^{\tau}+\gamma^{0} \gamma_{5}}\left(\frac{\mathrm{q}_{\mathrm{N}}+\mathrm{M}_{\mathrm{N}}}{2 \mathrm{q}_{\mathrm{N}}^{0}}\right) \tag{A.19}
\end{equation*}
$$

\]

in Eq. (A.17). Comparing with Eq. (A.5), we see that the contribution of the final nucleon $N$ to $\langle\beta| \mathrm{J}_{\pi^{-}}|\alpha\rangle$ is

$$
\begin{equation*}
-\left(\frac{\mathrm{M}_{\mathrm{N}}}{\mathrm{q}_{\mathrm{N}}^{0}}\right)^{1 / 2} \bar{u}_{\mathrm{N}}\left(\mathrm{q}_{\mathrm{N}}\right) \frac{\mathrm{g}_{\mathrm{r}}(0)}{\sqrt{2} \mathrm{M}_{\mathrm{N}}} \tau_{+} \gamma^{0} \gamma_{5}\left(\frac{\mathrm{q}_{\mathrm{N}}+\mathrm{M}_{\mathrm{N}}}{2 \mathrm{q}_{\mathrm{N}}^{0}}\right) \Im \pi(A \tag{A.20}
\end{equation*}
$$

The total expression for $\langle\beta| \mathrm{J}_{\pi^{-}}|\alpha\rangle$ will be a sum of terms like Eq. (A.20) for all outgoing particles in $\langle\beta|$ and all incoming particles in $|\alpha\rangle$.

Now let us briefly discuss why Nambu and Lurie get the same insertion rules in the massless pion case. According to Eq. (A.2), when $M_{\pi}=0$ the chirality is conserved,

$$
\begin{equation*}
\frac{\mathrm{dx}_{\mathrm{M}_{\pi}}=0}{\mathrm{dt}}=0 \tag{A.21}
\end{equation*}
$$

which implies that $x_{M \pi}^{\text {out }}=0-x_{M \pi=0}^{\text {in }}=0$. So the term proportional to $\int \mathrm{d}^{3} \times J_{\pi^{-}}^{\pi}$ in Eq. (A.4) is no longer present. However, when the pion is massless, the asymptotic chirality $X^{\text {out }}$, in addition to containing the bilinear terms of Eq. (A.9), will also have a time independent term proportional to $\int d^{3} x\left(a / \partial x^{0}\right) \Phi_{\pi^{-}}^{\text {out }}(x)$. This term expresses the fact that emission of a zero four-momentum pion is a physical process, not a virtual process, when $\mathrm{M}_{\pi}=0$. [The $\left(\partial / \partial x^{0}\right)$ is necessary in order to have the space integral of the time component of an axial-vector.] It is easy to verify that

$$
\begin{align*}
\chi_{M_{\pi}=0}^{\text {out }}- & \chi_{\text {bilinear }}^{\text {out }}-\frac{\sqrt{2} M_{N} g_{A}}{g_{r}(0)} \\
& \times \int d^{3} x\left(\partial / \partial x^{0}\right) \Phi_{\pi^{-}}^{\text {out }}(x) \tag{A.22}
\end{align*}
$$

and similarly for $x_{M_{\pi}}^{\text {in }}$
implies that . Hence $x_{M_{\pi}}^{\text {out }}=0-x_{M_{\pi}=0}^{\text {in }}=0$

$$
\begin{align*}
\left\langle\beta\left(\mathrm{q}_{2}\right)\right| & x_{\text {bilinear }}^{\text {out }}-x_{\text {bilinear }}^{\text {in }}\left|\alpha\left(\mathrm{q}_{1}\right\rangle\right\rangle \\
= & {\left[\sqrt{2} \mathrm{M}_{\mathrm{N}} \mathrm{~g}_{\mathrm{A}} / \mathrm{g}_{r}(0)\right] } \\
& \times\left[\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \int \mathrm{d}^{3} \mathrm{x}\left(\partial / \partial \mathrm{x}^{0}\right) \Phi_{\pi^{-}}^{\text {out }}(\mathrm{x})\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle\right. \\
& \left.-\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \int \mathrm{d}^{3} \mathrm{x}\left(\partial / \partial \mathrm{x}^{0}\right) \Phi_{\pi^{-}}^{\text {in }}(\mathrm{x})\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle\right] \tag{A.23}
\end{align*}
$$

The matrix elements on the right hand side of Eq. (A.23) are easily evaluated,

$$
\begin{align*}
- & \left\langle\beta\left(q_{2}\right)\right| \int \mathrm{d}^{3} \mathrm{x}\left(\partial / \partial \mathrm{x}^{0}\right) \Phi_{\pi^{-}}^{\text {in }}(\mathrm{x})\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \\
= & \left\langle\beta\left(\mathrm{q}_{2}\right)\right| \int \mathrm{d}^{3} \mathrm{x}\left(\partial / \partial \mathrm{x}^{0}\right) \Phi_{\pi^{-}}^{\text {out }}(\mathrm{x})\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \\
= & \int \frac{\mathrm{d}^{3} \mathrm{q}}{(2 \pi)^{3}}\left[\langle 0| \int \mathrm{d}^{3} \mathrm{x}\left(\partial / \partial \mathrm{x}^{0}\right) \Phi_{\pi^{-}}^{\text {out }}(\mathrm{x})\left|\pi^{-}(\mathrm{q})\right\rangle\right] \\
& \times\left\{\left\langle\pi^{-}(\mathrm{q}) \beta\left(\mathrm{q}_{2}\right) \mid \alpha\left(\mathrm{q}_{1}\right)\right\rangle\right\} \\
= & \int \frac{\mathrm{d}^{3} \mathrm{q}}{(2 \pi)^{3}}\left[(2 \pi)^{3} \delta^{3}(\mathrm{q})\left(2 \mathrm{q}^{0}\right)^{-1 / 2}\left(-\mathrm{iq} q^{0}\right)\right] \\
& \times\left\{(2 \pi)^{4} \mathrm{i} \delta^{4}\left(\mathrm{q}_{2}+\mathrm{q}-\mathrm{q}_{1}\right)\left(2 \mathrm{q}^{0}\right)^{-1 / 2}\right. \\
& \left.\times\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \mathrm{J}_{\pi^{-}}(0)\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle\right\} \\
= & \frac{1}{2}(2 \pi)^{4} \delta^{4}\left(\mathrm{q}_{2}-\mathrm{q}_{1}\right)\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \mathrm{J}_{\pi^{-}}(0)\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \tag{A.24}
\end{align*}
$$

so that Eq. (A.23) becomes

$$
\begin{align*}
& \left\langle\beta\left(\mathrm{q}_{2}\right)\right| \chi_{\text {bilinear }}^{\text {out }}-\chi_{\text {bilinear }}^{\text {in }}\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \\
& =\left[\sqrt{2} \mathrm{M}_{\mathrm{N}} \mathrm{~g}_{\mathrm{A}} / \mathrm{g}_{\mathrm{r}}(0)\right](2 \pi)^{4} \\
& \quad \times \delta^{4}\left(\mathrm{q}_{2}-\mathrm{q}_{1}\right)\left\langle\beta\left(\mathrm{q}_{2}\right)\right| \mathrm{J}_{1^{-}}(0)\left|\alpha\left(\mathrm{q}_{1}\right)\right\rangle \tag{A.25}
\end{align*}
$$

This leads to the same insertion rules as were obtained from Eq. (A.5).

## CALCULATION OF THE AXIAL-VECTOR COUPLING CONSTANT RENORMALIZATION IN $\beta$ DECAY

Stephen L. Adler*<br>Lyman Laboratory of Physics, Harvard University, Cambridge, Massachusetts<br>(Received 17 May 1965)

1. Introduction. -We have derived a sum rule expressing the axial-vector coupling-constant renormalization in $\beta$ decay in terms of off-massshell pion-proton total cross sections. This Letter briefly describes the derivation and gives the numerical results, which agree to within five percent with experiment. Full details will be published elsewhere.

The calculation is based on the following as sumptions:
(A) The hadronic current responsible for $\Delta S$ $=0$ leptonic decays is

$$
\begin{equation*}
J_{\lambda}=G_{V} V_{\lambda}^{V 1}+i J_{\lambda}^{V 2}+J_{\lambda}^{A 1}+i J_{\lambda}^{A 2} \tag{1}
\end{equation*}
$$

where $G_{V}$ is the Fermi coupling constant ( $G_{V}$ $\left.=1.02 \times 10^{-5} / M_{N} N^{2}\right)^{1}$ Here $J_{\lambda}^{V a}=: \bar{\psi}_{N^{\gamma}} \lambda^{\frac{1}{2} T^{a}}$ $\times \psi_{N^{+}}{ }^{\cdots}$ : is the vector current, which we assume to be the same as the isospin current, ${ }^{2}$ and $J_{\lambda}^{A a}=: \bar{\psi}_{N^{\gamma}} r^{\prime} 5^{\frac{1}{2} 7^{a}} \psi_{N^{+\cdots}}$ : is the axial-vector current. Since the vector current is conserved, the vector coupling constant is unrenormalized. The renormalized axial-vector coupling constant $g_{A}$ is defined by

$$
\begin{align*}
& \langle N(q)| J_{\lambda}|N(q)\rangle \\
& \quad=\left(M_{N} / q_{0}\right) G_{V} \bar{u} N^{(q)\left(\gamma_{\lambda}+g_{A} \gamma_{\lambda} \gamma_{5}\right) \tau^{+} u_{N}(q)} \tag{2}
\end{align*}
$$

(B) The axial-vector current is partially conserved (PCAC), ${ }^{3}$

$$
\begin{equation*}
{ }_{\lambda}{ }_{\lambda} J_{\lambda}^{A a}=\frac{-i M N^{M}{ }_{\pi}^{2} g}{g_{r} K^{N N \pi}(0)} \varphi_{\pi}^{a} \tag{3}
\end{equation*}
$$

where $g_{\gamma}$ is the rationalized, renormalized pion-nucleon coupling constant ( $\mathrm{s}_{r}^{2} / 4 \pi \approx 14.6$ ), $K^{N N \pi}(0)$ is the pionic form factor of the nucleon, normalized so that $K^{N N \pi}\left(-M_{\pi}{ }^{2}\right)=1$, and $\varphi_{\pi}{ }^{a}$ is the renormalized pion field. According to Eq. (3), the chiralities $\chi^{ \pm}(t)=\int d^{3}{ }_{x}\left(J_{4}{ }^{A 1} \pm i J_{4}{ }^{A 2}\right)$ satisfy

$$
\begin{equation*}
\frac{d}{d t} x^{ \pm}(i)=\frac{\sqrt{2} M_{N} M_{\pi}^{2} g_{A}}{g_{\gamma} K^{N N \pi}(0)} \int d^{3} \times \varphi_{\pi^{ \pm}} \tag{4}
\end{equation*}
$$

(C) The axial-vector current satisfies the equal-time commutation relations

$$
\begin{equation*}
\left.\left[J_{4}^{A a}(x), J_{4}^{A b}(y)\right]\right|_{x_{0}=y_{0}}=\delta(\overrightarrow{\mathrm{x}}-\overrightarrow{\mathrm{y}}) i \epsilon \epsilon_{J_{4}}{ }^{V b c^{\prime}}(x) \tag{5}
\end{equation*}
$$

This implies that the chiralities satisfy

$$
\begin{equation*}
\left[\chi^{+}(t), \chi^{-}(t)\right]=2 r^{3} \tag{6}
\end{equation*}
$$

where $P$ is the third component of the isotopic spin.

The assumptions (A) are the usual ones for the leptonic decays. The additional hypotheses (B) and (C) are both necessary to obtain the sum rule for $g_{A}$. The hypotheses (A)-(C) are mutually consistent, in the sense that there is a renormalizable field theory (the a model of Gell-Mann and Lévy ${ }^{4}$ ) in which they are exactly satisfied.
2. Sum rule. - There are two essentially equivalent ways to derive the sum rule for $g_{A}$. The
first is to use a method proposed recently by Fubini and Furlan. ${ }^{5}$ We take the matrix element of Eq. (6) between single proton states ( $p(q)$ ) and $\left|p\left(q^{\prime}\right)\right\rangle$. The right-hand side gives

$$
\begin{equation*}
\langle p(q)| 2 p^{3}\left|p\left(q^{\prime}\right)\right\rangle=(2 \pi)^{3} \delta\left(\vec{q}-\vec{q}^{\prime}\right) \tag{7}
\end{equation*}
$$

In the matrix element of the commutator we insert a complete set of intermediate states, separating out the one-nucleon term (to which only the neutron contributes):

$$
\begin{align*}
& \langle p(q)|\left[\chi^{+}(t), \chi^{-}(t)\right]\left|p\left(q^{\prime}\right)\right\rangle \\
& \left.\left.\left.\quad=\left\{\left.\sum_{\text {spin }} \int \frac{d^{3} k}{(2 \pi)^{3}}\langle p(q)| \chi^{+}(t) \right\rvert\, n(k)\right)\langle n(k)| \chi^{-}(t) \right\rvert\, p\left(q^{\prime}\right)\right)+\sum_{j \neq N}\langle p(q)| \chi^{+}(t)\left|f^{\prime}\right\rangle\langle j| \chi^{-}(t)\left|p\left(q^{\prime}\right)\right\rangle\right\}-\left(\chi^{+}-x^{-}\right) \tag{8}
\end{align*}
$$

The one-neutron term is easily evaluated using Eq. (2), giving

$$
\begin{equation*}
(2 \pi)^{3} \delta\left(\overrightarrow{\mathrm{q}}-\overline{\mathrm{q}}^{\prime}\right) g_{A}^{2}\left(1-M_{N}^{2} / a_{0}^{2}\right) . \tag{9}
\end{equation*}
$$

In the summation over higher intermediate states we make use of Eq. (4), giving

$$
\begin{equation*}
\left[\frac{\sqrt{2} M_{N^{\prime}}^{M_{\pi}^{2}} g_{A}}{g_{r} K^{N N \pi}(0)}\right]_{j \neq N}^{2} \frac{\langle p(q)| \int d^{9} \times \varphi_{\pi^{+}}|j\rangle\langle j| \int d^{3} x \varphi_{\pi^{-}}\left|p\left(q^{\prime}\right)\right\rangle}{\left(q_{0}-q_{j 0}\right)^{2}}-\left(\pi^{+}-\pi^{-}\right) \tag{10}
\end{equation*}
$$

From Eqs. (9) and (10), we see that there is a family of sum rules, with $q_{0}$ as a parameter. In the limit as $q_{0}$ approaches infinity, a sum rule for $1-g_{A}{ }^{-2}$ is obtained. Let us assume that the limiting operation can be taken inside the sum over intermediate states in Eq. (10). It is useful to write this sum in the form

$$
\begin{equation*}
\sum_{j \neq N}=\int \frac{d^{3} q_{j}}{(2 \pi)^{3}} \int_{M_{N^{+}} M_{\pi}}^{\infty} d W_{\substack{\prime \\ \text { INT }}} \delta\left(W-M_{j}\right) \tag{11}
\end{equation*}
$$

where $q_{j}$ is the total momentum and where "INT" denotes the internal variables of the system $j$. The invariant mass of the system $j$ is $M_{j}$. The integrations over $x$ and $q_{j}$ can be done explicitly, giving a factor $(2 \pi)^{3} \delta\left(\vec{q}-\vec{q}^{\prime}\right)$, and constraining $\vec{q}_{j}$ to be equal to $\vec{q}$. Let us write

$$
\begin{equation*}
\langle j| \varphi_{\pi^{ \pm}}(0)|p(q)\rangle=\left(\frac{M_{N}}{q_{0}} \frac{M_{j}}{q_{j 0}}\right)^{1 / 2} F_{j}^{ \pm}, \tag{12}
\end{equation*}
$$

so that $F_{j}^{ \pm}$is a Lorentz scalar. Then using the facts that $a_{j 0}=\left(q_{0}^{2}+M_{j}^{2}-M_{N}\right)^{1 / 2}$ and $\left(q_{0}-q_{j 0}\right)^{-2}=\left(a_{0}\right.$ $\left.+q_{j 0}\right)^{2} /\left(M_{j}{ }^{2}-M_{N}{ }^{2}\right)^{2}$, the limit of Eq. (10) becomes

$$
\begin{align*}
& {\left[\frac{\sqrt{2} M_{N} N_{A}}{g_{r} K^{N N \pi}(0)}\right]^{2}(2 \pi)^{3} \delta\left(\overline{\mathrm{q}}-\overline{\mathrm{q}} \bar{\prime}^{\prime}\right) \int_{M_{N}+M_{\pi}}^{\infty} \frac{\left.d W M_{N}{ }^{W}-M_{N}{ }^{2}\right)^{2}}{\left(W^{2}\right.}} \\
& \times \lim _{q_{0} \rightarrow \infty}\left\{\frac{\left(q_{0}+\left(q_{0}^{2}+W^{2}-M\right.\right.}{\left.\left.N_{N}^{2}\right)^{1 / 2}\right]^{2}} \operatorname{q}_{0}^{\left(q_{0}^{2}+W^{2}-M\right.} N_{N}^{2)^{1 / 2}} \lim _{q_{0} \rightarrow \infty}\left\{K^{-}\left[W,\left(q-q_{j}\right)^{2}\right]-K^{+}\left[W,\left(q-q_{j}\right)^{2}\right]\right\},\right. \tag{13a}
\end{align*}
$$

with

$$
\begin{gather*}
K^{ \pm}\left[W,\left(q-q_{j}\right)^{2}\right]=\sum_{\substack{i \neq N \\
\text { INT }}} \delta\left(W-M_{i}\right) M_{\pi}^{4}\left|F_{j}^{ \pm}\right|^{2} .  \tag{13b}\\
\end{gather*}
$$

The limit of the quantity in boldiace curly brackets is 4 , and the limit of the momentum transfer ( $a$ $\left.-q_{j}\right)^{2}=-\left[q_{0}-\left(q_{0}^{2}+M_{j}^{2}-M_{N}^{2}\right)^{1 / 2}\right]^{2}$ is 0 . It is easy to see that $K^{ \pm}(W, 0)$ is equal to $\left[\left(W^{\prime 2}-M_{N}^{2}\right) /\left(2 \pi M_{N}\right)\right]$ $\times \sigma_{0}{ }^{ \pm}(W)$, where $\sigma_{0}{ }^{ \pm}(W)$ is the total cross section for scattering of a zero-mass $\pi^{ \pm}$on a proton at cen-ter-of-mass energy $W$. Thus we get the simple and exact result

$$
\begin{equation*}
1-\frac{1}{g_{A}^{2}}=\frac{4 M_{N}^{2}}{g_{r}^{2} K^{N N \pi}(0)^{2}}-1 \int_{M_{i v}+M_{\pi}}^{\infty} \frac{W d W}{W^{2}-M_{N}^{2}}\left[\sigma_{0}^{+}(W)-\sigma_{0}^{-}(W)\right] . \tag{14}
\end{equation*}
$$

Here $\sigma_{0}{ }^{ \pm}(W)$ is the total cross section for scattering of zero-mass $\boldsymbol{m}^{ \pm}$on a proton, at center-ofmass energy $W$.

The second method of getting the sum rule parallels the derivation from PCAC of a consistency condition on pion-nucleon scattering. " Using the identity

$$
\begin{equation*}
(d / d t)\langle N| T\left[x^{a}(t) \chi^{b}(0)\right]|N\rangle=\langle N|\left[\chi^{a}(t), \chi^{b}(0)\right] b(t)|N\rangle+\langle N| T\left[(d / d t) \chi^{a}(t) \chi^{\dot{b}}(0)\right]|N\rangle, \tag{15}
\end{equation*}
$$

and hypotheses (B) and (C), one obtains the relation

$$
\begin{equation*}
1-\frac{1}{g_{A}{ }^{2}}=\frac{-2 M_{N}^{2}}{g_{r}^{2} K^{N N \pi}(0)^{2}} G(0,0,0,0) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
G\left(\nu, \nu_{B}, M_{\pi}^{i}, M_{\pi}^{f}\right)=\frac{1}{\nu} A^{\pi N(-)}\left(\nu, \nu_{B}, M_{\pi}^{i}, M_{\pi}^{f}\right)+B^{\pi N(-)}\left(\nu, \nu_{B^{\prime}} M_{\pi}^{i}, M_{\pi}^{f}\right) . \tag{17}
\end{equation*}
$$

Here $A$ and $B$ are the usual odd-isospin pionnucleon scattering amplitudes, $\nu$ and $\nu_{B}$ are the energy and momentum transfer variables, and $M_{\pi}{ }^{i}$ and $M_{\#}{ }^{f}$ are, respectively, the masses of the initial and final pion. ${ }^{7}$ If $G(\nu, \ldots)$ is assumed to satisfy an unsubtracted dispersion relation in the energy variable $v$, Eq. (14) follows from Eq. (17). Thus, the assumption that the limit ( $q_{0}-\infty$ ) may be taken inside the sum over intermediate states in the method of Fubini and Furlan is equivalent to the assumption that $G(\nu, \cdots)$ obeys an unsubtracted dispersion relation. There is evidence that the unsubtract-
ed dispersion relation for $G(\nu, \cdots)$ is valid. ${ }^{\text {a }}$ Clearly, if a subtraction were required, the sum rule for $g_{A}$ would be useless.
3. Numerical evaluation.-Because Eq. (14) involves off-mass-shell pion-proton scattering cross sections, a little work is necessary to compare it with experiment. Let us split the right-hand side of Eq. (14) into the sum of three terms:

$$
\begin{equation*}
1-\frac{1}{g_{A}^{2}}=\frac{4 M_{N}^{2}}{g_{r}^{2}}\left(R_{1}+R_{2}+R_{\mathrm{s}}\right), \tag{18}
\end{equation*}
$$

with

$$
\begin{align*}
R_{1} & =-\frac{1}{\pi} \int_{M_{\pi}}^{\infty} \frac{d \nu}{d} \operatorname{Im} G\left(\nu,-M_{\pi}^{2} / 2 M_{N^{\prime}} M_{\pi^{\prime}} M_{\pi}\right) \\
& =\frac{1}{2 \pi} \int_{M_{\pi}}^{\infty} \frac{d \nu}{\nu^{2}}\left(\nu^{2}-M_{\pi}^{2}\right)^{1 / 2}\left[\sigma^{+}(\nu)-\sigma^{-}(\nu)\right] \tag{19a}
\end{align*}
$$

$$
\begin{equation*}
R_{2}=\frac{1}{\pi} \int_{M_{\pi}}^{\infty} \frac{d \nu}{\nu} \operatorname{Im} G\left(\nu,-M_{\pi}^{\left.2 / 2 M_{N^{2}} M_{\pi}, M_{\pi}\right)-\frac{1}{\pi} \int_{M_{\pi}+M_{\pi}^{2} / 2 M_{N}}^{\infty} \frac{d \nu}{\nu} \operatorname{Im} G\left(\nu, 0, M_{\pi}, M_{\pi}\right), ~}\right. \tag{19b}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{3}=\frac{1}{\pi} \int_{M_{\pi}+M_{\pi}^{2} / 2 M_{N}} \frac{d \nu}{\nu} \operatorname{Im}\left[G\left(\nu, 0, M_{\pi}, M_{\pi}\right)-\frac{G(\nu, 0,0,0)}{K^{N N \pi}(0)^{2}}\right] \tag{19c}
\end{equation*}
$$

The dominant term, $R_{1}$, involves only the physical pion-proton total cross sections $0^{ \pm}$. Numerical evaluation gives ${ }^{\mathrm{a}, 10}$

$$
\begin{equation*}
\left(4 M_{N}^{\left.2 / g_{r}^{2}\right) R_{1}=0.254 .}\right. \tag{20}
\end{equation*}
$$

The term $R_{2}$ can be calculated in terms of pionnucleon scattering phase shifts, giving ${ }^{18}$

$$
\begin{equation*}
\left(4 M_{N}{ }^{2 / g_{\gamma}}{ }^{2}\right) R_{2}=0.155 \tag{21}
\end{equation*}
$$

The term $R_{3}$, which describes corrections arising from taking the external pion off the mass shell, cannot be calculated directly from experimental data. In order to estimate this term, we assume that the off-mass-shell partial-wave amplitude $f_{l /}{ }^{\left(W, M_{\pi}{ }^{i}, M_{\pi}{ }^{f}\right) \text { is given by }}$

$$
\begin{align*}
& f_{l J I}\left(W, M_{\pi}^{i}, M_{\pi}^{f}\right) \\
&=\frac{f_{\lambda_{E} / l} \mathrm{~B}_{\left(W, M_{\pi}{ }^{i}, M_{\pi}^{f}\right)}^{f_{l U I}} \mathrm{~B}_{\left(W, M_{\pi}, M_{\pi}\right)} f_{l U l}\left(W, M_{\pi}, M_{\pi}\right) .}{} \tag{22}
\end{align*}
$$

(Here $l=$ orbital angular momentum, $d=$ total angular momentum, and $I=$ isospin.) The superscript $B$ denotes the Born approximation. Multiplying the physical $f_{L J I}$ by the ratio of the Born approximations gives the off-mass-shell $f_{l /}$, , the correct threshold behavior, and the correct nearby left-hand singularities. Generalized unitarity implies that the off-mass-shell and the physical partial-wave amplitudes have nearly the same phase; Eq. (22), which gives them identical phases, approximately satisfies this requirement. Numerical evaluation of $R_{3}$, using Eq. (22), gives ${ }^{12}$

$$
\begin{equation*}
\left(4 M_{N}^{2} / g_{r}^{2}\right) R_{3}=-0.061 \tag{23}
\end{equation*}
$$

It is possible that this number for $R_{3}$ is correct to within $20 \%$. ${ }^{19}$

Combining the three terms of Eq. (18) yields

$$
\begin{equation*}
g_{A}^{\text {theory }}=1.24 \tag{24}
\end{equation*}
$$

We have not attempted to make a detailed error estimate. ${ }^{14}$ The best experimental value
for $g_{A}$ is ${ }^{\text {is }}$

$$
\begin{equation*}
g_{A}^{\text {expt }}=1.18 \pm 0.02 \tag{25}
\end{equation*}
$$

It is interesting that the region around the $600-$ and $900-\mathrm{MeV}$ pion-nucleon resonances makes an important contribution to the sum rule. If only the contribution of the ( 3,3 ) resonance is retained, we get the result $g_{A}=1.44$. Thus, the ( 3,3 ) resonance does not exhaust the sum rule.

After completing this work, I learned that a similar calculation has been done independently by Weisberger. ${ }^{18}$

[^35]$\{1 \mathrm{BeV} / c)]^{-0.7}$ given by G. von Dardel et al., Phys. Rev. Letters 8, 173 (1962). This formula gives a good fit to the experimental data up to $20 \mathrm{BeV} / \mathrm{c}$. The contribution to the sum rule of the region beyond $20 \mathrm{Bev} / \mathrm{c}$ is negligible.
${ }^{10}$ For the pion-nucleon coupling constant we used the value $f^{2}=g_{r}{ }^{2} M_{\pi}^{2} / 16 \pi M_{N}{ }^{2}=0.081 \pm 0.002$, quoted by W. S. Wool cock, Proceedings of the Aix-en-Provence Conference on Elementary Particles, 1961 (C.E.N., Saclay, France, 1961), Vol. I, p. 459.
${ }^{11}$ It is convenient to write $R_{2}$ as a single integral over pion-nucleon center-of-mass energy $W$, the integrand of which is the difference of two terms. This integral is sensitive only to low-energy pion-nucleon scattering data, since the two terms in the integrand cancel at high energies. The number quoted in the text was obtained using Roper's $\boldsymbol{l}_{\boldsymbol{m}}=3$ phase shifts [L. D. Roper, Phys. Rev. Letters 12, 340 (1964), and private communication], truncating the integral at $W=11.20$ $M_{\text {H }}$. The integral is dominated by the $(3,3)$ resonances: Extending the integral only over the $(3,3)$ resonance gave $\left(4 M_{N}{ }^{2} / g_{\gamma}{ }^{2}\right) R_{2}=0.166$. A third calculation, using simple Breit-Wigner forms for the ( 3,3 ) and the 600and $900-\mathrm{MeV}$ resonances, and neglecting all other partial waves, Gave $\left(4 M_{N}{ }^{2} / g_{r}{ }^{2}\right) R_{2}=0.156$. Thus, the value of $R_{2}$ is insensitive to "controversial" features of

Roper's phases, such as whether the $P_{11}$ wave resonates.
${ }^{12}$ This number was abtained using Roper's phase shifts, truncating the integral at $W=11.20 M_{\pi}$. Extending the integral only over the $(3,3)$ resonance gave $\left(4 M_{N}{ }^{2} / g{ }_{r}{ }^{2}\right) R_{3}=-0.066$; evaluating the integral with only Breit-Wigner terms for the low-lying resonances gave $\left(4 M_{N}{ }^{2} / g \gamma^{2}\right) R_{3}=-0.059$.
${ }^{13}$ To estimate the accuracy of the model, we repeated the calculation of $R_{3}$ with the assumption $f_{l J I}(W, 0,0)$ $=f_{l J I}\left(W, M_{\pi}, M_{\pi}\right) K^{N N \pi}(0)^{2}\left(W^{2}-M_{N}{ }^{2}\right)^{2 l}\left[\left(W^{2}-M_{N}{ }^{2}+M_{\pi}{ }^{2}\right)^{2}\right.$ $\left.-4 W^{2} M_{\pi}^{2}\right]$, which includes only a threshold correction factor, and a constant factor $K^{N N \pi}(0)^{2}$ to account for the change in strength of the nearby left-hand singularities. The numerical result for $\left(4 M_{N^{\prime}}{ }^{2} / g{ }_{r}{ }^{2}\right) R_{3}$ was changed by about $20 \%$, to -0.051 .
${ }^{14}$ The variation among different calculations (references $11-13$ ) of $\boldsymbol{R}_{2}$ and $\boldsymbol{R}_{3}$ gives an idea of the uncertainty in the theoretical result.
${ }^{15}$ C. S. Wu, private communication.
${ }^{15}$ W. I. Weisberger, accompanying Letter [Phys. Rev. Letters 14, 0000 (1965)]. In the numerical evaluation of Weisberger, $g_{A}$ is calculated from the dominant term $A_{l}$, giving $g_{A}=1.16$.

## CALCULATION OF THE AXIAL-VECTOR COUPLING CONSTANT RENORMALIZATION IN $\beta$ DECAY. Stephen L. Adler [Phys. Rev. Letters 14, 1051 (1965)].

Please note the following corrections: (1) Delete the redundant sentence immediately following Eq. (14); (2) in Eq. (19a), $d \nu / d$ should be $d \nu / \nu$; (3) in reference $7,\left(M_{\eta} f\right)=-k_{2}{ }^{2}$ should be $\left(M_{I J}^{\prime}\right)^{2}=-k_{2}^{2}$; (4) in reference 8 , Eq. (11) should be Eq. (14); (5) in reference 13, $\left[\left(W^{2}\right.\right.$ $\left.\left.-M_{N_{2}}{ }^{2}+M_{\pi}^{2}\right)^{2}-4 W^{2} M_{\pi}^{2}\right]$ should be $\left[\left(W^{2}-M_{N}{ }^{2}\right.\right.$ $\left.\left.+M_{\pi}^{2}\right)^{2}-4 W^{2} M_{\pi}^{2}\right]^{-l}$; (6) in reference 16,0000 should be 1047 and $R_{l}$ ghould be $R_{1}$; (7) in reference 2, Gell-Man should be Gell-Mann, and in reference 8, Phys. Letters 10 should be Phys. Letter 10.
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#### Abstract

Starting from the axial-vector current algebra suggested by Gell-Mann and the hypothesis of a partially conserved axial-vector current, we derive a sum rule relating $1-\mathrm{gA}^{-1}$ to off-mass-shell pion-proton total cross sections. Numerical evaluation gives the thearetical prediction $g_{A}=1.24$, in good agreement with experiment. A similar sum rule for pion-pion scattering can only be satisfied if there is a large low-energy $I=0, S$-wave pion-pion scattering cross section. We suggest tests, in highenergy neutrino reactions, of an algebra suggested by Gell-Mann for the vector and arial-vector current octets.


## INTRODUCTION

WITHIN two years after the discovery of parity violation in the weak interactions, the main features of $\beta$ decay were clarified. ${ }^{1}$ It was found that only vector and axial-vector couplings are present. The vector coupling constant was found to be identical with the vector coupling constant in muon decay; the axialvector coupling constant was found to differ by a factor $g_{A} \approx 1.2$ from the value expected for a pure $V-A$ interaction. The identity of the vector coupling constants in beta and in muon decay was soon explained by the hypothesis of a conserved vector current (CVC). ${ }^{2}$ The value of the axial-vector coupling constant, on the other hand, has remained somewhat of a mystery. ${ }^{3}$
We give, in this paper, a theory of the axial-vector coupling-constant renormalization $g_{A}$, based on the axial-vector current algebra suggested by Gell-Mann ${ }^{4}$ and on the hypothesis of a partially conserved axialvector current (PCAC). ${ }^{\text {s }}$ In Sec. I, we discuss the assumptions made. In Sec. II, we present two derivations of a sum rule relating $1-g_{A}{ }^{-2}$ to off-mass-shell pion-proton total cross sections. Numerical evaluation of the sum rule, in Sec. III, gives the theoretical prediction $g_{\Delta}=1.24$. In Sec. IV, we derive a sum rule relating $2 g_{4}{ }^{-2}$ to pion-pion scattering; we find that this sum rule can be satisfied only if there is a large lowenergy $I=0, S$-wave pion-pion scattering cross section. In the final section, we propose tests, in high-energy

[^36]neutrino experiments, of the algebra proposed by GellMann ${ }^{4}$ for the vector and the axial-vector current octets. The tests make no assumptions about partial conservation of the currents.

## I. ASSUMPTIONS

The sum rules for $g_{A}$ discussed below are derived from the following assumptions:
(A) The hadronic current responsible for $\Delta S=0$ leptonic decays is

$$
\begin{equation*}
J_{\lambda}=G_{V} \cos \theta\left(J_{\lambda}{ }^{\nabla_{1}}+i J_{\lambda}^{\nu_{2}}+J_{\lambda}^{\Delta_{1}}+i J_{\lambda^{4}}^{\alpha^{2}}\right), \tag{1}
\end{equation*}
$$

where $G_{V}$ is the Fermi coupling constant ( $G_{V} \approx 1.02$ $\times 10^{-5} / M_{N^{2}}$ ) and $\cos \theta$ is the Cabibbo angle. ${ }^{4}$ Here $J_{\lambda}{ }^{\nabla a}$ is the vector current, which we assume to be the same as the isospin current, and $J_{\lambda}{ }^{\Delta a}$ is the axial-vector current. In the Fermi theory, we would have had

$$
\begin{align*}
& J_{\lambda}{ }^{V_{a}}=i: \bar{\psi}_{N} \gamma_{\lambda} \frac{1}{2} \tau^{a} \psi_{N}:,  \tag{2a}\\
& J_{\lambda}^{d a}=i: \bar{\psi}_{N} \gamma_{\lambda} \gamma_{6} \frac{1}{2} \tau \psi_{N}: . \tag{2b}
\end{align*}
$$

Actually, we know that mesonic and other terms must be present. Fortunately, in what follows we will not have to assume any specific expressions for $J_{\lambda}{ }^{V}$ and $J_{\lambda}{ }^{4}$ in terms of particle fields.

Since the vector current is conserved, the vector coupling constant is unrenormalized. The renormalized axial-vector coupling constant $g_{A}$ is defined by

$$
\begin{align*}
&\langle N(q)| J_{\lambda}|N(q)\rangle=\left(M_{N} / q_{0}\right) G_{\nabla} \cos \theta \pi_{N}(q) \\
& \times\left(\gamma_{\lambda}+g_{\lambda} \gamma_{\lambda} \gamma_{\mathrm{B}}\right) r^{+} U_{N}(q) . \tag{3}
\end{align*}
$$

(B) The axial-vector current is partially conserved (PCAC),

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}^{A_{\Delta}=}=\frac{M_{N} M_{r}^{2} g_{\Lambda}}{g_{r} K^{N N \pi}(0)} \phi_{r} \cdot \tag{4}
\end{equation*}
$$

Here $g_{-}$is the rationalized, renormalized pion-nucleon coupling constant ( $g_{r}^{2} / 4 \pi \approx 14.6$ ), $K^{N N=}(0)$ is the pionic form factor of the nucleon, normalized so that $K^{N N *}\left(-M_{*}{ }^{2}\right)=1$, and $\phi_{\boldsymbol{*}}{ }^{*}$ is the renormalized pion field.

[^37]According to Eq. (4), the chiralities

$$
x^{ \pm}(t)=-i \int d^{2} x\left(J_{4}^{A 1} \pm i J_{4} \Delta^{I}\right)
$$

satisfy

$$
\begin{equation*}
\frac{d}{d i} x^{\prime}(\ell)=\frac{\sqrt{2} M_{N} M_{r^{2}} g_{\Lambda}}{g_{r} K^{N N_{r}(0)}} \int d^{3} x \phi_{r^{1}} \tag{5}
\end{equation*}
$$

(C) The axial-vector current satisfies the equal-time commutation relations

This implies that the chiralities satisfy

$$
\begin{equation*}
\left[x^{+}(l), x^{-}(l)\right]=2 I^{2}, \tag{7}
\end{equation*}
$$

where $I$ is the third component of the isotopic spin.
The assumptions (A) are the usual ones for the leptonic decays. The vector-axial-vector form of the leptonic weak interactions is, of course, well established. ${ }^{1}$ There is also considerable experimental evidence for the hypothesis ${ }^{\mathbf{2}}$ that the weak vector current $J_{\lambda}{ }^{\nabla a}$ is the same as the isospin current. ${ }^{\text { }}$
The hypothesis (B) of a partially conserved anial vector current (PCAC) was introduced by Gell-Mann and Levy' and by Nambu' to explain the successful Goldberger-Treiman relation ${ }^{8}$ for charged pion decay. In addition to predicting the Goldberger-Treiman relation, PCAC predicts an experimentally satisfied relation between the pion-nucleon scattering amplitude $A^{* N(t)}$ and the pion-nucleon coupling constant gr. ${ }^{\text {. }}$

The commutation relations (C) play an essential role in the calculation. [Note that Eq. (6) is a somewhat stronger assumption than Eq. (7), since even if spatial derivatives of the delta function were present on the right-hand side of Eq. (6), they would integrate to zero
in Eq. (7). Only Eq. (7) is actually needed in the derivation below.] The hypothesis that Eq. (6) or Eq. (7) holds exactly is due to Gell-Mann.* Gell-Mann and Ne'eman have emphasized ${ }^{10}$ that Eq. (7) is the most natural way in which one can make meaningful the idea of universality of strength between the weak couplings of leptons and baryons, without spelling out in detail the construction of $J_{\lambda}{ }^{\boldsymbol{A}}$ from particle fields. Gell-Mann has also pointed out ${ }^{11}$ that Eq. (7), by fixing the scale of the axial-vector current relative to the vector current, can, in principle, determine the axialvector renormalization ga.

To sum up, Eqs. (1), (3), (5), and (7) are the hypotheses on which our calculation of ga is based. They are mutually consistent, in the sense that there is a renormalizable field theory (the $\sigma$ model of Gell-Mann and Lévy'), in which they are exactly satisfied.

## II. DERIVATIONS OP THE SUM RULE

We give, in this section, two different derivations of a sum rule expressing gs in terms of off-mass-shell pion-proton total cross sections. A third derivation has been given by Weisberger. ${ }^{12}$

## A. Method of Fubini and Purlan

The simplest derivation uses a method proposed recently by Fubini and Furlan. ${ }^{11}$ We take the matrix element of Eq. (7) between single-proton states $\langle p(q)|$ and $\left|p\left(q^{\prime}\right)\right\rangle$. The right-hand side gives

$$
\begin{equation*}
\langle p(q)| 2 I^{2}\left|p\left(q^{\prime}\right)\right\rangle=(2 \pi) \delta\left(q-q^{\prime}\right) . \tag{8}
\end{equation*}
$$

In the matrix element of the commutator, we insert a complete set of intermediate states, separating out the one-nucleon term (to which only the neutron contributes) :

$$
\begin{align*}
&\langle p(q)|\left[r^{+}(t), \chi^{-}(t)\right]\left|p\left(q^{\prime}\right)\right\rangle=\sum_{\text {upin }} \int \frac{d^{2} k}{(2 \pi)^{3}}\langle p(q)| x^{+}(l)|n(k)\rangle\langle n(k)| x^{-}(t)\left|p\left(q^{\prime}\right)\right\rangle \\
&\left.+\sum_{j \neq N}\langle p(q)| x^{+}(l) \mid j\right)\langle j| x^{-}(t)\left|p\left(q^{\prime}\right)\right\rangle-\left(x^{+} \leftrightarrow x^{-}\right) . \tag{9}
\end{align*}
$$

The one-neutron term is easily evaluated using Eq. (3), giving

$$
\begin{align*}
\sum_{s p i n} \int \frac{d^{2} k}{(2 \pi)^{2}}\langle p(q)| x^{+}(t)|n(k)\rangle & \left(n(k)\left|x^{-}(t)\right| p\left(q^{\prime}\right)\right\rangle \\
& =\int \frac{d^{2} k}{(2 \pi)^{2}}(2 \pi)^{2} \delta(q-k)(2 \pi)^{2} \delta\left(k-q^{\prime}\right)\left(\frac{M_{N} M}{q_{0}}-\frac{M_{N}}{k_{0}}\right) g_{A^{2}} \bar{u}(q) \gamma_{1} \gamma_{s}\left(\frac{k+i M_{N}}{2 i M_{N}}\right) \gamma_{\gamma} \gamma_{\sigma^{\prime}}\left(q^{\prime}\right)  \tag{10}\\
& =(2 \pi)^{\prime} \delta\left(q-q^{\prime}\right) g A^{2}\left(1-M_{N^{2}} / q_{0}^{2}\right) .
\end{align*}
$$

[^38]
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In the summation over higher intermediate states we make use of Eq. (5), giving

$$
\begin{equation*}
\left[\frac{\sqrt{2} M_{N} M_{r^{2}}^{2} g_{4}}{g_{r} K^{N N}(0)}\right]^{2} \sum_{j \neq N} \frac{\langle p(q)| \int d^{1} x \phi_{r} *|j\rangle\langle j| \int d^{1} x \phi_{z}-\left|p\left(q^{\prime}\right)\right\rangle}{\left(q_{0}-q_{j 0}\right)^{2}}-\left(\pi^{+} \leftrightarrow \pi^{-}\right) \tag{11}
\end{equation*}
$$

From Eqs. (10) and (11), we see that there is a family of sum rules, with $q_{0}$ as a parameter. In the linit as $q_{0}$ approaches infinity, a sum rule for $1-g_{1}^{-2}$ is obtained. Let us assume that the limiting operation can be taken inside the sum over intermediate states in Eq. (11). It is useful to write this sum in the form

$$
\begin{equation*}
\sum_{i \sim N}=\int \frac{d^{2} q_{j}}{(2 \pi)^{6}} \int_{M_{N+M}}^{\infty} d W^{\prime} \sum_{j \in N} \delta\left(W-M_{j}\right), \tag{12}
\end{equation*}
$$

where $q_{j}$ is the total momentum and where "INT" denotes the internal variables of the system $j$. We have denoted by $M$, the invariant mass of the system $j$. The integrations over $\mathbf{x}$ and $q_{j}$ can be done explicitly, giving a factor $(2 \pi)^{\prime} \delta\left(q-q^{\prime}\right)$ and constraining $q$ to be equal to $q$. Let us write

$$
\begin{equation*}
\langle j| \phi_{\mathbf{z}} \pm(0)|p(q)\rangle=\left(\left(M_{N} / q_{0}\right)\left(M_{j} / g_{j 0}\right)\right)^{1 / 2} R_{j}^{ \pm} \tag{13}
\end{equation*}
$$

so that $F_{j}{ }^{ \pm}$is a Lorentz scalar. Then we have for the summation over higher intermediate states,

$$
\begin{equation*}
(2 \pi)^{2} \delta\left(q-q^{\prime}\right)\left[\frac{r^{2} M_{N} M_{z^{2}} g_{1}}{g_{r} K^{N N-}(0)}\right]^{2} \int_{A_{N+N}+\infty}^{\infty} d W \sum_{j_{i N T}} \delta\left(W-M_{j}\right)\left(M_{N} / q_{0}\right)\left(M_{j} / q_{j 0}\right)\left(q_{0}-q_{j 0}\right)^{2}\left[\left|F_{j}-\left.\right|^{1}-\left|F_{j}^{+}\right|^{2}\right]\right. \tag{14}
\end{equation*}
$$

Using the equations

$$
\begin{gather*}
q_{j 0}=\left(q_{0}^{2}+M_{j}^{2}-M_{N}{ }^{2}\right)^{1 / 2}  \tag{15a}\\
\left(q_{0}-q_{j 0}\right)^{-2}=\left(q_{0}+q_{j 0}\right)^{2} /\left(M_{j}^{2}-M_{N^{2}}\right)^{2} \tag{15b}
\end{gather*}
$$

the limit as $q_{0} \rightarrow \infty$ of Eq. (14) becomes

$$
\begin{align*}
& \times \lim _{0 \rightarrow-}\left[K^{-}\left[I W,\left(q-q_{j}\right)^{2}\right]-K^{+}\left[W,\left(q-q_{i}\right)^{2}\right]\right], \tag{16}
\end{align*}
$$

where we have defined $K \pm\left[W,\left(q-q_{j}\right)^{2}\right]$ by the equation

$$
\begin{equation*}
K^{ \pm}\left[W,\left(q-q_{j}\right)^{2}\right]=\sum_{\substack{j \neq N \\ \operatorname{INT}}} \delta\left(W-M_{j}\right) M_{\mp}^{4}\left|F_{j} \pm\right|^{2} \tag{17}
\end{equation*}
$$

Note that $K^{ \pm}$can only depend on the indicated variables because (i) $K^{ \pm}$is a Lorentz scalar, and (ii) all internal variables are summed over. ${ }^{14}$

It is now trivial to take the indicated limits. The limit of the quantity in curly brackets is 4 , and the limit of the momentum transfer $\left.\left(q-g_{j}\right)^{2}=-\left[g_{0}-\left(g_{0}{ }^{2}+W^{2}-M_{N}\right)^{2}\right)^{1 / 2}\right]^{3}$ is 0 . Thus we are left with the sum rule

$$
\begin{equation*}
1-\frac{1}{g_{A}^{2}}=\frac{2 M_{N^{2}}}{g_{r}^{2} K^{N N+}(0)^{2}} \int_{M_{N+} \cdot N_{0}}^{\infty} \frac{4 M_{N} W d W}{\left(W^{2}-M_{N^{2}}\right)^{2}}\left[K^{+}\left(W^{\prime}, 0\right)-K^{-}(W, 0)\right] \tag{18}
\end{equation*}
$$

To complete the derivation, we must express $K^{ \pm}(W, 0)$ in terms of pion-proton scattering cross sections. Let $\sigma_{0}{ }^{ \pm}(W)$ denote the total cross section for scattering of a zero-mass $\pi^{ \pm}$on a proton, at center-of-mass energy $W$. It is easiest to calculate $\sigma_{0} \pm(W)$ in the center-of-mass frame. If we let $k$ and $q$ be, respectively, the four-momenta of

[^39]the initial pion and proton, then we have ${ }^{16}$
\[

$$
\begin{align*}
\sigma_{0} \pm(W) \cdot \text { flux } & =(2 \pi)^{4} \sum_{i=N} \frac{\left.\left|\langle j| J_{*} *(0)\right| p(q)\right\rangle\left.\right|^{2}}{2 k_{0}}\left(q_{j}-q-k\right) \\
& =(2 \pi)^{4} \int \frac{d^{4} q_{j}}{(2 \pi)^{8}} \sum_{j \neq N} \frac{\left.\left|\langle j| J_{*} *(0)\right| p(q)\right\rangle\left.\right|^{2}}{2 k_{0}}+\left(q_{j}-q-k\right) \\
& =2 \pi \sum_{i=N T} \frac{\left|\left(j\left|J_{\nabla} \pm(0)\right| p(q)\right\rangle\right|^{2}}{2 k_{0}} \delta\left(q_{j 0}-q_{0}-k_{0}\right) . \tag{19}
\end{align*}
$$
\]

Keeping in mind the fact that the initial pion has zero mass ( $k^{2}=0$ ), the following center-of-mass-frame equations may be derived:

$$
\begin{align*}
& q_{0}+k_{0}=W, \quad q_{j 0}=M_{j} ;  \tag{20a}\\
& \text { flux }=|\mathbf{k}| / k_{0}+|\mathbf{k}| / q_{0}=W / q_{0} ;  \tag{20b}\\
& k_{0}=\left(W^{2}-M_{N}{ }^{2}\right) /(2 W) ;  \tag{20c}\\
& \langle j| J_{ \pm} \pm(0)|p(q)\rangle=M_{\mp}{ }^{2}\left(j\left|\phi_{ \pm} \pm(0)\right| p(q)\right) \\
& =M_{\mathbf{F}^{2}}\left(M_{N} / q_{0}\right)^{1 / 2} F_{j}{ }^{ \pm} . \tag{20d}
\end{align*}
$$

Combining Eqs. (19) and (20) gives

$$
\begin{align*}
\sigma_{0} \pm\left(W^{\prime}\right) & =\left(2 \pi M_{N} /\left(U^{2}-M_{N^{2}}\right)\right) \sum_{j, N_{N}} \delta\left(W-M_{i}\right) M_{F}{ }^{4}\left|F_{j} \pm\right|^{2} \\
& =\left(2 \pi M_{N} /\left(W^{2}-M_{N}{ }^{2}\right)\right) K^{ \pm}(W, 0) . \tag{21}
\end{align*}
$$

Comparing with Eq. (18), we get the simple and exact sum rule

$$
\begin{align*}
& 1-\frac{1}{g A^{2}}=\frac{4 M_{N^{2}}}{g^{2} K^{N N_{x}}(0)^{2}} \frac{1}{\pi} \int_{M_{N+N}}^{\infty} \frac{W d W}{W^{2}-M_{N^{2}}} \\
& \times\left[\sigma_{0}^{+}(W)-\sigma_{0}-(W)\right] . \tag{22}
\end{align*}
$$

While the derivation just given is straight-forward, it suffers from the defect of requiring an additional assumption : We must assume that the limit $q_{0} \rightarrow \infty$ can be taken inside the sum over interemdiate states in Eq. (11). The next derivation which we give clarifies the meaning of this assumption.

## B. "PCAC Consistency Condition" Method

In two previous papers' ${ }^{16}$ (hereinafter called I and II), we showed that the hypothesis of a partially conserved axial-vector current leads to consistency conditions involving strong-interaction scattering amplitudes. The method used is a general one. Suppose that we have local field operators $j_{\lambda}(x)$ and $d(x)$ which satisfy the equation

$$
\begin{equation*}
\partial_{x} j_{\lambda}(x)=d(x) . \tag{23}
\end{equation*}
$$

[^40]Let us take the matrix element of this equation between states $\left(\beta\left(k_{p}\right) \mid\right.$ and $\left.\mid \alpha\left(k_{r}\right)\right)$. We get the equation

$$
\begin{align*}
&-i\left(k_{F}-k_{I}\right)_{\lambda}\left\langle\beta\left(k_{F}\right)\right| j_{\lambda}(0)\left|\alpha\left(k_{I}\right)\right\rangle \\
&=\left\langle\beta\left(k_{F}\right)\right| d(0)\left|\alpha\left(k_{I}\right)\right\rangle . \tag{24}
\end{align*}
$$

Let us now consider what happens as $\left(k_{r}-k_{I}\right) \rightarrow 0$. In this limit, only those pole terms of $\left\langle\beta\left(k_{F}\right)\right| j_{\lambda}(0)\left|\alpha\left(k_{\mathrm{I}}\right)\right\rangle$ which behave as $\left(k_{p}-k_{I}\right)^{-1}$ will contribute to the lefthand side of Eq. (24). It was shown in (II) that these singularities arise only from insertions of the vertex of $j_{n}$ on external lines of $\langle\beta \mid \alpha\rangle$. Furthermore, in the limit as $\left(k_{r}-k_{1}\right) \rightarrow 0$, these insertions leave the external particles on mass shell. Thus we get a "consistency condition' expressing

$$
\begin{equation*}
\lim _{\left(k_{F}-k_{r}\right) \rightarrow \infty}\left\langle\beta\left(k_{r}\right)\right| d(0)\left|\alpha\left(k_{I}\right)\right\rangle \tag{25}
\end{equation*}
$$

in terms of the physical matrix element $\langle\beta \mid \alpha\rangle$. Clearly, the same procedure can be applied to the quantities

$$
j(t)=\int d^{2} x j_{4}(x, t) \text { and } d(t)=\int d^{2} x d(x, t),
$$

which satisfy the equation

$$
\begin{equation*}
d j(t) / d t=i d(t) \tag{26}
\end{equation*}
$$

Of course, the resulting formulas will not be manifestly covariant. What was done in (II) was to study in detail the case when $j(l)$ is simply the chirality $\chi^{e}(t)$. We will now apply the same method to a somewhat more complicated object,
$j\left(x_{0}\right)=\int d y_{0} \epsilon^{-\mathrm{itam}\left(N(q)\left|T\left[x^{\mathrm{a}}\left(x_{0}\right) x^{\mathrm{a}}\left(y_{0}\right)\right]\right| N(q)\right\rangle, ~}$
in order to rederive the sum rule for $g_{4}$.
Let us consider the quantity $T$ defined by
$T=\int d x_{0} e^{a_{0} 0_{0}} \int d y_{0} e^{-4 x_{000}}$
$X\langle N(q)| T\left[\chi^{a}\left(x_{0}\right) \chi^{b}\left(y_{0}\right)\right]|N(q)\rangle$
$=\int d x_{0} f^{i \operatorname{limen}} j\left(x_{0}\right)$.
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Let us also define $P a(x)$ by the equation

$$
\begin{equation*}
\partial_{\lambda} J_{\lambda}{ }^{\wedge \varepsilon}(x)=P_{c}(x), \tag{29}
\end{equation*}
$$

so that the chiraiity $\boldsymbol{\chi}^{\boldsymbol{\sim}}\left(x_{0}\right)$ satisfies

$$
\begin{equation*}
\frac{d}{d x_{0}} x^{a}\left(x_{0}\right)=\int d^{2} x P^{\bullet}(x) . \tag{30}
\end{equation*}
$$

$$
\begin{align*}
-i k_{0} j\left(x_{0}\right) & =\frac{d}{d x_{a}} j\left(x_{0}\right)=\int_{j} d y_{0} e^{-i k_{0} v_{0}}\langle N(q)| \frac{d}{d x_{a}} T\left[x^{a}\left(x_{0}\right) x^{b}\left(y_{0}\right)\right]|N(q)\rangle \\
& =e^{-i k_{0} x_{0}}\langle N(q)|\left[x^{4}\left(x_{0}\right), x^{b}\left(x_{0}\right)\right]|N(q)\rangle+\int d y_{0} \int d^{2} x e^{-i k_{0} v_{0}}\left(N(q)\left|T\left[P a(x) x^{b}\left(y_{0}\right)\right]\right| N(q)\right\rangle . \tag{32}
\end{align*}
$$

Since the second term on the right-hand side of Eq. (32) is proportional to $\exp \left(-i k_{0} x_{0}\right)$, we can rewrite it as

$$
\begin{equation*}
\frac{1}{-k_{0}^{2}+M_{\approx}^{2}} \int d y_{0} \int d^{1} x e^{-i k_{00}}\left(-\square_{z}+M_{z}^{2}\right)\langle N(q)| T\left[P^{a}(x) \chi^{d}\left(y_{0}\right)\right]|N(q)\rangle . \tag{33}
\end{equation*}
$$

We have assumed that we can integrate hy parts with respect to the spacial variables $\mathbf{x}$; this can be justified by the use of wave packets. ${ }^{16}$ Combining Eqs. (28), (32), and (33), and then interchanging the order of the integrations over $\boldsymbol{x}_{0}$ and $\boldsymbol{y}_{0}$ gives

$$
\begin{align*}
& \left.-i k_{0} T=\int d x_{n} e^{i\left(l_{0}-k_{0}\right) z_{0}}\langle N(q)|\left[x^{a}\left(x_{0}\right), x^{d}\left(x_{0}\right)\right] \mid N(q)\right) \\
& +\int d x_{0} e^{i l_{0} x_{0}} \frac{1}{M_{\mathbf{F}^{2}}^{2}-k_{0}^{2}} \int d y_{0} \int d^{2} x e^{-i k_{0} y_{0}}\left(-\square_{\mathrm{x}}+M_{\mathrm{F}}^{2}\right)\left(N(q)\left|T\left[P^{\mathrm{a}}(x) x^{\mathrm{b}}\left(y_{0}\right)\right]\right| N(q)\right\rangle \\
& =2 \pi \delta\left(l_{0}-k_{0}\right)\left(N(q)\left|\left[x^{a}(0), x^{b}(0)\right]\right| N(q)\right)+\frac{1}{M q_{z^{2}}^{2}-k_{0}^{2}} \int d y_{0} e^{-i k_{0} y_{0}} j_{1}\left(y_{0}\right) \text {, } \tag{34}
\end{align*}
$$

with

$$
\begin{align*}
j_{1}\left(y_{0}\right) & =\int d^{4} x e^{i L_{0} x_{0}}\left(-\square_{x}+M_{x}^{2}\right)\langle N(q)| T\left[P^{a}(x) x^{b}\left(y_{0}\right)\right]|N(q)\rangle \\
& =e^{i L_{0} y_{0}} \times \text { constant } . \tag{35}
\end{align*}
$$

Treating $j_{1}\left(y_{0}\right)$ in the same manner as we treated $j\left(x_{0}\right)$, we get

$$
\begin{align*}
& i l_{0} j_{1}\left(y_{0}\right)=M_{\Sigma^{2}}^{2} \int d^{1} x e^{i l_{0 \mu 0}}\left(N(q)\left|\left[x^{b}\left(y_{0}\right), P\left(x, y_{0}\right)\right]\right| N(q)\right\rangle \\
&  \tag{36}\\
& \quad+\frac{1}{M_{\Sigma^{2}}^{2}-l_{0}^{2}} \int d^{4} x \int d^{2} y e^{i l_{0} x_{0}}\left(-\square_{\mathrm{z}}+M_{\mathrm{r}}^{2}\right)\left(-\square_{\nu}+M_{\mathrm{z}}^{2}\right)\langle N\langle q)| T\left[P^{a}(x) P^{b}(y)\right]|N(q)\rangle
\end{align*}
$$

To sum up, we have derived the identity

$$
\begin{align*}
& -i k_{0} \int d x_{0} e^{i x_{01}} \int d y_{0} e^{-i 2_{0 y_{0}}}\langle N(q)| T\left[x^{a}\left(x_{0}\right) X^{b}\left(y_{0}\right)\right]|N(q)\rangle \\
& =2 \pi \delta\left(l_{0}-k_{0}\right)\left[\left(N(q)\left|\left[x^{a}(0), x^{d}(0)\right]\right| N(q)\right\rangle+\left(\frac{M_{\tau^{2}}^{2}}{M_{\tau^{2}}-k_{0}^{2}}\right) \frac{1}{i l_{0}} \int d^{2} x\left(N(q)\left|\left[\chi^{b}(0), P^{a}(\mathrm{x}, 0)\right]\right| N(q)\right)\right] \tag{37}
\end{align*}
$$

[^41]Since we will obtain the sum rule for $g_{A}$ from the part of Eq. (37) which is antisymmetric in $a$ and $b$, let us drop all terms which are symmetric. Because $\left[\chi^{a}\left(x_{0}\right), \chi^{b}\left(x_{0}\right)\right]=i \epsilon^{a r} I^{4}$, and since $d I / d x_{0}=0$, we have $d\left[x^{a}\left(x_{0}\right), x^{b}\left(x_{0}\right)\right]$ $d x_{0}=0$. In other words,

$$
\begin{equation*}
\int d^{d} x\left[P^{a}\left(1, x_{0}\right), \chi^{b}\left(x_{0}\right)\right]=\int d^{B} x\left[P^{b}\left(1, x_{0}\right), \chi^{d}\left(x_{0}\right)\right], \tag{38}
\end{equation*}
$$

indicating symmetry under intenchange of $a$ and $b$. Thus we can drop the term proportional to

$$
\langle N(q)|\left[\chi^{b}(0), P^{a}(\mathbf{x}, 0)\right]|N(q)\rangle .
$$

Let us now consider the antisymmetric part of Eq. (37) for small $k_{0}$. At the end of the calculation, we will let $\boldsymbol{k}_{0}$ approach 0 . On the left-hand side, only diagrams with $\chi^{\mathbf{a}}$ inserted on the external nucleon lines will make a contribution of zeroth order in $\boldsymbol{k}_{0}$, as was shown in (II). This can be seen directly by inserting a complete set of intermediate states in the time ordered product:

$$
\begin{align*}
& =\int d x_{0} \int d y_{0} e^{l_{000}-\operatorname{lon}} \sum_{j}\left[\langle N(q)| x^{4}\left(x_{0}\right)|j\rangle\langle j| x^{\mathrm{b}}\left(y_{0}\right)|N(q)\rangle \theta\left(x_{0}-y_{0}\right)\right. \\
& \left.+\langle N(q)| x^{b}\left(y_{0}\right)|j\rangle\langle j| x^{a}\left(x_{0}\right)|N(q)\rangle \theta\left(y_{0}-x_{0}\right)\right] \\
& \left.=\sum_{j}\left[\langle N(q)| J_{4}{ }^{\wedge}(0)|j\rangle\langle j| J_{4}{ }^{\Delta b}(0)|N(q)\rangle i\left(k_{0}-\Delta_{j}\right)^{-1}-\langle N(q)| J_{4}{ }^{\Delta b}(0)|j\rangle\langle j| J_{4}{ }^{\Lambda_{0}}(0) \mid N(q)\right) i\left(k_{0}+\Delta_{j}\right)^{-1}\right] \\
& \times 2 \pi \delta\left(l_{0}-k_{0}\right)(2 \pi)^{8} \delta(0) \delta(\mathbf{q}-q), \tag{39}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{\mathrm{J}}=\left(q_{0}{ }^{2}+M_{5}^{2}-M_{N}\right)^{1 / 2}-q_{0} . \tag{40}
\end{equation*}
$$

Clearly, only the one-nucleon intermediate state ( $j=N, \Delta_{j} \equiv 0$ ) gives a singularity behaving as $k_{0}{ }^{-1}$. Evaluation of the spin sum, as in Eq. (10), gives, for the left-hand side of Eq. (37),

$$
\begin{equation*}
(2 \pi) \delta(0) \delta\left(l_{0}-k_{0}\right) g \Lambda^{2} i \epsilon^{\text {abe }}\left(\frac{1}{3} \tau^{0}\right)\left(1-M_{N^{2}} / q 0^{2}\right)+O\left(h_{0}\right), \tag{41}
\end{equation*}
$$

where $O\left(k_{0}\right)$ indicates terms which vanish as $k_{0} \rightarrow 0$.
Let us now evaluate the terms of the right-hand side of Eq. (37). The commutator of the chiralities is easily evaluated, using Eq. (6), giving

$$
\begin{equation*}
2 \pi^{\delta}\left(l_{0}-k_{0}\right)\langle N(q)|\left[x^{a}(0), \mathrm{x}^{d}(0)\right]|N(q)\rangle=(2 \pi) \delta(0) \delta\left(l_{0}-k_{0}\right) i e^{\mathrm{a} \rho}\left(\frac{1}{2} \tau^{0}\right\rangle . \tag{42}
\end{equation*}
$$

In the last term of Eq. (37), let us introduce the PCAC hypothesis,
giving


$$
\begin{equation*}
\times\left(-\square_{r}+M_{r}^{2}\right)\left(-\square_{y}+M_{r}^{2}\right)\left(N(q)\left|T\left[\phi_{r}{ }^{\mathrm{a}}(\mathrm{x}) \phi_{\mathrm{r}}{ }^{\mathrm{b}}(\mathrm{y})\right]\right| N(\mathrm{~g})\right\rangle . \tag{44}
\end{equation*}
$$

Apart from factors, this is just a pion-nucleon scattering amplitude. In fact, the off-mass-shell pion-nucleon scattering amplitudes

$$
A^{-N(-)}\left(\nu, \nabla_{B}, M_{-}^{4}, M_{\nabla}\right) \quad \text { and } \quad B^{\Gamma N(-)}\left(\nu, \nu_{B}, M_{\nabla}^{4}, M_{\nabla} \eta,\right.
$$

where $M_{*}{ }^{6}$ and $M_{F}^{\prime}$ are, respectively, the masses of the initial and final pion, are defined by ${ }^{17}$


$$
\begin{aligned}
& =-i\left(2_{\pi}\right) \delta\left(q_{1}+k-q_{2}-l\right)\left(\left(M_{N} / q_{10}\right)\left(M_{N} / q_{20}\right)\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{align*}
& \nu_{B}=k \cdot l /\left(2 M_{N}\right), \quad \nu=-k \cdot\left(q_{1}+q_{2}\right) /\left(2 M_{N}\right) . \tag{45a}
\end{align*}
$$

The term $B$ can be separated into pole terms, ${ }^{17}$ and a nonpole part which we label $B$ :

$$
\begin{equation*}
B^{* N(-)}=\left(g^{2} / 2 M_{N}\right) K^{N N \pi}\left[-\left(M_{*}\right)^{2}\right] K^{N N+}\left[-\left(M_{\nabla}\right)^{2}\right]\left(\left(\nu_{B}-\nu\right)^{-1}+\left(\nu_{B}+\nu\right)^{-1}\right)+\bar{B}^{* N(-)} \tag{46}
\end{equation*}
$$

The integral in Eq. (44) is identical with Eq. (45), with

$$
\begin{equation*}
l=\left(0, i L_{0}\right)=k=\left(0, i k_{0}\right), \quad M_{ \pm}^{\prime}=M_{F^{\prime}}^{\prime}=k_{0} ; \quad \nu_{B}=-k_{0}^{2} /\left(2 M_{N}\right), \quad \nu=q_{0} k_{0} / M_{N} \tag{47}
\end{equation*}
$$

Combining Eqs. (44), (45), (46), and (47), we find that Eq. (44) becomes

$$
\begin{equation*}
(2 \pi)^{4} \delta(0) \delta\left(h_{0}-k_{0}\right) i \epsilon^{d b}\left(\frac{1}{2} \tau^{d}\right)\left\{-g A^{2} M N^{2} / g 0^{2}-\frac{2 M N^{2}}{g^{2} K^{N N T}(0)^{2}} \Delta^{2} \sum_{\nu}^{1}\left[A^{N^{N(-)}}(\nu, 0,0,0)+\nu \bar{B}^{r N(-)}(\nu, 0,0,0)\right]\right\}+O\left(k_{0}^{2}\right) \tag{48}
\end{equation*}
$$

with $\nu=q_{0} k_{0} / M_{N}$. The term proportional to $-g_{\Lambda}{ }^{1} M_{N^{2}} /$ $q_{0}{ }^{9}$ arises from the Born term in Eq. (46) when the substitutions of Eq. (47) are made, and just cancels the similar term in Eq. (41). Thus, in the limit as $k_{\mathrm{n}} \rightarrow 0$, we obtain from Eq. (37) the Lorentz-invariant identity

$$
\begin{equation*}
1-\frac{1}{g \Lambda^{2}}=\frac{-2 M_{N^{2}}}{s^{2} K^{N N x}(0)^{2}} G(0) \tag{49}
\end{equation*}
$$

where

$$
\begin{align*}
G(r) & =r^{-1}\left[A^{r N(-)}(\nu, 0,0,0)+\nu B^{r N(-)}(\nu, 0,0,0)\right] \\
& =\nu^{-1}\left[A^{\text {rN( }}(\nu)(\nu, 0,0,0)+\nu B^{r N(-)}(\nu, 0,0,0)\right] . \tag{50}
\end{align*}
$$

We are able to drop the bar on $B$ because the Born term $\left(\nu_{B}-\nu\right)^{-1}+\left(\nu_{B}+\nu\right)^{-1}$ vanishes identically at $\nu_{B}=0$.

Equation (49), which follows solely from the assumptions of Sec. I, is our final result. From the crossing and analyticity properties of $A^{* N(-)}$ and $B^{\text {rN( }}(-)$, we know that $G(\nu)$ is an even function of $\nu$ and is analytic in the $\nu$ plane, apart from cuts running from $\pm\left[M_{F}+M_{5}{ }^{2}\right]$ $\left.\left(2 M_{N}\right)\right]$ to $\pm \infty$. Let us assume that $G(\nu)$ satisfies an unsubtracted dispersion relation in the variable $\nu$. Then we may write

$$
\begin{equation*}
G(0)=\frac{2}{\pi} \int_{\nu+\Psi_{r} /\left(\varepsilon \Psi_{N}\right)}^{\infty} \frac{d \nu}{\nu} \operatorname{Im} G(\nu) . \tag{51}
\end{equation*}
$$

It is easily verified that

$$
\begin{equation*}
\operatorname{Im} G(\nu)=\frac{1}{1}\left(\sigma_{0}^{-}-\sigma_{0}^{+}\right) . \tag{52}
\end{equation*}
$$

Changing the integration variable from $\nu$ to the center-of-mass energy $W\left[\nu=\left(W^{2}-M_{N}{ }^{2}\right) /\left(2 M_{N}\right)\right]$, and combining Eqs. (49), (51), and (52) leads to the sum ruie of Eq. (22). Thur, the assumption that the limit $q_{0} \rightarrow \infty$

[^42]may be taken inside the sum over indermediate states in the mathod of Fubini and Furlan is equivalent to the assumption that $G(v)$ obeys an unsublracted dispersion relation.

There is evidence that an unsubtracted dispersion relation for $G(\nu)$ is valid. First of all, provided that the Pomeranchul theorem is valid, the integral in Eq. (22) is convergent. Secondly, Amblard et al. and Höhler al al. have shown ${ }^{18}$ that the forward chargeexchange scattering amplitude

$$
\begin{aligned}
& A^{* N(-)}\left(\nu,-M_{\mp}^{2} /\left(2 M_{N}\right), M_{n}, M_{\Sigma}\right) \\
&+\nu B^{* N(-)}\left(\nu_{1}-M_{*}^{2} /\left(2 M_{N}\right), M_{\mp}, M_{\Sigma}\right)
\end{aligned}
$$

satisfies an unsubtracted dispersion relation. It would be surprising if this result were changed by the extrapolation of the external pion mass from $M_{V}$ to 0 . Clearly, if a subtraction were required, the sum rule for $\mathrm{g}_{4}$ would be useless.

By writing a dispersion relation for the last term in Eq. (37), without assuming the PCAC hypothesis, one gets a sum rule relating $1-g \boldsymbol{g}^{2}$ to cross sections measurable in high-energy neutrino experiments. This sum rule is discussed further in Sec. V.

## III. NUMERICAL EVALUATION

Because Eq. (22) involves off-mass-shell pion-proton scattering cross sections, a little work is necessary to compare it with experiment. Let us split the right-hand side of Eq. (22) into the sum of three terms:

$$
\begin{equation*}
1-g_{4}^{-1}=\left(4 M_{N^{2}} / g_{r}^{2}\right)\left(R_{1}+R_{1}+R_{3}\right), \tag{53}
\end{equation*}
$$

[^43]with
\[

$$
\begin{align*}
& R_{1}=-\frac{1}{\pi} \int_{M_{*}}^{\infty} \frac{d \nu}{\nu} \operatorname{Im} G_{1}^{\prime}\left(\nu,-\frac{M_{\tau}^{2}}{2 M_{N}}, M_{v}, M_{\tau}\right) \\
& =\frac{1}{2 \pi} \int_{N,} \frac{d \nu}{\nu^{2}}\left(\nu^{2}-M_{*}^{2}\right)^{1 / 2}\left[\sigma^{+}(\nu)-\sigma^{-}(\nu)\right]_{\text {, }}  \tag{54a}\\
& R_{2}=\frac{1}{\pi} \int_{M_{\tau}}^{\infty} \frac{d \nu}{\nu} \operatorname{ImG}\left(v_{1}-\frac{M_{\pi}^{2}}{2 M_{N}}, M_{\pi}, M_{\tau}\right) \\
& -\frac{1}{\pi} \int_{\left.M_{+}+M_{\tau^{2}}\right)\left(2 \Omega_{N}\right)}^{\infty} \frac{d \nu}{\nu} \operatorname{Im} G\left(\nu, 0, M_{*}, M_{\tau}\right),  \tag{54b}\\
& R_{1}=\frac{1}{\pi} \int_{\mu \tau+N_{*} /\left(2 M_{N}\right)}^{\infty} \frac{d \nu}{\nu} \operatorname{Im}\left[G\left(\nu, 0, M_{v}, M_{r}\right)\right. \\
& \left.-\frac{G(\nu, 0,0,0)}{K^{N N \times}(0)^{2}}\right\rceil,  \tag{54c}\\
& G\left(\nu, \nu_{B}, M_{r^{\prime}}, M_{\mathbf{\Sigma}}{ }^{\prime}\right) \equiv \nu^{-1}\left[A^{* N(-)}\left(\nu, \nu_{B}, M_{\mathbf{\Sigma}}{ }^{\mathbf{d}}, M_{\mathbf{\Sigma}}\right)\right. \\
& \left.+\nabla^{-N(-)}\left(\nu_{1} \nu_{B_{r}} M_{r}^{( }, M_{\Sigma}\right)\right] . \tag{54d}
\end{align*}
$$
\]

There is a definite reason for splitting things up this way. Numerically, we find that $\left|R_{1}\right|>\left|R_{2}\right|>\left|R_{2}\right|$. The dominant term, $R_{1}$, involves only the physical pionproton scattering cross sections $\sigma^{ \pm}$, and thus can be reliably determined. The terms $R_{2}$ and $R_{1}$ are corrections, which take into account the fact that the sum rule involves the forward charge-exchange scattering amplitude, with both external pions of zero mass. The term $\boldsymbol{R}_{\mathbf{2}}$ can be calculated in terms of pion-nucleon scattering phase shifts. Since it is dominated by the $(3,3)$ resonance, it can be fairly reliably calculated. The term $R_{\mathbf{z}}$ is less well known, because a model is needed to calculate the off-mass-shell partial wave amplitudes.

We get the following numerical results ${ }^{18}$

$$
\begin{align*}
& \left(4 M N^{2} / g_{r}^{2}\right) R_{1}=0.254, \\
& \left(4 M_{N} / g_{r}^{2}\right) R_{2}=0.155,  \tag{55}\\
& \left(4 M_{N}{ }^{2} / g_{r}^{2}\right) R_{3}=-0.061,
\end{align*}
$$

giving

$$
\begin{equation*}
g_{A}{ }^{\text {theory }}=1.24 \tag{56}
\end{equation*}
$$

A reasonable error estimate, based upon the variations among the several calculations of $\boldsymbol{R}_{2}$ and $\boldsymbol{R}_{\mathbf{1}}$ discussed below, is $\pm 0.03$. The best experimental value is ${ }^{20}$

$$
\begin{equation*}
g_{A^{a x p t}}=1.18 \pm 0.02 \tag{57}
\end{equation*}
$$

Thus, the sum rule agrees with experiment to within $5 \%$.

[^44]It is interesting that the region around the 600 - and $900-\mathrm{MeV}$ pion-nucleon resonances makes an important contribution to the sum rule. If only the contribution of the $(3,3)$ resonance is retained, we get the result $g_{A}$ $=1.44$. In other words, the $(3,3)$ resonance does not exhaust the sum rule.

The remainder of this section deals with the details of the numerical evaluation

## A. Calculation of $\boldsymbol{R}_{\mathbf{1}}$

As stated above, $R_{1}$ is calculated directly from the physical pion-proton total cross sections $\sigma^{ \pm}$. Values of $\boldsymbol{\sigma}^{ \pm}$from 0 to 110 MeV were taken from the smoothed fit of Klepikov et al ${ }^{11}$ From 110 to 4950 MeV , we used the tabulation of Amblard at al. ${ }^{\text {n }}$ Above 4950 MeV , we used the asymptotic formula $\sigma^{-}-\sigma^{+}=7.73 \mathrm{mb}$ $\times[k /(\mathrm{BeV} / c)]^{-0.7}$ given by von Dardel et al. ${ }^{13}$ This formula gives a good fit to the experimental data up to $20 \mathrm{BeV} / \mathrm{c}$. Use of this formula beyond $20 \mathrm{BeV} / \mathrm{c}$ represents an extrapolation from the present experimental data, and gives

$$
\begin{equation*}
\frac{4 M_{N^{2}}^{2}}{g_{r^{2}}^{2}} \frac{1}{2 \pi} \int_{20 \text { BeV }}^{\infty} \frac{d \nu}{v^{2}}\left(\nu^{2}-M_{r^{2}}^{2}\right)^{1 / 2}\left(\sigma^{+}-\sigma^{-}\right)=-0.011 \tag{58}
\end{equation*}
$$

Thus, unless the $[k /(\mathrm{BeV} / c)]^{-0.7}$ asymptotic behavior is very much in error, the region above $20 \mathrm{BeV} / \mathrm{c}$ contributes only a few percent of $1-\mathrm{ga}^{-2}$.

## B. Calculation of $R_{1}$

It is convenient to express $R_{2}$ as a single integral over center-of-mass energy $W$, the integrand of which is the difference of terms referring to $\nu_{B}=0$ and to $\nu_{B}$ $=-M_{\boldsymbol{r}}{ }^{2} /\left(2 M_{N}\right)$. The center-of-mass scattering angle $\phi$ is given by

$$
\begin{align*}
& y=\cos \phi=1+M_{2}^{2} /|k|^{2} \text { at } \nu_{B}=0,  \tag{59}\\
& y \equiv \cos \phi=1 \quad \text { at } \quad \nu_{B}=-M_{r}^{2} /\left(2 M_{N}\right),
\end{align*}
$$

where $|\mathbf{k}|$ is the center-of-mass frame pion momentum. Thus we get

$$
\begin{align*}
& R_{7}=-16 \int_{M_{N+N}}^{\infty} d W \Delta(W), \\
& \Delta(I I)=\frac{W^{2}}{\left(W^{2}-M_{N}\right)^{2}}\left[f_{1}\left(W, 1+\frac{M_{*}^{2}}{|\mathbf{k}|^{2}}\right) \frac{\left(W+M_{N}\right)^{2}}{\left(W+M_{N}\right)^{2}-M_{r^{2}}}\right. \\
& \left.+f_{2}\left(W, 1+\frac{M_{\mathbf{r}}^{2}}{|\mathbf{k}|^{2}}\right) \frac{\left(W-M_{N}\right)^{2}}{\left(W-M_{N}\right)^{2}-M_{\mathbf{\Sigma}}^{2}}\right] \\
& -\frac{W^{2}}{\left(W^{2}-M_{N^{2}}-M_{*}^{2}\right)^{2}}\left[f_{1}(W, 1)+f_{3}(W, 1)\right] \text {, } \tag{60}
\end{align*}
$$

[^45]
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with $f_{1}(W, y)$ and $f_{2}(W, y)$ the usual center-of-mass pion-nucleon scattering amplitudes. Since $f_{1}$ and $f_{2}$ are analytic functions of $y$ in an ellipse with foci $\pm 1$ and with semimajor axis $1+\left.2 M_{r^{2}}{ }^{2}| | k\right|^{2,24}$ we can legitimately use partial-wave expansions in calculating $f_{1}$ and $f_{2}$ in both terms of Eq. (60). The integral is rapidly convergent, since the two terms in $\Delta(W)$ tend to cancel at high energies.

The number ( $4 M_{N}{ }^{2} / g_{r}^{2}$ ) $R_{2}=0.155$ quoted in Eq. (55) was obtained by using Roper's $l_{m}=3$ phase-shift fit, ${ }^{25}$ truncating the integral at $W=11.20 M_{r}$. (Beyond this energy no phase-shift fit is available.) The integral is dominated by the ( 3,3 ) resonance; extending the integral only over the ( 3,3 ) resonance gave ( $4 M_{N}{ }^{2} / g_{r}^{2}$ ) $R_{2}$ $=0.166$. A third calculation, using simple Breit-Wigner forms for the $(3,3)$ and the 600 - and $900-\mathrm{MeV}$ resonances, and neglecting all other partial waves, gave ( $4 M_{N}{ }^{2} / g_{r}^{2}$ ) $R_{2}=0.156$ when the integral was truncated at $11.20 M_{r}$, and $\left(4 M_{N}{ }^{2} / g_{r}^{2}\right) R_{2}=0.145$ when the integral was extended to an upper limit of $W \approx 17 M_{\text {r }}$. The good agreement of these numbers indicates that $R_{2}$ is insensitive to "controversial" features of Roper's phases, such as whether the $P_{11}$ wave resonates.

## C. Calculation of $\boldsymbol{R}_{\mathbf{z}}$

The term $R_{\mathbf{2}}$, which describes corrections arising from taking the external pion off the mass shell, cannot be calculated directly from experimental data. In order to estimate this term, we must assume a model for the off-mass-shell partial wave amplitude $f_{i J I}\left(W, M_{\times}{ }^{i}, M_{*}{ }^{\prime}\right)$. (Here $l=$ orbital angular momentum, $J$-total angular momentum, and $I=$ isospin.)

Actually, in order to evaluate $R_{\mathbf{1}}$, we only need to know the imaginary part of $f_{I J I}\left(W, M_{r^{i}}, M_{\nabla}\right)$. Below the inelastic threshold at $W=M_{N}+2 M_{*}$, generalized unitarity tells us that

$$
\begin{align*}
& \operatorname{Im} f_{I J I}\left(W, M_{\mathbf{*}}{ }^{*}, M_{\mathbf{*}}{ }^{\prime}\right) \\
& =|\mathbf{k}| f_{i J I}\left(W, M_{\nabla^{i}}, M_{\tau}\right) f_{l J I}\left(W, M_{\tau^{f}}, M_{\tau}\right)^{*} . \tag{61}
\end{align*}
$$

The intermediate state pion is, of course, on the mass shell. Since only the region around the $(3,3)$ resonance is appreciably affected by taking the external pions off the mass shell, it suffices to study $f_{i J I}\left(W, M_{*}^{i}, M_{*}\right)$ and then to use the elastic unitarity relation of Eq. (61) to get $\operatorname{Im} f_{i J I}\left(W, M_{*}^{\prime}, M_{*}\right)$.

In constructing a model, we use the following information about $f_{l J I}$ :
(i) Threshold behavior. From kinematic considerations, we know that near the threshold at $W=M_{N}+M_{\text {n }}$, $f_{1 J I}\left(W, M_{r}, M_{r}\right)$ will be equal to $\left(\left|k^{\mathbf{i}} \| \mathbf{k}^{s}\right|\right)^{d}$ times

[^46]slowly varying factors, with
\[

$$
\begin{align*}
\left|\mathbf{k}^{d, f}\right| & =\left[\left(k_{0}^{i, \eta}\right)^{2}-M_{r^{2}}^{2}\right]^{1 / 2}, \\
k_{0}, f & =\left[W^{2}-M_{N^{2}}+\left(M_{\nabla^{i,},}\right)^{2}\right] /(2 W) . \tag{62}
\end{align*}
$$
\]

Here $\left|\mathbf{k}^{i}\right|$ and $\left|\mathbf{k}^{\prime}\right|$ are the center-of-mass momenta of the initial and final pions; when $M_{\mathbf{7}}=0\left(M_{x}\right)$, we denote $\left|\mathbf{k}^{\prime}\right|$ by $\left|\mathbf{k}^{\mathrm{p}}\right|(|\mathbf{k}|)$.
(ii) Unitarity. Setting either $M_{r^{\top}}$ or $M_{\nabla^{\prime}}^{f}$ equal to $M_{F}$ in Eq. (61), we see that $f_{i J r}\left(W_{r} M_{r}^{i}, M_{r}\right)$ has the same phase $\delta_{l J I}$ as the true pion-nucleon partial wave amplitude $f_{I J I}\left(W, M_{7}, M_{7}\right)$.
(iii) Left-hand singularities. Changing the external pion mass changes the left-hand singularities in the partial wave amplitude $f_{I J I}\left(W, M_{r}, M_{r}\right)$. The lefthand singularities closest to the physical region come from the partial wave projection $f_{1 J_{1}}{ }^{B}\left(W, M_{x}^{i}, M_{7}\right)$ of the Born approximation (the pole term) in Eq. (46). Reference to Eq. (46) shows that $f_{I J I}{ }^{B}\left(W, M_{r^{i}}, M_{\nabla}\right)$ contains a factor $K^{N N=}\left[-\left(M_{*}^{*}\right)^{2}\right] K^{N N *}\left[-\left(M_{*}\right)^{2}\right]$ arising from the change in strength of the coupling of the external pions to nucleons when the external pion mass is changed from the physical value.

A simple model, which takes into account the considerations (i)-(iii), is to take

$$
\begin{align*}
& f_{l J I}\left(W, M_{\mathbf{r}}{ }^{i}, M_{\mathbf{r}}\right) \\
& =\frac{f_{l J I}{ }^{B}\left(W, M_{\tau}{ }^{i}, M_{\nabla}\right)}{f_{I J I}^{B}\left(W, M_{*}, M_{\mp}\right)} f_{I J I}\left(W, M_{\mathbb{*}}, M_{\mathbf{r}}\right) . \tag{63}
\end{align*}
$$

Equation (63) gives $f_{I J I}\left(W, M_{*}^{i}, M_{*}\right)$ the same phase as $f_{i J I}\left(W, M_{\sim}, M_{\sim}\right)$. Multiplying the physical $f_{i J X}$ by the ratio of the Born approximations gives the off-massshell $f_{I J I}$ the correct threshold behavior and, approximately, the correct nearby left-hand singularities. A second model is to take

$$
\begin{align*}
& f_{i J I}\left(W, M_{*}{ }^{i}, M_{n}\right) \\
& \quad \approx\left(\left|\mathbf{k}^{i}\right| /|\mathbf{k}|\right)^{l} K^{N N_{\pi}}\left[-\left(M_{*}^{i}\right)^{2}\right] f_{i J I}\left(W, M_{\pi}, M_{r}\right) . \tag{64}
\end{align*}
$$

Here we have put in only a threshold correction factor and a constant factor $K^{N N \times}\left[-\left(M_{\mathbf{*}}\right)^{2}\right]$ to account for the change in strength of the nearby left-hand singularities. According to Eq. (61), the first model gives

$$
\begin{align*}
& \operatorname{Im} f_{I J I}(W, 0,0) \\
& \quad=\left[\frac{f_{I J I}^{B}(W, 0,0)}{f_{I J I}^{B}\left(W, M_{\mathrm{r}}, M_{\mathrm{r}}\right)}\right]^{\mathrm{Z}} \operatorname{Im} f_{I J I}\left(W, M_{\mathrm{r}}, M_{\mathrm{F}}\right) \tag{65}
\end{align*}
$$

while the second model gives

$$
\begin{align*}
& \operatorname{Im} f_{i J I}(W, 0,0)=\left(\left|\mathbf{k}^{0}\right| /|\mathbf{k}|\right)^{2 t} K^{N N_{r}}(0)^{\mathbf{2}} \\
& \times \operatorname{Im} f_{i J I}\left(W, M_{2}, M_{\mp}\right) \tag{66}
\end{align*}
$$

Although Eq. (61) is valid only below the inelastic threshold, we will use Eq. (65) and Eq. (66) above the inelastic threshold as well as below.

Numerical evaluation of Eq. (54c) gives ( $\left.4 M / N^{2} / g_{r}{ }^{2}\right) R_{1}$
$=-0.061$ when the model of Eq. (65) is used, and $\left(4 M_{N^{1}} / \mathrm{g}_{\mathrm{r}}{ }^{2}\right) R_{\mathrm{t}}=-0.051$ when we assume Eq. (66). In both cases, Roper's phase-shift fit was used, and the integral was truncated at $W=11.20 \mathrm{M}$. Using Eq. (65) integrated only over the ( 3,3 ) resonance gave $\left(4 M_{N^{2}} / g_{r}^{2}\right) R_{1}$ $=-0.066$. Evaluating the integral with only BreitWigner terms for the low-lying resonances gave similar results. Thus, the quoted value of $R_{\mathbf{3}}$, while dependent on the model used for going off mass shell, is insensitive to "controversial" features of the phase shifts.

## D. Remarks

The terms $R_{2}$ and $R_{3}$, which come largely from the $(3,3)$ resonance region, give a combined contribution of 0.094 , as compared with the contribution of 0.254 coming from $R_{1}$. It may at first seem surprising that the effect of $R_{2}$ and $R_{1}$ is so big, but it is easy to understand this. From Eq. (66), we can see that the main effect of $R_{2}$ and $R_{1}$ is to multiply $\sigma_{3,2}$, the (3,3) resonance contribution to the integrand of $R_{1}$, by a factor

$$
\begin{equation*}
\left|\mathbf{k}^{0}\right| \mathbf{2} /|\mathbf{k}|^{2} . \tag{67}
\end{equation*}
$$

At the peak of the ( 3,3 ) resonance, this factor is 1.27 . Since the (3,3) contribution to $R_{1}$ is 0.43 , we expect $R_{1}$ to be increased by an amount of order

$$
\begin{equation*}
0.27 \times 0.43 \approx 0.12 \tag{68}
\end{equation*}
$$

in rough agreement with the sum of $\boldsymbol{R}_{\mathbf{2}}$ and $\boldsymbol{R}_{\mathbf{2}}$.

## IV. PION-PION SCATTERING SUM RULE

In Sec. II, we took the matrix element of Eq. (7) between proton states and derived a sum rule relating $g_{A}$ to pion-proton scattering. Now let us take the matrix element of Eq. (7) between $\pi^{+}$states. The same manipulations used in the proton case lead to the sum rule

$$
\begin{align*}
& \frac{2}{g_{1}^{2}}=\frac{4 M N^{2}}{g_{r}^{2} K^{N N_{r}}(0)^{2}} \frac{1}{\pi} \int_{2 N_{i}}^{\infty} \frac{W d W}{W^{2}-M_{\mathbf{V}^{2}}^{2}} \\
& \times\left[\sigma_{0 r}^{-}(W)-\sigma_{0 r}+(W)\right]: \tag{69}
\end{align*}
$$

where $\sigma_{0 r} \pm(W)$ is the total cross section for scattering of a zero mass $\boldsymbol{\pi}^{ \pm}$on a physical $\boldsymbol{\pi}^{+}$, at center-of-mass energy $W$. Equation (69) involves $\mathrm{ga}^{-7}$, rather than $\mathrm{ga}_{A^{-2}}-1$, because the one-pion intermediate state contribution vanishes on account of parity. The factor 2 on the left-hand side of Eq. (69) comes from the fact that $\left\langle\pi^{+}(q)\right| 2 I^{d}\left|\pi^{+}\left(q^{\prime}\right)\right\rangle=2 \cdot(2 \pi)^{2} \delta\left(q-q^{\prime}\right)$.
While, of course, no direct pion-pion scattering data is available, there is enough information on pion-pion resonances to compare Eq. (69) with experiment. First of all, $\sigma_{0 \times}+(W)$ comes only from $I=2$ scattering. While there are resonances in the low energy $I=0$ and $I=1$ pion-pion scattering, the $I=2$ scattering seems to be small. Thus the right-hand side of Eq. (69) is positive, agreeing in sign with the left-band side.

Now let us make a quantitative analysis. According to Eq. (57), the left-hand side of Eq. (69) is

$$
\begin{equation*}
2 / \mathrm{g}^{2}=1.43 . \tag{70}
\end{equation*}
$$

Let us express the right-hand side of Eq. (69) in terms of the variable $s=W^{2}$, giving

$$
\begin{equation*}
\frac{4 M_{N^{2}}}{g_{r}^{2} K^{N+}(0)^{2}} \frac{1}{2 \pi} \int_{\Delta M_{r}^{2}}^{\infty} \frac{d s}{s-M_{z}^{2}}\left[\sigma_{0 T}-(s)-\sigma_{0 F}^{+}(s)\right] . \tag{71}
\end{equation*}
$$

As in the proton case, we take account of the fact that the external pion in Eq. (71) is of zero mass by writing

$$
\begin{align*}
& \sigma_{0 r^{1}, I}{ }^{1,(s)}=K^{N N^{*}}(0)^{2}\left(\left|\mathbf{k}^{0}\right| /|\mathbf{k}|\right)^{2 l} \sigma_{\boldsymbol{z}^{1, I}}{ }^{1, I}(s) \\
& =K^{N N_{x}}(0)^{1}\left[\left(s-M_{\tau}^{2}\right)^{2} / s\left(s-4 M_{x^{2}}^{2}\right)\right]^{l} \sigma_{x}^{1, T}(s), \tag{72}
\end{align*}
$$

where $l=$ orbital angular momentum, $I=$ isospin, and $\sigma_{\mathrm{z}}{ }^{1, I(s)}$ is the on-mass-shell partial wave cross section. Thus Eq. (71) becomes

$$
\begin{aligned}
& \frac{4 M_{N^{2}}}{g s^{2}} \frac{1}{2 \pi} \int_{4 \mathcal{K}^{2}{ }^{2} s-M_{v^{2}}}^{\infty} \frac{d s}{}
\end{aligned}
$$

$$
\begin{align*}
& \left.+\sum_{\substack{i=1 \\
i \operatorname{dod}}}^{\infty}\left[\frac{\left(s-M_{\tau}^{2}\right)^{2}}{s\left(s-4 M_{\tau}^{2}\right)}\right]^{l} \sigma_{\tau}^{1,1(s)}\right\} . \tag{73}
\end{align*}
$$

Let us first evaluate the contributions of the two well-established $\pi \pi$ resonances, the $l=I=1 \rho$ and the $l=2, I=0 \mathrm{f}^{0}$. We parametrize $\sigma_{\tau}{ }^{1,1}$ and $\sigma_{\tau}{ }^{2,0}$ in the form ${ }^{26}$

$$
\begin{align*}
& \sigma_{\tau}^{1,1}(s)=\frac{12 \pi \gamma_{\rho}^{2} \nu^{2} /\left(\nu+M_{\tau}^{2}\right)}{\left(s_{p}-s\right)^{2}+\gamma_{\rho}^{2} \nu^{2} /\left(\nu+M_{\tau}^{2}\right)}, \tag{74}
\end{align*}
$$

The reduced widths $\boldsymbol{\gamma}_{\rho}{ }^{2}$ and $\boldsymbol{\gamma}_{\rho}{ }^{2}$ are related to the experimental full widths at half-maximum $\Gamma_{f}$ and $\Gamma_{f}$ by

$$
\begin{align*}
& \gamma_{\rho}^{2}=\frac{\nu_{0}+M_{z}^{2}}{\nu_{p}^{2}}, \Gamma_{\rho}^{2}, \quad \gamma f_{f}=\frac{\nu_{f}+M_{x}^{2}}{\nu_{f}^{2}} s_{f} \Gamma_{f}^{2},  \tag{75}\\
& v_{0, f}=\frac{1}{s} s, f-M_{\tau^{2}} .
\end{align*}
$$

Using the experimental values ${ }^{97} s_{p}=29.7 M_{r}{ }^{2}, \Gamma_{p}$ $=0.755 M_{\mathrm{r}}, s_{f}=80.0 \mathrm{M}_{\mathrm{r}}{ }^{2}, \Gamma_{f}=0.716 \mathrm{M}_{\mathrm{e}}$, we get, for the $\rho$ and $f^{\circ}$ contributions to Eq. (73),

$$
\begin{align*}
\rho \text { contribution } & =0.42,  \tag{76}\\
f^{0} \text { contribution } & =0.11 .
\end{align*}
$$

As a check, we also calculated the $\rho$ and $f^{0}$ contribu-
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tions in the narrow resonance approximation. This gave 0.35 for the $\rho$ and 0.09 for the $f^{0}$ contribution, indicating that resonance shape corrections will not substantially change the numbers of Eq. (76).

The contribution of 0.53 from the $\rho$ and the $f^{\circ}$ is only $37 \%$ of the total of 1.43 required by the sum rule. Since the $f^{\circ}$ contribution is so small, and since there seem to be no resonances with $l \geq 3$ in the low-energy region, ${ }^{37}$ it should be reasonable to negiect the contribution of terms with $l \geq 3$ in Eq. (73). Rearranging Eq. (69), we get

$$
\begin{aligned}
& \frac{4 M_{N^{2}}^{2}}{g_{r}^{2}} \frac{1}{2 \pi} \int_{4 N g^{1}}^{m} \frac{d s}{s-M_{\Sigma^{2}}^{2}}{ }^{\frac{2}{2}} \sigma_{\pi}^{0,0}(s)
\end{aligned}
$$

$$
\begin{align*}
& +1.43-0.42-0.11 \geq 0.9 \text {. } \tag{77}
\end{align*}
$$

Thus, the pion-pion sum rule can be satisfied only if there is a large low-energy $I=0, S$-wave pion-pion scaltering crass section.
In order to get an idea of how big the $I=0, S$-wave scattering cross section would have to be in order to satisfy Eq. (77), we evaluated the left-hand side of Eq. (77) using a simple scattering-length parametrization of the $I=0, S$-wave phase shift, ${ }^{28}$

$$
\begin{gather*}
\left(\nu /\left(\nu+M_{\pi}^{2}\right)\right)^{1 / 2} \cot \delta^{0.0}=1 / a_{0}+B(\nu), \\
H(\nu)=(2 / \pi)\left(\nu /\left(\nu+M_{\Sigma}^{2}\right)\right)^{1 / 2}  \tag{78}\\
\times \ln \left[\left(\nu / M_{\Sigma}^{2}\right)^{1 / 2}+\left(\nu / M_{\tau}^{2}+1\right)^{1 / 2}\right]
\end{gather*}
$$

which gives

$$
\begin{equation*}
\sigma_{\mathrm{\Sigma}}^{0,0}=\frac{4 \pi a_{0}^{2}}{a_{0}^{2} \nu+\left(\nu+M_{\mathrm{r}}^{2}\right)\left[1+a_{0} B(\nu)\right]^{2}} . \tag{79}
\end{equation*}
$$

We find that Eq. (77) can be satisfied only if $a_{0}>1.3$ or if $a_{0}<-0.85$. It is interesting that an $I=0, S$-wave scattering length of the order of a pion Compton wavelength is also suggested by studies of low-energy pion-nucleon scattering ${ }^{29}$ and of $K_{44}$ decays. ${ }^{30}$ Needless to say, there is nothing unique about the parametrization of Eq. (78).

## V. TESTS OF THE CURRENT ALGEBRA IN HIGH-ENERGY NEUTRINO REACTIONS

The sum rules discussed in the preceding three sections are derived from two principal hypotheses: the

[^48]axial-vector current commutation relations of Eq. (7) and the partially conserved axial-vector current hypothesis of Eq. (5). In this section, we discuss a sum rule which follows from the axial-vector current algebra alone, regardless of whether PCAC is true. We will also derive sum rules which follow from a proposed algebra of the strangeness-changing currents.

Let us begin by reviewing the theory of leptonic weak interactions of the hadrons. According to GellMann ${ }^{4}$ and to Cabibbo, ${ }^{8}$ the hadronic weak current is ${ }^{31}$

$$
\begin{align*}
& +\left(\mathcal{F}_{\Delta x}+i \mathcal{F}_{\Delta}+\mathscr{F}_{a_{\lambda}}{ }^{6}+i \mathcal{F}_{u x}{ }^{b}\right) G_{V} \sin \theta . \tag{80}
\end{align*}
$$

Here $G_{V}$ is the Fermi coupling constant and $\theta$ is the Cabibbo angle. The vector currents $\mathcal{F}_{\lambda \lambda}$ and the arial curients $\mathcal{F}_{7}{ }^{6}(j=1, \cdots, 8)$ each form an $S U_{3}$ octet. The $S U_{1}$ generalization of the conserved-vector-current (CVC) hypothesis is to assume that the vector currents $\mathcal{F}_{\rho_{\lambda}}$ are just the unitary spin currents, with

$$
\begin{align*}
& \Im_{a \lambda}=I_{\lambda}{ }^{a}, \quad a=1,2,3 ;  \tag{81}\\
& \mathcal{F}_{s \lambda}=\frac{1}{2} \sqrt{3} Y_{\lambda},
\end{align*}
$$

where $I_{\lambda}{ }^{\text {e }}$ is the isotopic spin current and $Y_{\lambda}$ is the hypercharge current. In our new notation, the currents defined in Sec. I are

$$
\begin{equation*}
J_{\lambda} \nabla_{a}=\mathscr{F}_{a \lambda}, \quad J_{\lambda} A^{A}=\mathscr{F}_{a \lambda}{ }^{B}, \quad a=1,2,3 . \tag{82}
\end{equation*}
$$

Let us define vector and axial-vector "charges" $\boldsymbol{F}_{\boldsymbol{j}}$ and $F_{j}{ }^{b}$ according to

$$
\begin{equation*}
F_{j}=-i \int d^{1} x \Im_{j 4} ; \quad F_{i}^{\mathrm{b}}=-i \int d^{3} x \Im_{j 4^{4}} \tag{83}
\end{equation*}
$$

Gell-Mann ${ }^{4}$ has postulated that even in the presence of the $S U_{3}$ symmetry-breaking interaction, the following commutation relations hold exactly:

$$
\begin{align*}
{\left[F_{i}, F_{j}\right] } & =i f_{i j k} F_{k}, \\
{\left[F_{i}, F_{j}\right] } & =i f_{i j} F_{k},  \tag{84}\\
{\left[F_{i}^{b}, F_{j}^{b}\right] } & =i f_{i j k} F_{k} .
\end{align*}
$$

The chirality commutation relation of Eq. (7) is, of course, just a special case of Eq. (84):

$$
\begin{equation*}
\left[F_{1}{ }^{8}+i F_{2}^{5}, F_{1}^{6}-i F_{2}^{5}\right]=2 F_{3} \tag{85}
\end{equation*}
$$

From Eq. (84), we also get the following commutation relation for the "charge" associated with the strangeness changing part of $J_{\lambda}{ }^{\wedge}$ :

$$
\begin{align*}
{\left[F_{4}+i F_{\mathrm{b}}+F_{\mathrm{a}}^{\mathrm{b}}+i F_{\mathrm{s}}^{\mathrm{b}}\right.} & \left., F_{4}-i F_{\mathrm{a}}+F_{\mathrm{a}}^{5}-i F_{\mathrm{s}}^{\mathrm{b}}\right] \\
& =2 \sqrt{3} F_{\mathrm{s}}+2 F_{\mathrm{a}}+2 \sqrt{3} F_{\mathrm{s}}^{\mathrm{s}}+2 F_{\mathrm{a}}{ }^{\mathrm{s}} \tag{86}
\end{align*}
$$

Assuming that we can integrate by parts with respect to the spatial variables $x$, we can express the time derivatives of the "charges" in terms of the divergences of

[^49]the corresponding currents:
\[

$$
\begin{align*}
& \frac{d}{d t} F_{j}=\int d^{2} x d_{\lambda} G_{j \lambda}, \\
& \frac{d}{d!} F_{j}^{3}=\int d^{2} x \partial_{\lambda} F_{j \lambda} . \tag{87}
\end{align*}
$$
\]

Let us now derive sum rules which provide tests of the commutation relations of Eq. (85) and Eq. (86), considering first the strangeness-conserving case, Eq. (85). We proceed exactly as in Sec. II, taking the matrix element of Eq. (85) between proton states. The only difference is that we do not assume that the divergence $\partial_{\lambda} F_{a \lambda^{5}}$ is proportional to the pion field. We thus get the sum rule

$$
\begin{equation*}
1=g A^{2}+\int_{M_{N}+\boldsymbol{u}_{*}}^{\infty} \frac{4 M_{N} W d W}{\left(W^{2}-M_{N}^{2}\right)^{2}}\left[N_{p}-(W)-N_{D}^{+}(W)\right], \tag{88}
\end{equation*}
$$

with

$$
\begin{align*}
& \left.N_{p} \pm(W)=\sum_{\substack{1 N T}} \delta\left(W-M_{j}\right)\left|\mathcal{F}_{j} \pm\left.\right|^{1}\right|(0-)^{2}\right)^{\prime} \omega, \\
& \langle j| \partial_{\lambda} f_{12}{ }^{s} \pm i \partial_{\lambda} \mathcal{F}_{2}{ }^{s}|p(q)\rangle \\
& =\left(\left(M_{N} / q_{0}\right)\left(M_{J} / q_{j 0}\right)\right)^{1 / 2 q_{j} \pm .} \tag{89}
\end{align*}
$$

In other words, $5_{j} \pm$ is the matrix element of the divergence of the axial-vector current; the sum rule of Eq. (88) involves this matrix element only at zero four-momentum transfer $\left(q-q_{j}\right)^{2}$.
The matrix element needed to evaluate the righthand side of Eq. (88) can be directly measured in highenergy neutrino reactions. Consider the inelastic reaction

$$
\begin{equation*}
v_{1}+N \rightarrow l+j, \tag{90}
\end{equation*}
$$

with $\nu_{i}$ a neutrino, $l$ a lepton, $N$ a nucleon, and $j$ a system of strongly interacting particles with $M_{j} \neq M_{N}$. In a previous paper, ${ }^{1}$ we showed that when the lepton emerges parallel to the incident neutrino direction, and when the lepton mass is neglected, the matrix element for Eq. (90) depends only on the divergences of the hadronic current. Clearly, under these hypotheses the momentum transfer ( $\left.q-q_{i}\right)^{2}$ is zero, so we are measuring just the matrix element needed in Eq. (88). (In the $\Delta S=0$ case, the divergence of the vector current vanishes.) Summing over final states $j$ of strangeness

[^50]zero $(S=0)$ leads to the relations, for forward lepton,
\[

$$
\begin{align*}
& \frac{d^{2} \sigma\left[\nu+p \rightarrow l^{l}+(S=0)\right]}{d \Omega_{1} d E_{1}} G_{V^{2}} \cos ^{2} \theta f(W) N_{p}+(W),  \tag{91}\\
& \frac{d^{2} \sigma\left[v+p \rightarrow l^{+}+(S=0)\right]}{d \Omega_{r} d E_{l}}=G q^{2} \cos ^{2} \theta f(W) N_{p}-(W), \\
& \text { with } \quad f(W)=\frac{1}{2 \pi^{2}[ }\left[\frac{M_{N^{2}}+2 M_{N} E-W^{2}}{W^{2}-M_{N^{2}}^{2}}\right]^{2} .
\end{align*}
$$
\]

Here $E$ is the incident-neutrino energy, $E_{1}$ is the finallepton energy, and $\Omega_{1}$ is the lepton solid angle (all in the laboratory frame, where the initial proton is at rest). In terms of $W$ and $E, E_{l}$ is given by

$$
E_{i}=\left(M_{N^{2}}+2 M_{N} E-W^{2}\right) /\left(2 M_{N}\right)
$$

We can apply the same method to the commutator of the strangeness-changing currents ${ }^{\boldsymbol{n}}$ [Eq. (86)], giving the two sum rules

$$
\begin{align*}
& 4=\int \frac{4 M_{N} W d W}{\left(W^{2}-M_{N}^{2}\right)^{2}}\left[S_{r}^{-}-(W)-S_{+}^{+}(W)\right]  \tag{94a}\\
& 2=\int \frac{4 M_{N} W d W}{\left(W^{2}-M_{N}^{2}\right)^{2}}\left[S_{n}-(W)-S_{n}^{+}(W)\right] . \tag{94b}
\end{align*}
$$

Equation (94a) has discrete contributions at $W=M_{\Delta}$, $W=M_{2}$ and a continuum from $W-M_{7}+M_{\Delta}$ to ${ }^{\infty}$. Equation (94b) has a discrete contribution at $W=M_{ \pm}$ and a continuum from $W=M_{+}+M_{A}$ to $\infty$. The functions $S_{\mathrm{p}, \mathrm{n}^{ \pm}}$are measurable in strangeness-changing high-energy neutrino reactions, since for for ward lepton,

$$
\begin{align*}
& \begin{array}{l}
d^{2} \sigma\left[y+(p, n) \rightarrow l^{-}+(S=+1)\right] \\
d \Omega \Omega^{d} d E_{t} \\
=G v^{2} \sin ^{2} \theta f(W) S_{(p, n)}+(W), \\
\begin{aligned}
d^{2} \sigma\left[p+(p, n) \rightarrow l^{+}+(S=-1)\right]
\end{aligned} \\
\\
=G \Omega_{v^{2}} \sin ^{2} \theta f(W) S_{(p, n)}-(W) .
\end{array} \tag{95}
\end{align*}
$$

Thus, Eqs. (88), (91), (94), and (95) can be used to directly test the algebra proposed by Gell-Mann for the vector and the axial-vector currents.
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#### Abstract

We show that the local commutation relations of the vector and the arial-vector current octets can be studied in nonforward lepton-neutrino reactions. We do this by using the commutation relations to derive sum rules, for fixed $q^{1}$ ( $q^{2}=$ invariant lepton momentum transfer squared), involving the elastic and the inelastic form factors measured in high-energy neutrina reactions.


## 1. INTRODUCTION

IThas recently been proposed by Gell-Mann ${ }^{1}$ that the fourth components of the vector and axial-vector current octets satisfy the local equal-time commutation relations

$$
\begin{align*}
& {\left.\left[\mathcal{F}_{a 4}(x), \mathfrak{F}_{b 4}(y)\right]\right|_{x_{0}-y_{0}}=-f_{a b c} \mathcal{F}_{c 4}(x) \delta(\mathbf{x}-\mathbf{y}),}  \tag{1a}\\
& {\left.\left[\mathcal{F}_{a 4}(x), \mathfrak{F}_{u_{4}}{ }^{b}(y)\right]\right|_{x_{0}-y_{0}}=-f_{a b c} \mathcal{F}_{c 4}^{5}(x) \delta(\mathbf{x}-\boldsymbol{y}),}  \tag{1b}\\
& {\left.\left[\mathcal{F}_{a 4}{ }^{5}(x), \mathfrak{F}_{b 4}{ }^{6}(y)\right]\right|_{x_{0}=y_{0}}=-f_{a b c} \mathcal{F}_{C 4}(x) \delta(\mathbf{x}-\mathbf{y}) .} \tag{ic}
\end{align*}
$$

Here $\mathcal{F}_{a \lambda}$ and $\mathcal{F}_{a \lambda}{ }^{\mathbf{k}}$ are, respectively, the octet vector, and axial-vector currents, and $a, b, c$ are unitary spin indices rumning from 1 to 8. According to Eq. (1), the octet vector and axial-vector charges

$$
\begin{gather*}
F_{a}(l)=-i \int d^{2} x \mathcal{F}_{\mathbf{a t}}(x, l),  \tag{2}\\
F_{a_{s}^{s}}(t)=-i \int d^{3} x \Im_{a 4}(x, l),
\end{gather*}
$$

satisfy the equal-time commutation relations

$$
\begin{align*}
{\left[F_{a}(l), F_{b}(l)\right] } & =i f_{a b c} F_{c}(i), \\
{\left[F_{a}(l), F_{b}(t)\right] } & =i f_{a b r} F_{0}^{b}(t),  \tag{3}\\
{\left[F_{a}^{b}(l), F_{b}^{s}(l)\right] } & =i f_{a b o} F_{a}(l) .
\end{align*}
$$

The commutation relations of Eq. (1) are considerably more restrictive than those of Eq. (3), since even if derivatives of the delta function were present on the right-hand side of Eq. (1), Eq. (3) would still be valid. In an earlier paper ${ }^{9}$ [hereafter referred to as (I)] we showed that the commutation relations of Eq. (3) can be tested in high-energy inelastic neutrino reactions, in which the lepton (which is regarded as massless) emerges moving parallel to the direction of the incident neutrino. In other words, Eq. (3) may be tested in $q^{2}=0$ neutrino reactions, where $q^{2}$ is the invariant momentum transfer between the neutrino and the outgoing lepton. In this paper we generalize the resuits of (I), by showing that the local commutation relations of Eq. (1) can be tested in $q^{2}>0$ (nonforward lepton) neutrino reactions. We do this by deriving from Eq. (1) a sum rule, valid for each fixed $q^{2}$, involving quantities measurable in high-energy neutrino reactions.

[^52]In addition to Eq. (1) for the fourth compenents of the current octets, let us postulate that the space components of the octets satisfy the local equal-time commutation relations

$$
\begin{align*}
& {\left.\left[\mathcal{F}_{a n}(x), \mathcal{F}_{b_{m}}(y)\right]\right|_{x_{0} \rightarrow y_{0}}} \\
& =\delta_{n m} f_{a b c} \mathrm{U}_{a 4^{1}}(x) \delta(\mathbf{x}-y)+S_{a \Delta^{1}} \text {, }  \tag{4a}\\
& \left\{\left.\left[\mathcal{F}_{a n}(x), \mathcal{F}_{b_{m}}{ }^{5}(y)\right]\right|_{x_{0}=y_{0}}+\left.\left[\mathcal{F}_{a n}{ }^{5}(x), \mathcal{F}_{b_{m}}(y)\right]\right|_{x_{0}-y_{0}}\right\} \\
& =-2 \delta_{m m} f_{a b c} Q_{c t}(x) \delta(x-y)+S_{a b^{2}},  \tag{4b}\\
& {\left.\left[\mathscr{F}_{a n}{ }^{5}(x), F_{b m}{ }^{5}(y)\right]\right|_{x_{a}-y_{a}}} \\
& =\delta_{n m} f_{a b b} V_{a t}{ }^{2}(x) \delta(x-y)+S_{a b}{ }^{\mathbf{d}} . \tag{4c}
\end{align*}
$$

Here $\mathcal{V}_{c s}{ }^{1}$ and $\mathcal{V}_{c 4^{2}}$ are the fourth components of vectorcurrent octets, and $\mathbb{Q}_{c 4}$ is similarly the fourth component of an axial-vector octet. The quantities $S_{a b}{ }^{1,2,4}$ are symmetric in the unitary spin indices $a$ and $b$. If the simple quark-model commutation relations proposed by Dashen and Geil-Mann ${ }^{2}$ and by Lee ${ }^{4}$ are valid, we have

$$
\begin{equation*}
V_{c A^{1}}=U_{c 4}^{2}=\mathscr{F}_{e 4}, \quad a_{c 4}=\mathscr{F}_{c 4^{5}} \tag{5}
\end{equation*}
$$

However, Eq. (5) is not valid in theories in which meson fields are explicitly included in the currents, whereas, in many of these field theories, Eq. (4) still holds. We will derive sum rules which provide tests of Eq. (4) in $q^{2}>0$ neutrino reactions.

Each of the sum rules discussed in this paper requires for its derivation, in addition to a local equal-time commutation relation, the assumption that a certain scattering amplitude obeys an unsubtracted dispersion relation in the energy variable, for fixed $q^{2}$. No attempt will be made in this paper to justify the arsumption of unsubtracted dispersion relations. Thus, the statement made in this paper is that if the assumption of unsubtracted dispersion relations is valid, the sum rules derived provide a direct experimental test of local equal-time commutation relations.

In Sec 2 we state in detail the results of the paper. The next two sections comprise the derivation. In Sec. 3 we analyze the kinematics of high-energy neutrino reactions. In Sec. 4 we derive, from local commutation relations, sum rules which involve the quantities defined in the kinematic analysis of Sec. 3. In an Appendix we give lepton-mass corrections to the results stated in Sec. 2.
' R. F. Dashen and M. Gell-Mann, Phys. Letters 17, 142 (1965).
' B . W. Lee, Phys. Rev. Letters 14, 676 (1965).

## 2. RESULTS

We consider the high-energy neutrino reaction

$$
\begin{equation*}
\stackrel{+}{ }+N \rightarrow l+\beta \tag{6}
\end{equation*}
$$

where $\boldsymbol{p}$ is a neutrino, $N$ is a nucleon (neutron or proton), $l$ is an electron or muon, and $\beta$ is a system of strongly interacting particles. Throughout the text of this paper, we will neglect the final lepton mass, i.e., we take

$$
\begin{equation*}
m_{l}=0 \tag{7}
\end{equation*}
$$

The results stated below are only slightly modified when all lepton-mass terms are included. (See the Appendix.) We define all noninvariant quantities referring to the reaction of Eq. (6) in the laboratory frame, in which the nucleon $N$ is at rest:
$E_{\mathbf{x}}=$ neutrino energy,
$E_{l}=$ lepton energy,
$\phi=$ lepton-neutrino scattering angle,
$\Omega_{1}=$ lepton solid angle,
$k_{p}=$ neutrino four-momentum,
$k_{2}=$ lepton four-momentum,
$q=k_{3}-k_{2}=$ lepton four-momentum transfer.

We denote by $W$ the invariant mass of the system $\beta$, by $M_{N}$ the nucleon mass, and by $q^{2}$ the invariant momentum transfer between the leptons:

$$
\begin{align*}
& q^{2}=\left(k,-k_{l}\right)^{2}=4 E_{v} E_{l} \sin ^{2}(\phi / 2),  \tag{8b}\\
& W=\left[2 M_{N}\left(E_{\imath}-E_{l}\right)+M_{N^{2}}^{2}-q^{2}\right]^{1 / 2} .
\end{align*}
$$

We assume that the semileptonic weak interactions are described by the current-current effective Lagrangian density

$$
\begin{aligned}
& \mathcal{L}^{2}(x)=(G / \sqrt{2}) j_{\lambda}(x) J_{\lambda}(x)+\text { adjoint }, \\
& G=1.023 \times 10^{-5} / M_{N}{ }^{2}, \\
& j_{\lambda}(x)=\Psi_{l}(x) \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{D}(x), \\
& J_{\lambda}(x)=\left(\cos \theta_{C}\right)\left[F_{1 \lambda}(x)+i \mathfrak{F}_{2 \lambda}(x)+F_{1 \lambda}^{b}(x)+i F_{2 \lambda}^{5}\left(x_{i}\right)\right] \\
& +\left(\sin \theta_{C}\right)\left[\mathscr{F}_{4 \lambda}(x)+i \mathcal{F}_{\Delta \lambda}(x)+\mathcal{F}_{4 \lambda}{ }^{5}(x)+i \mathcal{F}_{E \lambda}{ }^{5}(x)\right], \\
& \theta_{C}=\text { Cabibbo angle } .
\end{aligned}
$$

We define the form factors $F_{1}{ }^{\boldsymbol{V}}\left(q^{2}\right), F_{2}{ }^{\boldsymbol{V}}\left(q^{2}\right), g v\left(q^{2}\right)$, $g_{A}\left(q^{2}\right)$, and $h_{A}\left(q^{2}\right)$, which describe elastic neutrino reactions, as follows:

$$
\begin{align*}
& \left\langle N\left(p_{2}\right)\right| F_{1 \lambda}(0)+i \xi_{\tau \lambda}(0)\left|N\left(p_{1}\right)\right\rangle=\left(\left(M_{N} / p_{20}\right)\left(M_{N} / p_{10}\right)\right)^{1 / 2} i \bar{u}_{N}\left(p_{2}\right) \tau^{+}\left[F_{1}^{v}\left(q^{2}\right) \gamma_{\lambda}-F_{2}^{V}\left(q^{2}\right) \sigma_{\lambda_{2}} q_{V}\right] u_{N}\left(p_{1}\right) \\
& =\left(\left(M_{N} / p_{20}\right)\left(M_{N} / p_{10}\right)\right)^{1 / 2} i \bar{u}_{N}\left(p_{2}\right) \tau+\left[g \bar{V}\left(q^{2}\right) \gamma_{\lambda}+i F_{2}{ }^{\nabla}\left(q^{2}\right)\left(p_{1}+p_{2}\right)_{\lambda}\right] u_{N}\left(p_{1}\right),  \tag{10}\\
& q=p_{2}-p_{1}, \quad g v\left(q^{2}\right)=F_{1}{ }^{V}\left(q^{2}\right)+2 M_{N} F_{2}{ }^{v}\left(q^{2}\right) \text {, } \\
& \left\langle N\left(p_{2}\right)\right| \mathfrak{F}_{1 \lambda^{\mathrm{b}}}(0)+i \xi_{2 \lambda}{ }^{\mathrm{b}}(0)\left|N\left(p_{1}\right)\right\rangle=\left(\left(M_{N} / p_{20}\right)\left(M_{N} / p_{10}\right)\right)^{1 / 2} i u_{N}\left(p_{2}\right) \tau^{+}\left[g_{A}\left(q^{2}\right) \gamma_{\lambda}-i h_{A}\left(q^{2}\right) q_{\lambda}\right] \gamma_{\gamma_{5}} u_{N}\left(p_{1}\right) .
\end{align*}
$$

Here $\tau^{+}$denotes $\frac{1}{2}\left(\tau^{1}+i \tau^{2}\right)$, with $\frac{1}{2} \tau^{c}(c=1,2,3)$ the nucleon isotopic spin matrices.
Finally, we define the diagonal one-nucleon matrix elements of the operators $\mathrm{U}_{\mathrm{f}}{ }^{1,2}$ appearing in Eq. (4) as follows

$$
\begin{align*}
& \langle N(p)| U_{c 4}{ }^{1,2}(0)|N(p)\rangle=i C_{I}^{1,2}\left\langle\frac{1}{2} r^{e}\right\rangle, \quad c=1,2,3 ;  \tag{11}\\
& \langle N(p)| U_{84}^{1,2}(0)|N(p)\rangle=i C_{Y^{1,2}} .
\end{align*}
$$

If the quark-model commutation relations hold, so that Eq. (5) is valid, then

$$
\begin{equation*}
C_{I^{1,2}}=1, \quad C_{Y^{1,2}}^{1,2}=\frac{1}{3} \sqrt{3} . \tag{12}
\end{equation*}
$$

If the quark-model commutation relations are not valid, the values of $C_{I}{ }^{1,2}$ and $C_{Y^{1,2}}$ are not at present known. We may now state the results of this paper, as follows.

## Strangeness-Conserving Case

The kinematic analysis of Sec. 3 shows that we may write the reaction differential cross section in the form

$$
\begin{align*}
\left.d^{2} \sigma\binom{\nu}{\bar{v}}+p \rightarrow\binom{\eta}{V}+\beta(S=0)\right) / d \Omega_{l} d E_{l} & =\frac{G^{2} \cos ^{2} \theta_{c}}{(2 \pi)^{2}} \frac{E_{l}}{E_{p}} \\
& \times\left[q^{2} \alpha^{( \pm)}\left(q^{2}, W\right)+2 E_{v} E_{1} \cos ^{2}\left(\frac{1}{2} \phi\right) \beta^{( \pm)}\left(q^{2}, W\right) \mp\left(E_{p}+E_{l}\right) q^{2} \gamma( \pm)\left(q^{2}, W\right)\right] . \tag{13}
\end{align*}
$$

By measuring $d^{2} \sigma / d \Omega_{2} d E_{l}$ for various values of the neutrino energy $E_{v}$, the lepton energy $E_{l}$, and the leptonneutrino angle $\phi$, we can determine the form factors $\alpha^{( \pm)}, \beta^{( \pm)}$, and $\gamma^{( \pm)}$for all $q^{2}>0$ and for all $W$ above threshold.

In Sec. 4 we prove that:
(i) the local commutation relations of Eq. (1a) and Eq. (1c) imply

$$
\begin{equation*}
2=g_{\Lambda}\left(q^{2}\right)^{2}+F_{1}^{v}\left(q^{2}\right)^{2}+q^{2} F_{2}^{v}\left(q^{2}\right)^{2}+\int_{M_{N+M},}^{\infty} \frac{W}{M_{N}} d W\left[\beta^{(-)}\left(q^{2}, W\right)-\beta^{(+)}\left(q^{2}, W\right)\right] ; \tag{14}
\end{equation*}
$$

(ii) the local commutation relations of Eq. (4a) and Eq. (4c) imply

$$
\begin{equation*}
C_{I}{ }^{1}+C_{I}^{2}=\left(1+q^{2} / 4 M_{N^{2}}\right) g_{\Delta}\left(q^{2}\right)^{2}+\left(q^{2} / 4 M_{N}^{2}\right) g v\left(q^{2}\right)^{2}+\int_{N_{N+N}}^{\infty} \frac{W}{M_{N}} d W\left[\alpha^{(-)}\left(q^{2}, W\right)-\alpha^{(+)}\left(q^{2}, W\right)\right] ; \tag{15}
\end{equation*}
$$

(iii) the local commutation relation of Eq. (4b) implies

$$
\begin{equation*}
\frac{g p\left(q^{2}\right) g_{\Delta}\left(q^{2}\right)}{M_{N}}=\int_{\Sigma_{N+1}=}^{\infty} \frac{W}{M_{N}} d W\left[\gamma^{(-2)}\left(q^{2} ; W\right)-\gamma^{(+1)}\left(q^{2} ; W\right)\right] . \tag{16}
\end{equation*}
$$

We write
$d^{2} \sigma\left(\binom{\nu}{V}+(p, n) \rightarrow\binom{d}{I}+\beta\binom{S=1}{S=-1}\right) / d \Omega_{1} d E_{l}=\frac{G^{2} \sin ^{2} \theta_{c}}{(2 \pi)^{2}} \frac{E_{l}}{E_{\nu}}$
Then,

$$
\begin{equation*}
\times\left[q^{2} \alpha_{(p, n)}{ }^{( \pm)}\left(q^{2}, W\right)+2 E_{v} E_{l} \cos ^{2}\left(\frac{1}{2} \phi\right) \beta_{(\rho, n)}{ }^{( \pm)}\left(q^{2}, W\right) \mp\left(E_{,}+E_{i}\right) q^{2} \gamma_{(p, n)}( \pm)\left(q^{2}, W\right)\right] . \tag{17}
\end{equation*}
$$

(i) the local commutation relations of Eq. (1a) and Eq. (1c) imply

$$
\begin{equation*}
(4,2)=\int \frac{W}{M_{N}} d W\left[\beta_{(p, n)}\left((-)\left(q^{2}, W\right)-\beta_{(p, n)}\right)^{(+)}\left(q^{2}, W\right)\right] ; \tag{18}
\end{equation*}
$$

(ii) the local commutation relations of Eq. (4a) and Eq. (4c) imply
(iii) the local commutation relation of Eq. (4b) implies

$$
\begin{equation*}
(0,0)=\int \frac{W}{M_{N}} d W\left[\gamma_{(p, n)}(-)\left(q^{2}, W\right)-\gamma(p, n)^{(+)}\left(q^{2}, W\right)\right] . \tag{20}
\end{equation*}
$$

The integrals of Eqs. (18)-(20) have discrete contributions at $W=M_{\Delta}$ and/or $M_{\Sigma}$ and a continuum extending from $W=M_{1}+M_{\text {s }}$ or from $W=M_{2}+M_{z}$ to $W=\infty$. We have not explicitly separated off the discrete contributions to the integrals, as was done in Eqs. (14)-(16) for the strangeness-conserving case. It would, of course, be straightforward to do this.

The sum rules of Eqs. (14)-(16) and (18)-(20) hold for each fixed $q^{2}$, provided, as was stated in Sec. 1, that the assumption of an unsubtracted dispersion relation needed to derive each sum rule is valid. When $q^{2}=0$, Eqs. (41) and (43) of the next section show that

$$
\begin{equation*}
\left.\left.\beta(0, W)=\left.\left(4 M_{N}^{2} /\left(W^{2}-M_{N}^{2}\right)^{2}\right) \sum_{\beta, 1 N_{T}} \sum_{\alpha} \delta\left(k_{\beta 0}+E_{l}-E_{\nu}-M_{N}\right)\left\{\left|\langle\beta| \partial_{\lambda} J_{\lambda}{ }^{\nu}\right| N\right\rangle\right|^{2}+\left|\langle\beta| \partial_{\lambda} J_{\lambda} \Lambda\right| N\right\rangle\left.\right|^{2}\right\}, \tag{21}
\end{equation*}
$$

where $J_{\boldsymbol{\lambda}}{ }^{\nu}$ and $J_{\mathbf{\lambda}}{ }^{4}$ are the vector and axial-vector weak currents appropriate to the $\Delta S=0$ or $|\Delta S|=1$ cases (e.g., $J_{\lambda}{ }^{\nabla}=\Im_{1 \lambda}+i \mathcal{F}_{2 \lambda}$ or $F_{F_{\lambda}}+i F_{6_{\lambda}}$ ). Thus, at $q^{2}=0$ Eqs. (14) and (18) are just the forward lepton sum rules derived in (I).
The sum rule on $\beta$ has an interesting consequence for the behavior of neutrino cross sections in the limit of very large neutrino energy $E_{m}$. With the aid of Eq. (8), let us write Eqs. (13) and (14) in the form

$$
\begin{gather*}
d^{2} \sigma\left(\binom{\nu}{i}+p \rightarrow\binom{\downarrow}{\downarrow}+\beta(S=0)\right) / d\left(q^{2}\right) d q_{0}=\frac{G^{2} \cos ^{2} \theta}{4 \pi E_{.}^{2}}\left[q^{2} \alpha^{( \pm)}+\left(2 E_{0}^{2}-2 E_{\left.\left.-q_{0}-\frac{1}{2} q^{2}\right) \beta^{( \pm)} \mp\left(2 E_{0}-q_{0}\right) q^{2} \gamma^{( \pm)}\right],}^{2}=\int_{\left(\mathrm{e}^{2} / 2 E_{n}\right)-}^{\infty} d q_{0}\left(\beta^{(-)}-\beta^{(+)}\right) .\right.\right. \tag{22}
\end{gather*}
$$

The differential cross section $d \sigma / d\left(q^{2}\right)$ is given by

$$
\begin{equation*}
\frac{d \sigma}{d q^{2}}=\int_{\left(a^{2} / 2 \mathcal{N}_{N}\right)-}^{S_{0}\left(1-\alpha^{2} / \Delta \beta_{i}, R\right)} d q_{0} \frac{d^{2} \sigma}{d\left(q^{2}\right) d q_{0}} . \tag{24}
\end{equation*}
$$

The upper limit of integration is fixed by the requirement that $\sin ^{2}(\phi / 2)$ lie between 0 and 1 . Using Eqs. (22)-(24), it is straightforward to prove the following theorem:

Theorem. Suppose that the integrals

$$
\begin{equation*}
\int \frac{d q_{0}}{q_{0}{ }^{2}}\left(\alpha^{(-)}-\alpha^{(+)}\right), \int \frac{d q_{0}}{q_{0}}\left(\gamma^{(-)}+\gamma^{(+)}\right\rangle, \int d q_{0}\left(\beta^{(-)}-\beta^{(+)}\right) \tag{25}
\end{equation*}
$$

are convergent. Then

$$
\begin{align*}
& \lim _{\varepsilon,-\infty}\left\{d \sigma(\bar{\nu}+p \rightarrow l+\beta(S=0)) / d\left(q^{2}\right)-d \sigma(\nu+p \rightarrow l+\beta(S=0)) / d\left(q^{2}\right)\right\} \\
&=\frac{G^{2} \cos ^{2} \theta_{c}}{2 \pi} \int_{\left(0^{1} / 2 M_{N}\right)-}^{\infty} d q\left[\beta^{(-)}-\beta^{(+)}\right]=\frac{G^{2} \cos ^{2} \theta_{c}}{\pi} . \tag{26}
\end{align*}
$$

Similar results hold in the strangeness-changing case. Adding the cross sections for the $\Delta S=0$ and the $|\Delta S|=1$ cases to obtain the total cross section, we find

$$
\begin{align*}
& \lim _{B_{\rightarrow}-\infty}\left[d \sigma_{T}(\bar{\nu}+p) / d\left(q^{2}\right)-d \sigma_{T}(\nu+p) / d\left(q^{2}\right)\right]=\left(G^{2} / \pi\right)\left(\cos ^{2} \theta_{C}+2 \sin ^{2} \theta_{C}\right),  \tag{27}\\
& \lim _{B, \rightarrow \infty}\left[d \sigma_{T}(\bar{\nu}+n) / d\left(q^{2}\right)-d \sigma_{T}(\nu+n) / d\left(q^{2}\right)\right]=\left(G^{2} / \pi\right)\left(-\cos ^{2} \theta_{C}+\sin ^{2} \theta_{C}\right) .
\end{align*}
$$

Equation (27) is the somewhat surprising statement that, in the limit of large neutrino energy, $d \sigma_{T}(\bar{\nu}+N) / d\left(q^{2}\right)$ $-d \sigma_{r}(p+N) / d\left(q^{2}\right)$ becomes independent of $q^{2}$. This result is unchanged by the lepton-mass corrections.

## 3. KINEMATIC ANALYSIS OR HIGH-ENERGY NEUTRINO REACTIONS

In this Section we derive Eq. (13), which gives the general form for the neutrino reaction leptonic differential cross section, $d^{2} \sigma / d S_{1} d E_{1} \cdot 6$ In particular, we find explicit expressions for the form factors $\alpha\left(q^{2}, W\right), \beta\left(q^{2}, W\right)$, and $\boldsymbol{\gamma}\left(q^{2}, W\right)$, in terms of matrix elements of the vector and the axial-vector currents.
According to the effective Lagrangian of Eq. (9), the matrix element $\mathfrak{N}$ for the process $p+N \rightarrow l+\beta$ is given by

$$
\begin{equation*}
\mathfrak{T K}=g m, \quad m=\bar{u}_{l}\left(k_{k}\right) \gamma_{\lambda}\left(1+\gamma_{b}\right) u_{r}\left(k_{r}\right) 2^{-1 / 2}\left(\beta^{\operatorname{ant}}\left(k_{\beta}\right)\left|J_{\lambda}{ }^{\nabla}+J_{\lambda}{ }^{4}\right| N\left(k_{N}\right)\right\rangle . \tag{28}
\end{equation*}
$$

Here $g=\left(G \cos \theta_{c}, G \sin \theta_{c}\right)$ in $(\Delta S=0,|\Delta S|=1)$ reactions, $J_{\lambda}{ }^{\nabla}$ and $J_{\lambda}{ }^{4}$ are the appropriate vector and axial-vector currents, and $k_{\beta}$ and $k_{N}$ are, respectively, the four-momenta of $\beta$ and of $N$. In the frame in which the initial nucleon $N$ is at rest, the reaction cross section is given by

$$
\begin{equation*}
\left.\sigma=\left.(2 \pi)^{4} \int \frac{d^{0} k_{1}}{(2 \pi)^{3}} \int \frac{d^{2} k_{B}}{(2 \pi)^{2}} \sum_{\beta, \mathrm{INT}} \sum_{1} \delta\left(k_{B}+k_{l}-k_{l}-k_{N}\right)\left(\frac{m_{l} m_{l}}{E_{l}} \frac{m_{l}}{E_{?}}\right) g^{2}\langle | m\right|^{2}\right\rangle . \tag{29}
\end{equation*}
$$

In Eq. (29), $\sum_{p .1 n t}$ is a sum over the internal variables of the system $\beta, \sum_{\text {, }}$ is an average over the initial nucleon spin, and $\left(|m|^{2}\right\rangle$ is the sum of $|m|^{2}$ over the lepton spin states. From Eq. (29) we get

$$
\begin{equation*}
d^{2} \sigma / d \Omega_{l} d E_{l}=\left[g^{2} /(2 \pi)^{2}\right]\left(E_{l} / E_{v}\right) \kappa, \tag{30}
\end{equation*}
$$

with

Let us now study the quantity k . We introduce the abbreviated notation

$$
\begin{align*}
& e_{\lambda}=2^{-1 / 2} \tilde{u}_{l}\left(k_{l}\right) \gamma_{\lambda}\left(1+\gamma_{s}\right) u_{r}\left(k_{n}\right), \\
& V_{\lambda}^{\beta}=\left\langle\beta^{000}\left[\mathrm{q}, i\left(q_{0}+M_{N}\right)\right]\right| J_{\lambda}{ }^{\nabla}\left|N\left(0, i M_{N}\right)\right\rangle,  \tag{32}\\
& A_{\lambda}{ }^{\beta}=\left\langle\beta 000\left[q, i\left(90+M_{N}\right)\right]\right| J_{\lambda}{ }^{4}\left|N\left(0, i M_{N}\right)\right\rangle \text {, } \\
& \Sigma_{B}=\sum_{\mathrm{A}, \mathrm{INT}} \sum_{\mathrm{a}} \delta\left(k_{\mathrm{BO}}+E_{\mathrm{b}}-E_{\mathrm{B}}-M_{\mathrm{N}}\right) .
\end{align*}
$$

Let us further denote by $V_{D^{f}}$ and by $A_{D^{\beta}}$ the matrix elements of the divergences of the vector and the axial-vector currents,

$$
\begin{align*}
& V_{D}{ }^{\beta}=-i q_{\lambda} V_{\lambda}^{\beta}=\left\langle\beta^{\text {ouct }}\left[q, i\left(q_{0}+M_{N}\right)\right]\right| \partial_{\lambda} J_{\lambda}{ }^{\boldsymbol{V}}\left|N\left(0, i M_{N}\right)\right\rangle, \\
& A_{D}{ }^{B}=-i q_{\lambda} A_{\lambda}{ }^{A}=\left\langle\beta_{0014}\left[q, i\left(q_{0}+M_{N}\right)\right]\right| \partial_{\lambda} J_{\lambda}{ }^{\Lambda}\left|N\left(0, i M_{N}\right)\right\rangle . \tag{33}
\end{align*}
$$

[^53]Since the final lepton mass is neglected, we have
Using Eqs. (33) and (34), we may write $\quad q_{\lambda} e_{\lambda}=0$.

$$
\begin{equation*}
m=e_{\lambda}\left(V_{\lambda}^{\beta}+A_{\lambda}^{\beta}\right)=e_{n}\left(\delta_{n}-q_{n} q_{k} / q_{0}^{2}\right)\left(V_{k}^{\beta}+A_{k^{\beta}}^{\beta}\right)+i\left(q \cdot \mathrm{e} / q_{0}^{2}\right)\left(V_{D}^{\beta}+A_{D}{ }^{\beta}\right) \tag{34}
\end{equation*}
$$

where the repeated indices $n$ and $k$ are summed from 1 to 3. Defining $t_{n m}$ by
we find that

$$
\begin{equation*}
l_{n m}=\left\langle e_{n} e_{m}^{*}\right\rangle_{m} m_{l}=\left(k_{r}\right)_{n}\left(k_{l}\right)_{m}+\left(k_{l}\right)_{n}\left(k_{r}\right)_{m}-k_{p} \cdot k_{l} \delta_{n m}+\epsilon_{n m k r}\left(k_{r}\right)_{k}\left(k_{l}\right)_{s} \tag{36}
\end{equation*}
$$

$$
\begin{aligned}
& \kappa=\left.\sum_{A m m}\left\langle\left. m_{m}\right|^{2}\right\rangle\right|_{k g-q}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+i_{m}\left(q_{n} q_{m} / q_{0}{ }^{4}\right)\left\{\sum_{\beta}\left|V_{D^{\beta}}\right|^{2}+\sum_{\beta}\left|A_{D^{\beta}}\right|^{2}+\sum_{A}\left[\left(A_{D}\right)^{\beta}\right)^{*} V_{D}{ }^{\beta}+\left(V_{D}\right)^{\beta}\right)^{*} A_{D^{\beta}}\right]\right\}
\end{aligned}
$$

The next step is to use the transformation properties of the currents under time reversal and parity to determine the form of the various $\sum_{0}$ terms in Eq. (37). Denoting by $T$ and by $P$ the time-reversal and parity operators, respectively, we have

$$
\begin{equation*}
T J_{k}^{v}(0) T^{-1}=-J_{k}^{V}(0), \quad T J_{k}^{-1}(0) T^{-1}=-J_{k}^{A}(0), \quad P J_{k}^{v}(0) P^{-1}=-J_{k}^{\nabla}(0), \quad P J_{k}^{A}(0) P^{-1}=J_{k}^{A}(0) \tag{38}
\end{equation*}
$$

and similarly for the divergences of the currents. Under the assumption that the "in" and "out" states of definite total energy each form a complete basis for states of that energy, we have

$$
\begin{equation*}
\sum_{\beta, \mathrm{INT}} \delta\left(k_{\beta 0}+E_{l}-E_{n}-M_{N}\right)\left|\beta^{\circ o \mathrm{l}}\left(k_{\beta}\right)\right\rangle\left(\beta^{\text {out }\left(k_{\beta}\right)}\left|=\sum_{\beta, \mathrm{INT}} \delta\left(k_{\beta 0}+E_{l}-E_{,}-M_{N}\right)\right| P T \beta^{\text {out }}\left(k_{\beta}\right)\right\rangle\left\langle P T \beta^{\text {ont }}\left(k_{\beta}\right)\right|, \tag{39a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{1}\left|N\left(k_{N}\right)\right\rangle\left\langle N\left(k_{N}\right)\right|=\sum_{0}\left|P T N\left(k_{N}\right)\right\rangle\left\langle P T N\left(k_{N}\right)\right| \tag{39b}
\end{equation*}
$$

Using Eqs. (38) and (39) we find that

$$
\begin{align*}
& =\sum_{\beta . \text { INT }} \sum_{1} \delta\left(k_{\beta 0}+E_{l}-E_{p}-M_{N}\right)\left\langle P T \beta^{\text {out }}\right| J_{k}^{\nabla}|P T N\rangle^{\star}\left\langle P T \beta^{\text {out }}\right| J_{j}^{\nabla}|P T N\rangle \\
& =\sum_{a} V_{j}^{B}\left(V_{a^{A}}\right)^{*}=\left[\sum_{\mathbb{A}} V_{a^{A}}\left(V_{j}^{B}\right)^{*}\right]^{*} \text {. } \tag{40}
\end{align*}
$$

Thus, the tensor $\sum_{\beta} V_{t}{ }^{\beta}\left(V_{j}^{\beta}\right)^{*}$ is real, and hence symmetric. Using $P$ alone shows that this tensor is an even function of $\mathbf{q}$. A similar analysis can be carried through for each of the $\sum_{\beta}$ terms in Eq. (37), with the following results:
(i) $\sum_{A} V_{k}^{A}\left(V_{j}^{A}\right)^{*}$ and $\sum_{A} A_{k}^{A}\left(A_{j}^{A}\right)^{*}$ are real symmetric tensors (even under $\mathbf{q} \rightarrow-\mathbf{q}$ );
(ii) $\left.\sum_{B}\left[V_{2}^{B}\left(A_{j}\right)^{*}\right)^{*}+A_{4}{ }^{s}\left(V_{j}\right)^{*}\right]$ is an imaginary, antisymmetric pseudotensor (odd under $\mathbf{q} \rightarrow-\mathbf{q}$ );
(iii) $\sum_{A}\left|V_{D^{B}}\right|^{2}$ and $\sum_{\beta}\left|A_{D}{ }^{\theta}\right|^{2}$ are real scalars;
(iv) $\sum_{B}\left[V_{D}{ }^{A}\left(A_{D}\right)^{*}+A_{D}{ }^{B}\left(V_{D}\right)^{*}\right]$ is an imaginary pseudoscalar;
(v) $\sum_{D}\left[V_{k}^{a}\left(V_{D}^{d}\right)^{*}-\left(V_{k}^{d}\right)^{*} V_{D}^{d}\right]$ and $\sum_{s}\left[A_{k}^{s}\left(A_{D}^{d}\right)^{*}\right.$ $\left.-\left(A_{L^{d}}\right)^{*} A_{D}{ }^{8}\right]$ are imaginary vectors;
(vi) $\sum_{A}\left[V_{t}^{\beta}\left(A_{D}^{\beta}\right)^{*}-\left(V_{i}^{\beta}\right)^{*} A_{D}^{\beta}\right]$ and $\sum_{A}\left[A_{k}^{\beta}\left(V_{D}^{\beta}\right)^{*}\right.$ $\left.-\left(A_{k}\right)^{*} V_{D^{\beta}}\right]$ are imaginary pseudovectors.
All of these quantities must be formed from the one vector available, $\mathbf{q}$. Thus the only possible tensors are $\delta_{k j}$ and $q_{H} q_{j}$ and the only pseudotensor is $\epsilon_{k j n} q_{m}$. No
pseudovectors or pseudoscalars can be formed. Consequently, the most general from of the quantities appearing in Eq. (37) is

$$
\begin{align*}
& \sum_{\beta}\left(V_{j}^{\beta}\right) * V_{k}^{\beta}=\delta_{j k} V_{1}\left(q^{2}, W\right)+q_{j} q_{k} V\left(q^{2}, W\right), \\
& \sum_{\rho}\left(A_{j}^{\beta}\right)^{*} A_{k}^{\beta}=\delta_{j k} A_{1}\left(q^{2}, W\right)+q_{\mu} q_{k} A_{2}\left(q^{2}, W\right), \\
& \sum_{0}\left[\left(A_{j}^{\beta}\right)^{*} V_{k}^{\beta}+\left(V_{j}^{\beta}\right)^{*} A_{k}^{\beta}\right]=i \epsilon_{k j L} I I\left(q^{2}, W\right) \text {, } \\
& \sum_{\rho}\left|V_{D^{Q}}\right|^{\prime}=D_{V}\left(q^{2}, W\right) \text {, } \\
& \sum_{d}\left|A_{D}\right|^{2}=D_{A}\left(q^{2}, W\right) \text {, } \tag{41}
\end{align*}
$$

$$
\begin{aligned}
& \sum_{s}\left[\left(A_{4}^{a}\right)^{*} A_{D}-\left(A_{D}\right)^{*} A_{\Delta}{ }^{a}\right]=i q_{\Delta} I_{A}\left(q^{2}, W\right) \text {, } \\
& \sum_{\Delta}\left[\left(A_{D}\right)^{*} V_{D}^{\beta}+\left(V_{D}^{\beta}\right)^{*} A_{D}{ }^{\beta}\right]=0 \text {, } \\
& \left.\sum_{B}\left[\left(V_{k}^{\beta}\right)^{*} A_{D}^{A}-\left(A_{D}\right)^{\beta}\right)^{*} V_{k}^{A}\right]=0 \text {, } \\
& \sum_{\beta}\left[\left(A_{k}^{\beta}\right)^{*} V_{D}^{\beta}-\left(V_{D}^{\beta}\right)^{*} A_{k}^{\beta}\right]=0,
\end{aligned}
$$

with all the structure functions [ $V_{1}, V_{2}$ etc.] in Eq. (41) real.

All that remains now is to evaluate the tensor con－ fractions contained in Eq．（37）．Using the equations

$$
\begin{align*}
& q_{\mathrm{E}}\left(\delta_{n}-q_{\mathrm{L}} q_{\mathrm{E}} / q_{0}{ }^{2}\right)=-\left(q^{2} / q_{0}{ }^{2}\right) q_{k}, \\
& q_{a} q_{m} h_{m}=2 E_{m} E_{l}\left(E_{0}-E_{l}\right)^{2} \cos ^{2}(\phi / 2),  \tag{42}\\
& \delta_{m m} h_{m}=q^{2}+2 E_{p} E_{l} \cos ^{2}(\phi / 2),
\end{align*}
$$

we get，by some straightforwand algebra，the result

$$
\begin{align*}
& d^{2} \sigma / d \Omega_{r} d E_{l}=\left[g^{2} /(2 \pi)^{2}\right]\left(E_{l} / E_{2}\right) x \text {, } \\
& \kappa=q^{2} \alpha\left(q^{2}, W\right)+2 E_{2} E_{1} \cos ^{2}\left(\frac{\xi}{j} \phi\right) \beta\left(q^{2}, W\right) \\
& -q^{2}\left(E,+E_{l}\right) \gamma\left(q^{2}, W\right), \\
& \alpha\left(q^{2}, W\right)=V_{1}\left(q^{2}, W\right)+A_{1}\left(q^{2}, W\right), \\
& \beta\left(q^{2}, W\right)=\left\{q^{2}\left[V_{1}\left(q^{2}, W\right)+A_{1}\left(q^{2}, W\right)\right]\right.  \tag{43}\\
& +\left(q^{2}\right)^{2}\left[V_{\mathbf{2}}\left(q^{2}, W\right)+A_{2}\left(q^{2}, W\right)\right] \\
& +q^{2}\left[I_{V}\left(q^{2}, W\right)+I_{\Delta}\left(q^{2}, W\right)\right]+D_{F}\left(q^{2}, W\right) \\
& \left.+D_{\Delta}\left(q^{2}, W\right)\right)^{4} M_{N^{2}} /\left(W^{2}-M_{N^{2}}+q^{2}\right)^{2}, \\
& \gamma\left(q^{2}, W\right)=I\left(\sigma^{2}, W\right) \text {. }
\end{align*}
$$

The formula for antineutrino－induced reactions is the same，except that the final term in $\kappa$ is changed to $+q^{1}\left(E_{p}+E_{l}\right) \gamma\left(q^{2}, W\right)$［and，of course，in Eq．（32）de－ fining $V_{k}$ and $A_{k}$ ，the currents $J_{k}{ }^{V}$ and $J_{k}{ }^{4}$ are replaced by their adjoints］．

The simplest illustration of our result is the elastic reaction $⿰ 口 十+N \rightarrow b+N$ ．Explicit calculation shows that $d^{2} \sigma(\bar{\nu}+p \rightarrow l+n) / d \Omega_{3} d E_{l}$ has the form of Eq．（13）， with

$$
\begin{gather*}
a^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left[\left(1+q^{2} / 4 M_{N}\right)_{\Lambda}\left(q^{2}\right)^{2}\right. \\
\left.+\left(q^{2} / 4 M_{N}\right)_{g F}\left(q^{2}\right)^{2}\right], \\
\beta^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left[g_{A}\left(q^{2}\right)^{2}\right.  \tag{44}\\
\left.+F_{1}^{v}\left(q^{2}\right)^{2}+q^{2} F_{2}^{V}\left(q^{2}\right)^{2}\right], \\
\mathbf{r}^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left[-g_{A}\left(q^{2}\right) g_{F}\left(q^{2}\right) / M_{N}\right] .
\end{gather*}
$$

We have also computed，for this reaction，the individual structure functions appearing in Eq．（41）．They are

$$
\begin{aligned}
& V_{1}{ }^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left(q^{2} / 4 M_{N^{2}}\right) g{ }^{2}\left(q^{2}\right)^{2}, \\
& V_{2}^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left\{\left[1+q^{2} / 4 M_{N^{2}}\right]_{v}\left(q^{2}\right)^{2}\right. \\
& \left.-g \nabla\left(q^{2}\right) f r\left(q^{2}\right) / M_{N}\right), \\
& A_{1}{ }^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left(1+q^{2} / 4 M_{N}{ }^{2}\right) g_{\Delta}\left(q^{2}\right)^{2}, \\
& A_{s}{ }^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left[\left(q^{2} / 4 M_{N^{2}}\right) h_{A}\left(q^{2}\right)^{2}\right. \\
& \left.-h_{\Lambda}\left(q^{2}\right) g_{\Lambda}\left(q^{2}\right) / M_{N}\right], \\
& I^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left[-B_{A}\left(q^{2}\right) \delta \nabla\left(q^{2}\right) / M_{N}\right], \\
& I_{4}{ }^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left(-1 / 2 M_{N}{ }^{2}\right) \\
& X\left[2 M_{N g_{\Delta}}\left(q^{2}\right)-q^{2} h_{A}\left(q^{2}\right)\right]^{2}, \\
& D_{A}{ }^{(-)}\left(q^{2}, W\right)=\delta\left(W-M_{N}\right)\left(q^{2} / 4 M_{N}{ }^{2}\right) \\
& \times\left[2 M_{N G A}\left(q^{2}\right)-q^{2} h_{A}\left(q^{2}\right)\right]^{2},
\end{aligned}
$$

## 4．DERTVATION OF THE SUM RULES

In this Section we derive the sum rules of Sec．2．In the first subsection we state and discuss the fundamental identity used in the derivations．In subsequent sub－ sections we derive Eqs．（14），（15），and（16）．The deriva－ tions for the strangeness－changing case are identical to those for the strangeness－conserving case，and are omitted．

## （A）Fundamental Identity

The starting point of the derivations is the identity ${ }^{\text {b }}$

$$
\begin{align*}
& \frac{1}{q_{0}} \int_{0}^{\infty} d l e^{i i_{0} 0^{\ell}}\langle N|[A(l), B(0)]|N\rangle \\
& =-i\langle N|[A(0), B(0)]|N\rangle \\
& \quad+\left(2 q_{0}\right)^{-1}\langle N|[A(0), B(0)]+[\dot{B}(0), A(0)]|N\rangle \\
& \quad+q_{0} \int_{0}^{\infty} d i e^{i q_{0} \ell}\langle N|[A(l), B(0)]|N\rangle \tag{46}
\end{align*}
$$

where

$$
\begin{equation*}
A(t)=\frac{d A(l)}{d t}, \quad B(t)=\frac{d B(l)}{d t} \tag{47}
\end{equation*}
$$

are the time derivatives of $A(l)$ and $B(l)$ ．Equation（46） is easily derived by repeated integration by parts，and holds for all $q_{0}$ in the upper half of the complex plane． In this paper，the operators $A(t)$ and $B(t)$ will always be of the form

$$
\begin{align*}
& A(t)=-i \int d^{3} x e^{-i \cdot \cdot \mathfrak{F}_{A}(x, t),} \\
& B(l)=-i \int d^{2} y e^{i z-y} \mathcal{F}_{B}(y, t) ; \tag{48}
\end{align*}
$$

In（I）we studied Eq．（46）with $s=0$ ；this led，in the limit $q_{0} \rightarrow 0$ ，to sum rules at $q^{2}=0$ ．In this paper we will study the case when $s \neq 0$ ，and will find，in the limit as $q_{0} \rightarrow 0$ ，sum rules for fixed $q^{2}$（with $q^{2}=|\mathrm{s}|^{2}$ ）．

There are a number of features which all of the derivations given below have in common．First of all， we will always use Eq．（46）with the nucleon $N$ at rest， and with the nucleon spin averaged over．Secondly， each term of Eq．（46）can be divided into a part which is symmetric and a part which is antisymmetric in the unitary spin indices $a$ and $b$ ．We will only study the identity for the antisymmetric parts．In each case below， we will find that the term

$$
\begin{equation*}
U=\left(2 q_{0}\right)^{-1}\langle N|[\dot{A}(0), B(0)]+[\dot{B}(0), A(0)]|N\rangle \tag{49}
\end{equation*}
$$

[^54]is purely symmetric in the unitary spin indices, and thus makes no contribution. Thirdly, since we have
$q 0 \int_{0}^{\infty} d e^{\left\{\rho_{0}!\right.}\langle N|[A(b), B(0)]|N\rangle$
\[

$$
\begin{align*}
& =-i q_{0} \sum_{\substack{\beta, 1 N T \\
\left(N, \sum \geq M M\right)}}\left\{\frac{\langle N| \mathcal{F}_{\Delta}|\beta\rangle\langle\beta| \mathcal{F}_{B}|N\rangle}{g_{0}+M_{N}-\left(|\mathrm{s}|^{2}+M_{\beta}^{2}\right)^{1 / 2}}\right. \\
& \left.-\frac{\langle N| \mathcal{F}_{B}|\beta\rangle\left(\beta\left|\mathcal{F}_{A}\right| N\right\rangle}{q_{0}+\left(|s|^{2}+M_{A^{2}}\right)^{1 / 2}-M_{N}} \right\rvert\,(2 \pi)^{3} \delta(0), \tag{50}
\end{align*}
$$
\]

the limit as $q_{0} \rightarrow 0$ of Eq. (50) is zero for all $|s|^{2}>0$. As a result, the third term on the right-hand side of Eq. (46) makes no contribution to the sum rules. ${ }^{7}$

Finally, we will always find that the unitary spinantisymmetric part of

$$
\begin{equation*}
\int_{0}^{\omega} d t e^{i \varepsilon_{0} \iota}\langle N|[A(t), \dot{B}(0)]|N\rangle \tag{51}
\end{equation*}
$$

is an odd function of $q_{0}, O\left(q_{0}, q^{2}\right)$. Thus, in the limit as $q_{0} \rightarrow 0$ the identity of Eq. (46) will become the equation

$$
\begin{equation*}
\left.\frac{\partial}{\partial q_{0}} O\left(q_{0}, q^{2}\right)\right|_{g q=0}=C \tag{S2}
\end{equation*}
$$

where $C$ is the unitary spin-antisymmetric part of the commutator $-i\langle N|[A(0), B(0)]|N\rangle$. Equation (52) states that the commutator of $A$ and $B$ is related to the energy derivative of a forward scattering amplitude, evaluated at zero energy. Up to this point the derivation is rigorous. Now, in order to relate the left-hand side of Eq. (52) to physically measurable quantities, we will assume that the energy derivative $\left(\partial / \partial q_{0}\right) O\left(q_{0}, q^{2}\right)$ satisfies an unsubtracted dispersion relation in the energy variable $q_{0}$, for fixed $q^{2}$. The discontinuity of ( $\partial / \partial q_{0}$ ) $\times O\left(q_{0}, q^{2}\right)$ across its cuts will, in each case considered, be related to the structure functions defined in Eq. (41).

## (B) Sum Rule for $\boldsymbol{f}^{( \pm)}$

The sum rule on $\beta^{( \pm)}$of Eq. (14) is obtained by adding together two separately derived sum rules on the axialvector and the vector parts of $\beta^{( \pm)}, \beta_{\Lambda}^{( \pm)}$, and $\beta_{\bar{D}}( \pm)$ :

$$
\begin{align*}
& 1=g_{\Lambda}\left(q^{2}\right)^{2}+\int_{\mathcal{M}_{N+}+M_{\mathbb{N}}} \frac{W}{M_{N}} d W \\
& \times\left[\beta_{\Lambda}^{(\rightarrow)}\left(q^{2}, W^{\prime}\right)-\beta_{\Lambda}^{(+)}\left(q^{2}, W\right)\right], \tag{53a}
\end{align*}
$$

$$
\begin{align*}
& 1=F_{1}^{\nabla}\left(q^{2}\right)^{2}+q^{2} F_{2}^{V}\left(q^{2}\right)^{2}+\int_{\boldsymbol{\nu}_{N+L_{V}}}^{\infty} \frac{W}{M_{N}} d W \\
& \quad \times\left[\beta_{V}^{(-)}\left(q^{2}, W\right)-\beta_{V}^{(+)}\left(q^{2}, W\right)\right] . \tag{53b}
\end{align*}
$$

In terms of the structure functions defined in Eq. (41),

$$
\begin{array}{r}
\beta_{4}{ }^{( \pm)}\left(q^{2}, W\right)=\left[q^{2} A_{1}^{( \pm)}\left(q^{2}, W\right)+\left(q^{2}\right)^{2} A_{1}( \pm)\left(q^{2}, W\right)\right. \\
\left.+q^{2} I_{A}^{( \pm)}\left(q^{2}, W\right)+D_{A}^{( \pm)}\left(q^{2}, W\right)\right] \\
\times 4 M_{N^{2}} /\left(W^{2}-M_{N}+q^{2}\right)^{2},  \tag{54}\\
\beta_{V}{ }^{( \pm)}\left(q^{2}, W\right)=q^{2}\left[V_{1}^{( \pm)}\left(q_{1}^{2}, W\right)+q^{2} V_{2}^{( \pm)}\left(q^{2}, W\right)\right] \\
\times 4 M_{N}^{2} /\left(W^{2}-M_{N}+q^{2}\right)^{2} .
\end{array}
$$

[The structure functions $I_{\nabla}{ }^{( \pm)}\left(q^{2}, W\right)$ and $D_{V}{ }^{( \pm)}\left(q^{2}, W\right)$ vanish identically in the strangeness-conserving case, because of conservation of the vector current.] Since the derivations of Eqs. (53a) and (53b) are identical, we will treat explicitly only the axial-vector case, Eq. (53a).

We start from the fundamental identity of Eq. (46), taking

$$
\begin{align*}
& A(t)=-i \int d^{2} x e^{-4 \cdot x} \mathcal{F}_{0 t^{4}}(x, t),  \tag{55}\\
& B(t)=-i \int d^{d} y e^{i \theta-\boldsymbol{z}} \mathcal{F}_{G^{b}}(\bar{y}, t) .
\end{align*}
$$

Defining $D_{a}(x)=\partial_{\lambda} F_{a \lambda}{ }^{s}(x)$ we find, by spatial integration by parts, that

$$
\begin{align*}
& A(t)=\int d^{3} x e^{-i \pi \cdot x}\left[D_{0}(x, t)-i \delta_{n} \mathcal{F}_{a n}(\mathbf{x}, t)\right],  \tag{56}\\
& B(t)=\int d^{3} y e^{i \cdot \cdot x}\left[D_{b}(y, t)+i \delta_{n} \mathcal{F}_{b_{n}}^{5}(\mathbf{y}, t)\right],
\end{align*}
$$

where the repeated index $n$ is summed over. With $A$ and $B$ as shown in Eq. (55), the first term on the right-hand side of Eq. (46) becomes, using the local commutation relation of Eq. (1c),

$$
\begin{equation*}
-i \sum_{a}\langle N|[A(0), B(0)]|N\rangle=\epsilon_{a b c}\left\langle\frac{1}{2} \tau^{0}\right)(2 \pi)^{3} \delta(0) \tag{57}
\end{equation*}
$$

Thus this term is purely antisymmetric in the isospin indices $a$ and $b$. [Note that the validity of Eq. (57) depends on the correctness of the local commutation relation. If Eq. (1c) were modified by the addition of a term proportional to $\nabla^{\mathbf{2}} \delta(\mathbf{x}-\mathrm{y})$, a term proportional to $|\mathrm{s}|^{2}$ would be added to Eq. (57).] The second term on the right-hand side of Eq. (46) becomes

$$
\begin{align*}
& \left.+\sum_{t}\langle N|\left[\int d^{3} y e^{i \cdot \cdot} \cdot \frac{\partial \mathcal{F}_{\mathrm{m}^{3}}(y, t)}{\partial t}, \int d^{2} x e^{-i s \cdot x} \mathcal{F}_{a t^{s}}(x, t)\right]|N\rangle\right\} \tag{58a}
\end{align*}
$$

[^55] sidered is Ref. 2.
\[

$$
\begin{align*}
& \left.+\sum_{\bullet}\langle N|\left[\int d^{1} x e^{-i t} \cdot \frac{\partial \mathscr{F}_{\mathrm{s}^{b}}(\mathrm{x}, t)}{\partial t}, \int d^{3} y e^{i x \cdot-\mathcal{F}_{0 t^{6}}(\mathbf{y}, t)}\right]|N\rangle\right\}, \tag{58b}
\end{align*}
$$
\]

where we have obtained Eq. (58b) by setting $-\bar{y} \leftrightarrow x$ in the second term of Eq. (58a) and by using the parity transformation properties of the axial-vector current. Clearly $U_{1}{ }^{a b}$ is explicitly symmetric in $a$ and $b$. Thus, if we agree to keep only the part of Eq. (46) which is antisymmetric in $a$ and $b$, the second term on the right-hand side of Eq. (46), which involves the unknown commutator of $\partial \mathcal{F}_{a 4}{ }^{5} / \partial t$ with $\mathcal{F}_{b}{ }_{6}{ }^{6}$, drops out. As discussed above, the limit as $q_{0} \rightarrow 0$ of the third term on the right-hand side of Eq. (46) vanishes.

Now let us turn to the left-hand side of Eq. (46). Using translational invariance, the integral over y can be done explicitly, giving an over-all factor of $(2 \pi)^{8} \delta(0)$. We cancel this against the identical factor in Eq. (57). Taking $N$ to be a proton at rest, and multiplying Eq. (46) by an over-all factor $\epsilon_{a b s}$ gives

$$
\begin{gather*}
1=\frac{\epsilon_{a} b_{s}}{q_{0}} \int d^{4} x \exp (-i q \cdot x) \theta\left(x_{0}\right) \sum_{a}\langle p|\left[D_{a}(x)-i s_{n} \xi_{a n}{ }^{\mathrm{b}}(x), D_{b}(0)+i s_{m} \mathcal{F}_{b m}{ }^{\mathrm{b}}(0)\right]|p\rangle+o\left(q_{0}\right),  \tag{59a}\\
Q=\left(\mathrm{s}, i q_{0}\right), \tag{59b}
\end{gather*}
$$

where $a\left(q_{0}\right)$ indicates terms which vanish as $q_{0} \rightarrow 0$. Let us define the amplitudes $d\left(q_{0}, q^{2}\right), a_{1}\left(q_{0}, q^{2}\right), a_{2}\left(q_{0}, q^{2}\right)$, and $i_{A}\left(90, g^{2}\right)$ by the equations

$$
\begin{align*}
& d\left(q 0, q^{2}\right)=\epsilon_{a b} \int d^{4} x e^{-i q \cdot x} \theta\left(x_{0}\right) \sum_{d}\left(p\left|\left[D_{a}(x), D_{\delta}(0)\right]\right| p\right), \\
& a_{1}\left(q_{0} q^{2}\right) \delta_{\mathrm{am}}+a_{2}\left(q_{0} q^{2}\right) q_{n} q_{m}=\epsilon_{a b z} \int d^{4} x e^{-i q \cdot x} \theta\left(x_{0}\right) \sum_{a}\langle p|\left[\mathcal{F}_{a n}{ }^{5}(x), \mathscr{F}_{b 1 n}{ }^{6}(0)\right]|p\rangle,  \tag{60}\\
& i q_{n} i_{\Delta}\left(q_{0}, q^{2}\right)=\epsilon_{a b a} \int d^{4} x e^{-i q \cdot x} \theta\left(x_{i j}\right) \sum_{a}\left(p\left|\left[\mathcal{F}_{a n}{ }^{6}(x), D_{b}(0)\right]-\left[D_{a}(x), \mathcal{F}_{b n}^{b}(0)\right]\right| p\right\rangle .
\end{align*}
$$

We will prove below that these are all odd functions of $q_{0}$. Thus Eq. (59), in the limit as $q_{0} \rightarrow 0$, becomes the statement

$$
\begin{align*}
1 & =\left.\frac{\partial}{\partial q_{0}} \lambda\left(q_{0,} q^{2}\right)\right|_{Q_{0}=0},  \tag{61}\\
\lambda\left(q_{0}, q^{2}\right) & =d\left(q_{0}, q^{2}\right)+q^{2} a_{1}\left(q_{0}, q^{2}\right)+\left(q^{2}\right)^{2} a_{2}\left(q_{0}, q^{2}\right)+q^{2} i_{A}\left(q_{0,} q^{2}\right),
\end{align*}
$$

with $q^{2}$ fixed at $|s|^{2}$.
Let us now study the properties of the functions $d, a_{1}, a_{2}$, and $i_{A}$. From their definitions as retarded commutators, it follows by the standard methods of forward dispersion relations ${ }^{8}$ that they are analytic functions of $q_{0}$ in the upper half $q_{0}$ plane, for fixed $q^{2}$. Thus if we assume that the amplitude ( $\left.\partial / \partial q_{0}\right) \lambda\left(q_{0}, q^{2}\right)$ approaches zero as $q_{0} \rightarrow \infty$ in the upper half plane, we can write the unsubtracted dispersion relation

$$
\begin{equation*}
\frac{\partial}{\partial q_{0}} \lambda\left(q_{0}, q^{2}\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d q_{0}^{\prime}}{\left(q_{0}^{\prime}-q_{0}\right)^{2}}\left\{d^{\prime}\left(q_{0}^{\prime}, q^{2}\right)+q^{2} a_{1}^{\prime}\left(q_{0}^{\prime}, q^{2}\right)+\left(q^{2}\right)^{2} a_{2}^{\prime}\left(q_{0}^{\prime}, q^{2}\right)+q^{2} i_{A}^{\prime}\left(q_{0}^{\prime}, q^{2}\right)\right\}, \tag{62}
\end{equation*}
$$

where the absorptive parts $d^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, i_{A}^{\prime}$ are defined by

$$
\begin{align*}
& i d^{\prime}\left(q_{0}, q^{2}\right)=\frac{1}{2} \epsilon_{a b s} \int d^{4} x e^{-i a-x} \sum_{a}\langle p|\left[D_{a}(x), D_{b}(0)\right]|p\rangle, \\
& 2\left[a_{1}{ }^{\prime}\left(q_{0}, q^{2}\right) \delta_{n m}+a_{2}{ }^{\prime}\left(q_{0,}, q^{2}\right) q_{n} q_{m}\right]=\frac{1}{2} \epsilon_{a b z} \int d^{4} x e^{-i q \cdot x} \sum_{s}\langle p|\left[\mathcal{F}_{a n}{ }^{b}(x), \mathscr{F}_{b m}{ }^{b}(0)\right]|p\rangle,  \tag{63}\\
& i\left[i q_{n} i_{A}{ }^{\prime}\left(q_{0}, q^{2}\right)\right]=\frac{1}{2} \epsilon_{a b 8} \int d^{4} x e^{-i e \cdot z} \sum_{d}\langle p|\left[\mathscr{F}_{a n}{ }^{5}(x), D_{b}(0)\right]-\left[D_{a}(x), \mathscr{F}_{b n}{ }^{5}(0)\right]|p\rangle .
\end{align*}
$$

[^56]The next step is to evaluate the absorptive parts. Let us consider explicity the case of $d^{\prime}$. Let $\boldsymbol{k}_{\mathrm{D}}=\left(0, i M_{N}\right)$ be the proton four-momentum. Inserting a complete set of intermediate states, we find that

$$
\begin{align*}
& i d^{\prime}\left(q_{0}, q^{2}\right)=\frac{1}{2} \epsilon_{a b z}(2 \pi)^{4} \sum_{B_{1,1 N T}} \sum_{\rho} \int \frac{d^{3} k_{B}}{(2 \pi)^{1}} \\
& \left.\times\left[\langle p| D_{a}(0)\left|\beta\left(k_{\beta}\right)\right\rangle\left\langle\beta\left(k_{\beta}\right)\right| D_{b}(0)|p\rangle \delta\left(k_{\theta}-q-k_{p}\right)-\langle p| D_{d}(0)\left|\beta\left(k_{\theta}\right)\right\rangle\left\langle\beta\left(k_{\beta}\right)\right| D_{0}(0) \mid p\right) \delta\left(k_{\beta}+q-k_{p}\right)\right] \\
& =\pi \epsilon_{a b 3} \sum_{\beta, 1 \mathrm{NT}} \sum_{a}\left\{\left.\left[\langle p| D_{a}(0)\left|\beta\left(k_{\beta}\right)\right\rangle\left\langle\beta\left(k_{\beta}\right)\right| D_{b}(0)|p\rangle\right]\right|_{\mathbf{k}_{\boldsymbol{\theta}}-q} \delta\left(k_{\beta 0}-\boldsymbol{q}_{0}-M_{N}\right)\right. \\
& \left.-\left.\left[\langle p| D_{b}(0)\left|\beta\left(k_{\beta}\right)\right\rangle\left\langle\beta\left(k_{\beta}\right)\right| D_{a}(0)|p\rangle\right]\right|_{x_{\theta}}={ }_{0} \delta\left(k_{\beta 0}+q_{0}-M_{N}\right)\right\} .  \tag{64}\\
& \text { Parity invariance tells us that }
\end{align*}
$$

$$
\begin{align*}
&\left.\sum_{\mathrm{A}, \mathrm{INT}} \sum_{\rho}\left[\langle p| D_{b}(0)\left|\beta\left(k_{\beta}\right)\right\rangle\left\langle\beta\left(k_{\beta}\right)\right| D_{a}(0) \mid p\right)\right]\left.\right|_{\mathrm{k}_{0}-q} \delta\left(k_{\beta 0}+q_{0}-M_{N}\right) \\
&=\left.\sum_{\beta, \mathrm{INT}} \sum_{d}\left[\left(p\left|D_{b}(0)\right| \beta\left(k_{\beta}\right)\right\rangle\left(\beta\left(k_{\beta}\right)\left|D_{a}(0)\right| p\right)\right]\right|_{k_{\mathrm{a}}-q} \delta\left(k_{\beta 0}+q_{0}-M_{N}\right) \tag{65}
\end{align*}
$$

Thus Eq. (64) can be written, using the antisymmetry of $\varepsilon_{063}$, as

$$
\begin{equation*}
i d^{\prime}\left(q_{0}, q^{2}\right)=\left.\pi \epsilon_{\mathrm{a}}^{\mathrm{b} 2} \sum_{\beta, 1 \mathrm{NT}} \sum_{a}\left[\left(p\left|D_{a}(0)\right| \beta\left(k_{\beta}\right)\right\rangle\left(\beta\left(k_{\theta}\right)\left|D_{b}(0)\right| p\right)\right]\right|_{\mathbf{x}_{0}-q}\left[\delta\left(k_{A 0}-q_{0}-M_{N}\right)+\delta\left(k_{\beta 0}+q_{0}-M_{N}\right)\right] . \tag{66}
\end{equation*}
$$

We see that $d^{\prime}$ is an even function of $q_{0}$; hence $d$ is an odd function of $q_{0}$. Since

$$
\begin{equation*}
\epsilon_{a b 2} D_{a}^{*} D_{b}=D_{1}^{*} D_{2}-D_{2}^{*} D_{1}=\frac{1}{2} i\left[\left(D_{1}^{*}+i D_{2}^{*}\right)\left(D_{1}-i D_{2}\right)-\left(D_{1}^{*}-i D_{2}^{*}\right)\left(D_{1}+i D_{2}\right)\right], \tag{67}
\end{equation*}
$$

we obtain finally the result that

$$
\begin{equation*}
d^{\prime}\left(q_{0}, q^{2}\right)=\frac{1}{2} \pi\left[D^{(-)}-D^{(+)}\right], \quad q_{0}>0, \tag{68}
\end{equation*}
$$

with

$$
\begin{align*}
& \left.D^{(-)}=\sum_{\beta, 1 N T} \sum_{1}\left|\left\langle\beta\left[q, i\left(q_{0}+M_{N}\right)\right]\right| D_{1}(0)-i D_{2}(0)\right| p\right\rangle\left.\right|^{2} \delta\left(k_{\beta 0}-q_{0}-M_{N}\right),  \tag{69}\\
& \left.D^{(+)}=\sum_{\beta .1 N T} \sum_{1}\left|\left\langle\beta\left[q, i\left(q_{0}+M_{N}\right)\right]\right| D_{1}(0)+i D_{2}(0)\right| p\right\rangle\left.\right|^{2 \delta\left(k_{\beta 0}-q_{0}-M_{N}\right) .}
\end{align*}
$$

Clearly Eq. (69) is identical with Eqs. (41), (32), and (33), defining the structure function $D$, with $q_{0}$ given by

$$
\begin{equation*}
q_{0}=E,-E_{l}=\left(W^{2}-M N^{2}+q^{2}\right) / 2 M_{N} . \tag{70}
\end{equation*}
$$

In a similar manner we find that $a_{1}{ }^{\prime}, a_{2}{ }^{\prime}$, and $i_{A}{ }^{\prime}$ are even functions of $q_{0}$ (which implies that $a_{1}, a_{2}$, and $i_{A}$ are odd functions of $q_{0}$ ). Also, we find that for $q_{0}>0$,

$$
\begin{equation*}
a_{1}^{\prime}\left(q_{0}, q^{2}\right)=\frac{1}{2} \pi\left[A_{1}^{(-)}-A_{1}^{(+)}\right], \quad a_{1}^{\prime}\left(q_{0}, q^{2}\right)=\frac{1}{3} \pi\left[A_{2}^{(-)}-A_{2}^{(+)}\right], \quad i_{A}^{\prime}\left(q_{0}, q^{2}\right)=\frac{1}{2} \pi\left[I_{4}^{(-)}-I_{4}^{(+)}\right], \tag{71}
\end{equation*}
$$

where the structure functions $A_{1}{ }^{( \pm)}, A_{2}{ }^{( \pm)}$, and $I_{A}{ }^{( \pm)}$are those defined in Eq. (41). Combining Eqs. (43), (61), (62), and (68)-(71), we see that we have derived the sum rule

$$
\begin{equation*}
1=\int d q_{0}\left[\beta_{\mathbf{A}}^{(-)}-\beta_{\mathbf{A}}^{(+)}\right]=\int \frac{W}{M_{N}} d W\left[\beta_{\mathbf{A}}^{(-)}\left(q^{2}, W\right)-\beta_{\mathbf{A}}^{(+)}\left(q^{2}, W\right)\right] . \tag{72}
\end{equation*}
$$

Using Eq. (44), the pole contribution to Eq. (72) can be explicitly evaluated, giving Eq. (53a).

$$
\text { (C) Sum Rule for } \alpha^{( \pm)}
$$

The sum rule on $\alpha^{( \pm)}$of Eq. (15) is obtained by adding together the two identities

$$
\begin{align*}
& C_{I}^{1}=\left(1+\frac{q^{2}}{4 M_{N_{j}^{2}}}\right) g_{A}\left(q^{2}\right)^{2}+\int_{M_{N+}+\alpha_{V}}^{\infty} \frac{W}{M_{N}} d W\left[\alpha_{A}^{(-)}\left(q^{2}, W\right)-\alpha_{4}^{(+)}\left(q^{2}, W\right)\right],  \tag{73a}\\
& C_{I}^{1}=\left(\frac{q^{2}}{4 M_{N^{2}}^{2}}\right) g_{V}\left(q^{2}\right)^{2}+\int_{M_{N+N}+}^{\infty} \frac{W}{M_{N}} d W\left[\alpha_{V}^{(-)}\left(q^{2}, W\right)-\alpha_{V}^{(+)}\left(q^{2}, W\right)\right] . \tag{73b}
\end{align*}
$$

Here $\alpha_{\Delta}{ }^{( \pm)}$and $\alpha_{V}{ }^{( \pm)}$are, respectively, the axial-vector and the vector parts of $\alpha^{( \pm)}$,

$$
\begin{equation*}
\alpha_{\Lambda}^{( \pm)}=A_{1}^{( \pm)}\left(q^{2}, W\right), \quad \alpha \psi^{( \pm)}=V_{1}^{( \pm)}\left(q^{2}, W\right) . \tag{74}
\end{equation*}
$$

We will sketch the derivation of Eq. (73a); the derivation of Eq. (73b) is identical.
In order to derive Eq. (73a), we use the fundamental identity, with

$$
\begin{equation*}
A(t)=-i \int d^{3} x e^{-i \varepsilon \cdot x} \mathscr{F}_{a n}{ }^{b}(x, t), \quad B(t)=-i \int d^{2} y e^{i n \cdot y^{\prime}} \mathcal{F}_{B_{m}}^{b}(y, t) . \tag{75}
\end{equation*}
$$

Using Eqs. (4a) and (11), the first term on the right-hand side of Eq. (46) becomes

$$
\begin{equation*}
-i \sum_{\mathrm{a}}\langle p|[A(0), B(0)]|p\rangle=-\epsilon_{a b c} \delta_{n m} C_{T}^{2}\left(\frac{1}{2} \tau^{0}\right)(2 \pi)^{2} \delta(0)+(\text { symmetric in } a b) . \tag{76}
\end{equation*}
$$

The second term is
which, by using the parity transformation properties of $\mathfrak{F}^{\mathbf{8}}$, is equal to

$$
\begin{equation*}
\frac{-1}{2 q_{0}} \sum_{t}\langle p| \int d^{2} x e^{-i * \cdot x} \int d^{2} y e^{i \cdot \cdot t}\left\{\left[\frac{\partial \mathcal{F}_{a n^{b}}(x, t)}{\partial t}, \mathscr{F}_{m_{0}}(\bar{y}, t)\right]+\left[\frac{\partial \mathcal{F}_{h_{m}}(x, t)}{\partial t}, \mathcal{F}_{a n}(\bar{y}, t)\right]\right\}|p\rangle . \tag{78}
\end{equation*}
$$

The expression in Eq. (78) is explicitly symmetric under the simultaneous interchanges $n \leftrightarrow m, a \leftrightarrow b$. Siace parity invariance requires that $U_{2}$ be of the form

$$
\begin{equation*}
U_{2}^{a m, a b}=\mu_{1}^{a b} \delta_{n m}+\mu_{2}^{a b} s_{n} \delta_{m}, \tag{79}
\end{equation*}
$$

$U_{\mathbf{2}}$ is symmetric under the interchange $a \leftrightarrow b$. Thus, if we keep only terms which are antisymmetric in $a$ and $b$, the unwanted $\left[\partial \mathcal{F}^{\natural} / \partial l, \mathcal{F}^{6}\right]$ terms drop out.

As a result, we are left with the identity

$$
\begin{align*}
& \delta_{n m} C r^{2}=\left.\frac{\partial}{\partial q_{0}} \eta\left(q_{0}, q^{2}\right)\right|_{\omega-0},  \tag{80}\\
& \eta\left(q_{0}, q^{2}\right)=\omega_{1}\left(q_{0}, q^{2}\right) \delta_{n m}+\bar{\sigma}_{2}\left(q_{0,} q^{2}\right) q_{n} q_{m}=\epsilon_{a d d} \int d^{4} x e^{-i q \cdot x} \theta\left(x_{0}\right) \sum_{t}\langle p|\left[\frac{\partial \mathcal{F}_{a n}{ }^{b}(x)}{\partial x_{0}}, \frac{\partial \mathcal{F}_{b_{m}}(0)}{\partial t}\right]|p\rangle .
\end{align*}
$$

[Here $\partial \mathcal{F}_{b m}{ }^{b}(0) / \partial l$ denotes $\partial \mathcal{F}_{b m}{ }^{b}(y, t) / \partial l$ evaluated at $y=0, t=0$.] Let us now postulate that

$$
\begin{equation*}
\partial \bar{a}_{1}\left(q_{0,} q^{2}\right) / \partial q_{0} \tag{81}
\end{equation*}
$$

satisfies an unsubtracted dispersion relation. It is easy to see that the absorptive part of $\bar{\sigma}_{1}\left(q_{0}, q^{2}\right)$ is just $q 0^{2}$ times the absorptive part of the amplitude $a_{1}\left(q_{0,1} q^{2}\right)$ defined in Eq. (60). Thus, the $\delta_{n m}$ term in Eq. (80) becomes

$$
\begin{equation*}
C_{I}^{2}=\int d q_{0}\left(A_{1}^{(-)}-A_{1}^{(+)}\right)=\int \frac{W}{M_{N}} d W\left[A_{1}^{(-)}\left(q^{2}, W\right)-A_{1}^{(+)}\left(q^{2}, W\right)\right], \tag{82}
\end{equation*}
$$

which is the result to be proved.
(D) Sum Rule for $\boldsymbol{\gamma}^{( \pm)}$

The sum rule on $\gamma^{( \pm)}$of Eq. (16) is derived by adding the fundamental identity, with
to the same identity, with

Using Eq. (4b), the first term on the right-hand side of Eq. (46) is

$$
\begin{equation*}
-i \sum_{0}\langle p|\left[A_{1}(0), B_{1}(0)\right]+\left[A_{2}(0), B_{2}(0)\right]|p\rangle=(\text { symmetric in } a b), \tag{85}
\end{equation*}
$$

since

$$
\begin{equation*}
\sum_{t}\langle p|\left(x_{c 1}(0)|p\rangle=0\right. \tag{86}
\end{equation*}
$$

for nucleon states at rest. The second term, using the parity transformation properties of the currents, becomes

$$
\begin{align*}
& \left.+\left[\frac{\partial \mathscr{F}_{a n}(\mathbf{x}, t)}{\partial t}, \mathcal{F}_{b_{m}}{ }^{b}(\mathbf{y}, t)\right]-\left[\frac{\partial \mathcal{F}_{b_{m}}{ }^{b}(\mathbf{x}, t)}{\partial t}, \mathcal{F}_{a n}(\mathbf{y}, t)\right]\right\}|p| \tag{87}
\end{align*}
$$

Clearly, $\mu_{a}{ }^{a b}$ is symmetric in $a$ and $b$. If we keep only the antisymmetric part of the identity, the $\left[\partial F^{6} / \partial \ell, F\right]$ and the $\left[\partial \Im / \partial t, \mathfrak{F}^{\mathfrak{b}}\right]$ terms drop out.
Thus, we get the identity

$$
\begin{align*}
0 & =\left.\frac{\partial}{\partial q_{0}} i\left(q_{0}, q^{2}\right)\right|_{\partial 0=0} \\
i\left(q_{0}, q^{2}\right) & =\epsilon_{a b s} \int d^{4} x e^{-i q \cdot x} \theta\left(x_{0}\right) \sum_{a}\langle p|\left[\frac{\partial \mathcal{F}_{a \eta} b(x)}{\partial x_{0}}, \frac{\partial \mathcal{F}_{b_{m}}(0)}{\partial t}\right]+\left[\frac{\partial \mathcal{F}_{a n}(x)}{\partial x_{0}}, \frac{\partial \mathcal{F}_{b_{m}}{ }^{5}(0)}{\partial t}\right]|p\rangle . \tag{88}
\end{align*}
$$

The postulate that

$$
\begin{equation*}
\partial i\left(q_{0}, q^{2}\right) / \partial q_{0} \tag{89}
\end{equation*}
$$

satisfies an unsubtracted dispersion relation in $q_{0}$ leads immediately to Eq. (16).
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## APPENDIX

In this Appendix we give the generalization of the results stated in Sec. 2 to the case when all lepton-mass terms are included. In order to calculate lepton-mass corrections, it is easier to work covariantly, rather than to eliminate the fourth components of currents in terms of spatial components and divergences. Thus we write

$$
\begin{align*}
& T_{\lambda \sigma}=\sum_{\beta, 1 \mathrm{NT}} \sum_{\alpha} \delta\left(k_{\beta 0}-k_{N 0}-q_{0}\right)\left\langle N\left(k_{N}\right)\right|\left(J_{0}{ }^{\nu}+J_{\sigma}{ }^{\Lambda}\right)^{\star}\left|\beta\left(k_{N}+q\right)\right\rangle\left(\beta\left(k_{N}+q\right)\left|J_{\lambda}{ }^{\boldsymbol{V}}+J_{\lambda}{ }^{\boldsymbol{4}}\right| N\left(k_{N}\right)\right\rangle \\
& =\frac{M_{N}}{k_{N 0}}\left[\bar{A} \delta_{\lambda \sigma}+\bar{B} k_{N \lambda} k_{N \sigma}+\bar{C}_{\lambda_{\lambda \sigma 7} q_{7} k_{N}}+\bar{D} q_{\lambda} q_{\theta}+\bar{E}\left(q_{\lambda} k_{N}+q_{\sigma} k_{N \lambda}\right)\right], \tag{A1}
\end{align*}
$$

with $\bar{A}, \cdots, \tilde{E}$ functions of $q^{2}$ and $W$. Time reversal and parity invariance rule out the presence of a term proportional to $q_{\lambda} k_{N s}-q_{\sigma} k_{N \lambda}$ in Eq. (A1). Comparing Eq. (A1) with Eq. (41), in the laboratory frame, shows that

$$
\begin{gather*}
\vec{A}=\alpha\left(q^{2}, W\right), \quad M_{N}{ }^{2} B=\beta\left(q^{2}, W\right), \quad M_{N} C=\gamma\left(q^{2}, W\right), \quad \bar{D}=\delta\left(q^{2}, W\right)=V_{2}\left(q^{2}, W\right)+A_{2}\left(q^{2}, W\right),  \tag{A2}\\
M_{N} E=\epsilon\left(q^{2}, W\right)=q_{0}^{-1}\left\{V_{1}\left(q^{2}, W\right)+A_{1}\left(q^{2}, W\right)+q^{2}\left[V_{2}\left(q^{2}, W\right)+A_{2}\left(q^{2}, W\right)\right]+\frac{1}{2}\left[I_{V}\left(q^{2}, W\right)+I_{\Delta}\left(q^{2}, W\right)\right]\right\} .
\end{gather*}
$$

It is straightforward to calculate the contraction of $T_{\lambda e}$ with the leptonic trace. We find that Eq. (13) and Eq. (22) for the strangeness-conserving case are replaced by

$$
\begin{align*}
& d^{2} \sigma\left(\binom{\nu}{\bar{\nu}}+p \rightarrow\binom{l}{l}+\beta(S=0)\right) / d \Omega_{l} d E_{l}=\frac{G^{2} \cos ^{2} \theta_{c}}{(2 \pi)^{2}} \frac{\left[\left(E_{p}-q_{0}\right)^{2}-m_{l}^{2}\right]^{1 / 2}}{E_{p}}{ }_{l}^{( \pm)},  \tag{A3}\\
& d^{2} \sigma\left(\binom{\nu}{\bar{\nu}}+p \rightarrow\binom{l}{\nu}+\beta(S=0)\right) / d\left(q^{2}\right) d q_{0}=\frac{G^{2} \cos ^{2} \theta_{c}}{4 \pi E_{r^{2}}}{ }^{( \pm)} \tag{A4}
\end{align*}
$$

with

$$
\begin{align*}
\boldsymbol{\kappa}^{( \pm)}=\left(q^{2}+m_{l}{ }^{2}\right) \alpha^{( \pm)}\left(q^{2}, W\right)+ & {\left[2 E_{v^{2}}-2 E_{r q 0}-\frac{1}{2}\left(q^{2}+m_{l}{ }^{2}\right)\right] \beta^{( \pm)}\left(q^{2}, W\right) } \\
& \mp\left[\left(2 E_{0}-q_{0}\right) q^{2}-m_{l}^{2} q_{0}\right] \gamma^{( \pm)}\left(q^{2}, W\right)+\frac{1}{2} m_{l}^{2}\left(q^{2}+m_{l}^{2}\right) \delta^{( \pm)}\left(q^{2}, W\right)-2 m_{l}^{2} E_{\varepsilon^{\prime}}( \pm)\left(q^{2}, W\right) . \tag{A5}
\end{align*}
$$

Inspection of Eq. (A5) and its analog for a neutron target shows that $\beta^{( \pm)}, \gamma^{( \pm)}, \epsilon^{( \pm)}$, and $\alpha^{( \pm)}+\frac{1}{2} m_{l}{ }^{2} \delta^{( \pm)}$are independently measurable. Since the derivation of the sum rule on $\alpha^{( \pm)}$given in Sec. 4 shows that

$$
\begin{equation*}
0=\int d q_{0}\left(\delta(-)-\delta^{(+)}\right), \tag{A6}
\end{equation*}
$$

we may modify Eq. (15) to read

$$
\begin{align*}
& \left.C_{I}{ }^{1}+C_{I}{ }^{2}=\left(1+q^{2} / 4 M N^{2}\right) g \Delta\left(q^{2}\right)^{2}+\left(q^{2} / 4 M_{N}\right)^{2}\right) g v\left(q^{2}\right)^{2} \\
& +\frac{1}{2} m_{1}{ }^{2}\left[\left(1+q^{2} / 4 M_{N^{2}}\right) f_{V}\left(q^{2}\right)^{2}-g V\left(q^{2}\right) f_{V}\left(q^{2}\right) / M_{N}+\left(q^{2} / 4 M_{N^{2}}\right) h_{A}\left(q^{2}\right)^{2}-h_{A}\left(q^{2}\right) g_{\Lambda}\left(q^{2}\right) / M_{N}\right] \\
& +\int_{M_{N+M}}^{\infty} \frac{W}{M} d W\left[\alpha_{N}^{(-)}\left(q^{2}, W\right)+\frac{1}{2} m_{l}^{2} \delta(-)\left(q^{2}, W\right)-\alpha^{(+)}\left(q^{2}, W\right)-\frac{1}{2} m l^{2} \delta(+)\left(q^{2}, W\right)\right] . \tag{A7}
\end{align*}
$$

Thus, in the strangeness-conserving case, when lepton-mass terms are included there are still three sum rules which may be directly compared with experiment.
In the strangeness-changing case, equations similar to Eqs. (A3)-(A5) hold, and $\beta_{(p, n)}{ }^{( \pm)}, m_{1}{ }^{2} \epsilon_{(p, n)}{ }^{( \pm)} \pm q^{2} \gamma_{(p, n)}{ }^{( \pm)}$, and $\alpha_{(p, n)}^{( \pm)}+\frac{1}{2} m_{1} \delta_{(p, n)}^{( \pm)} \pm q_{0} \gamma_{(p, n)}^{( \pm)}$are independently measurable. We see that in this case, when lepton-mass terms are included, only the sum rules on $\beta_{(p, n)}^{( \pm)}$can be directly compared with experiment.
It is easy to verify that the results of Eq. (26) and Eq. (27), referring to the high neutrino-energy behavior of neutrino cross sections, are unchanged by adding the lepton-mass terms. Equation (24) becomes

$$
\begin{equation*}
\frac{d \sigma}{d q^{2}}=\int_{\left(a^{2} / 2 M_{l}\right)-}^{\left.E,\left(l-L / 4 B_{l}\right)^{2}\right)} d q_{0} \frac{d^{2} \sigma}{d\left(q^{2}\right) d q_{0}}, \quad L=q^{2}+m_{1}^{2}+\frac{4 E,^{2} m_{l}^{2}}{q^{2}+m_{l}^{2}} . \tag{A8}
\end{equation*}
$$

If, in addition to Eq. (25), we postulate that

$$
\begin{equation*}
\int \frac{d \underline{q}_{n}}{q_{0}{ }^{2}}\left(\delta^{(-)}-\delta^{(+)}\right), \quad \int \frac{d q_{0}}{q_{0}}\left(\epsilon^{(-)}-\epsilon^{(+)}\right) \tag{A9}
\end{equation*}
$$

are convergent (and similarly in the strangeness-changing case), then we immediately obtain Eqs. (26) and (27).

Sum Rules Giving Tests of Local Current Commutation Relations in High-Energy Neutrino Reactions, Stephen L. Adler [Phys. Rev. 143, 1144 (1966)]. In Eq. (45) for $V_{2}{ }^{(-)}\left(q^{2}, W\right)$, in both terms on the right-hand side, $f_{v}\left(q^{2}\right)$ should be $F_{2}{ }^{v}\left(q^{2}\right)$.
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#### Abstract

For small leptonic invariant 4-momentum transfer $\boldsymbol{q}^{2}$, we investigate what minimum neutrino or electron energy is needed to test current commutation relations. We find that at laboratory energies of order $\mathbf{5} \mathbf{B e V}$, it is reasonable to start trying to check the equalities or inequalities implied by the current algebra.


RECENTLY Gell-Mann ${ }^{1}$ has postulated that the fourth components of the vector and axial-vector weak-current octets satisfy the local equal-time commutation relations

$$
\begin{align*}
{\left.\left[\mathcal{F}_{a 4}(x), \mathcal{F}_{b 4}(y)\right]\right|_{x_{0}-y_{0}} } & =-f_{a b c} \mathcal{F}_{c 4}(x) \delta(x-y),  \tag{1a}\\
{\left.\left[\mathcal{F}_{a 4}(x), F_{b 4}{ }^{5}(y)\right]\right|_{x_{0}-y_{0}} } & =-f_{a b c} \mathcal{F}_{c 4}{ }^{6}(x) \delta(\mathbf{x}-\mathbf{y}),  \tag{1b}\\
{\left.\left[\mathcal{F}_{a 4}{ }^{5}(x), F_{b 4}{ }^{5}(y)\right]\right|_{x_{0}-y_{0}} } & =-f_{a b c} \mathcal{F}_{b 4}(x) \delta(x-y), \tag{1c}
\end{align*}
$$

It has been shown by Adler ${ }^{2}$ that Eqs. (1a) and (1c) can be tested in high-energy neutrino reactions, where they imply that, in the limit of infinite incident neutrino energy, the difference $d \sigma_{T}(\bar{\nu}+N) / d q^{2}-d \sigma_{T}(\nu+N) / d q^{2}$ approaches a constant which is independent of the leptonic invariant 4 -momentum transfer $q^{2}$. Bjorken, ${ }^{3}$ by an isospin rotation, has transformed the neutrinoreaction results into inequalities on electron-nucleon (or muon-nucleon) scattering which hold in the limit of infinite incident electron energy; these inequalities may make it feasible to test Eq. (1a) in the near future.

However, before proceeding to experiments, one must answer the question, what is effectively an infinite incident neutrino or electron energy $E$ ? More precisely, what is the energy $E\left(q^{2}, \delta\right)$ such that for $E>E\left(q^{2}, \delta\right)$ the neutrino equalities hold to within fractional error $\delta$ ? No general answer to this question can be given. However, we will show, in this paper, that the experimental information used in evaluating the sum rules for the axial-vector coupling constant and for the nucleon isovector radius and magnetic moment suffice to determine $E\left(q^{2}=0, \delta\right)$ in two cases.

The results indicate that at incident energies of order 5 BeV it is reasonable to start trying to check the equalities or inequalities implied by the current algebra, at least for small $q^{2}$. It is encouraging that this energy range is accessible to the Stanford Linear Accelerator.

[^57]Let us review the results ${ }^{2}$ for the high-energy neutrino reaction

$$
\begin{equation*}
\nu+N \rightarrow l+\beta . \tag{2}
\end{equation*}
$$

We neglect the lepton mass $m_{l}$, and define the following kinematic quantities (noncovariant quantities always refer to the laboratory frame) :
$M_{N}=$ nucleon mass,
$E=$ incident neutrino energy,
$E^{\prime}=$ final lepton energy,
$k=$ neutrino 4-momentum,
$k^{\prime}=$ final lepton 4-momentum, $q^{2}=\left(k-k^{\prime}\right)^{2}=$ leptonic invariant 4-momentum transfer,
$q_{0}=E-E^{\prime}=$ leptonic energy transfer,
$W=$ invariant mass of system $\beta$

$$
=\left(2 M_{N} q_{0}+M_{N^{2}}-q^{2}\right)^{1 / 2},
$$

$q_{0}=\left(W^{2}-M_{N}{ }^{2}+q^{2}\right) /\left(2 M_{N}\right)$.
Let $G$ be the Fermi coupling constant and $\theta_{c}$ the Cabibbo angle. Then the cross section for strangeness-zero ( $S=0$ ) final states may be written
$d^{2} \sigma\left[\binom{\nu}{\bar{\nu}}+p \rightarrow\binom{l}{l}+\beta(S=0)\right] / d q^{2} d q_{0}$

$$
\begin{align*}
&=\frac{G^{2} \cos ^{2} \theta_{0}}{4 \pi E^{2}}\left[q^{2} \alpha^{( \pm)}+\left(2 E^{2}-2 E q_{0}-\frac{1}{2} q^{2}\right) \beta^{( \pm)}\right. \\
&\left.\mp\left(2 E-q_{0}\right) q^{2} \gamma^{( \pm)}\right] . \tag{4}
\end{align*}
$$

The form factors $\alpha^{( \pm)}, \beta^{( \pm)}$, and $\gamma^{( \pm)}$are functions of $q^{2}$ and $q$. The local commutation relations of Eqs. (1a) and (1c) imply that

$$
\begin{equation*}
2=\int_{0^{-}}^{\infty} d q_{0}\left[\beta^{(-)}-\beta^{(+)}\right] . \tag{5}
\end{equation*}
$$

Combined with Eq. (4) and with the expression for 1598

Fig. 1. The function $F_{1}(E)$ defined in Eq. (12). Above $=5 \mathrm{BeV}$, we have assumed $\sigma^{(-)}-\sigma^{(+)} \propto p^{-\infty}$. See Ref. 7 for details of the numerical evaluation.
$d \sigma / d q^{2}$,

$$
\frac{d \sigma}{d q^{2}}=\int_{0}^{\pi\left[1-a^{2} /\left(\alpha^{2}\right)\right]} d q_{0} \frac{d^{2} \sigma}{d q^{2} d q_{0}}
$$

Eq. (5) implies that

$$
\begin{array}{r}
\lim _{\varepsilon \rightarrow \infty}\left\{\frac{d \sigma_{T}[\bar{\nu}+p \rightarrow \beta(S=0)]}{d q^{2}} \frac{d \sigma_{T}[\nu+p \rightarrow \beta(S=0)]}{d q^{2}}\right\} \\
=\frac{G^{2} \cos ^{2} \theta_{t}}{\pi}
\end{array}
$$

In order to study the manner in which the limit in Eq. (7) is approached, let us s, parate $\beta^{( \pm)}$in the sum rule of Eq. (5) into vector and axial-vector parts,

$$
\begin{equation*}
\beta^{( \pm)}=\beta_{V}^{( \pm)}+\beta_{\Delta}^{( \pm)}, \tag{8}
\end{equation*}
$$

(6)
which separately obey the sum rules ${ }^{2}$

$$
\begin{align*}
& 1=\int_{0^{-}}^{\infty} d q_{0}\left[\boldsymbol{\beta}_{A}^{(-)}-\boldsymbol{\beta}_{A^{(+)}}\right] \\
& =\left[S_{1}\left(q^{8}\right)\right]+\int_{M_{N+M}}^{\infty} \frac{W}{M_{N}} \\
& \times d W\left[\beta_{A}^{(-)}\left(q^{2}, W\right)-\beta_{A}^{(+)}\left(q^{2}, W\right)\right] \text {, }  \tag{9a}\\
& L=\int_{0^{-}}^{\infty} d q_{0}\left[\beta_{v}^{(-)}-\beta_{v}^{(+)}\right] \\
& =\left[F_{1}{ }^{v}\left(q^{2}\right)\right]+q^{2}\left[F_{2}^{v}\left(q^{2}\right)\right]^{2}+\int_{M_{N+} M_{ \pm}}^{\infty} \frac{W}{\overline{M_{M}^{N}}} \\
& \times d W\left[\beta_{v}{ }^{(-)}\left(q^{2}, W\right)-\beta_{v}^{(+)}\left(q^{2}, W\right)\right] . \tag{9b}
\end{align*}
$$

At $q^{2}=0$ and for $W \geq M_{N}+M_{*}, \beta_{V}{ }^{( \pm)}\left(0, W^{\prime}\right)=0$, so that Eq. (9b) becomes the trivial equality $1=1$. Since

Fig. 2. Input values (Ref. 7) of $\sigma^{(-)}-\sigma^{(+)}$for values of from threshald to 10 BeV , including the asymptotic tail above 5 BeV for the case $a=0.5$.



Fig. 3. The function $F_{2}(E)$ defined in Eq. (16). Above $q_{0}=1.1$ BeV , we have assumed
$2 \sigma_{T}\left[\gamma(I=1)+p \rightarrow I=\frac{1}{1}\right]-\sigma_{T}\left[\gamma(I=1)+p \rightarrow I=\frac{3}{1}\right] \propto q_{0}{ }_{0}^{-a}$.
See Ref. 10 for details of the numerical evaluation.
$\beta_{A}^{( \pm)}(0, W)$ is related to $\sigma^{( \pm)}(0, W)$, the total cross section for the scattering of a zero-mass $\pi^{ \pm}$on a proton, byd

$$
\begin{equation*}
\beta_{\mathrm{d}}^{( \pm)}(0, W)=\frac{4 M_{N^{3}} g_{A}^{2} \sigma^{( \pm)}(0, W)}{\pi g_{r}(0)^{2}} \frac{W^{2}}{W^{2}-M_{N^{2}}} \tag{10}
\end{equation*}
$$

we see that Eq. (9a) becomes the usual sum rule for


$$
\begin{align*}
\left\{\frac{d \sigma_{T}[\rho+p \rightarrow \beta(S=0)]}{d q^{2}}\right. & \left.\frac{d \sigma_{T}[\nu+p \rightarrow \beta(S=0)]}{d q^{2}}\right\}\left.\right|_{q^{2}=0} \\
& =\frac{G^{2} \cos ^{2} \theta}{2 \pi}\left[1+F_{1}(E)\right], \tag{11}
\end{align*}
$$

$$
\begin{align*}
& \text { with } \begin{aligned}
F_{1}(E)=g_{4}^{2}\{ & 1-\int_{M_{\sigma}+N_{*}^{2} /\left(2 M_{N}\right)}^{E} \frac{d q_{0}}{q_{\mathrm{n}}}\left(1-\frac{q_{0}}{E}\right) \\
& \left.\times \frac{2 M_{N^{2}}^{2}}{\pi g_{r}(0)^{2}}\left[\sigma^{(+)}(0, W)-\sigma^{(-)}(0, W)\right]\right\}
\end{aligned}
\end{align*}
$$

In Eq. (12), $q_{0}=\left(W^{2}-M_{N^{2}}\right) /\left(2 M_{N}\right)$, as obtained from Eq. (3) for $q_{0}$ with $q^{2}=0$. Rather than using Eq. (12) for our numerical analysis, we use the expression

$$
\begin{align*}
F_{1}(E) \approx g_{1}^{2}\{1- & \int_{N_{*}}^{B} \frac{d \nu}{\nu^{2}}\left(\nu^{2}-M_{*}^{2}\right)^{1 / 2}\left(1-\frac{\nu}{E}\right) \\
& \left.\times \frac{2 M N^{2}}{\pi g_{\gamma^{2}}^{2}}\left[\sigma^{(+)}(W)-\sigma^{(-)}(W)\right]\right\}, \tag{13}
\end{align*}
$$

which involves only the pion on-mass-shell cross sections $\sigma^{( \pm)}(W) \equiv \sigma^{( \pm)}\left(-M_{\Sigma^{2}}^{2}, W\right)$. The statement that the right-hand side of Eq. (13) approaches 1 as $E \rightarrow \infty$ is the polology form of the ga sum rule. ${ }^{6}$ The variable

[^58]$\nu=\left(W^{2}-M_{N}{ }^{2}-M_{*}{ }^{2}\right) /\left(2 M_{N}\right)$ is the pion laboratory energy. If PCAC is valid, the integrands of Eqs. (12) and (13) are expected to differ appreciably only for small center-of-mass energy $W$, where kinematical threshold effects may be important; this difference should not greatly affect the large- $E$ behavior of $F_{1}(E)$.

The numerical evaluation ${ }^{7}$ of $F_{1}(E)$ is shown in Fig. 1 [in Fig. 2 we plot the input data $\sigma^{(-)}-\sigma^{(+1)}$ ]. It is seen that for energies of a few $\mathrm{BeV}, F_{1}(E)$ becomes monotonic and greater than $90 \%$ of its asymptotic value of unity. Thus, neutrino energies of order 5 BeV are certainly adequate for testing the local current algebra at $q^{2}=0$.

The curve of Fig. 1 has no direct bearing on Bjorken's inequalities for electron scattering, since these inequalities come from the vector sum rule of Eq. (9b) and do not involve the axial-vector sum rule of Eq. (9a). As we remarked above, Eq. (9h) becomes a trivial identity at $q^{2}=0$. However, the first derivative of Eq. (9b) with respect to $q^{2}$ gives the interesting sum rule

$$
\begin{array}{r}
0=\left.2 \frac{d}{d q^{2}} i_{1} V\left(q^{2}\right)\right|_{q^{2}=0}+\left[F_{2}^{V}(0)\right]+\int_{M_{N}+M_{V}}^{\infty} \frac{W}{M_{N}} d W \frac{d}{d q^{2}} \\
\times\left.\left[\beta_{V}^{(-)}\left(q^{4}, W\right)-\beta_{V}^{(+)}\left(q^{2}, W\right)\right]\right|_{Q^{2}-0}, \tag{14}
\end{array}
$$

which has been derived by Cabibbo and Radicati and others. ${ }^{2,8}$ To exploit this fact, let us keep only the vector part of Eqs. (4)-(7) and expand in a power series in $q^{2}$ \{we use the fact that $\left.\alpha_{\nabla}{ }^{( \pm)}\right]_{\varepsilon^{2}-0}=\left.\left[q 0^{2} d \beta_{\nabla^{(1)}} / d q^{2}\right]\right|_{\varepsilon^{2}=0}$ $=V_{1}^{( \pm)}(0, W)$, in the notation of Ref. 2$\}$ :

$$
\begin{gather*}
\left\{\frac{d \sigma_{T V}[\tilde{\nu}+p \rightarrow \beta(S=0)]}{d q^{2}} \frac{d \sigma_{T V}[\nu+p \rightarrow \beta(S=0)]}{d q^{2}}\right\} \\
\left.=\frac{G^{2} \cos ^{2} \theta_{c}}{2 \pi} \left\lvert\, 1+\frac{q^{2}}{M_{N^{2}}} F_{2}(E)+O\left[\left(q^{2}\right)^{2}\right]\right.\right\}, \tag{15}
\end{gather*}
$$

with

$$
\begin{aligned}
& \frac{F_{2}(E)}{M_{N^{2}}}=\left.2 \frac{d}{d q^{2}} F_{1}^{v}\left(q^{2}\right)\right|_{q^{2}=0}+\left[F_{2}^{v}(0)\right]-\frac{1}{2 M_{N} E}-\frac{1}{4 E^{2}}
\end{aligned}
$$

$$
\begin{align*}
& \times\left[V_{1}^{(-)}(0, W)-V_{2}^{(+)}(0, W)\right], \tag{16}
\end{align*}
$$

and $q_{0}=\left(W^{2}-M_{N}{ }^{2}\right) /\left(2 M_{N}\right)$ as in Eq. (12). The integrand in Eq. (16) may be related to the total cross

[^59]Fro. 4. Input values (Ref. 10) of $2 \sigma_{r}\left[\gamma(I-1)+p \rightarrow I-\frac{1}{2}\right]$
$-\sigma_{r}[\gamma(I=1)+p \rightarrow I=1]$ for values of $q_{0}$ from threshold up to 10 BeV , including the asymptotic tail above $q_{0}=1.1 \mathrm{BeV}$ for the cases $a=0.3$ and $a=0.7$.

sections for isovector photons incident on nucleons to produce $I=\frac{1}{2}$ and $I=\frac{3}{2}$ final states:

$$
\begin{align*}
& V_{1}^{(-)}(0, W)-V_{1}{ }^{(+)}(0, W)=\frac{q_{0}}{2 x^{2} \alpha} \\
& \times\left\{2 \sigma_{T}\left[\gamma(I=1)+p \rightarrow I=\frac{1}{2}\right]\right. \\
&  \tag{17}\\
& \left.\quad-\sigma_{T}\left[\gamma(I=1)+p \rightarrow I=\frac{1}{2}\right]\right\} .
\end{align*}
$$

These isovector photon cross sections have been estimated by Gilman and Schnitzer,' who find that Eq. (14) appears to be satisfied. Using numerical estimates similar ${ }^{10}$ to those of Gilman and Schnitzer, we have computed $F_{2}(E)$. The result, shown in Fig. 3, indicates that $\left|F_{\mathbf{2}}(E)\right|$ is less than 0.5 for energies in the 5 to 10 BeV range. \{In Fig. 4 and Table I we give the input data $\left.2 \sigma_{\pi}\left[\gamma(I=1)+p \rightarrow I=\frac{1}{2}\right]-\sigma_{\tau}\left[\gamma(I=1)+p \rightarrow I=\frac{3}{2}\right].\right\}$

To conclude, for small $q^{2}$, energies of order 5 BeV suffice to test local commutation relations. We must caution that as $q^{2}$ increases, the needed energy $E\left(q^{2}, \delta\right)$ will be expected to increase rapidly. This is clear from the experimental fact that the single-nucleon and $(3,3)$ resonance contributions, i.e., the small $W$ contributions, to the sum rules of Eqs. (9a) and (9b) decrease rapidly with increasing $q^{2} .^{11}$ Thus, to maintain a constant sum

[^60]Table I. Values of

$$
2 \sigma_{r}\left[\gamma(I=1)+p \rightarrow I=\{ ]-\sigma r\left[\gamma(I=1)+p \rightarrow I=\frac{z_{2}}{2}\right]\right.
$$

up to $q_{0}=1.1 \mathrm{BeV}$.

| $\left(\begin{array}{c} q_{0} \\ (\mathrm{MeV}) \end{array}\right.$ | $\begin{aligned} & 2 \sigma r[r(\Gamma=1)+p \rightarrow I=1] \\ & -\sigma r[\gamma(I=1)+p \rightarrow I=1] \\ & (\mu \mathrm{b}) \end{aligned}$ |
| :---: | :---: |
| 150 | +8 |
| 175 | $+60$ |
| 200 | +94 |
| 225 | $+50$ |
| 250 | -11 |
| 275 | -108 |
| 300 | -238 |
| 325 | -328 |
| 350 | -287 |
| 375 | -200 |
| 400 | -138 |
| 425 | -86 |
| 450 | -49 |
| 475 | -24 |
| 500 | +3 |
| 525 | $+7$ |
| 550 | +30 |
| 575 | +46 |
| 600 | +64 |
| 625 | $+100$ |
| 650 | +114 |
| 675 | +148 |
| 700 | +182 |
| 725 | $+217$ |
| 750 | +227 |
| 775 | +176 |
| 800 825 | +125 +80 |
| 850 | +54 |
| 875 | +53 |
| 900 925 | +54 +54 |
| 950 | +66 |
| 975 | +76 |
| 1000 | +75 |
| 1025 | +72 |
| 1050 1075 | +46 +22 |
| 1100 | +10 +10 |

at large $q^{2}$, the high $W$ states, which require a large important question of how rapidly $E\left(q^{2}, \delta\right)$ increases $E$ to be excited, must make a much more important with $q^{2}$, but only serve to indicate at what energies $E$ contribution to the sum rules than they do at $q^{2}=0$. it may pay to begin the experimental study of the local The calculations of this paper shed no light on the current algebra.

# Low-Energy Theorem for the Weak Axial-Vector Vertex* 
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#### Abstract

A low-energy theorem is derived for the weak arial-vector vertex. The theorem enables one to calculate from strong or electromagnetic processes the two leading terras in the expansion of the axial-vector vertex in powers of the leptonic four-momentum transfer. Applications to weak pion production, $K_{\text {a }}$ decay, and radiative $\mu$ capture are discussed. In particular, we express the radiative $\mu$-capture matrix element, up to and including contributions linear in the leptonic four-momentum transfer and the photon four-momentum, in terms of the elastic weak form factors and pion photoproduction amplitudes.


## INTRODUCTION

$I^{\top}$T is well known that the infrared divergent order $k^{-1}$ term in the matrix element for the radiation of a photon of four-momentum $k$ in any process (the matrix element of the electric current) can be expressed solely in terms of the matrix element for the same process with no current present. Low ${ }^{2}$ has shown that current conservation enables one to calculate the electric-current matrix element not only to order $k^{-2}$ but also to order $k^{0}$ in terms of the process without the current. In the present work, we derive analogous results for the matrix elements of the axial-vector current. We express each such matrix element in terms of the matrix element for the process with no axial-vector current and the matrix element of the divergence of the axial-vector current. The relation is exact to orders $k^{-1}$ and $k^{0}$. Under the assumption of a partially conserved axial-vector current ( PCAC$)^{2}{ }^{2}$ we can relate the matrix element of the divergence to the corresponding matrix element of the pion source, which is physically measurable, apart from the usual small off-mass-shell extrapolation.' Thus we obtain an expression for the axial-vector matrix element solely in terms of physically measurable quantities. Clearly, this shows that the essential point in Low's derivation is not current conservation, but the fact that the divergence of the current is independently measurable. Results analogous to ours will hold for any current whose divergence is known.
In Sec. I we state two simple lemmas and rederive Low's results from them. In Sec. II we derive the analogous results for the strangeness-conserving weak axial-vector current. We also show how these results are modified when two currents are present, instead of

[^61]only one. As an application, we treat in Sec. III the following processes: Weak pion production, $K_{\text {d }}$ decay, and radiative $\mu$ capture. In particular, we find in the case of radiative $\mu$ capture that when terms of order $q k$ and higher are neglected ( $q=$ lepton four momentum transfer, $k=$ photon four-momentum), the matrix element can be expressed solely in terms of the elastic weak form factors and pion photoproduction ampli tudes. This means that structure effects linear in $q$ or linear in $k$ are determined, giving the leading corrections to the radiative $\mu$ capture matrix element previously calculated by Manacher and Wolfenstein ${ }^{6}$ and by Opat. ${ }^{6}$

## I. LOW'S RESULTS FOR THE ELECTROMAGNETIC CURRENT

We consider the process $a \rightarrow b+\gamma$, where $a$ and $b$ are arbitrary hadron states. The matrix element for the process is given by ${ }^{7}$

$$
\begin{align*}
& \operatorname{out}^{\prime}(b \gamma \mid a)_{\mathrm{la}}=\dot{e}(2 \pi)^{18} \delta(1)\left(p_{\mathrm{a}}-p_{\mathrm{b}}-k\right) \\
& \qquad \times \frac{1}{(2 \pi)^{1 / 2}\left(2 k_{\mathrm{b}}\right)^{1 / 2}} N_{a} N_{\mathrm{b}} \epsilon_{a} M_{a}, \tag{1}
\end{align*}
$$

where $p_{a}, p_{b}, N_{a}$, and $N_{b}$ are, respectively, the total four-momenta and the normalization factors of the particles in states $a$ and $b_{,} E_{d}$ is the polarization of the photon, and $k$ is its four-momentum. The quantity $M_{a}$ is related to the matrix element of the electromagnetic current $J_{\mathrm{a}}{ }^{\mathrm{EM}}$ by

$$
\begin{equation*}
N_{\mathrm{a}} N_{\mathrm{b}} M_{\mathrm{a}}={ }_{\text {out }}\langle b| J_{\mathrm{a}}^{\mathrm{Ev}}|a\rangle_{\mathrm{la}} . \tag{2}
\end{equation*}
$$

Conservation of the electromagnetic current implies that

$$
\begin{equation*}
k_{a} M_{a}=0 . \tag{3}
\end{equation*}
$$

We state two simple mathematical lemmas from which Low's results are easily derived. [In the follow-
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Fic. 1. The nonradiative process.
ing, $O\left(k^{n}\right)$ denotes terms of the $n$th or higher degree in $k$.]

Lemma 1: Let $M_{a}^{\text {II }}$ be an arbitrary four-vector function of arbitrary independent variables, which is independent of the four-vector $k_{a}$. Then $k_{a} M_{a}{ }^{1 I}=O\left(k^{2}\right)$ implies that $M_{\alpha}{ }^{I I}=0$. Proof: Obvious.

Lemma 2: If $k_{\alpha} M_{\alpha}=0$ and $M_{a}=M_{a}{ }^{\mathrm{I}}+M_{a}{ }^{\text {II }}+O(k)$, where $M_{a}{ }^{I I}$ is independent of $k$ and where $k_{\alpha} M_{a}{ }^{\text {I }}=0$, then $M_{a}=M_{a}{ }^{1}+O(k)$. Proof: $k_{a} M_{\alpha}=k_{a} M_{a}{ }^{1}=0$ implies $k_{\alpha} M_{a}{ }^{I I}=O\left(k^{2}\right)$, so by Lemma 1, $M_{a}{ }^{I I}=0$.

Note that "independent of $k$ " is not the same as "zeroth order in $k$." For example, $k_{\alpha} / p \cdot k$ is zeroth order in $k$ but is not independent of $k$.

We now apply the lemmas to the two cases considered by Low. First we discuss scattering of a charged scalar particle from a neutral scalar particle (Fig. 1). We denote the initial and final neutral-particle fourmomenta by $r_{1}$ and $r_{2}$, and the corresponding chargedparticle four-momenta by $p_{1}$ and $p_{2}$. Let $T\left(s=p_{1}\right.$ $\left.\cdot r_{1}+p_{2} \cdot r_{2}, \quad t=\left(r_{1}-r_{2}\right)^{2}, \quad \Delta_{1}=p_{1}{ }^{2}+M_{1}{ }^{2}, \quad \Delta_{2}=p_{2}{ }^{2}+M_{2}{ }^{2}\right)$ be the transition amplitude for the nonradiative process in Fig. 1. We have explicitly indicated the dependence of $T$ on the amount by which the external charged particles are off the mass shell, since the amplitude for the process in which the photon is emitted from one of the external charged particle lines involves the off-massshell nonradiative amplitude. The physical nonradiative amplitude is $T(s, t, 0,0)$.

The radiative amplitude gets contributions from two types of terms: terms in which the photon is radiated from an external charged particle line [Figs. 2(a) and 2(b) ; we call these terms $\left.M_{a}{ }^{\text {arr }}\right]$ and terms in which the photon is radiated from an internal line [Fig. 2(c); we call these terms $\left.M_{a}{ }^{\text {10t }}\right]$. The infrared divergent terms come only from $M_{a}{ }^{\text {axt }}$, while $M_{a}{ }^{\text {int }}$ is finite at $k=0$. We write

$$
\begin{equation*}
M_{a}^{\ln t}(k)=M_{a}^{\ln t}(0)+O(k) . \tag{4}
\end{equation*}
$$



(4)

Fig. 2. Contribu-

(c)

We can express $M_{a}{ }^{\text {axt }}$ in terms of $T$,

$$
\begin{gather*}
M_{a}{ }^{\mathrm{ext}}=\frac{\left(2 p_{2}+k\right)_{a}}{\left(p_{2}+k\right)^{2}+M_{2}^{2}} T\left[s+r_{2} \cdot k, t, 0,\left(p_{2}+k\right)^{2}+M_{2}{ }^{2}\right] \\
+T\left[s-r_{1} \cdot k_{1} l,\left(p_{1}-k\right)^{2}+M_{2}{ }^{2}, 0\right] \frac{\left(2 p_{1}-k\right)_{a}}{\left(p_{2}-k\right)^{2}+M_{1}^{2}} . \tag{5}
\end{gather*}
$$

We expand $T$ with respect to $k$, giving

$$
\begin{align*}
M_{a}^{a x t}= & \frac{\left(2 p_{2}+k\right)_{a}}{\left(2 p_{2}+k\right) \cdot k} T[s, \ell, 0,0]-T[s, t, 0,0] \frac{\left(2 p_{1}-k\right)_{a}}{\left(2 p_{1}-k\right) \cdot k} \\
& \left.+\left(\frac{p_{2 a}}{p_{2} \cdot k} r_{2} \cdot k+\frac{p_{l a}}{p_{1} \cdot k} r_{1} \cdot k\right)\right)_{\partial s} T[s, t, 0,0] \\
& +\left.2 p_{2 a} \frac{\partial}{\partial \Delta_{1}} T\left[s, t, 0, \Delta_{2}\right]\right|_{\Delta_{1}-0} \\
& +\left.2 p_{1 a} \frac{\partial}{\partial \Delta_{1}} T\left[s, t, \Delta_{1}, 0\right]\right|_{\Delta_{1}-a}+O(k) . \tag{6}
\end{align*}
$$

We are now able to rewrite $M_{a}$ in the form required by Lemma 2,

$$
\begin{align*}
& M_{\alpha}=M_{a}{ }^{\alpha \pi t}+M_{a}{ }^{\mathrm{Int}}=M_{a}{ }^{\mathrm{I}}+M_{a}{ }^{\mathrm{II}}+O(k),  \tag{7}\\
& M_{a}^{1}=\frac{\left(2 p_{2}+k\right)_{a}}{\left(2 p_{2}+k\right) \cdot k} T[s, t, 0,0]-T[s, t, 0,0] \frac{\left(2 p_{1}-k\right)_{a}}{\left(2 p_{1}-k\right) \cdot k} \\
& +\left(\frac{p_{2 m}}{p_{2} \cdot k} \cdot k+\frac{p_{1 a}}{p_{1} \cdot k} r_{1} \cdot k-r_{2 a}-g_{1 a}\right) \\
& \times \frac{\partial}{\partial s} T[s, i, 0,0] \text {, }  \tag{7a}\\
& M_{a}{ }^{11}=\left(r_{2 a}+r_{1 a}\right) \frac{\partial}{\partial s} T[s, t, 0,0] \\
& +\left.2 p_{2 x} \frac{\partial}{\partial \Delta_{2}} T\left[s, t, 0, \Delta_{2}\right]\right|_{\Delta_{1}=0} \\
& +\left.2 p_{1 a} \frac{\partial}{\partial \Delta_{1}} T\left[s_{1} l_{1} \Delta_{1}, 0\right]\right|_{\Delta_{1}-a}+M_{\mathrm{a}}^{\ln 1}(0) . \tag{7b}
\end{align*}
$$

From this we conclude that $M_{a}=M_{a}{ }^{1}+O(k)$. In other words, the terms in the radiative amplitude of order $k^{0}$ as well as those of order $k^{-1}$ have been determined.

The procedure required by the lemmas may be reduced to a simple recipe: (1) Write down $M_{a}$ ext, the sum of the terms in which the photon is radiated from an external charged particle line. (2) Drop all terms from $M_{a}$ axt which are explicitly independent of $k$, giving a truncated amplitude $M_{a}{ }^{\text {axt }}$. (3) Add to $M_{a}{ }^{\text {axv }}$ a $\Delta M_{a}$ independent of $k$ so as to make $k_{a}\left(M_{a}{ }^{\text {axt }}+\Delta M_{a}\right)=O\left(k^{0}\right)$. Then $M_{\alpha}{ }^{\text {axt } t}+\Delta M_{a}$ is the $M_{a}{ }^{1}$ required by the lemma.

Let us apply this recipe to the problem considered
above. We have computed $M_{a}{ }^{\text {axt }}$ in Eq. (5). In the first term let us expand $T$ with respect to the off-mass-shell variable but not with respect to the energy variable:

$$
\begin{align*}
& T\left[s+r_{2} \cdot k, l_{1}, 0,\left(p_{2}+k\right)^{2}+M_{2}^{2}\right] \\
& =T\left[s+r_{2} \cdot k, t, 0,0\right]+\left[\left(p_{2}+k\right)^{2}+M_{2}^{2}\right] \\
& \quad \times\left\{\left.\frac{\partial}{\partial \Delta_{1}} T\left[s+r_{2} \cdot k, t, 0, \Delta_{2}\right]\right|_{\Delta_{4}-0}+O(k)\right\} . \tag{8}
\end{align*}
$$

The off-mass-shell derivative term in this expansion, when substituted into Eq. (5), leads only to terms which are either explicitly independent of $k$ or are of first order in $k$. These terms are dropped in forming the truncated matrix element. We repeat this procedure for the second term in Eq. (5). Thus the truncated matrix element $M_{a}{ }^{e x t^{\prime}}$ is

$$
\begin{align*}
M_{a} e x v^{\prime}= & \frac{\left(2 p_{2}+k\right)_{e}}{\left(2 p_{2}+k\right) \cdot k} T\left[s+r_{2} \cdot k, t, 0,0\right] \\
& \quad-T\left[s-r_{1} \cdot k, l, 0,0\right] \frac{\left(2 p_{1}-k\right)_{a}}{\left(2 p_{1}-k\right) \cdot k}+O(k) . \tag{9}
\end{align*}
$$

The divergence of $M_{\mathrm{a}} \mathrm{axct}^{\prime}$ is

$$
\begin{align*}
k_{a} M M_{a} \operatorname{ext^{\prime }}= & T\left[s+r_{2} \cdot k, t, 0,0\right] \\
& -T\left[s-r_{1} \cdot k, t, 0,0\right]+O\left(k^{2}\right) \\
= & \left(r_{2} \cdot k+r_{1} \cdot k\right) \frac{\partial}{\partial s} T[s, t, 0,0]+O\left(k^{2}\right) . \tag{10}
\end{align*}
$$

Hence, $\Delta M_{a}$ is determined to be

$$
\begin{equation*}
\Delta M_{a}=-\left(r_{2}+r_{1}\right)_{a} \frac{\partial}{\partial s} T[s, t, 0,0] . \tag{11}
\end{equation*}
$$

Clearly, $M_{a}{ }^{a x} t^{\prime}+\Delta M_{\alpha}$ is identical with the $M_{\alpha}{ }^{I}$ of Eq. (7a) to order $k$.

As a second illustration of the procedure, we consider the case when the charged particles have spin $\frac{1}{2}$. This is the simplest photon analog of the axial-vector case, since the axial-vector vertex cannot couple to a spinzero particle line. As we shall see, the only difference from the preceding case is due to slight complications caused by spin.

We start by writing down $M_{\alpha}{ }^{\text {ert }}$,

$$
\begin{align*}
M_{a}{ }^{\text {axt }=} & =u\left(p_{2}\right)\left\{\left(i \gamma_{0}+i \frac{\mu}{2 M_{2}} \sigma_{\alpha \beta} k_{\beta}\right) \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{2}}\right. \\
& \times T\left[s+r_{2} \cdot k_{1} t, 0,\left(p_{2}+k\right)^{2}+M_{2}{ }^{2}\right] \\
& +T\left[s-r_{1} \cdot k, t,\left(p_{1}-k\right)^{2}+M_{1}{ }^{2}, 0\right] \\
& \left.\times \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{1}}\left(i \gamma_{\alpha}+i \frac{\mu}{2 M_{1}} \sigma_{\alpha \beta} k_{\beta}\right)\right\} u\left(p_{1}\right) . \tag{12}
\end{align*}
$$

Let us discuss the first term of Eq. (12). Because the final fermion is off its mass shell, $T\left[s+r_{2} \cdot k, t, 0,\left(p_{2}+k\right)^{2}\right.$ $\left.+M_{2}{ }^{2}\right]$ contains terms which give a vanishing contribution as $k \rightarrow 0$ when multiplied on the left by a spinor $\bar{u}\left(p_{2}\right)$. These terms are not physically measurable in the nonradiative process. It is therefore convenient to write $T$ in the form

$$
\begin{align*}
& T\left[s+r_{2} \cdot k, t, 0,\left(p_{2}+k\right)^{2}+M_{2}^{2}\right] \\
& =\frac{i \gamma \cdot\left(p_{2}+k\right)+W}{2 W} T^{N}\left[s+r_{2} \cdot k_{1} t, 0,\left(p_{2}+k\right)^{2}+M_{2}^{2}\right] \\
& +\frac{-i \gamma \cdot\left(p_{2}+k\right)+W}{2 W} T^{P}\left[s+r_{2} \cdot k_{1} t, 0,\right. \\
&  \tag{13}\\
& \left.\quad \times\left(p_{2}+k\right)^{2}+M_{2}{ }^{2}\right],
\end{align*}
$$

where $W$ denotes $\left[-\left(p_{2}+k\right)^{2}\right]^{2 / 2}$. The term $T^{P}[s, t, 0,0]$ is the amplitude measured in the nonradiative process. We rearrange Eq. (13) in the form

$$
\begin{align*}
& T\left[s+r_{2} \cdot k, t, 0,\left(p_{2}+k\right)^{2}+M_{2}^{2}\right] \\
& =T^{P}\left[s+r_{2} \cdot k, t, 0,0\right]+\left[i \gamma \cdot\left(p_{2}+k\right)+M_{2}\right] \\
& \quad \times\left\{\left[-i \gamma \cdot\left(p_{2}+k\right)+M_{2}\right] \frac{\partial}{\partial \Delta_{2}}\right. \\
& \quad \times\left. T^{P}\left[s+r_{2} \cdot k, t, 0, \Delta_{2}\right]\right|_{\Delta_{1}=0}+O(k) \\
& + \\
& +\frac{1}{2 W}\left[1+\frac{i \gamma \cdot\left(p_{2}+k\right)-M_{2}}{W}\right] \\
&  \tag{14}\\
& \times\left\{T^{N}\left[s+r_{2} \cdot k, t, 0,\left(p_{2}+k\right)^{2}+M_{2}^{2}\right]\right. \\
& \\
& \left.\left.\quad-T^{P}\left[s+r_{2} \cdot k, t, 0,\left(p_{2}+k\right)^{2}+M_{2}^{2}\right]\right\}\right\} .
\end{align*}
$$

When substituted back into Eq. (12), the term in boldface brackets in Eq. (14) leads to terms either independent of $k$ or of first order in $k$. Strictly speaking, we should have included in Eq. (12) the negative-frequency terms in the photon spin $-\frac{1}{2}$ off-mass-shell spin- $\frac{1}{2}$ vertex. By the same argument, these terms do not contribute to the truncated matrix element. Hence, the truncated matrix element is

$$
\begin{align*}
M_{a}^{a x v^{\prime}=}=u\left(p_{q}\right) & \left\{\left(i \gamma_{\alpha}+i \frac{\mu}{2 M_{1}} \sigma_{\alpha \beta} k_{\beta}\right)\right. \\
& \times \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{2}} T^{P}\left[s+r_{2} \cdot k, t, 0,0\right] \\
& +T^{P}\left[s-r_{1} \cdot k, t, 0,0\right] \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{1}} \\
& \left.\times\left(i \gamma_{a}+i \frac{\mu}{2 M_{1}} \sigma_{\alpha \beta} k_{\beta}\right)\right\} u\left(p_{1}\right)+O(k), \tag{15}
\end{align*}
$$

which involves only the physically measurable matrix element. Using the identities

$$
\begin{align*}
& \bar{u}\left(p_{2}\right) i \gamma \cdot k \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{2}}=u\left(p_{2}\right), \\
& \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{1}} i \gamma \cdot k u\left(p_{1}\right)=-u\left(p_{1}\right), \tag{16}
\end{align*}
$$

we can calculate $k_{\alpha} M_{\alpha}{ }^{\alpha a t t^{\prime}}$,

$$
\begin{align*}
k_{\alpha} M_{\alpha}^{\text {axt }} t^{\prime}= & u\left(p_{2}\right)\left\{T^{P}\left[s+r_{2} \cdot k, t, 0,0\right]\right. \\
& \left.-T^{P}\left[s-r_{1} \cdot k, t, 0,0\right]\right\} u\left(p_{1}\right)+O\left(k^{2}\right) . \tag{17}
\end{align*}
$$

The expression between the spinors is identical to Eq. (10) in the spin-zero case. Therefore, $\Delta M_{a}$ is

$$
\begin{equation*}
\Delta M_{\alpha}=-\left(r_{2}+r_{1}\right)_{a} \tilde{u}\left(p_{2}\right) \frac{\partial}{\partial s} T^{P}[s, t, 0,0] u\left(p_{1}\right), \tag{18}
\end{equation*}
$$

and $M_{\alpha}{ }^{I}$ is $M_{\alpha}{ }^{\text {axt }}+\Delta M_{\alpha}$. This is Low's result.

## II. AXIAL-VECTOR CORRENT

We now consider the matrix element of the strange-ness-conserving weak axial-vector current $J_{\alpha}^{A j}$ between hadron states $a$ and $b$,

$$
\begin{equation*}
N_{a} N_{b} M_{a}^{j}={ }_{\text {out }}\langle b| J_{a}^{A j}|a\rangle_{\text {in }} . \tag{19}
\end{equation*}
$$

The superscript $j$ is an isotopic spin index ( $j=1,2,3$ ). We no longer have the equation $k_{a} M_{a}{ }^{j=} 0$, since the axial-vector current is not conserved. Let $D^{j}$ be the matrix element of the divergence of the axial-vector current,

$$
\begin{equation*}
N_{a} N_{b} D^{j}=N_{a} N_{b} k_{\alpha} M_{\mathrm{a}}^{i}={ }_{\text {out }}\langle b|-i \partial_{\alpha} J_{a}{ }^{\boldsymbol{A}}|a\rangle_{\mathrm{la}} \tag{20}
\end{equation*}
$$

Here, as in Section I, $k=p_{\mathrm{a}}-p_{\mathrm{b}}$. The PCAC hypothesis relates matrix elements of the divergence of the axialvector current to matrix elements of the pion source,

$$
\begin{equation*}
{ }_{\mathrm{out}}\langle b| \partial_{a} J_{a}{ }^{A j}|a\rangle_{\mathrm{ta}}=\frac{M_{N} g_{\Lambda}}{g_{\mathrm{r}}(0)} \frac{m_{\mathrm{r}}^{2}}{k^{2}+m_{\mathrm{F}}^{2}}{ }^{\mathrm{out}}\langle b| J_{\mathrm{r}} j|a\rangle_{\mathrm{in},} \tag{21}
\end{equation*}
$$

where $M_{N}$ and $m_{n}$ are the nucleon and pion masses, $J_{\nabla}{ }^{j}$ is the pion source, $g_{A}=g_{A}(0) \approx 1.18$ is the weak axial-vector coupling constant, and $g_{r}(0)$ is the off-mass-shell pion-nucleon coupling constant. The [physical coupling constant is $g r=g_{r}\left(-m_{r}^{2}\right) ; g_{r}^{2} / 4 \pi \approx 14.6$.] We wish to emphasize that the PCAC hypothesis allows one to measure $D^{j}$ in purely strong interaction experiments.

Since the axial-vector current is not conserved, we will need a slightly modified version of Lemma 2:

Lemma 2': If $k_{\alpha} M_{a}{ }^{j}=D^{j}$ and $M_{\alpha}=M_{a^{j I}}{ }^{j 1}+M_{a}{ }^{j 11}$ $+O(k)$, where $M_{a}{ }^{\text {jII }}$ is independent of $k$ and where $k_{a} M_{a^{2}}{ }^{j I}=D^{j}+O\left(k^{2}\right)$, then $M_{a}{ }^{j}=M_{a}{ }^{j I}+O(k)$. This lemma leads to a modification of the recipe stated in Sec. I: (1) Write down $M_{\alpha}{ }^{j \text { ext }}$, the sum of terms in which the
axial-vector current is coupled to external particle lines.
(2) Drop all terms from $M_{\alpha^{j e x t}}$ which are explicitly independent of $k$, giving a truncated amplitude $M_{a}{ }^{f}{ }^{\text {exx }}$.
(3) Add to $M_{a}{ }^{j e x t}$ a $\Delta M_{a}^{j}$ independent of $k$ so as to make $k_{a}\left(M_{a^{j}}{ }^{j \text { ext }}+\Delta M_{a^{\prime}}\right)=D^{i}+O\left(k^{2}\right)$. Then $M_{\alpha^{j}}{ }^{\text {ext }}{ }^{\prime}$ $+\Delta M_{a}{ }^{j}$ is the $M_{a}{ }^{\mathrm{I}}$ required by the lemma. We actually will not omit all terms of order $k$, but will consistently retain terms of order $k$ which explicitly contain a pion propagator.

As an illustration of the recipe, we will consider the problem analogous to the second example in Sec. I, scattering of a spin-zero particle from a spin- $\frac{-1}{2}$ particle (which we will take to be a nucleon) with an additional coupling of the spin- $\frac{1}{2}$ particle to the axial-vector current. The answer will involve the corresponding matrix element, in which the axial-vector current is replaced by the pion source. We write the pion-emission matrix element in the form

$$
\begin{align*}
M_{\pi}^{j}= & { }_{o u t}\left(b\left|J_{\pi}^{j}\right| a\right\rangle_{\ln }\left(N_{a} N_{b}\right)^{-1} \\
= & u u\left(p_{2}\right)\left\{i g_{r}\left(k^{2}\right) \tau^{j} \gamma_{5} \frac{1}{i \gamma \cdot\left(p_{\mathrm{I}}+k\right)+M_{N}}\right. \\
& \times T^{r}\left[s+r_{2} \cdot k, l, 0,0\right]+T^{P}\left[s-r_{1} \cdot k, l, 0,0\right] \\
& \times \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}} i g_{r}\left(k^{2}\right) \tau^{j} \gamma_{\mathrm{E}}+i T_{\pi}^{j}(0) \\
& \left.\quad+\left.i k_{\lambda} \frac{\partial}{\partial k_{\lambda}} T_{\pi}^{j}(k)\right|_{k=0}+O\left(k^{2}\right)\right\} u\left(p_{\mathrm{l}}\right) . \tag{22}
\end{align*}
$$

We have explicitly exhibited the Born terms in the form given by dispersion theory, where residues are evaluated at the Born pole and so no nucleon-off-mass-shell terms are present. The way we write the Born terms serves as the definition of the non-Born part $\bar{T}_{\mathbf{r}}{ }^{j}(k)$.

We are now ready to write down $M_{a}^{j e x t}$,

$$
\begin{align*}
& M_{a}^{j \alpha \alpha_{t}}=\bar{u}\left(p_{2}\right)\left\{_{i g_{A}\left(k^{2}\right) \gamma_{a} \gamma_{5}}^{\tau^{j}} \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}\right. \\
& \times T\left[s+r_{2} \cdot k, l, 0,\left(p_{2}+k\right)^{2}+M_{N^{2}}\right] \\
& +T\left[s-r_{2} \cdot k, \ell,\left(p_{1}-k\right)^{2}+M_{N}{ }^{2}, 0\right] \\
& \left.\times \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}} i g_{\Delta}\left(k^{2}\right) \gamma_{a} \gamma_{\Sigma}^{\sigma_{2}}\right]^{\tau^{3}} u\left(p_{1}\right) \\
& +\frac{M_{N} g_{A}}{g_{r}(0)} \frac{i k_{\alpha}}{k^{2}+m_{r}{ }^{2}} M_{r^{2}} . \tag{23}
\end{align*}
$$

The term in brackets in Eq. (23) is the direct coupling of the axial-vector current to the external nucleon lines. The term proportional to $M_{\star}{ }^{j}$ comes from the diagrams shown in Fig. 3; although this term is formally of first order in $k$, it can be important because of the small mass of the pion.

As we have seen in Sec. $I$, the truncated matrix element is obtained by dropping the negative frequency part of $T$ and by neglecting off-mass-shell terms. This gives

$$
\begin{align*}
& M_{a}{ }^{\text {ext }}=2\left(p_{2}\right)\left\{_{i} i_{\Delta}\left(k^{2}\right) \gamma_{a} \gamma_{5} \frac{\tau^{j}}{2} \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}\right. \\
& X T^{P}\left[s+r_{2} \cdot k, i, 0,0\right]+T^{P}\left[s-r_{1} \cdot k, t, 0,0\right] \\
& \left.\times \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}} i g_{A}\left(k^{2}\right) \gamma_{a} \gamma_{5} \frac{\tau_{5}}{2} \right\rvert\, u\left(p_{1}\right) \\
& +\frac{M_{N G A}}{g_{r}(0)} \frac{i k_{a}}{k^{2}+m_{\mathrm{x}}^{2}} M_{\mathrm{z}}{ }^{3}+O(k) . \tag{24}
\end{align*}
$$

Using the identities
$\bar{u}\left(p_{2}\right) i \gamma \cdot k \gamma_{\sigma} \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}$

$$
\begin{equation*}
=\bar{u}\left(p_{2}\right)\left[-\gamma_{s}+2 M_{N \gamma} \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}\right] \tag{25}
\end{equation*}
$$

$\frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}} i \gamma \cdot k \gamma_{6} \mu\left(p_{1}\right)$

$$
=\left[-\gamma_{\mathrm{s}}+\frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}} 2 M_{N} \gamma_{\mathrm{s}}\right] u\left(p_{1}\right),
$$

we can calculate $k_{a} M_{a}^{j a x t^{\prime}}$,

$$
\begin{align*}
& k_{\alpha} M_{a}^{i e x} t^{\prime}=\hat{u}\left(p_{2}\right)\left\{-\frac{T_{2}}{2} g_{A} \tau^{2} y_{6} T^{P}\left[s+r_{2} \cdot k, t, 0,0\right]\right. \\
& -T^{P}\left[s-r_{1} \cdot k, t, 0,0\right] \frac{1}{2} g_{A} \tau^{2} \gamma_{b} \\
& \div \frac{M_{N g_{A}} m_{z}{ }^{2}}{k^{2}+m_{r}^{2}}\left\{_{\tau} \gamma_{\Gamma} \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}\right. \\
& \times T^{P}\left[s+r_{2} \cdot k_{1}, l, 0,0\right]+T^{P}\left[s-r_{1} \cdot k_{1}, l, 0,0\right] \\
& \left.\left.\times \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}}=\gamma_{s}\right\}+O\left(k^{2}\right)\right\} u\left(p_{3}\right) \\
& -\frac{M_{N g_{\Lambda}}}{g_{F}(0)} \frac{k^{2}}{k^{2}+m_{\tau}^{2}} \bar{u}\left(p_{2}\right)\left\{\bar{T}_{\mathbf{Z}}{ }^{j}(0)+k_{3} \frac{\partial}{\partial k_{\lambda}}\right. \\
& \left.\left.X T_{n^{j}}(k)\right|_{k=0}+O\left(k^{2}\right)\right\} u\left(p_{1}\right) . \tag{26}
\end{align*}
$$

In deriving Eq. (26), we have combined the Born terms in $M_{r^{j}}$ with the divergence of the first term in Eq. (24), and have expanded the form factors $g_{A}\left(k^{2}\right)$ and $g_{r}\left(k^{2}\right)$ in powers of $k^{2}$.

We determine $\Delta M_{a}{ }^{j}$ by the requirement that

Fic. 3. Pion pale contributions to the axial-vector current matrix element. The axial-vector coupling is denoted by $X$.

$k_{\alpha}\left(M_{\alpha}{ }^{j e x t^{\prime}}+\Delta M_{a^{j}}\right)=D^{j}$, with

$$
D^{\prime}=-i \frac{M_{N} g_{\Lambda}}{g_{\nabla}(0)} \frac{m_{\nabla}^{2}}{k^{2}+m_{\tau}^{2}} \bar{u}\left(p_{2}\right)
$$

$$
\times\left\{i g_{r}(0) \tau^{j} \gamma_{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}\right.
$$

$$
X T^{P}\left[s+r_{2} \cdot k, \ell, 0,0\right]+T^{P}\left[s-r_{1} \cdot k, t, 0,0\right]
$$

$$
\times \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}} i g_{r}(0) \tau^{j} \gamma_{s}+i \bar{T}_{\pi}{ }^{3}(0)
$$

$$
\begin{equation*}
\left.+\left.i k_{\lambda} \frac{\partial}{\partial k_{\lambda}} \widetilde{T}_{\pi^{j}}(k)\right|_{k-0}+O\left(k^{2}\right)\right\} u\left(p_{1}\right) \tag{27}
\end{equation*}
$$

Comparing Eqs. (26) and (27), we see that $k_{\alpha} \Delta M_{a}{ }^{3}$ must satisfy

As the reader has undoubtedly noted, the nucleon propagator terms have exactly cancelled between Eq. (26) and Eq. (27), and so do not appear in Eq. (28a). In the term involving $T_{\mathbf{r}}{ }^{\mathbf{j}}$, the pion propagator has dropped

$$
\begin{align*}
& k_{a} \Delta M_{a}^{j}=\left.\bar{u}\left(p_{2}\right)\right|^{\frac{1}{2} g \tau^{2} \tau_{5} T^{P}\left[s+r_{2} \cdot k, l, 0,0\right]} \\
& +T^{P}\left[s-r_{1} \cdot k, t, 0,0\right]_{\frac{1}{2} g_{A} \tau^{i} \gamma_{6} \div \frac{M_{N} g_{A}}{g_{r}(0)}}^{10)} \\
& \left.\times\left[\bar{T}_{\mathbf{r}}{ }^{j}(0)+\left.k_{\lambda} \frac{\partial}{\partial k_{\lambda}} \bar{T}_{\mathbf{r}}{ }^{j}(k)\right|_{k=0-}\right]+O\left(k^{2}\right)\right\} u\left(p_{1}\right)  \tag{28a}\\
& =\bar{u}\left(p_{2}\right)\left\{\frac{1}{2} g_{A} \tau^{j} \gamma_{5} T^{P}[s, l, 0,0]\right. \\
& \left.+T^{P}[s, l, 0,0] \frac{1}{2} g_{A} \tau^{j} \gamma_{5} \div \frac{M_{N R A}}{g_{r}(0)} \bar{T}_{\pi}{ }^{j}(0)\right\} u\left(p_{1}\right) \\
& +k_{a} u\left(p_{2}\right)\left\{\begin{array}{l}
r_{2 a} \frac{1}{2} g_{\Delta} \tau^{j} \gamma_{\sigma}-\frac{\partial}{\partial s} T^{P}[s, t, 0,0]
\end{array}\right. \\
& -\frac{\partial}{\partial s} T^{P}[s, t, 0,0] \frac{1}{2} g_{A} T^{j} \gamma_{\sigma^{\prime}} 1 a \\
& \left.+\left.\frac{M_{N g_{A}}}{g_{r}(0)} \frac{\partial}{\partial k_{a}} \bar{T}_{\mathrm{r}}{ }^{j}(k)\right|_{k=0}\right\} u\left(p_{1}\right)+O\left(k^{2}\right) . \tag{28b}
\end{align*}
$$

out altogether, since

$$
\begin{equation*}
\frac{k^{2}}{k^{2}+m_{\Gamma}^{2}}+\frac{m_{\tau}^{2}}{k^{2}+m_{\tau}^{2}}=1 . \tag{29}
\end{equation*}
$$

In going from Eq. (28a) to Eq. (28b), we have simply expanded in powers of $k$ and collected together the terms of zeroth, first, and second order in $k$.

Since $k_{a} \Delta M_{a}{ }^{j}$ is of first order in $k_{1}$ the zeroth-order terms on the right-hand side of Eq. (28b) must vanish identically. This gives

$$
\begin{align*}
\bar{u}\left(p_{2}\right) T_{r}^{j}(0) u\left(p_{1}\right)= & -\bar{u}\left(p_{2}\right)\left\{\frac{g_{r}(0)}{2 M_{N}} \tau^{i} \gamma_{\mathrm{B}} T^{P}\left[s_{1}, t, 0,0\right]\right. \\
& \left.+T^{P}[s, t, 0,0] \frac{g_{r}(0)}{2 M_{N}} \tau^{j} \gamma_{0} \right\rvert\, u\left(p_{1}\right) . \tag{30}
\end{align*}
$$

This formula, which has been obtained previously, ${ }^{\text {a }}$ expresses the matrix element for the emission of a zero four-momentum pion in terms of the matrix element of the process without the pion. Equation (30) can be used to eliminate $\tilde{T}_{\boldsymbol{F}}{ }^{j}(0)$ from the term proportional to $M_{r^{j}}$ in Eq. (24). Comparing the terms of first order in $k$, we find

$$
\begin{align*}
\Delta M_{\alpha}^{j}=\bar{u}\left(p_{2}\right)\{ & \left\{r_{2 a} \frac{1}{2} g_{A} \tau^{j} \gamma_{\sigma} \frac{\partial}{\partial s} T^{p}[s, t, 0,0]\right. \\
& -\frac{\partial}{\partial s} T^{P}[s, t, 0,0] \frac{1}{2} g_{A} T^{j} \gamma_{b} r_{1 a} \\
& +\left.\left.\frac{M_{N} g_{\Lambda}}{g_{r}(0)} \frac{\partial}{\partial k_{a}} \bar{T}_{\mathrm{r}}{ }^{j}(k)\right|_{k=0}\right|_{u} u\left(p_{\mathrm{I}}\right) . \tag{31}
\end{align*}
$$

Adding this expression to the $M_{\alpha^{j}}{ }^{\text {oxt }}$ of Eq. (24) gives the analog of Low's result for the axial-vector case.

A similar method can be applied to the case in which more than one current is acting. As an example, we consider the matrix element ${ }^{8}$

$$
\begin{equation*}
\left.M_{a t^{j}}=\int d^{d} y e^{i q \cdot y} \text { out }\langle b| T\left[J_{a}^{A j}(x) J_{\sigma}(y)\right] \mid a\right)_{\text {in }} . \tag{32a}
\end{equation*}
$$

Calculating $k_{\mathrm{a}} M_{a \sigma^{j}}$, we get

$$
\begin{align*}
k_{\sim} M_{a \sigma}{ }^{j}= & \int d^{d} y e^{i q \cdot y}\left\langle{ }_{\text {out }}\left\langle\left.-i \frac{\partial}{\partial x_{a}} T\left[J_{a}^{A j}(x) J_{\sigma}(y)\right] \right\rvert\, a\right\rangle_{\text {in }}\right. \\
= & \left.\int d^{d} y e^{i \varepsilon \cdot v}{ }_{\text {out }}\langle b|-\delta\left(x_{0}-y_{0}\right)\left[J_{4}^{A j}(x) J_{\sigma}(y)\right] \mid a\right)_{\text {in }} \\
& +\int d^{4} y e^{i q \cdot y}{ }_{\text {out }}\langle b|-i T\left[\partial_{a} J_{a}^{A j}(x) J_{\sigma}(y)\right]|a\rangle_{\text {in }} \tag{32b}
\end{align*}
$$

[^63]The only difference from the case treated above is that the divergence, in addition to having the term with a pion vertex substituted for the axial-vector vertex, also contains an equal-time commutator term. Following the procedure of this section, we can determine $M_{a 0_{0}}{ }^{j}$, apart from terms of order $k$ and higher. If the divergence of $J_{\theta}$ is also known, we can apply the technique a second time, determining terms of order $k$ which are independent of $q$. This leaves an error which only involves terms of order $q k$ and higher. ${ }^{10}$ We will consider such a case in the next section, when we discuss radiative $\mu$ capture.

## III. APPLICATIONS

In this section we apply the results of the previous section to several concrete examples. We consider first single-pion production from a nucleon by the axialvector current. As an illustration of the use of our method in the strangeness-changing case, we discuss $K_{\text {d }}$ decay. We finally discuss the process of radiative $\mu$ capture on a proton, an example in which two currents are present.

## 1. Weak Pion Production

We consider the process

$$
\begin{equation*}
v\left(k_{v}\right)+N\left(p_{1}\right) \rightarrow l\left(k_{i}\right)+N\left(p_{2}\right)+\pi^{n}(q), \tag{33}
\end{equation*}
$$

where the four-momentum of each particle is indicated in parentheses. Let $M_{a}{ }^{j n}$ be the axial-vector matrix element for this process, as defined in Eq. (19), with

$$
\begin{align*}
\mid a)_{\text {in }} & =\left|N\left(p_{1}\right)\right\rangle, \\
\text { out }\langle b| & =\text { out }\left(N\left(p_{2}\right) \pi^{n}(q) \mid,\right.  \tag{34}\\
k & =k_{i}-k,=p_{1}-\left(p_{2}+q\right) .
\end{align*}
$$

In this case, $T^{P}[s, i, 0,0]$ is the pion-nucleon vertex $i_{g} \gamma_{5} T^{n}$, which has no $s$ dependence. Hence the $\partial / \partial s$ terms in Eq. (31) vanish. Clearly $M_{\boldsymbol{r}}{ }^{\text {in }}$, the matrix element with the pion source substituted for the axialvector current, is just the amplitude for pion-nucleon scattering. We find

$$
\begin{align*}
& M_{\alpha^{j n}} a^{\prime}=u\left(p_{2}\right)\left\{i_{g_{A}}\left(k^{2}\right) \gamma_{\alpha} \gamma_{\sigma} \frac{\tau^{\}}}{2} \frac{1}{i \gamma \cdot\left(p_{2}+k\right)+M_{N}}\right. \\
& \times{ }_{i g_{\gamma} \gamma_{\sigma} \tau^{n}+i g_{\gamma} \gamma_{\sigma} \tau^{n} \frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}}} \\
& \left.\times \lg _{A}\left(k^{2}\right) \gamma_{a} \gamma_{\mathrm{G}} \frac{\tau^{2}}{2}\right\} u\left(p_{1}\right) \\
& +\frac{M_{N G A}}{g_{r}(0)} \frac{i k_{a}}{k^{2}+m_{\tau}^{2}} M_{r^{i n}}, \tag{35a}
\end{align*}
$$

[^64]\[

$$
\begin{align*}
& +i g_{\sigma} \gamma_{\Delta} \gamma^{2}-\frac{1}{i \gamma \cdot\left(p_{1}-k\right)+M_{N}}-i g_{r}\left(k^{2}\right) \tau^{i} \gamma_{5} \\
& \left.+i \bar{T}_{\nabla}^{j n}(0)+\left.i k_{\lambda} \frac{\partial}{\partial k_{\lambda}} \bar{T}_{\nabla}^{j n}(k)\right|_{k=0}+O\left(k^{2}\right)\right\} u\left(p_{1}\right) . \tag{35b}
\end{align*}
$$
\]

From Eq. (30), we find that

$$
\begin{align*}
& i i\left(p_{2}\right) \bar{T} \bar{T}_{r}^{j n}(0) u\left(p_{1}\right) \\
& =-i \hat{u}\left(p_{2}\right)\left\{\frac{\operatorname{sF}_{\mathrm{F}}(0)}{2 M_{N}} i_{s} i g_{\sigma} \gamma_{s} \tau^{n}\right. \\
& \left.+i g_{r} \gamma_{6} \div \frac{g_{r}(0)}{2 M_{N}} \tau^{\gamma^{2}} \right\rvert\, u\left(p_{1}\right) \\
& =\bar{u}\left(p_{2}\right)\left\{\frac{g_{\cdot g_{r}(0)}^{M_{N}}}{n^{j} j}\right\} u\left(p_{1}\right) . \tag{36}
\end{align*}
$$

From Eq. (31), we have

$$
\begin{equation*}
\Delta M_{a}^{j n}=\frac{M_{N} g_{A}}{g_{F}(0)} \tilde{u}\left(p_{2}\right)\left\{\left.\frac{\partial}{\partial k_{a}} \bar{T}_{\mathrm{r}}^{j n}(k)\right|_{k=0}\right\} u\left(p_{1}\right) . \tag{37}
\end{equation*}
$$

From the usual expression for the pion-nucleon scattering amplitude, ${ }^{11}$ we find (remembering that $-k$ is the incoming pion four-momentum),

$$
\begin{align*}
& \bar{u}\left(p_{2}\right)\left\{\left.\frac{\partial}{\partial \dot{k}_{\alpha}} T_{\dot{z}}^{j n}(k)\right|_{A=0}\right\} u\left(p_{1}\right) \\
& =i \frac{\partial}{\partial \dot{k}_{a}} \bar{u}\left(p_{2}\right)\left\{\left[-A^{\sim N(+)}\left(\nu=\frac{k \cdot\left(p_{1}+p_{2}\right)}{2 M_{N t}}\right. \text {, }\right.\right. \\
& \left.\left.v_{B}=-\frac{q \cdot k}{2 M_{N}}, k^{2}\right)-i \gamma \cdot k \bar{B}^{z N(t)}\left(v, \nu_{B}, k^{2}\right)\right] j^{n j} \\
& +\left[-\bar{A}^{* N(-)}\left(\nu, \nu_{B}, k^{2}\right)-i \cdot y \cdot k \bar{B}^{* N(-)}\left(\nu, \nu_{B}, k^{2}\right)\right] \\
& \left.\times \frac{1}{2}\left[\tau^{n}, \tau^{2}\right]\right\}\left.u\left(p_{1}\right)\right|_{k=0} \\
& =i \hat{u}\left(p_{2}\right)\left\{\left[\left.\frac{\partial \tilde{A}^{* N(t)}}{\partial \nu_{B}}\right|_{,-, B-k^{\prime}=0} \frac{q_{a}}{2 M_{N}}\right]_{\delta^{n j}}\right. \\
& -\left[\left.\frac{\partial \bar{\Lambda} * N(-)}{\partial \nu}\right|_{,-, B-k^{3}-0} \frac{\left(p_{1}+p_{2}\right)_{a}}{2 M_{N}}\right. \\
& \left.+\left.i \gamma_{a} \bar{B}^{N(-)}\right|_{m, \pi-k^{2}=0}\right] \left.^{\frac{1}{2}\left[\tau^{n}, r^{r}\right]} \right\rvert\, u\left(p_{1}\right) . \tag{38}
\end{align*}
$$

[^65]Other derivative terms vanish at $\nu=0$ because of the well-known ${ }^{11)}$ crossing properties of $A^{\text {N }}$ and $B^{-N}$,

$$
\begin{align*}
& A^{\nabla N( \pm)}(-\nu, \cdots)= \pm A^{\sim N( \pm)}(\nu, \cdots), \\
& B^{\mp N( \pm)}(-\nu, \cdots)=\mp B^{v N( \pm)}(\nu, \cdots) . \tag{39}
\end{align*}
$$

Since $-k^{2}$ is the (mass) ${ }^{2}$ of the initial pion, Eq. (38) involves the pion-nucleon scattering amplitude extrapolated slightly off mass shell. Note that Eq. (36) is just the consistency condition on $\pi N$ scattering, ${ }^{12}$

$$
\begin{equation*}
\left.\bar{A}^{\sim N(+)}\right|_{r \rightarrow g-k^{2}=0}=\frac{\operatorname{Brg}_{\mathrm{g}}(0)}{M_{N}} . \tag{40}
\end{equation*}
$$

Equations (35), (37), and (38) give the two leading terms in an expansion of $M_{a}{ }^{j n}$ in powers of $k_{1}$

$$
\begin{equation*}
M_{a}^{j n}=M_{\alpha}^{j n \operatorname{ax} t^{\prime}}+\Delta M_{a}^{j n}+O(k) \tag{41}
\end{equation*}
$$

Alternatively, we can use the analog of Eq. (30) to find the leading term in an expansion in powers of $q$ (the soft pion limit). In this case, one would take $T^{P}$ in Eq. (30) to be the axial-vector vertex. There will be an additional term in Eq. (30) arising from the equal-time commutator of the two axial-vector currents involved. Assuming the commutation relations postulated by Gell-Mann, ${ }^{13}$ we find ${ }^{4}$

$$
\begin{equation*}
M_{a^{j n}}=M_{\alpha^{j n}} \sigma a t^{\prime}+\Delta M_{a^{j n}}+O(q), \tag{42}
\end{equation*}
$$

with

$$
\begin{aligned}
\Delta M_{a}^{j n^{\prime}}= & i \frac{g_{\sigma}(0)}{2 M_{N}} \bar{u}\left(p_{2}\right)\left\{\frac{\mu^{v}}{g_{A}} \frac{\left(p_{1}+p_{2}\right)_{a}}{2 M_{N}}\right. \\
& \left.+i \gamma_{a}\left[g_{A}-\frac{1}{g_{A}}-\frac{\mu^{v}}{g_{A}}\right]\right\} \frac{k}{}\left[\tau^{n}, \tau^{\prime}\right] \mu\left(p_{1}\right),
\end{aligned}
$$

$$
\begin{equation*}
\mu^{\nabla}=3.70 \tag{43}
\end{equation*}
$$

Clearly, at the point $q=k=0$ we must have $\Delta M_{\alpha^{j n}}$ $=\Delta M_{a}^{j n^{\prime}}$. At this point $p_{1}=p_{2}$ and thus $i \gamma_{a}$ and $\left(p_{1}+p_{2}\right)_{a /}\left(2 M_{N}\right)$ are equal between spinors. Hence, consistency between Eq. (42) and Eq. (41) demands

$$
\begin{equation*}
\left.1-\frac{1}{g_{A^{2}}^{2}}=-\frac{2 M^{2} N_{1}\left[\frac{\partial \bar{A}^{+N(-)}}{g_{r}(0)^{2} L}\right.}{\partial y}+B^{r N(-)}\right]\left.\right|_{r v g-A^{\prime}-\varepsilon^{\prime}-0} \tag{44}
\end{equation*}
$$

which is the sum rule for the axial-vector coupling constant. ${ }^{16}$

[^66]Comparing Eqs. (43) and (38), we may determine the terms linear in either $q$ or $k$. Our final result is then

$$
\begin{equation*}
M_{a^{j n}}^{j n}=M_{a^{j n}}=x t^{\prime}+\Delta M_{a^{j n}}^{j n^{\prime \prime}}+O\left(q k, q^{2}, k^{2}\right), \tag{45}
\end{equation*}
$$

with

$$
\begin{align*}
& +\left\lceil\frac{g_{r}(0)^{2}}{2 M^{2} N}\left(1-\frac{1}{g_{A}^{2}}\right) \frac{\left(p_{1}+p_{2}\right)_{a}}{2 M_{N}}\right. \\
& -\left.i \frac{\sigma_{a \beta} q_{\beta}}{2 M_{N}} B^{* N(-)}\right|_{-m, z^{2}-q^{2}-0}+\frac{g_{r}(0)^{2}}{2 M^{2}{ }_{N}} \frac{i \sigma_{a \beta} k_{\beta}}{2 M_{N}} \\
& \left.\left.\times\left(1-\frac{1}{g s^{2}}-\frac{\mu^{v}}{g s^{2}}\right)\right] \frac{1}{2}\left[r^{n}, r^{r}\right]\right\} u\left(p_{1}\right) \text {. } \tag{46}
\end{align*}
$$

Unfortunately, it is doubtful if Eq. (46) will be of practical use, since there is a strong final-state interaction leading to the ( 3,3 ) resonance, which is located only one pion mass away from threshold in energy. This makes it unlikely that $k$ and $q$ will be good expansion parameters. However, we will use the same method of comparing expansions in $q$ and $k$ in dealing with radiative $\mu$ capture, where the final-state interaction is negligible and so the expansion may be physically interesting.

## 2. $K_{4}$ Decay

Here we consider the process

$$
\begin{equation*}
K^{+}\left(k^{+}\right) \rightarrow \pi^{+}\left(p^{+}\right)+\pi^{-}\left(p^{-}\right)+\tilde{e}\left(k_{\mathrm{a}}\right)+\nu\left(k_{\triangleright}\right) . \tag{47}
\end{equation*}
$$

Again the four-momentum of each particle is indicated in parentheses. Let the four-momentum carried away by the lepton pair be $k^{-}$,

$$
\begin{equation*}
k_{0}+k_{v}=k^{-} \tag{48}
\end{equation*}
$$

The most general form of the axial-vector contribution to the decay matrix element is

$$
\begin{align*}
M_{a} & =\left(2 k_{0}+2 p_{0}+2 p_{0}^{-}\right)^{1 / 2}{ }_{\text {out }}\left\langle\pi^{+} \pi^{-}\right| J_{a}^{A} \cdot \Delta s-1\left|K^{+}\right\rangle \\
& =\frac{1}{m_{K}}\left[F_{1}\left(p^{+}+p^{-}\right)_{a}+F_{2}\left(p^{+}-p^{-}\right)_{a}+F_{3} k_{a}^{-}\right] \tag{49}
\end{align*}
$$

The form factors $F$ are functions of the arguments $x=\left(p^{+}+p^{-}\right) \cdot k^{-}, y=\left(p^{+}-p^{-}\right) \cdot k^{-}$, and $\left(k^{-}\right)^{2}$. We define the matrix element for $\pi^{+} \pi^{-} \rightarrow K^{+} K^{-}$by writing

$$
\begin{align*}
\left(2 k_{0}+2 p_{0}+2 p_{0}^{-}\right)^{1 / 2} \operatorname{out}\left(\pi^{+} \pi^{-}\left|J_{K}\right|\right. & \left.K^{+}\right)_{\text {in }} \\
& =i T_{-K}\left[x, y_{3}\left(k^{-}\right)^{2}\right] . \tag{50}
\end{align*}
$$

Then if we assume PCAC in the strangeness-changing case, ${ }^{16}$

$$
\begin{equation*}
\partial_{\alpha} J_{\mathrm{a}} A \cdot \Delta S-1=C_{K} m_{K}{ }^{2} \phi_{K}, \tag{51}
\end{equation*}
$$

[^67]we find that



Hence, the $K_{\text {ed }}$ decay amplitudes at a point on the boundary of the Dalitz plot are related to the $\pi K$ amplitude, with one $K$ meson of mass shell. In terms of the conventional Mandelstam variables, the point $x=y=\left(k^{-}\right)^{2}=0$ is

$$
\begin{gather*}
s=\left(p^{+}+p^{-}\right)^{2}=-m_{K^{2}}^{2}, \\
t=\left(k^{-}+p^{+}\right)^{2}=-m_{\nabla}^{2},  \tag{53}\\
u=\left(k^{-}-p^{-}\right)^{2}=-m_{r^{2}}^{2} .
\end{gather*}
$$

## 3. Radiative $\boldsymbol{u}$ Capture

In this subsection we discuss the process of radiative $\mu$ capture by a proton. This is an example of the situation, discussed briefly at the end of Sec. II, in which more than one current is acting. Consider then

$$
\begin{equation*}
\mu^{-}\left(k_{\mu}\right)+p\left(p_{1}\right) \rightarrow \nu\left(k_{p}\right)+\gamma(k)+n\left(p_{2}\right), \tag{54}
\end{equation*}
$$

and let

$$
\begin{equation*}
q=k_{\mu}-k \text {, } \tag{55}
\end{equation*}
$$

be the lepton four-momentum transfer. The matrix element for this process is given by

$$
\begin{align*}
& T=\frac{G}{\sqrt{2}}\left\{-\langle n| J_{\alpha}^{W} \mid p\right) u_{\sigma} \gamma_{\alpha}\left(1+\gamma_{\sigma}\right) \\
& \quad \times \frac{1}{i \gamma \cdot\left(k_{\mu}-k\right)+m_{\mu}}{ }^{i \sigma \gamma_{\lambda} \varepsilon_{\lambda}{ }^{\star} u_{\mu} \frac{1}{\left(2 k_{0}\right)^{1 / 2}}} \\
& \left.\left.\quad+\langle n \gamma| J_{\alpha}^{W} \mid p\right) \bar{u}_{\sigma} \gamma_{a}\left(1+\gamma_{\sigma}\right) u_{\psi}\right\} \tag{56}
\end{align*}
$$

with $\epsilon_{\lambda}$ the polarization vector of the photon and $G$ the Fermi constant. The two contributions to $T$ correspond, respectively, to radiation by the muon (which is negatively charged) and to radiation by the hadrons. The matrix element $\langle n| J_{a}^{W}|p\rangle$ is given by

$$
\begin{align*}
& \left(\frac{p_{10} p_{20}}{M^{2}{ }_{N}}\right)^{1 / 2}\langle n| J_{\alpha}^{W}|p\rangle \\
& =i \bar{u}\left(p_{2}\right)\left[F_{1}^{V}\left((q-k)^{2}\right) \gamma_{a}-F_{2}{ }^{V}\left((q-k)^{2}\right) \sigma_{\alpha \beta}(q-k)_{s}\right. \\
& \left.\quad+g_{A}\left((q-k)^{2}\right) \gamma_{a} \gamma_{5}-i h_{A}\left((q-k)^{2}\right) \gamma_{b}(q-k)_{\alpha}\right] u\left(p_{1}\right) . \tag{57}
\end{align*}
$$

[^68]Here, $F_{1}{ }^{\nabla}(t)$ and $F_{\mathbf{2}}{ }^{\nabla}(t)$ are the isovector Dirac and Pauli electromagnetic form factors $\left[F_{1}{ }^{\circ}(0)=1\right.$, $\left.F_{2}{ }^{F}(0)=\mu^{F} /\left(2 M_{N}\right)\right] g_{A}(t)$ is the axial-vector form factor, and $h_{A}(l)$ is the induced pseudoscalar form factor. Applying PCAC to the one nucleon vertex of the axial-vector current, we find that $h_{A}(l)$ may be written in the form

$$
\begin{align*}
& h_{\Delta}(t)=\frac{2 M_{N g_{\Delta}}\left[g_{r} / g_{r}(0)\right]}{t+m_{r}^{2}}+r(t), \tag{58a}
\end{align*}
$$

$$
\begin{align*}
& r(0) \approx 2 M_{\mathrm{NGA}}{ }^{\prime}(0), \tag{58b}
\end{align*}
$$

Which explicitly exhibits the one-pion pole part and the remainder $r(t)$.

We write $\langle n \gamma| J_{\boldsymbol{s}}{ }^{W}|\boldsymbol{p}\rangle$ in the following form:

$$
\begin{equation*}
\left(2 k_{0} p_{10} p_{20} / M^{2}{ }_{N}\right)^{1 / 2}\langle n \gamma| J_{\infty} W|p\rangle=e \epsilon_{\lambda}{ }^{*} M_{\lambda ब} \tag{59}
\end{equation*}
$$

We wish to use our knowledge of the divergences of the vector and axial-vector currents to calculate $M_{\lambda a}$, up to and including terms linear in $q$ and in $k$. In order to do this, we have to know the quantities $k_{\lambda} M_{\lambda_{\alpha}}$ and $q_{a} M_{\lambda a}$. The first of these may be determined by conservation of the electromagnetic current. When $\epsilon_{\lambda^{*}}$ is replaced by $k_{\lambda}$ in Eq. (56), the resulting expression must vanish. This tells us that

$$
\begin{equation*}
k_{\lambda} M_{\lambda a}=-\left(p_{10} p_{20} / M_{N}^{2}\right)^{1 / 2}\langle n| J_{\alpha}^{W}|p\rangle \tag{60}
\end{equation*}
$$

In order to calculate $g_{\alpha} M_{\lambda_{e},}$ we made use of our knowledge of the divergences of the vector and the axialvector parts of the weak current, ${ }^{17}$

$$
\begin{align*}
J_{a}^{W} & =J_{a}^{V}+J_{a}^{A}  \tag{61a}\\
\partial_{a} J_{a}^{V} & =i e A_{a} J_{a}^{V} \\
\partial_{a} J_{a}^{A} & =i e A_{a} J_{a}^{A}+\left(\sqrt{2} M_{N} m_{\Sigma^{2}}^{2} g_{A} / g_{r}(0)\right) \phi_{r^{+}}, \tag{61b}
\end{align*}
$$

where $A_{\alpha}$ is the electromagnetic vector potential and $\phi_{*}{ }^{+}$is the field which annihilates a positive pion. Equations (61b) follow from the assumption of minimal electromagnetic coupling and from the divergence equations in the absence of electromagnetism. (The factor $\sqrt{2}$ in the axial-vector equation comes from the definitions of $J_{a}^{A}$ and $\phi_{a^{+}}: J_{a}^{A}=J_{a}^{A 1}-i J_{a}^{A 2}$ and $\phi_{a^{+}}$ $=\left(\phi_{\mathrm{r}}{ }^{1}-i \phi_{\mathrm{r}}{ }^{2}\right) / \sqrt{2}$.) Using Eqs. (61b) to evaluate $\langle n \gamma| \partial_{a} J_{a} w|p\rangle$, we find

$$
\begin{align*}
& \epsilon_{\lambda}{ }^{*} q_{a} M_{\lambda_{\alpha}}=-\left(\frac{p_{10} p_{20}}{M^{2}{ }_{N}}\right)^{1 / 2} \epsilon_{\lambda}^{\star}\langle n| J_{\lambda} w|p\rangle \\
& +i \frac{\sqrt{2} M_{N G A}}{g_{\mathrm{F}}(0)} \frac{m_{\mathrm{F}}{ }^{2}}{q^{2}+m_{\mathrm{F}^{2}}}\left(2 k_{0}^{p_{10} p_{20}} M_{M_{N}{ }_{N}}^{1 / 2}\right. \\
& \times e^{-1}\langle n \gamma| J_{x}+|p\rangle . \tag{62}
\end{align*}
$$

${ }^{11}$ S. L. Adker, Phys. Rev. 139, B1638 (1965).

From Eqs. (60) and (62), we can deduce the gauge condition satisfied by

Replacing $\epsilon_{\lambda}{ }^{*}$ by $\boldsymbol{k}_{\boldsymbol{\lambda}}$ in Eq. (62), and multiplying Eq. (60) by $q_{\alpha}$, we get

$$
\begin{align*}
& k_{\lambda} T_{F^{+}}=-\frac{q^{2}+m_{r^{2}}}{(q-k)^{2}+m_{{ }^{2}}{ }^{2}}\left(\frac{p_{10} p_{20}}{M^{2}{ }_{N}}\right)^{1 / 2}\langle n| J_{*} \cdot|p\rangle  \tag{64}\\
& =-\frac{q^{2}+m_{\mathrm{T}}^{2}}{(q-k)^{2}+m_{\mathrm{r}}^{2}} \sqrt{2} \bar{u}\left(p_{2}\right) i \gamma_{\mathrm{Gg}}\left((q-k)^{2}\right) u\left(p_{1}\right) \text {. }
\end{align*}
$$

When $q^{2}=-m_{*}^{2}$, Eq. (64) becomes $k_{\lambda} T_{\gamma+\lambda}=0$, the usual gauge condition for on-mass-shell pion photoproduction.

Before stating the results for radiative $\mu$ capture, we will discuss the significance of Eqs. (60) and (62). A more conventional way to proceed in calculating $k_{\lambda} M_{\lambda a}$ and $q_{\alpha} M_{\lambda a}$ would be to contract the photon in Eq. (59), giving

$$
\begin{align*}
& e M_{\lambda_{a}}=\left(\frac{p_{10} \phi_{20}}{M^{2}{ }_{N}}\right)^{1 / 2} i \int d^{4} x e^{-n \cdot x}\left(-\square_{x}\right) \\
& \times\langle n| T\left[A_{\lambda}(x) J_{a}^{W}(0)\right]|p\rangle  \tag{65}\\
&=\left(\frac{p_{10} p_{20}}{M^{2}{ }_{N}}\right)^{1 / 2} i\left[\int d^{4} x e^{-a k \cdot x}\right. \\
&\left.\quad \times e\langle n| T\left[J_{\lambda}^{E M a}(x) J_{a}^{W}(0)\right]|p\rangle+S_{\lambda a}\right],
\end{align*}
$$

with

$$
\begin{align*}
& S_{\lambda a}=\int d^{4} x e^{-i d \cdot x} \delta\left(x_{0}\right) \\
& \times\langle n|\left[\partial A_{\lambda}(x) / \partial x_{0,} J_{\alpha}^{W}(0)\right]|p\rangle \tag{66}
\end{align*}
$$

where we have assumed that $A_{\lambda}$ and $J_{\alpha}{ }^{W}$ commute at equal times. The equal time commutator term $S_{\lambda a}$ in Eq. (65), sometimes called a "seagul"" or "catastrophic" term, describes the coupling of the weak and clectromagnetic currents at the same point (see Fig. 4). It is a reflection of the extent to which $A_{\lambda}$ appears in $J_{a}{ }^{w}$. Calculating $k_{\lambda} M_{\lambda a}$, we now get

$$
\begin{align*}
k_{\lambda} M_{\lambda a}= & \left(\frac{p_{10} p_{20}}{M^{2} N}\right)^{1 / 2} \int d x_{0} e^{i k_{0} z_{0} \delta\left(x_{0}\right)} \\
& \times\langle n|\left[\int d^{4} x e^{-i k \cdot x} J_{0} E_{M}(x), J_{a} W(0)\right]|p\rangle \\
& +\left(\frac{p_{10} p_{20}}{M^{2}{ }_{N}}\right)^{1 / 2} e^{-1} i k_{\lambda} S_{\lambda \varepsilon} \tag{67}
\end{align*}
$$

Fig. 4. A "seagull" diagram.


The commutator of the currents is

$$
\begin{align*}
& \delta\left(x_{0}\right)\left[J_{0}^{E M}(x), J_{a}^{W}(0)\right] \\
& =-\delta^{(1)}(x) J_{a}^{W}(0)+[\text { possible gradient terms } \\
& \tag{68}
\end{align*}
$$

The first term in Eq. (68) is the one conjectured by Gell-Mann ${ }^{18}$; the possible presence of the gradient terms was pointed out by Schwinger. ${ }^{18}$ We see that Eq. (60) implies that the Schwinger terms exaclly cancel the divergence of the "seagull" terms. This cancellation has been proved by Feynman in a Yang-Mills theory and has been conjectured by him to be a general result. ${ }^{10}$ In other words, when calculating the divergence of quantities like $M_{\lambda a}$, if one neglects both the "seagull" terms and the Schwinger terms, one gets the right result. Note that the "seagull" terms cannot be dropped when calculating the matrix element $M_{\lambda_{\mu}}$ itself.

In order to state our answer for radiative $\mu$ capture, we have to define the amplitudes for pion photoproduction with the pion off-mass-shell. This process is related by crossing symmetry to the matrix element ( $n \gamma\left|J_{x^{+}}\right| p$ ) in Eq. (62). We write the photoproduction amplitude in the following form, ${ }^{20}$

$$
\begin{align*}
& \left(2 k_{0} \frac{p_{10} p_{20}}{M^{2} N}\right)^{1 / 2}\langle N| J_{F}|N \gamma\rangle \\
& =e \psi_{5}^{*} \chi_{2}^{*} \ddot{u}\left(p_{2}\right)\left\{i g_{r}\left(q^{2}\right) \tau_{i}^{i} \gamma_{i \gamma} \cdot\left(p_{2}+q\right)+M_{N}\right. \\
& \times \frac{1}{2}\left[\gamma_{\lambda}\left(1+\tau^{2}\right)-\frac{\sigma_{\lambda} k_{k}}{2 M_{N}}\left(\mu^{3}+\mu^{\nabla} \tau^{2}\right)\right] \\
& +\frac{1}{2}\left[\gamma_{\lambda}\left(1+\tau^{2}\right)-\frac{\sigma_{\lambda \xi} k_{k}}{2 M_{N}}\left(\mu^{s}+\mu^{v} \tau^{2}\right)\right] \\
& \times \frac{1}{i \gamma \cdot\left(p_{1}-q\right)+M_{N}} i_{r}\left(q^{2}\right) \tau^{i} \gamma_{s} \\
& +i g_{r}\left(-m_{\tau}^{2}\right)\left[\tau^{i}, \tau^{2}\right] \gamma_{\gamma} \frac{\frac{1}{2}(2 q-k)_{\lambda}}{(q-k)^{2}+m_{\tau^{2}}{ }^{2}} \\
& +\sum_{t=1}^{4} O_{\Delta} \cdot\left[\bar{V}_{t}^{(t) \frac{1}{2}} \delta^{j \pi}+\bar{V}_{*}(-) \frac{\lambda}{a}\left[r^{j}, r^{r}\right]+\bar{V}_{*}^{\left.(0) \frac{1}{2} \tau^{j}\right]}\right. \\
& -i \gamma_{\Delta}\left[\tau^{j}, \tau^{3}\right] q_{2}\left(1+\frac{q^{2}}{m_{*}^{2}}\right)\left[g_{r}^{\prime}(0)+\frac{g_{r}\left(-m_{r}^{2}\right)-g_{r}(0)}{m_{\tau}^{2}}\right] \\
& \left.+\left(1+\frac{q^{2}}{m_{*}^{2}}\right) O\left(q^{2}\right)\right\} u(p) x_{1 \in \lambda}, \tag{69}
\end{align*}
$$

[^69]where $\psi_{j}$ is the isospin wave function of the pion, $X_{1}$ and $\chi_{2}$ are the nucleon isospinors, $k$ is the ingoing photon four-momentum, and $q$ is the outgoing pion fourmomentum. The isoscalar nucleon anomalous magnetic moment has been denoted by $\mu^{s}\left[2 M_{N} F_{2}{ }^{s}(0)=\mu^{s}\right.$ $=-0.12]$. The four-vectors $O_{\Delta \lambda}$, which satisfy $k_{\lambda} O_{\mathrm{a} \mathrm{\lambda}}=0$, are given by
\[

$$
\begin{align*}
& O_{1 \lambda}=\frac{1}{2} i \gamma_{\mathrm{B}}\left(\gamma_{\lambda} \gamma \cdot k-\gamma \cdot k \gamma_{\lambda}\right), \quad \boldsymbol{\eta}_{1}=1 \\
& O_{2 \lambda}=i \gamma_{5}\left[\left(p_{1}+p_{2}\right)_{\lambda} q \cdot k-\left(p_{1}+p_{2}\right) \cdot k q_{\lambda}\right], \quad \eta_{2}=1 \\
& O_{3 \lambda}=\gamma_{\mathrm{b}}\left(\gamma_{\lambda} q \cdot k-\gamma \cdot k q_{\lambda}\right), \quad \eta_{\mathrm{a}}=-1  \tag{70}\\
& O_{4 \lambda}=\gamma_{E}\left[\gamma_{\lambda}\left(p_{1}+p_{2}\right) \cdot k-\gamma \cdot k\left(p_{1}+p_{2}\right)_{\lambda}\right] \\
& -i M_{N} \gamma_{6}\left(\gamma_{\lambda} \gamma \cdot k-\gamma \cdot k \gamma_{\lambda}\right) . \quad \eta_{4}=1
\end{align*}
$$
\]

The amplitudes $\bar{V}$, are functions of the invariants $q^{2}, k^{2}, \nu$, and $\nu_{B}$, with

$$
\begin{equation*}
\nu=-k \cdot\left(p_{1}+p_{2}\right) / 2 M_{N}, \quad \nu_{B}=q \cdot k / 2 M_{N} . \tag{71}
\end{equation*}
$$

The bar on top of the $V$, is a reminder that the Born term has been separated off. The numbers $\eta_{\text {a }}$ specify the crossing properties ${ }^{20}$ of the amplitudes $\bar{V}_{\text {e }}$,

$$
\begin{equation*}
\tilde{V}_{i}( \pm, 0)(-\nu, \cdots)=\eta_{1}( \pm 1,1) \bar{V}_{0}( \pm, 0)(1, \cdots) \tag{72}
\end{equation*}
$$

The terms explicitly proportional to $\left(1+q^{2} / m_{r}{ }^{2}\right)$ in Eq. (69) are necessary to satisfy Eq. (64), the gaugeinvariance requirement when the pion is off-mass-shell. Since

$$
\begin{equation*}
g_{r}^{\prime}(0)+\frac{g_{r}\left(-m_{r}^{2}\right)-g_{r}(0)}{m_{r}^{2}} \approx \frac{m_{\Sigma}^{2}}{2} g_{r}^{\prime \prime}(0) \tag{73}
\end{equation*}
$$

the gauge-invariance term is numerically very small. The matrix element $\langle\gamma n| J_{\mathrm{x}}+|p\rangle$, which is the one needed in Eq. (62), is obtained from Eq. (69) by the replacements

$$
\begin{align*}
& \psi_{i}^{*} \rightarrow \psi_{i}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
1 \\
-i \\
0
\end{array}\right]_{j}, \\
& e_{\lambda} \rightarrow e_{\lambda}{ }^{\boldsymbol{*}} \text {, }  \tag{74}\\
& q \rightarrow-q \text {, } \\
& k \rightarrow-k \text {. }
\end{align*}
$$

Since the final nucleon is a neutron and the initial one is a proton, we have

$$
\begin{equation*}
x_{2}=\binom{0}{1}, \quad x_{1}=\binom{1}{0} . \tag{75}
\end{equation*}
$$

We can now state the result for radiative $\mu$ capture:

$$
\begin{align*}
M_{\lambda a}=M_{\lambda_{a}}^{N}+M_{\lambda a}^{R P D} & +M_{\lambda_{a} P P P} \\
& +M_{\lambda_{a}}{ }^{R}+O\left(\frac{q^{2}}{m_{R^{2}}}, \frac{q k}{m_{R^{2}}}\right) . \tag{76}
\end{align*}
$$

The mass $m_{R}$, which characterizes the terms neglected in our calculation, will typically be several pion masses
or greater in magnitude, since we have explicitly included all pion propagator terms. ${ }^{21}$ In Eq. (76), we have

$$
M_{\lambda_{e}} P P P=-i g_{\Lambda} \frac{q}{q^{2}+m_{\nabla}{ }^{2}} z\left(p_{k}\right)
$$

$$
\begin{equation*}
\times\left[\gamma_{\sigma} \sigma_{\lambda \ell} k_{k} \frac{\mu^{g}}{2 M_{N}}+\frac{M_{N}}{g_{r}(0)} q_{\beta} O_{\lambda \beta}\right] \mu\left(p_{1}\right) \tag{79}
\end{equation*}
$$

$$
M_{2 \alpha}^{E}=i \bar{u}\left(p_{2}\right)\left\{-\sigma_{\alpha \lambda}\left(\mu^{\nabla} / 2 M_{N}\right)\right.
$$

$$
+2 g_{\Lambda^{\prime}}(0)\left(q_{\lambda} \gamma_{a}+k_{a} \gamma_{\lambda}-\delta_{\lambda a} \gamma \cdot k\right) \gamma_{\Delta}
$$

$$
-i r(0) \delta_{\lambda_{\alpha}} \gamma_{s}+2 F_{1}^{v^{\prime}}(0)\left(q_{\lambda} \gamma_{a}+k_{\alpha} \gamma_{\lambda}\right)
$$

$$
-2 F_{z} \nabla^{\prime}(0)\left(q_{\lambda} \sigma_{a \beta} q_{A}-k_{\alpha} \sigma_{\lambda \xi} k_{\xi}\right)
$$

with

$$
\begin{equation*}
\left.+\left[M_{N} g_{A} / g_{r}(0)\right] O_{\lambda_{d}}\right\} u\left(\phi_{1}\right), \tag{80}
\end{equation*}
$$

$$
\begin{equation*}
\mu^{p}=1.79, \quad \mu^{n}=-1.91 \tag{81}
\end{equation*}
$$

and with

In Eq. (82), $l_{0}$ means evaluation of the $\bar{V}_{j}$ at the point $\nu=\nu_{B}=q^{2}=k^{2}=0$.

Let us now discuss the various terms in Eq. (76). The nucleon Born term $M_{\lambda_{\alpha}}{ }^{N}$ corresponds to the diagrams of Figs. 5(a)-(d). The term $M_{\lambda a}{ }^{\text {RPD }}$ describes radiative

[^70]\[

$$
\begin{align*}
& \left.O_{\lambda_{a}}=\left.\gamma_{\delta} \lambda_{k} k_{[ }^{\left[\frac{\partial V_{2}^{(0)}}{L \nu_{B}}\right.}\right|_{0} \frac{k_{\alpha}}{2 M_{N}}+\left.\frac{\partial \bar{V}_{1}^{(-)}}{\partial \nu}\right|_{0} \frac{\left(p_{1}+p_{2}\right)_{\alpha}}{2 M_{N}}\right] \\
& +\left.i \gamma_{k}\left[\left(p_{1}+p_{2}\right)_{\lambda} k_{a}-\left(p_{1}+p_{2}\right) \cdot k \sigma_{\lambda \alpha}\right] \bar{V}_{2}^{(0)}\right|_{0} \\
& +\left.\gamma_{b}\left[\gamma_{\lambda} k_{\alpha}-\gamma \cdot k \delta_{\lambda_{a}}\right] \nabla_{8}{ }^{(-)}\right|_{0} \\
& +\left.k_{a} \epsilon_{\lambda_{a} \sigma_{\beta}} \gamma_{\mu} \bar{V}_{4}{ }^{(0)}\right|_{0} . \tag{82}
\end{align*}
$$
\]

$$
\begin{align*}
& M_{\lambda_{a}}{ }^{N}=\tilde{u}\left(p_{2}\right) \mid\left[i_{\Lambda}\left(q^{2}\right) \gamma_{\alpha} \gamma_{\Delta}+h_{A}\left(q^{2}\right) \gamma_{\dot{\sigma}} q_{0}\right. \\
& \left.+i F_{1}^{v}\left(q^{2}\right) \gamma_{e}-i F_{2}^{v}\left(q^{2}\right) \sigma_{\sigma \beta} q_{B}\right] \\
& \times \frac{1}{i \gamma \cdot\left(p_{2}-q\right)+M_{N}}\left[\gamma_{\lambda}+\mu^{p} \frac{\sigma_{\lambda} k_{\ell}}{2 M_{N}}\right] \\
& +i\left[\mu^{\sigma_{\lambda k} k_{k}} \frac{1}{2 M_{N}} \sqrt{i \gamma \cdot\left(p_{1}+q\right)+M_{N}}\right. \\
& \times\left[i g_{A}\left(q^{2}\right) \gamma_{a} \gamma_{5}+h_{A}\left(q^{2}\right) \gamma_{\sigma} q_{\sigma}\right. \\
& \left.\left.+i F_{1}^{v}\left(q^{2}\right) \gamma_{a}-i F_{2}^{v}\left(q^{2}\right) \sigma_{a \beta} q_{\theta}\right]\right\} u\left(p_{1}\right),  \tag{77}\\
& M_{2 a^{R P D}}=\frac{2 M_{N G A}}{g_{r}(0)} g_{r} \frac{z\left(p_{2}\right) \gamma_{\sigma}\left(p_{1}\right)}{(q-k)^{2}+m_{\mathrm{I}}{ }^{2}} \\
& \times\left[\frac{-2 q_{\lambda} q_{a}}{q^{2}+m_{\tau}^{2}}+\delta_{\lambda_{\alpha}}+\left(q_{\lambda} k_{\alpha}-q \cdot k \delta_{\lambda_{\alpha}}\right) S\right], \tag{78}
\end{align*}
$$



Fig. 5. Contributions to radiative $\mu$ capture.
virtual pion decay. The $q_{\lambda} q_{\alpha}, \delta_{\lambda \alpha}$, and $S$ terms correspond, respectively, to Figs. 5(e)-5(g). The nontrivial structure term $S$ cannot be determined by the procedure of this paper, because it is of order $q^{k}$ compared with the $\delta_{\lambda \alpha}$ term. The term $M_{\lambda \alpha}{ }^{P P P}$ describes the structure part of virtual pion photoproduction. The Born part of virtual photoproduction has already been included in $M_{\lambda_{e}}{ }^{N}$ and $M_{\lambda_{a}}{ }^{\text {RPD }}$ [see Figs. 5(c)-5(e)]. In writing $M_{\lambda_{a}}{ }^{\text {PPP }}$, we have eliminated $\left.\bar{V}_{1}{ }^{(0)}\right|_{0}$ by using Eq. (30), which implies

$$
\begin{equation*}
\left.\vec{V}_{1}^{(0)}\right|_{0}=\frac{g_{r}(0)}{M_{N}} F_{2} s(0)=\frac{g_{r}(0) \mu^{S}}{2 M^{2} N} \tag{83}
\end{equation*}
$$

Equation (83) is one of the photoproduction sum rules derived by Fubini, Furlan, and Rossetti. ${ }^{22}$
The remainder term $M_{\text {ha }}{ }^{R}$ is necessary to satisfy the divergence equations, Eq. (60) and Eq. (62). The first term, proportional to $\mu^{v} / 2 M_{N}$, has been included in previous calculations. It corresponds to the "seagull" diagram of Fig. 5(h). The remaining terms, linear in $q$ or $k$, are new. They are represented diagrammatically by Fig. 5(i). We thus see that our procedure has allowed us to determine the leading nontrivial structure effects in radiative $\mu$ capture.
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#### Abstract

We discuss numerically the restrictions imposed by the partially conserved axial-vector current (PCAC) on the pion photoproduction amplitude $V_{1}^{(+)}(0)$ and on the pion electroproduction amplitude $V_{s}^{(-)}(0)$. We find that the magnetic-dipole dominance and the narrow-resonance approximations are unreliable. The nonresonant $s$ waves make an important contrihution to $V_{1}^{(+)}(0)$, and we find that the PCAC prediction for this amplitude is reasonably well satisfied. The electric and longitudinal multipoles appear to make a much bigger contribution to $V_{0}^{(-)}(0)$ than does the magnetic dipole $M_{1_{+}}$, which is strongly suppressed by the kinematics.


## I. INTRODUCTION AND CONCLUSIONS

AS has been much emphasized recently, ${ }^{1}$ the partially conserved axial-vector current (PCAC) hypothesis, supplemented by current commutation relations, relates any weak or electromagnetic process in which a zero four-momentum pion is emitted to the same process in the absence of the pion. In particular, when applied to pion electroproduction, PCAC implies the relations ${ }^{1}$

$$
\begin{align*}
& \left(g_{r}(0) / M_{N}\right) F_{2} \nabla\left(k^{2}\right) \\
& \quad=V_{1}^{(+)}\left(\nu=\nu_{B}=\left(M_{\pi}^{f}\right)^{2}=0, k^{2}\right), \tag{1a}
\end{align*}
$$

$\left(g_{r}(0) / M_{N}\right) F_{2}{ }^{s}\left(k^{2}\right)$

$$
\begin{equation*}
=V_{1}^{(0)}\left(\nu=\nu_{B}=\left(M_{\Sigma}\right)^{2}=0, k^{2}\right), \tag{1b}
\end{equation*}
$$

$$
\begin{align*}
& \frac{g_{r}(0)}{M_{N}}\left[\frac{g_{A}\left(k^{2}\right)}{g_{A}(0)}-F_{1}^{\nabla}\left(k^{2}\right)\right]\left(k^{2}\right)^{-1} \\
&=V_{B}^{(-)}\left(\nu=\nu_{B}=\left(M_{r^{\prime}}\right)^{2}=0, k^{2}\right) \tag{1c}
\end{align*}
$$

Here $F_{1} v\left(k^{2}\right)$ is the isovector nucleon Dirac form factor; $F_{2}{ }^{v}\left(k^{2}\right)$ and $F_{2}{ }^{S}\left(k^{2}\right)$ are, respectively, the isovector and isoscalar nucleon Pauli form factors; $g_{A}\left(k^{2}\right)$ is the nucleon axial-vector form factor $\left[g_{A}(0)=1.18\right]$; and $\mathrm{g}_{\mathrm{r}}(0)$ is the pion-off-mass-shell pion-nucleon coupling constant $\left[g_{r}=g_{r}\left(-M_{\tau}^{2}\right), g_{r}{ }^{2} / 4 \pi \approx 14.6\right]$. The pion photoproduction amplitudes $V_{1}{ }^{(+, 0)}$ and the pion electroproduction amplitude $V_{0}^{(-)}$will be specified more precisely below. When $k^{2}=0$, Eqs. (1a) and (1b)

[^72]become the photoproduction relations of Fubini, Furlan, and Rossetti ${ }^{\text {; }}$; and Eq. (1c) becomes a relation between the axial-vector and charge radii of the nucleon.

The main purpose of this paper is to give a careful numerical analysis of Eqs. (1a) and (1c) at $k^{2}=0$. In the dispersion integrals for $V_{1}{ }^{(+)}$and $V_{6}{ }^{(-)}$we keep only the multipoles which resonate a round the $N^{*}(1238)$ and the $N^{* *}(1520)$, and the nonresonant $s$ waves. As a preliminary, in Sec. II we state the needed kinematics and briefly derive Eqs. (1). In Sec. LII we give the numerical discussion, using the photoproduction analyses of Schmidt and Hohler ${ }^{4}$ and of Walker ${ }^{6}$ in the region of the first two pion-nucleon resonances.

We reach the following conclusions:

1. The magnetic-dipole ( $M_{1+}$ ) contribution to $V_{1}{ }^{(+)}(0)$ from the neighborhood of the $N^{*}(1238)$ equals only about 0.75 times the left-hand side of Eq. (1a). Estimates based on the narrow-resonance approximation indicate a larger $M_{1+}$ contribution, but we find that the narrow-resonance approximation for the $N^{*}(1238)$ overestimates integrals over the resonance by about $60 \%$. When the resonant $E_{1+}, M_{2-}$, and $E_{2}$ multipoles are included, the value of $V_{1}{ }^{(+)}(0)$ is reduced to about 0.6 times the left-hand side of Eq. (1a). However, the nonresonant $s$ waves make a large contribution to the integral, ${ }^{6}$ making the total integral for $V_{1}{ }^{(+)}(0)$ equal to about 0.85 of the value predicted by PCAC.
2. The dispersion integral for $V_{0}^{(-)}(0)$ is not mag-netic-dipole-dominated, because the $M_{1+}$ contribution is kinematically suppressed. For instance, the multipole $E_{1+}$ (electric quadrupole) in the $N^{*}(1238)$ region makes a contribution three times as big as the multipole $M_{\mathrm{I}+}$ to $V_{8}^{(-)}(0)$, even though the $E_{1+}$ multipole is much
${ }^{2}$ S. Fubini, G. Furlan, and C. Rossetti, Nuovo Cimento 40, 1171 (1965).
${ }^{17}$ W. Schmidt and G. Hthler, Ann. Phys. (N. Y.) 28, 34 (1964); W Schmidt, Z. Physik 182, 76 (1964).

- R. L. Walker (private communication).
- The nonresonants wave also makes an important contribution to the sum rule relating the isovector nucleon magnetic moment and charge radius to photoproduction cross sections-see F. JGilman and H. J. Schnitzer, Phys. Rev. 150, 1362 (1966).
smaller than the $M_{1+}$. The value of $V_{0}^{(-)}(0)$ depends sensitively on the hard-to-measure longitudinal multipoles. Under the dubious assumption that the known proportionality of longitudinal and electric multipoles for zero photon momentum holds unchanged for large photon momenta as well, Eq. (1c) predicts an axialvector form factor which falls off somewhat more slowly with $k^{2}$ than does $F_{1}{ }^{v}\left(k^{2}\right)$.
The results of this paper should not be regarded as final, since the input multipole data may change as better analyses of photoproduction become available. What is definitely indicated, however, is that a comparison of Egs. (1) with experiment must avoid unreliable narrow-resonance and $M_{1+}$ dominance approximations.


## II. KINEMATICS AND DERIVATION OF PCAC RELATIONS

## A. Kinematics

Let us consider the reaction

$$
\begin{equation*}
\gamma(k)+N\left(p_{2}\right) \rightarrow \pi(q)+N\left(p_{2}\right), \tag{2}
\end{equation*}
$$

where the initial gamma may be real or virtual. The external particle masses are, respectively,

$$
\begin{equation*}
-k^{2}, \quad-p_{1}^{2}=M_{N^{2}}^{2}, \quad-q^{2}=\left(M_{2}\right)^{2}, \quad-p_{2}^{2}=M A_{N}^{2} . \tag{3}
\end{equation*}
$$

We define invariant-energy and momentum-transfer variables $\nu$ and $\nu_{B}$ by

$$
\begin{equation*}
\nu=-\left(p_{1}+p_{2}\right) \cdot k /\left(2 M_{N}\right), \quad \gamma_{B}=q \cdot k /\left(2 M_{N}\right) ; \tag{4}
\end{equation*}
$$

these are related to $W$, the invariant mass of the final pion-nucleon system, by

$$
\begin{equation*}
v-v_{B}=\left(W^{1}-M_{N^{2}}\right) /\left(2 M_{N}\right) . \tag{5}
\end{equation*}
$$

All noninvariant quantities used in this paper refer to the reaction center-of-mass frame, in which $\mathbf{k}+\mathbf{p}_{1}$ $=q+p_{2}=0$. We denote by $y$ the cosine of the angle between the photon and pion directions:

$$
\begin{equation*}
y=\phi \cdot k, \tag{6}
\end{equation*}
$$

and by $|\mathrm{k}|=\left(k_{0}^{2}+k^{2}\right)^{1 / 2}$ and $|\mathrm{q}|=\left(g_{0}{ }^{2}-\left(M_{\mathrm{I}}\right)^{2}\right)^{1 / 2}$ the photon and pion momenta. The photon and pion energies are given by

$$
\begin{equation*}
k_{0}=\frac{W^{2}-M_{N}^{2}-k^{2}}{2 W}, \quad q_{0}=\frac{W^{2}-M_{N^{2}}^{2}+\left(M_{*}\right)^{2}}{2 W} \tag{7}
\end{equation*}
$$

The matrix element for the electroproduction reaction of Eq. (2) takes the form

$$
\begin{equation*}
\left.\left.m=c, \in_{\lambda} \text { ous }\left\langle\pi(q) N\left(p_{2}\right)\right| J_{\lambda}{ }^{7 z}+J_{\lambda} Y\right\} N\left(p_{1}\right)\right\rangle, \tag{8}
\end{equation*}
$$

with $c_{r}$ the electric charge, $\epsilon_{A}$ the virtual photon polarization vector (which satisfies $k \cdot \epsilon=0$ ), and with $J_{\lambda}{ }^{18}$ and $J_{\lambda}{ }^{Y}$, respectively, the third component of the isospin current and the hypercharge current. The


Fig. 1. Born approximation diagrams.

isospin structure of the matrix element is given by

$$
\begin{align*}
& { }_{\text {out }}\langle\pi N| J_{\lambda}{ }^{I B}|N\rangle=a^{(+)} V_{\lambda}^{(+)}+a^{(-)} V_{\lambda}^{(-)},  \tag{9}\\
& \text {out }\langle\pi N| J_{\lambda}{ }^{Y}|N\rangle=a^{(0)} V_{\lambda}^{(0)},
\end{align*}
$$

with ${ }^{7}$

$$
\begin{align*}
a^{( \pm)} & =\chi_{f}^{I} \psi_{0}^{*} \psi_{0}^{*}\left(\tau_{0} \tau_{J} \pm \tau_{g} \tau_{0}\right) x_{i}^{I},  \tag{10}\\
a^{(0)} & =\chi_{f}^{I *} \psi_{c}^{*} \frac{1}{2} \tau_{e} \chi_{s}^{I} .
\end{align*}
$$

In Eq. (10), $\psi_{e}, x_{f}^{I}$, and $x_{0}^{I}$ are, respectively, the isospinors of the final pion, the final nucleon, and the initial nucleon. The space-spin structure of the matrix element is given by

$$
\begin{align*}
& \epsilon_{\lambda} V_{\lambda}^{( \pm, 0)}=\sum_{j=i}^{i} V_{j}^{( \pm .0)}\left(\nu, \nu_{B},\left(M_{\nabla}\right)^{2}, k^{2}\right) \\
& \times{ }_{\imath \imath}\left(p_{2}\right) O\left(V_{j}\right) u\left(p_{1}\right) . \tag{11}
\end{align*}
$$

Defining $\{a, b\}=a \cdot e b \cdot k-a \cdot k b \cdot \epsilon_{1}$ we may take the $O\left(V_{j}\right)$ as

$$
\begin{array}{ll}
\left.O\left(V_{1}\right)=\right\}_{i} i \gamma_{5}\{\gamma, \gamma\}, & \eta_{1}^{\nabla}=1 ; \\
O\left(V_{2}\right)=i \gamma_{s}\left\{p_{1}+p_{2}, q\right\}, & \eta_{2}^{\nabla}=1 ; \\
O\left(V_{8}\right)=\gamma_{6}\{\gamma, q\}, & \eta_{3}^{\nabla}=-1 ;  \tag{12}\\
O\left(V_{4}\right)=\gamma_{5}\left\{\gamma, p_{1}+p_{2}\right\}-i M_{N} \gamma_{5}\{\gamma, \gamma\}, & \eta_{4}^{\nabla}=1 ; \\
O\left(V_{5}\right)=i \gamma_{5}\{k, q\}, & \eta_{8}^{v}=-1 ; \\
O\left(V_{\mathrm{s}}\right)=\gamma_{5}\{k, \gamma\}, & \eta_{6}^{\nabla}=-1 .
\end{array}
$$

The numbers $\eta_{j}{ }^{\nu}$ specify the crossing properties of the invariant amplitudes:

$$
\begin{align*}
& V_{j}( \pm, 0)\left(\nu, \nu_{B},\left(M_{F}\right)^{2}, k^{2}\right) \\
& \quad=( \pm,+)_{\eta_{j}}^{v} V_{j}^{( \pm, 0)}\left(-\nu_{i} \nu_{B_{1}}\left(M_{\Sigma}\right)^{2}, k^{2}\right) . \tag{13}
\end{align*}
$$

To make the normalization precise, we state the contribution of the Born approximation diagrams of Fig. 1 to the invariant amplitudes. [In the following equations we take the external pion to be physical

[^73]( $M_{\mathbf{r}}{ }^{\prime}=M_{\mathbf{r}}$ ); $F_{\mathbf{r}}\left(k^{2}\right)$ is the pion charge form factor.]
$V_{1}^{( \pm) B}=-\frac{g_{r} F_{1}^{V}\left(k^{2}\right)}{\lambda_{2} M_{g}^{V}}\left(\frac{1}{\nu_{B}-\nu} \pm \frac{1}{\nu_{B}+\nu}\right)$,
$V_{2}(+)=\frac{g_{r} F_{1}^{v}\left(k^{2}\right)}{4 M_{N^{2} \nu_{B}}}\left(\frac{1}{\nu_{B}-\nu} \frac{1}{\nu_{B}+\nu}\right)$,
$V_{2}(t) B^{B}=\frac{g_{7} F_{2}^{V}\left(k^{2}\right)}{2 M_{N}}\left(\frac{1}{\nu_{B}-\nu} \mp \frac{1}{\nu_{B}+\nu /}\right)$,
$V_{1}{ }^{(+) B}=\frac{g_{\sigma} F_{2}{ }^{\nabla}\left(k^{2}\right)}{2 M_{N}}\left(\frac{1}{\nu_{B}-\nu} \pm \frac{1}{\nu_{B}+\nu}\right)$,
$V_{B}(t) B=0, \quad V_{B}(-) B=\frac{-2 g_{r}}{k^{2}}\left(\frac{F_{1}^{V}\left(k^{2}\right)}{2 M_{N} \nu_{B}}-\frac{2 F_{F}\left(k^{2}\right)}{4 M_{N} \nu_{B}-k^{2}}\right)$,
$V_{0}{ }^{( \pm) B}=0$.
While the consequences of PCAC are most simply expressed in terms of the invariant amplitudes $V_{j}$, pion photoproduction and electroproduction experiments are most easily analyzed in terms of the center-of-mass frame amplitudes $\mathscr{F}_{j}{ }^{\nabla}$, defined by ${ }^{7}$
\[

$$
\begin{equation*}
\epsilon_{\lambda} V_{\lambda}^{( \pm, 0)}=\sum_{j=1}^{0} \mathcal{F}_{j}^{V( \pm, 0)} \chi_{j}^{*} \Sigma_{j}^{\nabla} \chi_{i} \tag{15}
\end{equation*}
$$

\]

Here $x_{f}$ and $x_{i}$ are the nucleon Pauli spinors, and the $\Sigma$ 's are chosen as follows:

```
\(\Sigma_{1}{ }^{v}=i(\sigma \cdot \varepsilon-\sigma \cdot k \hat{k} \cdot \varepsilon), \quad \Sigma_{\Delta} v^{\prime}=i \sigma \cdot q(q \cdot \varepsilon-q \cdot \hat{k} \cdot \varepsilon)\),
\(\Sigma_{2}{ }^{\nabla}=\sigma \cdot q \sigma \cdot(k \times \varepsilon), \quad \Sigma_{b}{ }^{V}=-i k^{2} \sigma \cdot k k \cdot \varepsilon / k_{0}\), (16)
\(\Sigma_{\mathrm{a}}{ }^{\nabla}=i \sigma \cdot k(Q \cdot \varepsilon-Q \cdot k \hat{k} \cdot \varepsilon), \quad \Sigma_{\mathrm{o}}{ }^{V}=-i k^{2} \sigma \cdot q \hat{k} \cdot \varepsilon / k_{0}\).
```

The index $l_{ \pm}$of the multipole specifies the orbital angular momentum ( $l$ ) and the total angular momentum ( $J=l_{ \pm} \frac{1}{3}$ ) of the final pion-nucleon system. It is straightforward, but tedious, to calculate the linear transformations connecting the amplitudes $V_{j}$ and $\mathfrak{F}_{j}{ }^{\boldsymbol{V}} .{ }^{\boldsymbol{g}}$

## B. Derivation

The PCAC relations of Eq. (1) come from the identity
which is obtained by integration by parts. Using the partially conserved axial-vector current hypothesis,9

$$
\begin{equation*}
\partial_{*} J_{*} \Lambda_{e}(x)=\frac{M_{N} M_{*}{ }^{1} g_{\Lambda}}{g_{F}(0)} \varphi_{\tau^{c}}{ }^{c}(x), \tag{19}
\end{equation*}
$$

we see that the left-hand side of Eq. (18) is just

$$
\begin{equation*}
\frac{M_{N} M_{2}^{2} g_{A}}{g_{r}(0)} \sum_{j=1}^{6} u\left(p_{j}\right) O\left(V_{j}\right) u\left(p_{1}\right)\left[a^{(+)} \vec{V}_{j}^{(+)}+a^{(-)} \nabla_{j}^{(-)}+a^{(0)} \nabla_{j}^{(0)}\right]+\text { Born terms } \tag{20}
\end{equation*}
$$

where $\nabla_{j}$ denotes the non-Born part of the amplitude $V_{j}$.

[^74]Let us evaluate the two terms on the right-hand side of Eq. (18) in the limit as $q \rightarrow 0$. The equal-time commutator term approaches

$$
\begin{equation*}
-i M_{\mathrm{r}}^{2} \psi_{0}^{*}\left(N\left(p_{2}\right)\left|\left[\int d^{3} x_{0} J_{0}^{A c}(x), J_{\lambda}^{r a}(0)+J_{\lambda}^{Y}(0)\right]\right|_{z_{0}=0}\left|N\left(p_{1}\right)\right\rangle_{\lambda}\right. \tag{21}
\end{equation*}
$$

Because of the integration over all space, possible gradient terms in the commutator do not contribute, and we find for this term

$$
\begin{equation*}
\left(M_{\pi^{2}} g_{1}\left(k^{2}\right) / k^{2}\right) a^{(-)} \hat{u}\left(p_{2}\right) O\left(V_{4}\right) u\left(p_{1}\right) . \tag{22}
\end{equation*}
$$

(To simplify the algebra we have dropped terms proportional to $k \cdot \epsilon=0$.) The term proportional to $q_{\sigma_{1}}$ in the limit as $\boldsymbol{q}_{\sigma} \longrightarrow 0$, can be evaluated by keeping only the one-nucleon-pole terms. ${ }^{10}$ This gives

$$
\begin{align*}
& =M_{x}{ }^{2} g_{A}\left\{-a^{(-)} \frac{F_{1}^{V}\left(k^{2}\right)}{k^{2}} \bar{u}\left(p_{2}\right) O\left(V_{B}\right) u\left(p_{1}\right)+\left(a^{(+)} F_{2}{ }^{V}\left(k^{2}\right)+a^{(0)} F_{2}^{s}\left(k^{2}\right)\right) u\left(p_{2}\right) O\left(V_{1}\right) u\left(p_{1}\right)\right. \\
& \left.-\frac{F_{1}^{v}\left(z^{2}\right)}{2}\left[a^{(+)}\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)+a^{(-1}\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)\right] \tilde{u}\left(p_{2}\right) O\left(V_{1}\right) u\left(p_{1}\right)+\text { the other Born terms }\right\} \text {. } \tag{23}
\end{align*}
$$

Comparing Eq. (20) with Eqs. (22) and (23), we get the relations

$$
\begin{array}{r}
\left(g_{7}(0) / M_{N}\right) F_{2}^{\nabla}\left(k^{2}\right)=\bar{V}_{1}^{(+)}\left(\nu=\nu_{B}=\left(M_{r}^{r}\right)^{2}=0, k^{2}\right), \\
\left(g_{r}(0) / M_{N}\right) F_{2}^{s}\left(k^{2}\right)=\bar{V}_{1}^{(0)}\left(\nu=\nu_{B}=\left(M_{r}\right)^{2}=0, k^{2}\right),  \tag{24}\\
\frac{g_{r}(0)}{M_{N}}\left[\frac{g_{A}\left(k^{2}\right)}{g_{A}(0)}-F_{1}^{\nabla}\left(k^{2}\right)\right]\left(k^{2}\right)^{-1}=\bar{V}_{B}^{(-)}\left(\nu=\nu_{B}=\left(M_{r}^{r}\right)^{9}=0, k^{2}\right) .
\end{array}
$$

If we take $\nu=\nu_{B}=0$ to mean "first set $\nu_{B}=0$, then set $\nu=0$ " the bars in Eq. (24) may be dropped, since the Born approximation to $V_{1}$ vanishes at $\nu_{B}=0$ (for all $\nu \neq 0$ ). This completes the deviation of Eqs. (1).

## III. NUMERICAL ANALYSIS

We now proceed to a numerical analysis of Eqs. (1a) and (1c) at $k^{2}=0$. Introducing the abbreviations $V_{1}{ }^{(+)}(0)$ $\equiv V_{1}^{(+)}\left(\nu=\nu_{B}=\left(M_{r}\right)^{2}=k^{2}=0\right), V_{B}^{(-)}(0)=V_{B}^{(-)}\left(\nu=\nu_{B}=\left(M_{\nabla}^{y}\right)^{2}=k^{2}=0\right)$, we write the equations in the form

$$
\begin{equation*}
\frac{g_{r}}{M_{N}} F_{2}^{\psi}(0)=\frac{g_{r}}{g_{r}(0)} V_{1}^{(+)}(0), \frac{g_{r}}{M_{N}}\left[\frac{g_{A}^{\prime}(0)}{g_{\Delta}(0)}-F_{1}^{\nabla^{\prime}}(0)\right]=\frac{g_{r}}{g_{r}(0)} V_{0}^{(-)}(0) \tag{25}
\end{equation*}
$$

In order to calculate $V_{1}^{(+)}$and $V_{8}^{(-)}$from experimental photoproduction data, we assume that $V_{1}{ }^{(+)}$and $V_{0}^{(-)}$ both satisfy unsubtracted fixed-momentum-transfer dispersion relations in the energy variable $\boldsymbol{\nu}^{1 \mathrm{I}}$ :

$$
\begin{align*}
& V_{1}^{(+)}\left(\nu, \nu_{B},\left(M_{\nabla}\right)^{2}, k^{\nu}\right)=\frac{-g_{P}\left(-\left(M_{7} \eta^{\eta}\right) R_{3}{ }^{\nabla}\left(k^{2}\right)\right.}{2 M_{N}}\left(\frac{1}{\nu_{B^{-}} \nu}+\frac{1}{\nu_{B}+\nu}\right) \\
& +\frac{1}{\pi} \int_{\left.\nabla A+M_{r}+M_{2}\right) /\left(2 M_{N}\right)}^{\infty} d \nu^{\prime} \operatorname{Im} V_{1}^{(+)}\left(\nu^{\prime}, \nu_{B},\left(M_{\mp}\right)^{2}, k^{2}\right)\left(\frac{1}{\left(\nu^{\prime}-\nu\right.}+\frac{1}{\nu^{\prime}+\nu}\right), \tag{26}
\end{align*}
$$

[^75]
which imply that
\[

\left.\left.\frac{g_{r}}{g_{r}(0)}\left\{$$
\begin{array}{l}
V_{1}^{(+)}(0)  \tag{27}\\
V_{0}^{(-)}(0)
\end{array}
$$\right\}=\frac{2}{\pi} \int_{M_{*}+M_{r}{ }^{1} / 2 M_{m}} \frac{d_{\nu}^{\prime}}{\nu^{\prime}} \frac{g_{r}}{g_{r}(0)} \operatorname{Im} \right\rvert\, $$
\begin{array}{l}
V_{1}^{(+)}\left(\nu^{\prime}, 0,0,0\right) \\
V_{\Delta}^{(-)}\left(\nu^{\prime}, 0,0,0\right)
\end{array}
$$\right\}
\]

In order to calculate the integrand of Eq. (27), we make a multipole expansion, keeping only those multipoles which can at present be determined from experiment. These are: (i) the nonresonant $s$-wave multipoles $E_{0+}$ and $L_{0+}$. The $E_{0+}$ makes a large contribution to charged pion photoproduction; (ii) the multipoles $M_{1+}^{(1 / 2)}, E_{1+}^{(1 / 2)}$, and $L_{1+}{ }^{(3 / 2)}$, which are important around the $I=\frac{3}{2} N^{*}(1238)$; (iii) the multipoles $M_{2}{ }^{(1 / 2)}, E_{2-}{ }^{(1 / 2)}$, and $L_{2}{ }^{(1 / 2)}$ which are important around the $I=\frac{1}{2} N^{* *}$ (1520).

Doing the necessary arithmetic, we find

$$
\begin{align*}
& \frac{g_{r}}{g_{r}(0)} V_{1}^{(+)}(v, 0,0,0)=\left.\frac{2 M_{N}}{W^{2}-M_{N^{2}}} \frac{g_{r}}{g_{r}(0)}\left[\frac{1}{3} E_{0+}^{(1 / 1)}+\frac{\eta_{3}}{} E_{0+}^{(3 / 2)}+\frac{2}{3} M_{1+}^{(3 / 2)}+2 E_{1+}{ }^{(3 / 2)}-M_{2}{ }^{(1 / 2)}+\frac{1}{3} E_{2-}{ }^{(1 / 2)}\right]\right|_{M_{-}^{\prime}-0,} \text { (2 }  \tag{28a}\\
& \frac{g_{r}}{g_{r}(0)} V_{0}(-)(\nu, 0,0,0)=\frac{2 M_{N}}{W^{2}-M_{N}{ }^{2}} \frac{1}{g_{r}(0)} \frac{g_{r}}{g_{r}}\left[\frac{E_{0+}{ }^{(1 / 2)}-E_{0+}{ }^{(3 / 2)}}{W-M_{N}}-\frac{2 W\left(L_{0+}{ }^{(1 / 2)}-L_{0+}{ }^{(3 / 2)}\right)}{W^{2}-M_{N^{2}}}+\frac{M_{1+}{ }^{(3 / 2)}}{W+M_{N}}\right. \\
& \left.-\frac{3\left(3 W+M_{N}\right) E_{1+}{ }^{(3 / 2)}}{W^{2}-M_{N^{2}}}+\frac{8 W L_{1+}{ }^{(1 / 3)}}{W^{2}-M_{N^{2}}}+\frac{3 M_{2-}{ }^{(1 / 2)}}{W+M_{N}}+\frac{\left(M_{N}-5 W\right) E_{2^{(1 / 2)}}}{W^{2}-M_{N^{2}}}-\frac{8 W L_{2^{2}}{ }^{(1 / 2)}}{W^{2}-M_{N^{2}}}\right]\left.\right|_{M_{N}-0} . \tag{28b}
\end{align*}
$$

The multipoles appearing in Eq. (28) are not actually the physical multipoles, since they refer to zero final pion mass ( $M_{\mathbf{r}}{ }^{f}=0$ ). We relate them to the physical multipoles by the prescription
where the subscripts on $|\mathbf{q}|$ indicate that $|q|$ is to be computed from $W$ with $M_{\pi}^{f}=0$ or $M_{r}$, respectively. The prescription of Eq. (29) gives the unphysical multipoles the correct threshold behavior and, approximately, the correct nearby left-hand singularities. ${ }^{12}$ Using Eq. (29) eliminates the obnoxious factor $g_{r} / g_{r}(0)$ in Eq. (28) and leaves us with simple integrals over the physically measurable multipoles.

From pion-photoproduction experiments, the electric and magnetic multipoles can be measured. However, the longitudinal multipoles can only be measured in pion electroproduction experiments; so far little data is available. Consequently, we will have to make a guess as to the magnitude of the longitudinal multipoles. When the photon momentum $|\mathbf{k}|$ approaches zero, the longitudinal and electric multipoles become proportional with known coefficients, ${ }^{18}$

$$
\begin{array}{ll}
L_{l+} / E_{l+} \rightarrow 1, & l \geq 0, \\
L_{L} / E_{l-} \rightarrow-(l-1) / l, & l \geq 2 . \tag{30}
\end{array}
$$

[^76]For want of a better estimate, we will assume that these proportionalities hold for nonzero $|k|$ as well. In other words, we take

$$
\begin{equation*}
L_{0+} \approx E_{0+}, \quad L_{1+} \approx E_{1+}, \quad L_{2} \approx-\frac{1}{2} E_{2} \tag{31}
\end{equation*}
$$

in the numerical work described below.

## A. Narrow-Resonance Approzimation

We begin by discussing the narrow-resonance approximation for the magnetic dipole ( $M_{1+}{ }^{(8 / 2)}$ ) contribution. It is convenient here to use the CGLN model ${ }^{14}$ for $M_{1+}{ }^{(3 / 2)}$, which, as Schmidt and Hohler ${ }^{\text {a }}$ and Schmidt ${ }^{4}$ have shown, is in good agreement with photoproduction experiments. According to this model
with $f^{2}=0.08, \delta_{\mathbf{2}, 3}$ the pion-nucleon scattering phase shift in the ( 3,3 ) partial wave, and $|\mathbf{q}|$ evaluated with

[^77]Theirs I. Parameters for multipoles.

| Resonance | $W_{R}$ (units of $M_{*}$ ) | $\|q\|_{R}$ $($ units of $\mathrm{M}_{8}$ ) | $\underset{\substack{\mathbf{F}_{R} \\ \text { (unitg of } \\ M_{r} \text { ) }}}{\text { ( }}$ | Multipole $9 \pi$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N^{+4}$ (1238) | 8.85 | 1.65 | 0.860 | $\mathrm{M}_{2+}{ }^{(0 / 2)}$ | +0.112 |
|  |  |  |  | $\bar{E}_{1+}$ (2m) | -0.0080 |
| $N^{* * *}$ (1520) | 10.80 | 3.20 | 0.860 | $M_{2}{ }^{(1 / 2)}$ | +0.0155 |
|  |  |  |  | $E_{2}{ }^{(1 / n)}$ | +0.0628 |

$M_{*}^{f}=M_{*}$. Substituting Eq. (32) into Eq. (27), we find for the magnetic-dipole contribution to $V_{1}{ }^{++}(0)$

$$
\begin{aligned}
& \left.V_{1}^{(+)}(0)\right|_{\text {magmetic dlpole }}=\frac{g r}{M_{N}} \frac{8}{9} \frac{4.70}{2 M_{N}} I,
\end{aligned}
$$

According to the narrow-resonance approximation, ${ }^{15}$ $I=1$, giving
$\left.V_{1}{ }^{(+)}(0)\right|_{\text {maguede dile }}$ (narrow reananance) $\approx 0.62 / M_{\mathbf{\Psi}}{ }^{2}$,
to be compared with the value predicted by PCAC [the left-hand side of Eq. (25)],

$$
\begin{equation*}
\left(g_{r} / M_{N}\right) F_{2}{ }^{\nabla}(0) \approx 0.55 / M_{x^{2}} . \tag{35}
\end{equation*}
$$

Actually, the narrow-resonance approximation is very misleading. Direct numerical evaluation of $I_{1}$ using the experimental $(3,3)$ phase shift, ${ }^{16}$ gives $I=0.63$, so that actually

$$
\begin{equation*}
\left.V_{2}^{(+)}(0)\right|_{\text {qagretic dipole }} \approx 0.39 / M_{\approx}^{2} . \tag{36}
\end{equation*}
$$

In other words, the narrow-resonance approximation overestimates the integral $I$ by $60 \%$. [The narrowresonance approximation is also misleading when used to evaluate the $\mathrm{g}_{\mathrm{A}}$ sum rule. If only the $(3,3)$ contribution to this sum rule is kept, one gets $g_{A} \approx 1.4$ when the integral is evaluated using the experimental $\pi N$ cross section, ${ }^{17}$ and $g_{A}=3$ when one uses the narrow-resonance approximation.] To sum up, the narrow-resonance approximation for the $N^{*}(1238)$ is useful for making order-of-magnitude estimates, but should be avoided in quantitative tests of sum rules.

## B. Resonant Contributions

We turn next to the evaluation of the resonant contributions to $V_{1}^{(+)}(0)$ and $V_{8^{(-)}}(0)$, using Walker's photoproduction analysis. Walker ${ }^{b}$ has parametrized each resonant multipole $9 \mathbb{L}$ around the $N^{*}(1238)$ and

[^78]Table II. Multipole contributions.

| Multipole | Contribution to $\left[\mathrm{gr}_{1} / \mathrm{gr}_{\mathrm{r}}(0)\right] V_{1}^{(+)}(0)$ (units of $M_{\mathbf{r}} \rightarrow$ ) | $\begin{gathered} \text { Contribution to } \\ {\left[g_{g} / \mathrm{g}_{\mathrm{F}}(0) V_{\mathrm{s}}(-)(0)\right.} \\ \text { (units of } \left.M_{\sigma^{2}}\right) \end{gathered}$ |
| :---: | :---: | :---: |
| $E_{0+}{ }^{(1 / n)}$ | +0.055 | +0.0329 |
| $\mathrm{E}_{0+}(\mathrm{a} / \mathrm{s}$ | +0.081 | $-0.0212$ |
| $L_{0+}(1 / \%)$ |  | $-0.0365$ |
| $L_{0+}^{(0 / 3)}$ |  | $+0.0238$ |
| $M_{1+}{ }^{\text {O/A }}$ ) | +0.413 | +0.0133 +0.0471 |
| ${ }_{\text {E }}{ }_{L_{1+}(0 / 8)}$ | -0.088 | ${ }_{-0.0333}^{+0.0471}$ |
| $M_{L}{ }_{\text {L }}(1 / n)$ | -0.031 | +0.0018 |
| $E_{2}(1 / 4)$ | +0.042 | -0.0305 |
| $L_{2}{ }^{(1 / 2)}$ |  | +0.0281 |
| Total | +0.472 | +0.0255 |
| PCAC prediction | $+0.550$ | $\frac{g r}{M_{N}}\left[\frac{g A^{\prime}(0)}{g A(0)}-F_{1} \vec{r}^{\prime}(0)\right] M_{*}^{\prime}$ |
|  |  | $\Leftrightarrow 2 M_{\eta^{2}}\left[\frac{g A^{\prime}(0)}{g_{\Delta}(0)}+\frac{0.045}{M_{r^{2}}{ }^{2}}\right]$ |

the $N^{* *}(1520)$ in the form ${ }^{18}$

$$
\begin{align*}
\mathfrak{M} & =\frac{8 \pi W}{M_{N}} \frac{A\left(|\mathbf{q}|_{R} /|\mathbf{q}|\right)^{2} \Gamma / 2}{W_{R}-W-i \Gamma / 2}  \tag{37}\\
\Gamma & =\Gamma_{R}\left(\frac{|\mathbf{q}|}{|\mathbf{q}|_{R}}\right)^{2} \frac{1+0.7735|\mathbf{q}|_{R}^{2} / M_{\Sigma^{2}}^{2}}{1+0.7735|\mathbf{q}|^{2} / M_{\Sigma^{2}}^{2}}
\end{align*}
$$

The parameters $A, \Gamma_{R}, W_{R}$, and $|q|_{R}$ are listed in Table I. Using Eqs. (37) and (31) we have calculated the integrals for $V_{1}^{(+)}(0)$ and $V_{1}^{(-)}(0)$, obtaining the results listed in Table II.

We note, first of all, that according to Table II the $M_{1+}^{(2 / 2)}$ contribution to $V_{1}^{(+)}(0)$ is

$$
\begin{equation*}
\left.V_{1}^{(+)}(0)\right|_{\text {magnetic dipole }} \approx 0.41 / M_{\Sigma^{2}}^{2} \tag{38}
\end{equation*}
$$

in good agreement with the value of $0.39 / M_{\pi}^{2}$ obtained above from the CGLN-Schmidt-Hohler work. The multipole $E_{1+}{ }^{(3 / 2)}$ makes a significant contribution to the sum rule because it appears in Eq. (28a) with a coefficient three times as large as the coefficient of $M_{1+}{ }^{(3 / 2)}$. Walker's $\operatorname{Im} E_{1+}{ }^{(1 / 2)}$ has a constant negative sign across the $N^{*}(1238)$. If the suggestion of the CGLN model ${ }^{14}$ [that $\operatorname{Im} E_{1+}{ }^{(a / 2)}$ changes sign from negative to positive around the ( 3,3 ) resonance peak] should prove to be correct, then the value for the $E_{1+}{ }^{(3 / 2)}$ contribution given in Table II may be an overestimate.

Looking at the contributions to $V_{8}{ }^{(-)}(0)$, it may at first seem surprising that the small $E_{1+}^{(0 / 2)}$ multipole makes a much bigger contribution than the large $M_{1+}{ }^{(1 / 2)}$ multipole. But a glance at Eq. (28b) shows the reason why-the ratio of the coefficients of $M_{1+}{ }^{(3 / 2)}$
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Fig. 2. Ratio of electric to longitudinal multipoles, for $\boldsymbol{k}^{\boldsymbol{1}}=\mathbf{0}$.
and $E_{1+}{ }^{(1 / n)}$ in the integral for $V_{8}{ }^{(-)}(0)$ is

$$
\begin{equation*}
\frac{1}{W+M_{N}}\left[\frac{-3\left(3 W+M_{N}\right)}{W^{2}-M_{N^{2}}}\right]^{-1}=-\frac{\left(W-M_{N}\right)}{3\left(3 W+M_{N}\right)} \tag{39}
\end{equation*}
$$

which is numerically $\approx-0.02$ at the peak of the $N^{*}(1238)$. In other words, the $M_{1+}{ }^{(3 / 2)}$ contribution is very strongly kinematically suppressed. The longitudinal multipoles contribute with strength comparable to the electric multipoles. To emphasize the dubious nature of the approximation of Eq. (31) for the longitudinal multipoles, we have computed the Born approximations $E_{1+}{ }^{(1 / 2)}$ and $L_{1+}{ }^{(2 / 2)}$ from the diagrams of Fig. 1, splitting them into parts proportional to the electric charge $e$ and the difference of the nucleon total magnetic moments $\mu_{g}-\mu_{n}$ :

$$
\begin{align*}
& E_{1+}{ }^{(3 / A) B}=e E_{1+(0)}{ }^{(3 / /) B}+\left(\mu_{p}-\mu_{n}\right) E_{1+(\rho)}{ }^{(a / 2) B}, \\
& L_{1+}{ }^{(1 / n) B}=e L_{1+(0)}{ }^{(1 / 2) B}+\left(\mu_{p}-\mu_{n}\right) L_{1+(n)}{ }^{(1 / 2) B} . \tag{40}
\end{align*}
$$

(Numerically, the $e$ terms, which come largely from the pion-exchange graph, are much larger than the $\mu$ terms, which come from the crossed nucleon graph.) One can verify, by direct calculation, that at $|\mathbf{k}|=0$ (for all $k^{2} \neq 0$ ),

But at the physical threshold $|q|=0$ we find for real photons that

$$
\begin{align*}
& E_{1+(0)^{(a / 2) B} / L_{1+(\theta)^{(a / 2) B}}=1.88,} \\
& E_{1+(\mu)^{(a / 1) B} / L_{1+(\mu)^{(J / R) B}}=0 .} \tag{42}
\end{align*}
$$

In Fig. 2 we have plotted the ratio of the numerically dominant $e$ terms as a function of energy. Clearly, in determining the longitudinal muitipole contributions to $V_{8}{ }^{(-)}(0)$, assumptions such as Eq. (31) are unreliable and there will be no substitute for measurement of the longitudinal multipoles in electroproduction experiments.

## C. Nomresonant S Wave

It is well known that there is an important $s$-wave contribution to charged-pion photoproduction. Since the $s$-wave pion-nucleon phase shifts are of order $15^{\circ}-20^{\circ}$ in the low-energy region, the imaginary parts of the $s$-wave amplitudes will make an important contribution to the integrals for $V_{1}^{(+)}(0)$ and $V_{0}^{(-)}(0)$. We estimate this contribution as follows. The Born approximations for the $s$-wave multipoles $E_{0+}{ }^{( \pm, 0)}$ are ${ }^{16}$
$E_{0+}{ }^{(+) B} \approx-\frac{W-M_{N}}{M_{N}} \frac{4.70}{M_{7}}, \quad E_{0+}(0) B \approx \frac{W-M_{N}}{M_{N}} \frac{0.88}{M_{n}}$,
$E_{0+}(-) B \approx \frac{1}{M_{\Sigma}}\left[1+\frac{1-V^{2}}{2 V} \ln \left(\frac{1+V}{1-V}\right)\right], V=|q| / q_{0}$
Pion-photoproduction experiments, as analyzed by Schmidt, ${ }^{\text {. }}$ indicate that (i) in charged-pion photoproduction, the multipole $E_{0+}$ is equal to the Born approximation; (ii) in neutral-pion photoproduction, $\left(M_{N} / W\right) E_{0+}$ is independent of energy, and at threshold is roughly one-half of the Born approximation. The charged and neutral pion amplitudes are related to [ $\mathrm{E}_{0+}{ }^{(4,0)}$ by

$$
\begin{align*}
& E_{0+}^{\left(\pi^{+}\right)}=(1 / \sqrt{2})\left(E_{0+}{ }^{(-)}+E_{0+}^{(0)}\right),  \tag{44}\\
& E_{0+}^{()^{(0)}}=\frac{1}{2}\left[E_{0+}{ }^{(+)}+E_{0+}^{(0)}\right] .
\end{align*}
$$

If we assume that the isoscalar amplitude (which is small anyway) is not much different from its Born approximation, ${ }^{19}$ then the experimental results imply

$$
\begin{align*}
& \operatorname{Re} E_{0+}{ }^{(+)} \approx-\frac{W}{M_{N}+M_{\mathrm{F}}}-0.4 \frac{4.70}{M_{N}},  \tag{45}\\
& \operatorname{Re} E_{0+}{ }^{(-)} \approx E_{0+}^{(-) B} .
\end{align*}
$$

We get the imaginary parts of the multipoles $E_{0+}{ }^{(1 / 2,3 / 2)}$ by using the Fermi-Watson theorem, which tells us that
$\operatorname{Im} E_{0+}{ }^{(1 / 2)} \approx \sin \delta_{1} \operatorname{Re} E_{0+}{ }^{(1 / 2)}$

$$
\begin{equation*}
=\sin \delta_{1}\left[\operatorname{Re} E_{0+}^{(+)}+2 \operatorname{Re} E_{0+}^{(-)}\right], \tag{46}
\end{equation*}
$$

$\operatorname{Im} E_{0+}{ }^{(a / 2)} \approx \sin \delta_{\mathrm{a}} \operatorname{Re} E_{0+}{ }^{(\mathrm{a} / 2)}$

$$
=\sin \delta_{2}\left[\operatorname{Re} E_{0+}^{(+)}-\operatorname{Re} E_{0+}^{(-)}\right]
$$

with $\delta_{1}, \delta_{2}$ the $I=\frac{3}{2}, \frac{3}{2} s$-wave pion-nucleon phase shifts.
The numbers given in Table II have been obtained by using Eqs. (45) and (46), integrating from threshold to a center-of-mass energy $W=10 M_{r}$, and taking the the pion-nucleon phase shifts from Roper's $l_{n}=4$ analysis. ${ }^{20}$ Adding the $s$-wave result to the other

[^80]contributions to $V_{1}^{(+)}(0)$ raises the total to about 0.85 of the value predicted by PCAC. ${ }^{21}$ If we assume ${ }^{4}$ If $\operatorname{Re} E_{0+}^{(+)}$is taken to be zero, the $E_{0+}^{(1 / 9)}$ and $E_{0+}{ }^{(1 / n)}$ contributions to $V_{1}{ }^{(+)}(0)$ become $0.062 / M_{n}{ }^{4}$ and $0.066 / M_{r^{\prime}}$, respectively. Thus, as erpected, the $s$-wave contribution comes mainly from the charged-pion photoproduction amplitude $E_{04}(-)$. The only multipole significant in the low-energy region which we have omitted from our analysis is $M_{1-1}$. While $\mathrm{Re} M_{1_{-}}$is known, the $P_{11}$ pion-nucleon phase shift becomes large only when the inelasticity in this channel is also large. This means that Im $M_{1}$ cannot then be reliably determined by the Fermi-Watson theorem.

Eq. (31) for $L_{0+1}$ the result for $V_{0}^{(-)}(0)$ obtained from the resonant multipoles is changed very little.
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#### Abstract

Current-algebra techniques and the hypothesis of partially conserved axial-vector current are used to derive a low-energy theorem for the reaction $c+N \rightarrow e+N+\pi+\pi$ (soft). Particular attention is paid to satisfying the requircments of gauge covariance. Except for recoil corrections, the resulting matrix element is proportional to the nucleon axial-vector form factors, and we suggest that this electromagnetic process may be used to measure gs ( $k^{2}$ ).


## I. INTRODUCTION

MEASUREMENT of the momentum-transfer dependence of the nucleon axial-vector form factor $g_{A}\left(k^{2}\right)$ would clearly be of great interest, since it would give information about the spectrum of axial-vector mesons, just as our experimental knowledge of the nucleon electromagnetic form factors has provided much useful information about the vector mesons. Unfortunately, the elastic and inelastic weak-interaction experiments ${ }^{1}$ to measure $g_{\Lambda}\left(k^{2}\right)$ are much more difficult than their electromagnetic counterparts, and as a result very little about $g_{A}\left(k^{2}\right)$ is known at present. Clearly, it would be useful to have alternative, even if very indirect, methods of measuring $g_{A}\left(k^{2}\right)$. We discuss in this paper the possibility of measuring $g_{\Delta}\left(k^{2}\right)$ in the electroproduction reaction

$$
\begin{equation*}
e+N \rightarrow e+N+\pi+\pi(\mathrm{soft}), \tag{1}
\end{equation*}
$$

assuming the validity of the current algebra and of the partially conserved axial-vector current (PCAC) hypotheses. This possibility is suggested by the recent work of a number of authors, ${ }^{2}$ showing that when cur-rent-algebra-PCAC methods are applied to the photoproduction reaction $\gamma+N \rightarrow N+\pi+\pi$ (soft), which is the $k^{2}=0$ case of Eq. (1), the results of the old CutkoskyZachariasen static model ${ }^{1}$ are obtained, with the dominant term coming from the matrix element of the axialvector current $\langle N \pi| J_{\lambda}{ }^{\boldsymbol{A}}|N\rangle$.

[^81]In Sec. II we apply soft-pion methods to the reaction of Eq. (1), and get a relation between the matrix element for this process and the matrix elements for single-pion weak production and electroproduction, $\left\langle N_{\pi}\right| J_{\lambda} A|N\rangle$ and $\langle N \pi| J_{\lambda}{ }^{\mathrm{EM}}|N\rangle$. By carefully keeping all pion pole diagrams, we eliminate some discrepancies noted in the previous work on two-pion photoproduction. The matrix element $\langle N \pi| J_{\lambda}{ }^{4}|N\rangle$ can be related, in turn, to the axial-vector form factor $g_{A}\left(k^{2}\right)$, using models analogous to the very successful CGLN ${ }^{4}$ treatment of pion photoproduction.

In Sec. III we retain only the $I=J=\frac{3}{2}$ partial wave, treated in the CGLN approximation, and discuss the possibility of measuring $g_{\Delta}\left(k^{2}\right)$ in the reaction $e+N \rightarrow$ $N_{\mathrm{a}, \mathrm{a}}{ }^{*}(1238)+\pi(\mathrm{soft})$.

## II. DERTVATION

We will consider the electroproduction reaction

$$
\begin{equation*}
e\left(k_{1}\right)+N\left(p_{1}\right) \rightarrow e\left(k_{2}\right)+N\left(p_{2}\right)+\pi(q)+\pi \pi^{\prime}\left(q_{s}\right), \tag{2}
\end{equation*}
$$

with the superscript $s$ an isospin index. Letting $k=k_{1}$ $-k_{2}$ be the four-momentum transfer between the electrons, the hadronic matrix element for Eq. (2) is
$M_{\lambda}=\int d^{4} x d^{4} y e^{i 2 \cdot z} e^{-i e c \cdot v}\left(-\square_{y}^{2}+M_{r^{2}}\right)$

$$
\begin{equation*}
\times\left\langle N\left(p_{2}\right) \pi(q)\right| T\left(\phi_{r} \cdot(y) J_{\lambda}^{\mathrm{Eu}}(x)\right)\left|N\left(p_{1}\right)\right\rangle \tag{3}
\end{equation*}
$$

We wish to find the limit of Eq. (3) when $\pi^{\prime}$ is soft, that is, as $q_{4} \rightarrow 0$. This can be done by the standard softpion methods ${ }^{5}$; the only delicate point is to insure that our soft-pion approximation for $M_{\lambda}$ satisfies gauge invariance.
Let us begin then by studying the gauge properties of $M_{\lambda}$. Multiplying Eq. (3) by $-i k_{\lambda}$, integrating by parts

[^82]with respect to $x$, and using $\partial_{\lambda} J_{\lambda}{ }^{\mathrm{EM}}=0$ gives
\[

$$
\begin{align*}
& -i k_{\lambda} M_{\lambda}=\int d^{4} x d^{2} y e^{a \cdot z \cdot z} e^{-i e_{0} \cdot v}\left(-\square_{v}^{2}+M_{v}^{2}\right) \\
& \quad \times\left\langle N\left(p_{1}\right) r(q)\right| \delta\left(x_{0}-y_{0}\right)\left[J_{0} E M(x), \phi_{v} \cdot(y)\right]\left|N\left(\phi_{1}\right)\right\rangle . \tag{4}
\end{align*}
$$
\]

In all simple canonical field theories involving pions one finds ${ }^{8}$

$$
\begin{equation*}
\delta\left(x_{0}-y_{0}\right)\left[J_{0}{ }^{\mathrm{BM}}(x), \phi_{\mathbf{r}^{\prime}}(y)\right]=i \epsilon_{2+c^{2}} \delta^{4}(x-y) \phi_{r^{\prime}} \cdot(y) ; \tag{5}
\end{equation*}
$$

substituting this into Eq. (4) and finally integrating by parts with respect to $y$ gives

$$
\begin{align*}
& k_{\lambda} M_{\lambda}=-\operatorname{tman}\left(q_{r}{ }^{2}+M_{\mathrm{r}}{ }^{2}\right) \int d y \\
& \left.\times e^{i(b-t)} \cdot \boldsymbol{r}\left\langle N\left(p_{2}\right) \pi(q)\right| \phi_{r} \cdot(y) \mid N\left(p_{1}\right)\right) \\
& =\frac{\epsilon_{2 e c}\left(q_{e}^{2}+M_{r}^{2}\right)}{\left(k-q_{*}\right)^{2}+M_{r}^{2}} \int d y \\
& X e^{i\left(k-q_{4}\right) \cdot v}\left\langle N\left(p_{2}\right) \pi(q)\right| J_{土} \cdot(y)\left|N\left(p_{1}\right)\right\rangle . \tag{6}
\end{align*}
$$

As expected, when $\pi^{\prime}$ is on the mass sheil, $k_{\lambda} M_{\lambda}=0$, but in the off-shell case the divergence of $M_{\lambda}$ is nonzero. Our soft-pion approximation for $M_{\lambda}$ will not actually satisfy Eq. (6) exactly, but will ohey the approximate version

$$
\begin{align*}
& k_{\lambda} M_{\lambda}=\frac{\epsilon_{3 c e}\left(q_{2}{ }^{2}+M_{\mathrm{r}}^{2}\right)}{\left(k-q_{\mathrm{F}}\right)^{2}+M_{\mathrm{a}}{ }^{2}} \int d^{4} y \\
& X e^{i k \cdot v}\left(N\left(p_{2}\right) \pi(q)\left|J_{\mathbf{r}}(y)\right| N\left(p_{1}\right)\right\rangle, \tag{7}
\end{align*}
$$

obtained by neglecting $q_{0}$ in the matrix element of $J_{r}$ but keeping $q$, in the rapidly varying factor ( $q{ }_{0}{ }^{2}+M_{r}{ }^{2}$ )/ $\left[\left(k-q_{0}\right)^{2}+M_{2}^{2}\right]$. Clearly, Eqs. (6) and (7) are identical both in the soft-pion limit ( $q_{\bullet}=0$ ) and on the mass shell ( $q_{\mathrm{s}}{ }^{2}=-M_{*^{2}}$ ).

In applying PCAC to Eq. (3), it is helpful to introduce the "proper part" $J_{\lambda}{ }^{1 P}$ of the axial-vector current, defined as follows: Let $a$ and $b$ be arbitrary hadron states, and let $q=p_{a}-p_{b}$. Then we define $J_{\lambda}{ }^{A P}$ by

$$
\begin{equation*}
\langle a| J_{\lambda} \wedge P|b\rangle=\langle a| J_{\lambda}{ }^{\wedge}|b\rangle+\frac{g_{\lambda}}{M_{*}^{2}}\langle a| q_{0} J_{0}{ }^{\wedge}|b\rangle, \tag{8}
\end{equation*}
$$

which implies that

$$
\begin{gather*}
\langle a| J_{\lambda}^{A}|b\rangle==\langle a| J_{\lambda}^{A P}|b\rangle-\frac{q_{\lambda}}{q^{2}+M_{\star}^{2}}\langle a| q_{\sigma} J_{*}^{A P}|b\rangle,  \tag{9}\\
\langle a| q_{\lambda} J_{\lambda}^{A P}|b\rangle=\frac{q^{2}+M_{*}^{2}}{M_{\Sigma}^{2}}\langle a| q_{\lambda} J_{\lambda}^{A}|b\rangle . \tag{10}
\end{gather*}
$$

[^83]Clearly, the proper current $J_{\lambda}{ }^{A P}$ has no pion pole; Eq. (9) is thus a convenient decomposition of the axialvector current into pion-pole and non-pion-pole pieces. [As an illustration, let us take $a$ and $b$ to be nucleons. Then $\langle N| J_{\lambda}{ }^{\wedge}|N\rangle_{\infty} \tilde{u}\left(g_{A} \gamma_{\lambda} \gamma_{b}+i q_{\lambda} h_{A} \gamma_{s}\right) u$. In the approximation in which the induced pseudoscalar form factor $h_{A}$ is given by $h_{A}=2 M_{N g_{A}} /\left(q^{2}+M_{r}^{2}\right)$, the proper part of $\langle N| J_{\lambda}{ }^{A}|N\rangle$ is just the piece $\bar{u}_{\Delta} \gamma_{\lambda} \gamma_{\Delta} u$.] Let us now introduce the PCAC bypothesis in the form

$$
\begin{equation*}
\partial_{\sigma} J_{\nabla} \cdot A=\frac{M_{N} M_{\nabla^{2}} g_{\Lambda}}{g_{r}(0)} \psi_{\varepsilon^{*}} \tag{11}
\end{equation*}
$$

Then using Eq. (10) we can write Eq. (11) as

$$
\begin{equation*}
\partial_{\sigma} J_{\varepsilon}: A P=\frac{M_{N} g_{\Lambda}}{g_{r}(0)} J_{\mathbb{r}^{\prime}} \tag{12}
\end{equation*}
$$

Which says that the divergence of the proper part of the axial-vector current is a smooth interpolating operator for the pion source. Thus, we can rewrite the gauge condition $[\mathrm{Eq}$. (7)] in the alternative form

$$
\begin{align*}
& k_{\lambda} M_{\lambda} \approx \frac{i \epsilon_{\operatorname{toc}}\left(q_{c}{ }^{2}+M_{r}{ }^{2}\right) k_{*}}{\left(k-q_{*}\right)^{2}+M_{*}{ }^{2}} \frac{g_{r}(0)}{M_{N g_{A}}} \int d^{4} y \\
& \times e^{i k-v}\left(N\left(p_{2}\right) \pi(q)\left|J_{{ }^{\prime A P}}(y)\right| N\left(p_{1}\right)\right\rangle . \tag{13}
\end{align*}
$$

To get a soft-pion approximation for $M_{\lambda}$, we substitute Eq. (11) into Eq. (3) and integrate by parts with respect to $y$. This gives

$$
\begin{equation*}
\frac{M_{\mathbf{r}^{2}}}{q_{\mathrm{e}}{ }^{2}+M_{\mathrm{z}}{ }^{2}} M_{\lambda}=M_{\lambda}^{\mathrm{ETO}}+M_{\lambda}^{\mathrm{BVRF}}, \tag{14}
\end{equation*}
$$

with

$$
\begin{align*}
M_{\lambda}{ }^{E T O}=- & i \epsilon_{\epsilon_{2}} \frac{g_{r}(0)}{M_{N} g_{A}} \int d^{4} x \\
& \quad \times e^{\left(l\left(-q_{0}\right) \cdot z\right.}\left\langle N\left(p_{2}\right) \pi(q)\right| J_{\lambda}^{\sigma A}(x)\left|N\left(p_{1}\right)\right\rangle \tag{15}
\end{align*}
$$

the equal-time commutator of $J_{0}{ }^{A}$ with $J_{\lambda}{ }^{E M}{ }_{9}{ }^{7}$ and with

$$
\begin{align*}
& \times\left\langle N\left(p_{2}\right) \pi(q)\right| T\left(J_{-A}(y) J_{\lambda}{ }^{\mathrm{EM}}(x)\right)\left|N\left(p_{1}\right)\right\rangle \tag{16}
\end{align*}
$$

the remainder. Separating Eq. (15) for $M_{\lambda}{ }^{\text {rTO }}$ into a
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proper part and a remainder gives

$$
\begin{align*}
& M_{\lambda}{ }^{\mathrm{ETO}}=-i \epsilon_{A c t} \frac{g_{r}(0)}{M_{N} g_{4}}\left[\int d^{4} x e^{i\left(p-v_{0}\right) \cdot *}\left\langle N\left(p_{z}\right) \pi(q)\right|\right. \\
& X J_{\lambda}^{e d P}(x)\left|N\left(p_{1}\right)\right\rangle-\frac{\left(k-q_{0}\right)_{\lambda}\left(k-q_{2}\right)_{1}}{\left(k-q_{0}\right)^{2}+M_{\sigma^{2}}^{2}} \int d^{4} x \\
& \left.\times e^{i\left(1-q_{1}\right)} \cdot\left\langle\left\langle N\left(p_{2}\right) \pi(q)\right| J_{i} \cdot \Delta P(x) \mid N\left(p_{1}\right)\right\rangle\right]  \tag{17}\\
& =-i \epsilon_{3 x} \frac{g_{1}(0)}{M_{N} g_{A} L} \Gamma \int d^{4} x e^{i x \cdot \leq x}\left\langle N\left(p_{2}\right) \pi(q)\right| J_{\lambda} \cdot \Delta P(x) \\
& \left.\times \mid N\left(p_{1}\right)\right)-\frac{\left(k-q_{0}\right)_{\lambda} k_{i}}{\left(k-q_{0}\right)^{2}+M_{\mathrm{r}^{2}}^{2}} \int d^{4} x e^{i k \cdot *} \\
& X\left\langle N\left(p_{2}\right) \pi(q)\right| J_{1}{ }^{\left.\Delta A P(x)\left|N\left(p_{1}\right)\right\rangle\right] .} \tag{18}
\end{align*}
$$

In going from Eq. (17) to Eq. (18) we have neglected $q_{\text {a }}$ in matrix elements of the proper part $J_{\mathrm{A}}{ }^{A A P}$ and its
 varying factor $\left(k-q_{s}\right)_{\lambda} /\left[\left(k-q_{s}\right)^{2}+M_{\sim}^{2}\right]$. The surface term $M_{\lambda}{ }^{\text {aORF }}$ contains four types of terms, shown in Figs. 1 (a)-1(d). In Fig. 1 (a), the axial-vector current couples to a virtual pion; it is easy to see that

$$
\begin{equation*}
M_{\lambda} \operatorname{sURF}(a)=\frac{-q_{t}^{2}}{q_{t}^{2}+M_{x}^{2}} M_{\lambda} . \tag{19}
\end{equation*}
$$

In Fig. 1(b), the axial current attaches to an external nucleon line in single-pion electroproduction; an expression for $M_{\lambda}{ }^{\operatorname{ADRF}}{ }^{(b)}$ can be obtained from the usual axialcurrent insertion rules and is given below. In Fig. 1(c), the axial current and vector current attach to a virtual pion at the same space-time point; this is a "seagull" diagram contributing to virtual radiative pion decay and
may be calculated to be

$$
\begin{align*}
& M_{\lambda}^{\operatorname{BORV}(a)}=\epsilon_{a z c} q_{a c} \frac{1}{\left(k-q_{0}\right)^{2}+M_{\mathrm{T}^{2}}^{2}} \int d^{4} x \\
& \times e^{i\left(n-q_{0}\right)} \cdot s\left\langle N\left(p_{1}\right) \pi(q)\right| J_{\pi}(x)\left|N\left(p_{1}\right)\right\rangle \delta_{\lambda} \tag{20}
\end{align*}
$$

$$
\begin{align*}
& X e^{i k-x}\left\langle N\left(p_{2}\right) \pi(q)\right| J_{9}{ }^{c \Delta}(x)\left|N\left(p_{1}\right)\right\rangle . \tag{21}
\end{align*}
$$

Finally, in Fig. 1(d) the axial current couples to internal lines in the matrix element

$$
\left\langle N\left(p_{2}\right) \pi(q)\right| T\left(J_{0}^{A A}(y) J_{\lambda}{ }^{\mathbb{E M}}(x)\right)\left|N\left(p_{t}\right)\right\rangle ;
$$

consequently, $M_{\lambda}^{\operatorname{GURF}(d)}$ is of order $q$ a and may be neglected.

Comparing Eq. (21) with Eq. (18), we see that the effect of including the radiative pion decay diagram is to change the coefficient of the pion-pole term in $M_{\lambda}{ }^{\text {ETO }}$ from $\left(k-q_{0}\right)_{2}$ to $\left(k-2 q_{2}\right)_{\lambda}$. This eliminates the factor of two discrepancy noted by Carruthers and Huang, ${ }^{2}$ who neglected $M_{\lambda}{ }^{\text {gURF( })}$, and leads to the satisfaction of the approximate gauge condition (13).

Combining all the terms, we may write our answer as follows:

$$
\begin{align*}
& M_{\lambda}=(2 \pi)^{4} \delta^{1}\left(p_{2}+q-p_{1}-k\right)\left(\frac{M_{N^{2}}}{2 p_{10} p_{90 q}}\right)^{1 / 2} \\
& X u\left(p_{2}\right) N_{\lambda} u\left(p_{1}\right)+O\left(q_{\mathrm{o}}\right) \text {, } \tag{22}
\end{align*}
$$

$$
\begin{aligned}
& +\frac{g_{r}(0)}{2 M_{N}} r q_{0} \gamma_{\stackrel{p_{2}}{ }+i M_{N}}^{2 p_{2} \cdot q_{0}} O_{\lambda^{E M}}
\end{aligned}
$$

where $O_{n} \Delta \Delta P$ and $O_{2}{ }^{E M}$ are defined by

$$
\begin{align*}
& \left\langle N\left(p_{2}\right) \pi(q)\right| J_{0^{* A P}}\left|N\left(p_{1}\right)\right\rangle=\left(\frac{M_{N^{2}}}{2 p_{10 p_{20}} q_{0}}\right)^{1 / 2} \\
& \times{ }_{i}\left(p_{2}\right) O_{i}{ }^{c A P_{u}\left(p_{1}\right), ~}  \tag{23a}\\
& \left\langle N\left(p_{2}\right) \pi(q)\right| J_{A}^{\mathrm{EM}}\left|N\left(p_{1}\right)\right\rangle=\left(\frac{M_{N^{2}}}{2 p_{10 p_{20}} q_{0}}\right)^{1 / 2} \\
& \times 2\left(p_{2}\right) O_{\lambda}{ }^{E M} M^{\mu}\left(p_{1}\right) . \tag{23b}
\end{align*}
$$

The terms proportional to $O_{\lambda}{ }^{\mathrm{BM}}$ are the single-pion electroproduction contribution $M_{\lambda}{ }^{\text {日URP(b) }}$ mentioned above. ${ }^{\text {® }}$ Since the single-pion electroproduction matrix

[^85]element is gauge-invariant, we have $k_{\lambda}\left(p_{2}+i M_{N}\right)$ $X O_{\lambda}{ }^{E L_{u}} u\left(p_{1}\right)=k_{2} \mathfrak{a}\left(p_{2}\right) O_{\lambda}{ }^{E M}\left(p_{1}+i M_{N}\right)=0$, and thus the divergence of $N_{\lambda}$ is
\[

$$
\begin{equation*}
k_{2} N_{\lambda}=\epsilon_{011} \frac{q_{0}^{2}+M_{r}^{2}}{\left(k-q_{0}\right)^{2}+M_{r}^{2}} k_{1}\left(\frac{-i g_{r}(0)}{M_{N G A}}\right) \rho_{i}^{e A P} . \tag{24}
\end{equation*}
$$

\]

Combining Eqs. (22)-(24), it is clear that the approximate gauge condition of Eq. (13) is satisfed. In particular, when $q_{2}{ }^{2}=-M_{\tau}{ }^{2}, k_{\lambda} N_{\lambda}=0$, so on-mass-shell Eq. (22) gives a gauge-invariant approximation to the matrix element for two-pion electroproduction.

## III. DISCUSSION

Let us now briefly consider the possibility of indirectly measuring $g_{A}\left(k^{2}\right)$ in the reaction $e+N \rightarrow e+N+\pi$ $+\boldsymbol{+}(\mathrm{soft})$, by use of Eqs. (22)-(23). For simplicity, we will restrict ourselves to the case in which the soft pion is at rest (threshold) in the center-of-mass frame of the final baryons, ${ }^{9}$ and in which the hard pion and nucleon emerge in the $(3,3)$ resonance. At the soft-pion threshold, the kinematic structure of two-pion electroproduction becomes identical to the kinematic structure of the more familiar case of single-pion electroproduction; this makes it easy to compute the two-pion cross section from the matrix element in Eqs. (22)-(23). When the hard $x$ and $N$ form an $N_{3, a^{*}}$, the matrix elements in Eqs. (23a) and (23b) describe weak production of the $(3,3)$ resonance from a nucleon target and have been extensively studied. ${ }^{20}$ The vector matrix element [Eq. (23b)] is found to be dominated by the magnetic dipole ${ }^{11}$ amplitude $M_{1+}{ }^{(3 / 2)}$, while the axial-vector matrix element [Eq. (23a)] is dominated by the electric, longitudinal, and scalar amplitudes $\mathcal{E}_{1+}{ }^{(1 / 2)}, \mathcal{L}_{1+}{ }^{(3 / 2)}$, and $\mathfrak{F}_{1+(01)^{(812)}}$. [The subscript $\left(g_{4}\right)$ indicates that the part of ${ }_{3 C} C_{+}{ }^{(a / 2)}$ proportional to the induced pseudoscalar form factor $h_{A}$ is to be dropped and only the part proportional to the axial-vector form factor $g_{A}$ retained; this restriction arises because only the proper part of the axial-vector current appears in Eq. (23).] For momentum transfers $k^{2}$ less than $50 \mathrm{~F}^{-2}$, a model which should give a good approximation to $M_{1+}^{(2 / 2)}, \cdots$ is

$$
\begin{align*}
& M_{1+}{ }^{(8 / 2)}=M_{1+}{ }^{(2 / 2) B} f_{1+}{ }^{(8 / 2)} / f_{1+}{ }^{(8 / 2) B}, \\
& \mathcal{G}_{1+}{ }^{(1 / 2)}=\mathcal{G}_{++}{ }^{(2 / 2) B} f_{1_{+}}{ }^{(3 / 2)} / f_{1+}{ }^{(2 / 2)] B} \text {, } \\
& \mathscr{L}_{1+}{ }^{(8 / 2)}=\mathscr{L}_{1+}{ }^{(2 / 2) 8} f_{1+}{ }^{(8 / 2)} / f_{1+}{ }^{(1 / 2)} 8,  \tag{25}\\
& \mathfrak{K}_{1+(0 A)}{ }^{(3 / 2)}=\mathcal{K}_{1+(0 A)^{(3 / 2) B}} f_{1+}{ }^{(1 / 2)} / f_{1+}{ }^{(2 / 2) B} \text {, }
\end{align*}
$$

where $f_{1+}^{(3 / 2)}$ is the pion-nucleon scattering amplitude in the $(3,3)$ channel and where the superscript $B$ denotes "Borm approximation." Expressions for $f_{1+}{ }^{(a / 2) B}$, $M_{1+}{ }^{(1 / 2) B}, \mathcal{B}_{1+}{ }^{(2 / 2) B}, \cdots$ are given in the Appendix. ${ }^{10}$

[^86]Table I. Isospin coefficients.

|  | $a_{1}$ | $a_{3}$ | $a_{2}$ |
| :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & -t \\ & -f(\sqrt{2})^{-1} \end{aligned}$ | $\begin{aligned} & -\frac{1}{1} \\ & -\frac{1}{1} \sqrt{2} \end{aligned}$ | $\begin{aligned} & 0 \\ & i \sqrt{2} \end{aligned}$ |
| $\begin{array}{r} c+p \rightarrow \varepsilon+\pi^{-}(\mathrm{soft})+N_{3,2}{ }^{*++} \\ N_{21}{ }^{*++} \rightarrow p+\pi^{+} \end{array}$ | $\dagger$ | 0 | - 8 |

A straightforward calculation shows that, in terms of the weak ( 3,3 ) production multipoles, the cross section for $e+N \rightarrow e+N_{\mathrm{s}, \mathrm{a}^{*}+\pi \text { (threshold) is given by }}$

$$
\begin{align*}
& \sigma_{1}\left(k^{2}, W\right)=\left.\frac{1}{\left|q_{1}\right|} \frac{\left.d^{3} \sigma_{[e+N} \rightarrow e+N_{8,8^{*}}+\pi(\mathrm{soft})\right]}{d q_{0} d k^{2} d W}\right|_{\sigma N-N_{*}} \\
& =\frac{\alpha^{2}}{\pi^{2}} \frac{g_{r}(0)^{2}}{M_{N}^{2}} \frac{\left(W+M_{\pi}\right)^{ \pm}}{W^{2}+\left(W+M_{\pi}\right)^{2}-M_{x^{2}}^{2}} \frac{|\mathbf{q}|}{\left(k_{10^{L}}\right)^{2}} \\
& \times\left[\frac{1}{\left.2 k^{2}\right|^{2}}\left(1+\frac{2 k_{0} k_{20}-\frac{1}{2} k^{2}}{|\mathbf{k}|^{1}}\right)\left[|A|^{2}+3|B|^{2}+|C|^{2}\right]\right. \\
& \left.+\frac{4 k_{10} k_{20}-k^{2}}{|\mathbf{k}|^{9}}|D|^{2}\right],  \tag{26}\\
& A=\frac{1}{g_{4}} a_{1} \varepsilon_{1+}{ }^{(8 / 2)}+a_{2} \frac{|k|}{p_{10}} M_{1+}^{(8 / 2)}, \\
& B=a_{2} \frac{|\mathbf{k}|}{p_{10}} M_{1+}^{(8 / 2)} \text {, } \\
& C=a_{p_{20}}^{\frac{|q|}{} M_{1+}^{(1 / 2)},}  \tag{27}\\
& D=\frac{1}{g_{4}} \\
& \times \frac{\left(k_{0}-2 M_{*}\right) \mathscr{L}_{1+}^{(\alpha / 2)}+2 M_{*}\left(|\mathrm{k}| / k_{0}\right) \mathfrak{F}_{1_{+}\left(0_{4}\right)^{(1 / 2)}}}{k^{2}+2 M_{\tau} k_{0}},
\end{align*}
$$

Where $k_{10}{ }^{L}$ is the laboratory-frame initial electron energy, where $q_{0}$ and all other noninvariant quantities refer to the center-of-mass frame of the final baryons, and where $W$ is the invariant mass of the resonating pion and nucleon. Values of the isospin coefficients $a_{1,2,8}$ are given in Table I. For comparison, the cross section for the ordinary $(3,3)$ electroproduction reaction $e+p \rightarrow e+N_{2,8^{*+}}$ is

$$
\begin{array}{r}
\sigma_{2}\left(k^{2}, W\right) \equiv \frac{d^{2} \sigma\left(e+p \rightarrow e+N_{8,5}{ }^{*+}\right)}{d k^{2} d W}=\frac{\alpha^{2}}{3 \pi} \frac{|q|}{\left(k_{10} \Sigma\right)^{2}} \frac{1}{2 k^{2}} \\
\times\left(1+\frac{2 k_{10} k_{20}-\frac{1}{2} k^{2}}{|\mathrm{k}|^{2}}\right)\left|M_{1+}^{(3 / 8)}\right|^{1} \tag{28}
\end{array}
$$

Looking at Table $I_{\text {, we }}$ wee that the most promising reaction for the measurement of $g_{A}\left(k^{2}\right)$ is

for the following three reasons: (1) The coefficient $a_{1}$ of the axial-vector multipoles is the largest in this case. (2) The coefficient $a_{2}$ vanishes and, consequently, the vector multipole $M_{1+}{ }^{(3 / 2)}$ enters only through the very small recoil-correction term $|C|^{2}$. (3) In this case there is no soft-pion background coming from single-pion electroproduction, which can only lead to a soft $\pi^{+}$or $\pi^{0}$.
Because the Born approximations $\mathcal{E}_{1+}{ }^{(3 / 2) B}$ and $\mathscr{L}_{1+}{ }^{\left({ }^{(/ 2) B}\right.}$ are known functions of $W$ and $k^{2}$, and are proportional to $g_{4}\left(k^{2}\right)$, Eq. (26) [apart from the small term $\left.|C|^{2}\right]$ is proportional to $g_{A}\left(k^{2}\right)^{2}$, and thus a measurement of $\sigma_{1}$ as a function of $k^{2}$ will determine the momentum transfer dependence of $g \Delta{ }^{12}$

There is, however, a possible problem, which may be illustrated by comparing Eq. (26) with Eq. (28) for ordinary ( 3,3 ) resonance electroproduction. Just as $\sigma_{1}$ is proportional to $g_{A}\left(k^{2}\right)^{2}, \sigma_{2}$ is proportional to $F^{V}\left(k^{2}\right)^{2}$, where $F^{V}\left(k^{2}\right)$ is an isovector electromagnetic form factor. There seems to be some evidence that the axialvector form factor $g_{A}\left(k^{2}\right)$ falls off considerably more slowly with $k^{2}$ than does $F^{V}\left(k^{2}\right)$. This in turn suggests that the soft pion $+N_{3,3}$ production cross section $\sigma_{1}$ falls off much more slowly with $k^{2}$ than does the $N_{3,3^{*}}$ cross section $\sigma_{2}$. Unfortunately, however, this conclusion is not correct. The reason is that the multipoles $M_{1+}{ }^{(3 / 2)}$ and $\mathcal{E}_{1+}{ }^{(8 / 2)}$ have different small $-|\mathbf{k}|$ threshold behavior,

$$
\left.\begin{array}{c}
M_{1+}^{(3 / 2)} \sim|\mathbf{k}|  \tag{30}\\
\mathcal{E}_{1+}^{(3 / 2)} \sim 1
\end{array}\right\}|\mathbf{k}| \rightarrow 0
$$

and this behavior, in the model of Eq. (25), persists into the physical region as well. As a result, the correct
statement about the relative rates of decrease of $\sigma_{1}$ and $\sigma_{2}$ is that

$$
\begin{align*}
\frac{\sigma_{1}\left(k^{2}\right) / \sigma_{1}(0)}{\sigma_{2}\left(k^{2}\right) / \sigma_{2}(0)} & =\frac{\left[g_{A}\left(k^{2}\right) / g_{A}\right]^{2}}{\left[F^{V}\left(k^{2}\right)\right]^{2}} \frac{|\mathbf{k}|^{2} k^{1}-0}{|\mathbf{k}|^{2} k^{1}} \\
& \frac{\left[g_{A}\left(k^{2}\right) / g_{A}\right]^{2}}{\left[F^{V}\left(k^{2}\right)\right]^{2}} \frac{\left(W-M_{N}\right)^{2}}{\left(W-M_{N}\right)^{2}+k^{2}} \tag{31}
\end{align*}
$$

Even if $g_{4}\left(k^{2}\right)$ falls off appreciably more slowly than $F^{\nabla}\left(k^{2}\right)$, the effect of the factor $\left(W-M_{N}\right)^{2} /\left[\left(W-M_{N}\right)^{2}\right.$ $\left.+k^{2}\right]$ is to cause $\sigma_{1}$ to decrease more rapidly than $\sigma_{2}$.

The importance of the threshold behavior in Eq. (31) illustrates a problem which might invalidate Eq. (22), our soft-pion approximation for the two-pion production matrix element, and thus destroy the possibility of measuring $g_{4}\left(k^{2}\right)$ in the reaction Eq. (29). In deriving Eq. (22), we have neglected terms of first order or higher in the soft-pion four-momenturn $q_{\text {. }}$. At $k^{2}=0$, we feel fairly justified in this approximation, since it leads to the Cutkosky-Zachariasen formulas, which seem to work. However, it is always possible that some of the terms of order $q_{a}$, which are negligible at $k^{2}=0$, increase rapidly relative to the terms of zeroth order in $q$, as $k^{2}$ increases, because of a different threshold behavior in $|\mathbf{k}|$. If this happened, the soft-pion approximation could become bad precisely in the large- $k^{2}$ region, where we must look to measure $g_{A}\left(k^{2}\right)$. Hopefully, this does not happen, but in using Eq. (22) to interpret two-pion electroproduction experiments, this danger must be kept in mind. A more detailed investigation of this problem is being undertaken.

## APPENDIX

We give here expressions for the Born approximations $f_{1+}^{(3 / 2) B}, M_{1+}^{(3 / 2) B}, \mathscr{E}_{1+}{ }^{(3 / 2) B}, \mathscr{L}_{1+}{ }^{(3 / 2) B}$, and $\mathfrak{K}_{1+\left(P_{1}\right)^{(3 / 2) B}}$ :

$$
\begin{aligned}
f_{1+}{ }^{(3 / 2) s}= & -\frac{g r^{2}}{8 \pi W|q|^{2}}\left[W_{-}\left(p_{20}+M_{N}\right) A(\bar{a})+W_{+}\left(p_{20}-M_{N}\right) C(\bar{a})\right], \\
M_{1+}{ }^{(3 / 2) B}= & \frac{W^{2}|q||k|}{O_{2+}}\left(\frac{-g_{r}}{4 M_{N^{2}}{ }^{2}}\right)\left[F_{1}{ }^{F}\left(k^{2}\right)+2 M_{N} F_{2}{ }^{r}\left(k^{2}\right)\right]\left[\frac{M_{N} W_{-}\left(p_{10}+M_{N}\right)}{W^{2}} \frac{A(a)}{|\mathbf{q}|^{2}|\mathbf{k}|^{2}}\right. \\
& \left.-\frac{W_{+}}{W^{2}} \frac{B(a)}{|\mathbf{q}||\mathbf{k}|}+\frac{M_{N} W_{+}}{W^{2}\left(p_{20}+M_{N}\right)} \frac{C(a)}{|\mathbf{q}||\mathbf{k}|}\right]+ \text { nucleon and pion charge terms, }
\end{aligned}
$$

[^87]$$
\mathcal{L}_{1+}^{(a / 2) B}=\frac{1}{k_{0} W} W^{2} O_{1+}|\mathbf{q}|\left(\frac{-g_{r} g_{A}\left(k^{2}\right)}{2 M_{N}}\right) \backslash \frac{M_{N}\left(p_{10}-M_{N}\right) W_{+}+\left(\frac{1}{2} W--p_{29}\right) k^{2}}{W}
$$
\[

$$
\begin{equation*}
\left.\times \frac{A(a)}{|\mathbf{q}|^{2}|\mathbf{k}|^{2}}+\frac{M_{N}\left(p_{10}+M_{N}\right) W_{-}-\left(\frac{1}{3} W_{+}-p_{20}\right) k^{2}}{\left(p_{10}+M_{N}\right)\left(p_{20}+M_{N}\right) W} \frac{C(a)}{|\mathbf{q}||\mathbf{k}|}\right] \tag{A1}
\end{equation*}
$$

\]

with

$$
\begin{gather*}
W_{ \pm}=W \pm M_{N}, \quad O_{1+}=\left[\left(p_{10}+M_{N}\right)\left(p_{20}+M_{N}\right)\right]^{1 / 2}, \quad O_{2+}=\left[\left(p_{10}+M_{N}\right) /\left(p_{20}+M_{N}\right)\right]^{1 / 2}  \tag{A2}\\
a=\left(2 p_{20} k_{0}+k^{2}\right) /(2|\mathbf{q}||\mathbf{k}|), \quad \vec{a}=\left(2 p_{20} q_{0}-M_{r^{2}}^{2}\right) /\left(2|\mathbf{q}|^{2}\right) .
\end{gather*}
$$

The functions $A$ through $E$ are defined by

$$
\begin{gather*}
A(a)=1-\frac{1}{3} a \ln \left(\frac{a+1}{a-1}\right), \quad B(a)=\frac{1}{2}\left[a+\frac{1}{3}\left(1-a^{2}\right) \ln \left(\frac{a+1}{a-1}\right)\right],  \tag{A3}\\
C(a)=-\frac{1}{2}\left[3 a+\frac{1}{2}\left(1-3 a^{2}\right) \ln \left(\frac{a+1}{a-1}\right)\right], \quad E(a)=\frac{1}{3}\left[\frac{3}{3}-a^{2}+\frac{1}{3} a\left(a^{2}-1\right) \ln \left(\frac{a+1}{a-1}\right)\right],
\end{gather*}
$$

and $F_{1}^{v}\left(k^{2}\right)$ and $F_{2}^{\nabla}\left(k^{2}\right)$ are, respectively, the isovector nucleon charge and magnetic form factors, normalized so that $F_{1}{ }^{V}(0)+2 M_{N} F_{2}{ }^{\mathrm{P}}(0)=4.7$. For reasons explained in Ref. 10 , only the part of $M_{1+}^{(z / 2) z s}$ proportional to the total nucleon isovector magnetic moment (given explicitly in the equation above) is used in Eq. (25); the part proportional to the nucleon and pion charges should be dropped.

$$
\begin{aligned}
& \mathcal{S}_{1+}^{(a / 2) s}=W^{2} O_{1+}|\mathbf{q}|\left(\frac{-g_{r} g_{A}\left(k^{2}\right)}{2 M_{N}}\right) \ell^{\left[\frac{1}{2} W-\left(p_{10}-M_{N}\right)\right.} \frac{A(a)}{W^{2}} \frac{2}{|\mathbf{q}|^{2}|\mathbf{k}|^{2}}+\frac{2}{W^{2}} \frac{B(a)}{|\mathbf{q}||\mathbf{k}|} \\
& \left.+\frac{\frac{1}{2} W_{+}}{W^{2}\left(p_{20}+M_{N}\right)} \frac{C(a)}{|q||k|}-W^{2} \frac{E(a)}{\left(p_{10}+M_{N}\right)\left(p_{20}+M_{N}\right)}\right],
\end{aligned}
$$
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#### Abstract

We give a unified account of single-pion photo-, electro-, and weak production, The emphases of the paper are fourfold: (1) We give a detailed kinematic discussion of single-pion electro- and weak-production; (2) we develop a dynamical model for electroproduction and weak production in the (3,3) resonance region, based on the CGLN model for photopraduction; (3) we systematically discuss the partially-conserved axail-vector current (PCAC) and current-algebra constraints which relate the single-pion electro- and weak-production matrix elements to the matrix elements for other processes; (4) we compare our model with experiment.


## i. INTRODUCTION

Production of a single pion is the simplest inclastic process that can be studied in electron-nucleon and neutrino-nucleon scattering experiments. Already, several pion electroproduction experiments have been performed and some crude data on weak pion production is available. Since, in the future, there will be a substantial accumulation of data on these processes, the theoretical interpretation of pion production experiments becomes an important problem.

We give in this paper ( $/$ ) a detailed, unified treatment of single pion photo-, electro- and weak production. The parallel discussion of the three processes is natural, since they are closely related. Photo-production is, of course, just a special case of electroproduction, in which a real photon, rather than a virtual photon, is involved. According to the conserved vector current (CVC) hypothesis (2), the isovector electroproduction amplitudes are related by an isospin rotation to the vector-current weak-production amplitudes. The weak production process also involves axial-vector amplitudes which, while not directly related to electroproduction amplitudes, are most naturally treated in analogy with the treatment of the vector amplitudes when making dynamical models. Comparison of photoproduction and electroproduction models with experiment gives an idea of how good weak-production models may be expected to be.

The main emphases of this paper are fourfold: First of all, we give a detailed kinematic discussion of single-pion electroproduction and weak production,
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including a derivation of differential and total cross-section formulas for the weakproduction case, and a discussion of the kinematic singularities which appear in the electroproduction matrix element when gauge invariance is imposed. The kinematic results are general, and are not limited to single-pion production in the $(3,3)$ resonance region. Secondly, we construct a dynamical model for the singlepion electro- and weak-production matrix elements in the $(3,3)$ resonance region. We limit our dynamical discussion to this region because, as shown in the pioneering work of Chew, Goldberger, Low, and Nambu (3) (CGLN), in the (3, 3) resonance region a very successful model for pion photoproduction can be made. Our work is essentially an extension to the electro- and weak-production cases of the version of the CGLN model discussed recently by Höhler and Schmidt (4). Thirdly, we discuss various PCAC and current algebra constraints which relate the single-pion electro- and weak-production matrix elements to the matrix elements for pion-nucleon scattering, for two-pion electroproduction and to the nucleon vector and axial-vector form factors. Wherever possible, we test whether our (3, 3)-dominated model satisfies the PCAC conditions. Finally, using predictions of our theoretical model in the $(3,3)$ resonance region, we give a comparison with experimental data obtained in recent photon, electron, and neutrino experiments.

The CGLN dispersion-theoretic dynamical model is not the only approach to getting predictions which we could have used. Other recent methods involve (i) use of a postulated higher symmetry, such as $S U_{6}$, to relate the $N-N_{3,3}^{*}$ (vector or axial-vector current) vertex to the nucleon vector and axial-vector form factors (5), or (ii) direct introduction of $N-N_{3.3}^{*}$ (vector or axial-vector current) form factors, which are parametrized in a convenient fashion and are used to generate a family of cross section curves (6). We prefer the CGLN approach because it has given more detailed and more accurate results than the higher symmetry method in the case of photoproduction, and because approach (ii) is little better than phenomenology unless specific dynamical assumptions, such as use of a higher symmetry or of the CGLN model, are made in order to give definite values for the $N-N_{3,3}^{*}$ (vector or axial-vector current) form factors. Of course, there exists already a considerable literature on the dispersive approach to single-pion electro- and weak production (7), (8). The most extensive recent treatments are the electroproduction calculation of Zagury (7), and a weak-production calculation by Salin (8) based on the work of Dennery (7), (8). In an Appendix we give a detailed comparison of our model with the work of Zagury and of Dennery. As noted above, we only discuss pion production in the $(3,3)$ resonance region. We do not treat higher isobar production, a topic which has been discussed recently by several authors (9).

Having explained the aims and scope of this paper, we turn next to a brief elaboration of its contents. Section 2 is devoted to a discussion of the kinematics of pion weak production and electroproduction; most of the subsection headings are self-explanatory. In order to keep this section readable, we have put most
detailed kinematic formulas in appendices. In Subsection 2D(3) we discuss only the most elementary consequences of the partially-conserved axial-vector current (PCAC) hypothesis, obtained by equating the divergence of the axial-vector weak pion production amplitude to the (off-shell) pion-nucleon scattering amplitude, and expressing the resulting equality in terms of multipoles. Other consequences of PCAC, including soft-pion theorems, are given in Section S. Our principal new kinematic results are the formulas for the weak-pion-production differential cross section in terms of helicity amplitudes, and for the weak-production total cross section (integrated over the pion emission angles) expressed as a sum over multipole amplitudes, given in Subsection 2F and Appendix 4. In Subsection 2G and Appendix 5 we use the Rarita-Schwinger formalism to define direct $N-N_{3,3}^{*}$ (vector or axial-vector current) couplings, and we relate these couplings to the multipoles leading to the $N$ to $N_{3,3}^{*}$ transition. This will enable the comparison of our paper, and other dispersive approach papers which calculate the multipole amplitudes leading to excitation of the $(3,3)$ resonance, with papers using the phenomenological, direct-coupling approach.
In Section 3 we write down the fixed momentum transfer dispersion relations which the weak production amplitudes obey and discuss the questions of kinematic singularities and convergence. We show that the use of gauge invariance to reduce the number of independent vector amplitudes from eight to six necessarily introduces a kinematic singularity in some of the invariant amplitudes, but that the effect of this singularity on the physical matrix element can be eliminated by an appropriate subtraction in the dispersion relations.
In Section 4 we develop a dynamical model for pion weak production and electroproduction. When specialized to pion photoproduction, our model differs only slightly from the Höhler Schmidt version of the CGLN model. The general method is to write fixed momentum transfer dispersion relations for the invariant amplitudes. Under the dispersion integrals we approximate the imaginary parts of the amplitudes by keeping only multipoles which excite the ( 3,3 ) resonance and which are dominant in Born approximation. We then project out integral equations for these multipoles; an examination of the nearest left-hand singularity structure of the multipoles shows enough of a resemblance to the familiar case of pion-nucleon scattering to allow a simple approximate solution to the integral equations. We guess this approximate solution by the heuristic procedure of first studying the static-nuleon limit of the integral equations. (At the same time we try to clarify the relation between several approaches found in the literature for solving the Omnes equations involved.) We then check numerically that the guess is a reasonably self-consistent solution to the integral equations when no static approximation is made, so that our final answer is not a static limit result. We show that the same arguments leading to our model for the dominant multipoles also can be used to justify an approximation which we have used elsewhere (10) for the pion off-shell
extrapolation of partial-wave and multipole amplitudes. Our model is summarized in Subsection 4E; the static limit of the model is calculated here only as a check, and is not used in the subsequent numerical work. A comparison of our model with other weak production and efectroproduction calculations is given in Appendix 7.
In Section 5 we derive a large number of PCAC and current-algebra conditions on the pion electroproduction and weak production amplitudes, and compare them with values for the amplitudes calculated in our model. We interpret one particularly bad discrepancy as indicating that we have neglected a vector meson exchange contribution to weak pion production by the axial-vector current. We briefly discuss the low-energy theorem which relates two pion electroproduction, with one pion soft, to single-pion weak production and electroproduction amplitudes.

Finally, in Section 6 we compare our model with experiment. Agreement with photoproduction data and with electroproduction data for electron momentum transfers less than $0.6(\mathrm{BeV} / c)^{2}$ is good, but our theory appears to break down for momentum transfers much greater than $0.6(\mathrm{BeV} / c)^{2}$. In weak production, a fit of our model to CERN data for neutrino production of the $(3,3)$ resonance suggests an axial-vector form factor which falls off more slowly with increasing momentum transfer than do the vector form factors. We also discuss some features of weak pion production which may be of interest in future experiments.

## 2. KINEMATICS

In this section we discuss the kinematics of the pion weak, electro-, and photoproduction reactions. Many of the formulas give here have been published elsewhere; our aim has been to collect all of the kinematic equations needed in this work, using a standardized notation.

## 2A. Energy and angle Variables

Let us consider the weak, electro- and photo- pion production reactions

$$
\begin{gather*}
\left.\left.\begin{array}{c}
v_{l} \\
\overline{v_{6}}
\end{array}\right\}\left(k_{1}\right)+N\left(p_{1}\right) \rightarrow \frac{\ell}{\ell}\right\}\left(k_{2}\right)+N\left(p_{2}\right)+\pi(q), \\
e\left(k_{1}\right)+N\left(p_{1}\right) \rightarrow e^{\prime}\left(k_{2}\right)+N\left(p_{2}\right)+\pi(q),  \tag{2A.1}\\
\gamma(k)+N\left(p_{1}\right) \rightarrow N\left(p_{2}\right)+\pi(q) .
\end{gather*}
$$

Substituting the static limit equations into Eq. (2F.8) for the differential cross section gives, after some algebraic rearrangement,

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega_{t}^{\mathrm{L}} d W}=\frac{k_{1}^{L} k_{2 p}^{L}}{\pi} \frac{d^{2} \sigma}{d\left(k^{2}\right) d W} \approx \frac{G_{\mathrm{P}}^{2} \cos ^{2} \theta_{\mathrm{C}}}{4 \pi^{3}} \frac{\left(k_{10}-\omega\right)^{2}}{\left(\omega^{2}-M_{\pi}^{2}\right)^{1 / 2}}\left(-\frac{2 M_{N}}{g_{r}}\right)^{2} \sigma_{3.3}(W) \alpha, \tag{4E.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{3.3}(W)=16 \pi\left({ }_{3}^{3} a^{(+)}-\frac{1}{3} a^{(-)}\right)^{2}\left|f_{1+}^{(3 / 2)}\right|^{2} \tag{4E.7}
\end{equation*}
$$

and with

$$
\begin{align*}
\alpha= & g_{A}{ }^{2}\left[1+\sin ^{2}(\theta / 2)\right]+\left(F_{1}^{V}+2 M_{N} F_{2}{ }^{2}{ }^{2} \sin ^{2}(\theta / 2)\right. \\
& \times\left[\frac{1}{2}\left(k_{10}^{2}+k_{20}^{2}\right)+k_{10} k_{20} \sin ^{2}(\theta / 2)\right] / M_{N}{ }^{2} \\
& +2 \xi g_{A}\left(F_{1}^{V}+2 M_{N} F_{2}^{V}\right) \sin ^{2}(\theta / 2)\left(k_{10}+k_{20}\right) / M_{N}-m_{l}{ }^{2} g_{A} h_{A} \omega /\left(2 M_{N} k_{20}\right) \\
& +\left[h_{A} /\left(2 M_{N}\right)\right]^{2} m_{l}^{2}\left[\omega^{2}+4 k_{10} k_{20} \sin ^{2}(\theta / 2)\right]\left[\sin ^{2}(\theta / 2)+m_{l}^{2} /\left(4 k_{20}^{2}\right)\right] . \tag{4E.8}
\end{align*}
$$

As the notation suggests, $\sigma_{3.3}(W)$ has been defined so that in $(\nu / \bar{\nu})$-induced weak reactions it is the cross section for $(3,3)$ excitation in $\left(\pi^{+} / \pi^{-}\right)$-nucleon scattering. Eqs. (4E.6-8) are identical with the static model results of Bell and Berman. (Bell and Berman omit the lepton mass terms.)

## 5. WEAK PION PRODUCTION AND THE PARTIALLY-CONSERVED AXIAL-VECTOR CURRENT HYPOTHESIS

In this section we discuss in a systematic way the implications of the PCAC hypothesis for weak single pion production. We first derive the PCAC predictions, and then, wherever possible, compare them with the model for the pion production amplitude derived in the previous section. We interpret a glaring discrepancy between one of the PCAC predictions and our model as indicating that we omitted an important vector meson exchange contribution to weak pion production by the axial-vector current. Finally, we briefly discuss the connection between the reaction $e+N \rightarrow e^{\prime}+N+\pi($ soft $)+\pi$ and single pion electro- and weak production.

## 5A. Derivation of the pCaC Relations

## (1) Small-k ${ }^{2}$ Conditions (Axial-Yector Part)

We saw in Subsection 2D that for small $k^{2}$ the PCAC hypothesis relates the axial-vector multipoles $\mathscr{L}_{6 \pm}$ and $\mathscr{X}_{6 \pm}$ to the corresponding pion-nucleon scattering partial-wave amplitudes $f_{\iota \pm}$ [see Eqs. (2D.12), (2D.15) and (2D.19)]. It will be useful to rewrite the identities contained in Eq. (2D.12) in terms of the invariant
and the center of mass amplitudes which were introduced in Subsection 2C. This is most easily done by going back to the statement of PCAC,

$$
\begin{equation*}
\operatorname{out}\langle\pi N| \partial_{\lambda}\left(J_{\lambda}^{\lambda_{1}}+i J_{\lambda}^{\lambda 2}\right)|N\rangle=\frac{\sqrt{2} M_{N} M_{\pi}^{2} g_{\lambda}}{g_{r}(0)} \text { out }\langle\pi N| \varphi_{\pi}|N\rangle \tag{5A.1}
\end{equation*}
$$

and expressing the right- and left-hand sides of this equation in terms of either invariant or center-of-mass frame amplitudes.

## Invariant amplitudes:

## Writing ${ }^{33}$

$$
\begin{align*}
\operatorname{out}\langle\pi(q) & \left.N\left(p_{2}\right)\left|\varphi_{v}\right| N\left(p_{1}\right)\right\rangle \\
= & \frac{1}{k^{2}+M_{\pi}^{2}} \bar{u}_{N}\left(p_{2}\right)\left\{\sqrt { } 2 a ^ { ( + ) } \left[A^{\pi N(+)}\left(\nu, \nu_{B}, k^{2}, q^{2}=-M_{\pi}^{2}\right)\right.\right. \\
& \left.\left.-i \gamma \cdot k B^{\pi N(+)}(\nu, \ldots)\right]+\sqrt{2} a^{(-)}\left[A^{* N(-)}(\nu, \ldots)-i \gamma \cdot k B^{\pi N(-)}(\nu, \ldots)\right]\right\} u_{N}\left(p_{1}\right) \tag{5A.2}
\end{align*}
$$

and expressing the left-hand side of Eq. (5A.I) in terms of the invariant amplitudes $V_{j}$ and $A$, we find

$$
\begin{align*}
& -2 M_{N} \nu\left(A_{1}+A_{2}\right)^{( \pm)}+2 M_{N} \nu_{B} A_{3}^{( \pm)}+k^{2} A_{7}^{( \pm)} \\
& =\frac{2 M_{N g_{A}}}{g_{N}(0)} \frac{M_{\nabla}{ }^{2}}{k^{2}+M_{\nabla}{ }^{2}} A^{N( \pm)}\left(\nu, v_{B}, k^{2},-M_{\nabla}{ }^{2}\right) \text {, }  \tag{5A.3}\\
& 2 M_{N} A_{1}^{( \pm)}-M_{N} A_{6}^{( \pm)}+2 M_{N} \nu A_{5}^{( \pm)}-2 M_{N} \nu_{B} A_{8}^{( \pm)}-k^{2} A_{8}^{( \pm)} \\
& =\frac{2 M_{N} g_{\Lambda}}{g_{7}(0)} \frac{M_{\square}{ }^{2}}{k^{2}+M_{\nabla}{ }^{2}} B^{n N( \pm)}\left(\nu, \nu_{A}, k^{2},-M_{\nabla}{ }^{2}\right) .
\end{align*}
$$

The physical content of Eq. (5A.3) is, of course, just the same as that of Eq. (2D.12). Since we will want, in particular, to study Eq. (SA.3) at the point $\nu=\nu_{B}=0$, we must separate off the Born terms, which become singular at that point. The pionnucleon scattering Born approximation is

$$
\begin{equation*}
B^{* N( \pm) B}\left(\nu, \nu_{B}, k^{2},-M_{\nabla}{ }^{2}\right)=\frac{g_{r} g_{r}\left(k^{2}\right)}{2 M_{N}}\left(\frac{1}{\nu_{B}-\nu} \mp \frac{1}{\left.v_{B}+v\right)}\right) \tag{5A.4}
\end{equation*}
$$

${ }^{3}$ Equation (5A.2) defines the off-sheil pion-nucleon scattering amplitudes $A^{N N_{1 \pm 1}\left(v_{1}, \nu_{B}, k^{2}, q^{2}=\right.}$ $\left.-M_{\pi}^{2}\right)$ and $B^{N_{1} \pm}\left(v_{1} \nu_{B}, k^{2}, q^{2}=-M_{\pi}^{2}\right)$, in which the initial pion has (mass $)^{2}=-k^{2}$. They are related to the physical pion-nucleon scattering amplitudes $A^{N^{(1)}\left(\nu, \nu_{B}\right)}$ and $B^{n N^{( \pm 1)}\left(\nu, \nu_{B}\right)}$ by

$$
\begin{aligned}
& A^{\pi N_{( \pm)}}\left(\nu_{,} \nu_{B}, k^{2}=-M_{\pi^{2}}, q^{1}=-M_{\pi}^{2}\right)=A^{\pi N_{( \pm)}\left(\nu, \nu_{\varepsilon}\right)}, \\
& \left.B^{m N_{(t)}\left(\nu, \nu_{B}\right.}, k^{2}=-M_{\Sigma^{2}}^{2}, q^{2}=-M_{\pi}^{2}\right)=B^{\pi N_{( \pm)}\left(\nu, v_{B}\right)} .
\end{aligned}
$$

Our notation follows Adjer (10).
and the weak production Born approximation is given in Eq. (2E.6). Using a bar to denote the non-Born part of the amplitude, e.g., $A_{1}^{( \pm)}=\bar{A}_{1}^{( \pm)}+A_{1}^{( \pm) R}$, we find by substituting Eqs. (5A.4) and (2E.6) into Eq. (5A.3) that ${ }^{34}$

$$
\begin{align*}
& -2 M_{N} \nu\left(\bar{A}_{1}+\bar{A}_{\varepsilon}\right)^{( \pm)}+2 M_{N} \nu_{B} A_{3}^{( \pm)}+k^{2} \bar{A}_{7}^{( \pm)}+\binom{1}{0} 2 g_{r g}\left(k^{2}\right) \\
& \quad=\frac{2 M_{N} g_{A}}{g_{r}(0)} \frac{M_{\pi}^{2}}{k^{2}+M_{\pi}^{2}} \bar{A}^{N( \pm)}\left(\nu, \nu_{B}, k^{2},-M_{\pi}^{2}\right), \\
& 2 M_{N} \bar{A}_{1}^{( \pm)}-M_{N} \bar{A}_{4}^{( \pm)}+2 M_{N^{\nu}} \bar{A}_{\mathrm{s}}^{( \pm)}-2 M_{N} \nu_{B} A_{\mathrm{g}}^{( \pm)}-k^{2} \bar{A}_{\mathrm{g}}^{( \pm)}  \tag{5A.5}\\
& \quad=\frac{2 M_{N} g_{A}}{g_{r}(0)} \frac{M_{\pi}^{2}}{k^{2}+M_{\pi}^{2}} \bar{B}^{N N( \pm)}\left(\nu, \nu_{B}, k^{2},-M_{\pi}^{2}\right) .
\end{align*}
$$

Eq. (5A.5) can be further simplified by separating $A_{7}$ and $A_{8}$ into their one-pionexchange contributions, coming from the diagram of Fig. 3, and a remainder,

$$
\begin{align*}
& \bar{A}_{2}^{( \pm)}=-\frac{2 M_{N} g_{A}}{g_{r}(0)} \frac{1}{k^{2}+M_{\pi}^{2}} \bar{A}^{\pi N( \pm)}\left(\nu, v_{B}, \dot{k}^{2},-M_{\pi}^{2}\right)+\bar{A}_{2}^{( \pm) R} \\
& \bar{A}_{B}^{( \pm)}=\frac{2 M_{N} g_{A}}{g_{r}(0)} \frac{1}{k^{2}+M_{\pi}^{2}} \bar{B}^{n N^{( \pm)}\left(v, v_{B}, k^{2},-M_{\pi}^{2}\right)+\bar{A}_{8}^{( \pm) R}} . \tag{5A.6}
\end{align*}
$$

Equation (5A.5) becomes

$$
\begin{align*}
& -2 M_{N} \nu\left(\bar{A}_{1}+\bar{A}_{2}\right)^{( \pm)}+2 M_{N} \nu_{B} \bar{A}_{3}^{( \pm)}+k^{2} \bar{A}_{7}^{( \pm) R}+\binom{1}{0} 2 g_{r} g_{A}\left(k^{2}\right) \\
& \quad=\frac{2 M_{N} g_{A}}{g_{r}(0)} \bar{A}^{\sim N( \pm)}\left(\nu, v_{B}, k^{2},-M_{n}^{2}\right)  \tag{5A.7}\\
& 2 M_{N} \bar{A}_{1}^{( \pm)}-M_{N} \bar{A}_{6}^{( \pm)}+2 M_{N} \nu \bar{A}_{5}^{( \pm)}-2 M_{N^{\nu} \nu_{B} \bar{A}_{6}^{( \pm)}-k^{2} \bar{A}_{8}^{( \pm) R}}=\frac{2 M_{N} g_{A}}{g_{r}(0)} \bar{B}^{n N( \pm)}\left(\nu, \nu_{B}, k^{2},-M_{\pi}^{2}\right)
\end{align*}
$$

In Eq. (5A.7) the pion propagator $\left(k^{2}+M_{n}{ }^{2}\right)^{1}$, which varies rapidly with $k^{2}$, has dropped out; the physical content of PCAC is the assertion that the leftand right-hand sides of Eq. (5A.7) vary only slowly as $k^{2}$ is varied in the interval $-M_{\pi}^{2} \leqslant k^{2} \leqslant 0$ (apart from possible threshold corrections of the type discussed in Subsection 2D).

From Eq. (5A.7) and the crossing properties of Eq. (2C.3), which state that certain of the amplitudes $\bar{A}_{j}$ vanish at $\nu=0$, we deduce the following relations (32):

$$
\begin{equation*}
\frac{g_{r} g_{r}(0)}{M_{N}}=\left.\bar{A}^{\beta N(+)}\right|_{r m g-k^{3}=0} \tag{5A.8}
\end{equation*}
$$
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$$
\begin{align*}
& -\left.\left[\bar{A}_{1}^{(-)}+\bar{A}_{2}^{(-)}\right]\right|_{r \rightarrow g=k^{2}-0}=\left.\frac{g_{1}}{g_{r}(0)} \frac{\partial A^{\nabla N(-)}}{\partial v}\right|_{r \rightarrow g-k^{2}-0},  \tag{5A.9}\\
& \left.\bar{A}_{s}^{(+)}\right|_{, \rightarrow, a-k^{2}=0}=\left.\frac{g_{A}}{g_{r}(0)} \frac{\partial \bar{A}^{\pi N(t)}}{\partial v_{B}}\right|_{,-x, B-k^{2}-0} .
\end{align*}
$$

Equation (5A.8) is the familiar consistency condition on $\pi N$ scattering implied by PCAC (33). To interpret Eq. (5A.9) we note that, for small four-vector $k$, we have

$$
\begin{align*}
\bar{u}_{N}\left(p_{2}\right) & {\left[\sum_{j=1}^{0} O\left(V_{j}\right) V_{j}^{( \pm)}+\sum_{j=1}^{s} O\left(A_{j}\right) A_{j}^{( \pm)}\right] u_{N}\left(p_{1}\right) } \\
= & \bar{u}_{N}\left(p_{2}\right)\left\{\sum_{j=1}^{\mathrm{B}} O\left(V_{j}\right) V_{j}^{( \pm) B}+\sum_{j=1}^{8} O\left(A_{j}\right) A_{j}^{( \pm) \mathbf{B}}\right. \\
& +i\left[\bar{A}_{1}^{( \pm)}+\bar{A}_{2}^{( \pm)}\right] l_{0}\left(p_{1}+p_{2}\right) \cdot e+i \bar{A}_{3}^{( \pm)} l_{0} q \cdot e \\
& \left.\quad-\left[\bar{A}_{i}^{( \pm)}-2 \bar{A}_{1}^{( \pm)}\right]_{0} M_{N} \gamma \cdot e+O(k)\right\} u_{N}\left(p_{1}\right) . \tag{5A.10}
\end{align*}
$$

The notation $\left.\right|_{0}$ means that the invariant amplitudes are evaluated at $k=0$, that is, at $\nu=\nu_{B}=k^{2}=0$. Since crossing symmetry implies that $\left.\bar{A}_{1}^{++)}\right|_{0}=$ $\left.\bar{A}_{2}^{(+)}\right|_{0}=\left.\bar{A}_{4}^{(+)}\right|_{0}=\left.\bar{A}_{3}^{(-)}\right|_{0}=0$, the Born approximation and Eqs. (5A.9) completely specify the weak production amplitude, up to terms of first order in $k$.

## Center-of-mass amplitudes:

Using the definition of the pion-nucleon scattering center of mass amplitudes $f_{1}$ and $f_{2}$,

$$
\begin{equation*}
\bar{u}_{N}\left(p_{2}\right)\left[A^{n N}-i \gamma \cdot k B^{N N}\right] u_{M}\left(p_{1}\right)=\frac{4 \pi W}{M_{N}} \chi_{f}^{*}\left[f_{1}+\sigma \cdot q_{\alpha} \cdot k f_{2}\right] \chi_{i} \tag{5A.11}
\end{equation*}
$$

we find that Eq. (5A.1) takes the form

$$
\begin{align*}
& \mathscr{S}_{6}^{A( \pm)} \frac{|k|^{2}}{k_{0}}-\mathscr{G}_{8}^{A( \pm)} \frac{k^{2}}{k_{0}}=\frac{8 \pi W g_{\Lambda}}{g_{r}(0)} \frac{M_{\sigma^{2}}{ }^{2}}{k^{2}+M_{\nabla}{ }^{2}} f_{1}^{( \pm)} . \tag{5A.12}
\end{align*}
$$

If $f_{1}$ and $f_{2}$ are expanded in partial waves according to

$$
\begin{align*}
& f_{1}=\sum_{l=0}^{\infty} f_{l_{+}} P_{l_{+1}^{\prime}}^{\prime}(y)-\sum_{l-2}^{\infty} f_{t-1} P_{t-1}^{\prime}(y) \\
& f_{2}=\sum_{i=1}^{\infty}\left(f_{l}-f_{l_{+}}\right) P_{l}^{\prime}(y) \tag{5A.13}
\end{align*}
$$

comparison with the partial-wave expansion of $\mathscr{G}_{5}^{A}$.....a in Eq. (2D.4) leads immediately to Eq. (2D.12).

## (2) Small-q Conditions (Axial-Vector and Vector Parts)

As has been much discussed recently, the PCAC hypothesis, combined with the algebra of currents proposed by Gell-Mann (34), leads to a "pion low-energy theorem" for any weak or electromagnetic process in which a pion is emitted (35). The theorem relates the matrix element of the process, at zero-pion fourmomentum, to the matrix element of the corresponding process in which no pion is present and to an equal time commutator of currents. As applied to weak or electroproduction of pions, the method gives restrictions on certain of the invariant amplitudes at the point $q=0$. We give a detailed derivation of the restrictions on the axial-vector amplitudes $A_{j}$, and state (without giving a derivation) the similar results for the vector amplitudes $V$,

The low-energy theorem is derived from the identity

$$
\begin{align*}
& =-i\left(q^{2}+M_{\pi}^{2}\right) \int d^{3} x e^{-i q-x} \psi_{c}^{*} \\
& \left.\times\left\langle N\left(p_{2}\right)\right|\left[J_{0}^{\Lambda c}(x), J_{\lambda}^{\Lambda_{1}} 0\right)+i J_{\Lambda}^{\Lambda^{2}}(0)\right]\left.\right|_{x_{0}-0}\left|N\left(p_{1}\right)\right\rangle e_{\lambda} \\
& -q_{\sigma} \int d^{d} x e^{-i \cdot \cdot x}\left(-\square_{x}+M_{n}{ }^{2}\right) \psi_{c}^{*} \\
& \times\left\langle N\left(p_{2}\right)\right| T\left[J_{o}^{\lambda_{c}}(x)\left(J_{\lambda}^{\Lambda_{1}}(0)+i J_{\lambda}^{\Lambda_{2}( }(0)\right)\right]\left|N\left(p_{\lambda}\right)\right\rangle e_{\lambda}, \tag{5A.14}
\end{align*}
$$

obtained by integration by parts. We evaluate each of the terms in the limit as $q \rightarrow 0$. Using the PCAC hypothesis in the form

$$
\begin{equation*}
\partial_{\sigma} J_{a}^{\lambda_{e}^{e}}(x)=\frac{M_{N} M_{\pi}^{2} g_{A}}{g_{r}(0)} \varphi_{\pi}{ }^{c}(x), \tag{5A.15}
\end{equation*}
$$

the left-hand side of Eq. ( 5 A .14 ) is seen to be proportional to the matrix element for weak production of a pion of (mass) ${ }^{2}=-q^{2}$,

$$
\begin{align*}
\text { left-hand side }= & \frac{M_{N} M_{\nabla^{2}} g_{A}}{g_{r}(0)} \sum_{j=1}^{B}\left[a^{(+)} A_{j}^{(+)}\left(\nu, v_{B}, k^{2}, q^{2}\right)+a^{(-)} A_{j}^{(-)}\left(\nu, v_{B}, k^{2}, q^{2}\right)\right] \\
& \times \bar{u}_{N}\left(p_{2}\right) O\left(A_{j}\right) u_{N}\left(p_{1}\right) \tag{5A.16}
\end{align*}
$$

At $q=0$ the invariants $q^{2}, v$ and $\nu_{B}$ are zero. Using the postulated commutation relation (34)

$$
\begin{equation*}
\left.\left[\int d^{3} x J_{4}^{A a}(x), J_{\lambda}^{A b}(0)\right]\right|_{x_{0}=0}=-\epsilon_{a b c} J_{\lambda}^{V_{c} c}(0) \tag{5A.17}
\end{equation*}
$$

the first term on the right-hand side of Eq. (5A.14) becomes

$$
\begin{align*}
-M_{n}^{2} & \int d^{3} x \psi_{c}^{*}\left\langle N\left(p_{2}\right)\right|\left[J_{4}^{A c}(x), J_{\lambda}^{11}(0)+i J_{\lambda}^{A 2}(0)\right] \|_{x_{0}=0}\left|N\left(p_{1}\right)\right\rangle e_{\lambda} \\
= & M_{\pi}^{2} \bar{u}_{N}\left(p_{2}\right)\left[F_{2}^{V}\left(k^{2}\right) O\left(A_{2}\right)-M_{N}^{-1}\right. \\
& \left.\times\left(F_{1}^{v}\left(k^{2}\right)+2 M_{N} F_{2}^{V}\left(k^{2}\right)\right) O\left(A_{4}\right)\right] u_{N}\left(p_{1}\right) a^{(-)} \tag{5A.18}
\end{align*}
$$

Finally, in the limit as $q \rightarrow 0$ only the one-nucleon pole terms contribute to the term proportional to $q_{0}$ on the right-hand side of Eq. (5A.14). In other words, this term is

$$
\begin{align*}
-M_{v}{ }^{2} \psi_{\epsilon}^{*} \bar{u}_{N}\left(p_{2}\right) & \left\{i g g_{A} \gamma \cdot q \gamma_{5} \frac{\tau_{\epsilon}}{2} \frac{\gamma \cdot p_{2}+i M_{N}}{-2 p_{2} \cdot q}\left[i \gamma_{\lambda} \gamma_{5} g_{A}\left(k^{2}\right)+\gamma_{5} k_{\lambda} h_{A}\left(k^{2}\right)\right] \frac{k}{2}\left(\tau_{1}+i \tau_{2}\right)\right. \\
& +\frac{1}{\frac{1}{2}\left(\tau_{1}+i \tau_{2}\right)\left[i \gamma_{\lambda} \gamma_{5} g_{A}\left(k^{2}\right)+\gamma_{5} k_{A} h_{A}\left(k^{2}\right)\right]} \\
& \left.\times \frac{\gamma \cdot p_{1}+i M_{N}}{2 p_{1} \cdot q} i g_{A} \gamma \cdot q \gamma_{5} \frac{\tau_{\epsilon}}{2}\right\} u_{N}\left(p_{1}\right) e_{A}+O(q) \tag{5A.19}
\end{align*}
$$

After some algebra, this can be rewritten in the form

$$
\begin{align*}
& M_{a}^{2} g_{A} \bar{u}_{N}\left(p_{2}\right)\left[M_{N}^{-1} g_{A}\left(k^{2}\right) a^{(-)} O\left(A_{Q}\right)-h_{A}\left(k^{2}\right) a^{(+)} O\left(A_{7}\right)\right] u_{N}\left(p_{1}\right) \\
& \quad+\frac{M_{N} M_{\mathrm{D}}{ }^{2} g_{A}}{g_{r}(0)} \bar{u}_{N}\left(p_{2}\right)\left\{\frac{g_{r}(0) g_{A}\left(k^{2}\right)}{2 M_{N}} O\left(A_{1}\right)\right. \\
& \quad \times\left[a^{(+)}\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)+a^{(-)}\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)\right] \\
& \quad+\frac{g_{r}(0) g_{A}\left(k^{2}\right)}{2 M_{N}} O\left(A_{3}\right)\left[a^{(+1}\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)+a^{(-)}\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)\right] \\
& \quad+\frac{g_{\tau}(0) h_{A}\left(k^{2}\right)}{2 M_{N}} O\left(A_{B}\right) \\
& \left.\quad \times\left[a^{(+)}\left(\frac{1}{\nu_{B}-\nu}-\frac{1}{\nu_{B}+\nu}\right)+a^{(l)}\left(\frac{1}{\nu_{B}-\nu}+\frac{1}{\nu_{B}+\nu}\right)\right]\right\} u_{N}\left(p_{1}\right), \tag{5A.20}
\end{align*}
$$

with the term in curly brackets just the Born approximation for weak pion production. Substituting Eqs. (5A.16), (5A.18), and (5A.20) into the identity of Eq. (5A.14), we see that the Born approximation terms, which are singular at $q=0$, cancel out. This leaves us with the following conditions on the non-Born parts of the amplitudes (denoted again by a har) (36):
$A_{2}^{(-)}\left(\nu=\nu_{B}=0, k^{2}, q^{2}=0\right)=\frac{g_{r}(0)}{M_{N} g_{A}} F_{2}^{v}\left(k^{2}\right)$,
$\bar{A}_{4}^{(-)}\left(\nu=\nu_{B}=0, k^{2}, q^{2}=0\right)=-\frac{g_{r}(0)}{\dot{N}_{N}^{2} \xi_{A}}\left[F_{i}^{\nu}\left(k^{2}\right)-g_{A} g_{A}\left(k^{2}\right)+2 M_{N} F_{2}^{\nu}\left(k^{2}\right)\right]$,
$\bar{A}_{i}^{(+)}\left(\nu=1^{1 / B}=0, k^{2}, q^{2}=0\right)=-\frac{g_{r}(0)}{M_{N}} h_{A}\left(k^{2}\right)$.
An entirely analogous derivation can be carried out for the vector weak production (and the electroproduction) a mplitudes, leading to the identities (37)

$$
\begin{align*}
& \bar{V}_{1}^{(+)}\left(\nu=\nu_{B}=0, k^{2}, q^{2}=0\right)=\frac{g_{r}(0)}{M_{N}} F_{2}^{r}\left(k^{2}\right), \\
& \bar{V}_{1}^{(0)}\left(\nu=\nu_{B}=0, k^{2}, q^{2}=0\right)=\frac{g_{r}(0)}{M_{N}} F_{2}^{s}\left(k^{2}\right),  \tag{5A.22}\\
& \bar{V}_{3}^{(-)}\left(\nu=\nu_{B}=0, k^{2}, q^{2}=0\right)=\frac{g_{r}(0)}{M_{N}}\left[\frac{g_{A}\left(k^{2}\right)}{g_{A}^{(0)}}-F_{1}^{V}\left(k^{2}\right)\right]\left(k^{2}\right)^{-1}
\end{align*}
$$

Equations (5A.21) and (5A.22), together with the Born approximation, completely specify the weak production amplitude up to terms of first order in $q$.

The condition on $\bar{A}_{7}^{(+)}$has a simple interpretation when $k^{2}$ is near $-M_{*}{ }^{2}$, so that only the pion pole terms in $\bar{A}_{g}^{l+1}$ and $h_{A}$ need be retained. In the pion pole approximation,

$$
\begin{align*}
& \bar{A}_{7}^{(+)}\left(\nu=\nu_{B}=0, k^{2}, q^{2}=0\right) \\
& \approx-\frac{2 M_{N} g_{A}}{g_{r}(0)} \frac{1}{k^{2}+M_{\nabla}^{2}} \bar{A}^{N N(+)}\left(\nu=\nu_{B}=0, k^{2}=-M_{\pi^{2}}^{2}, q^{2}=0\right),  \tag{5A.23}\\
& \quad h_{A}\left(k^{2}\right) \approx \frac{2 M_{N} g_{A}\left[g_{V} / g_{( }(0)\right]}{k^{2}+M_{\nabla}^{2}},
\end{align*}
$$

and substituting these relations into Eq. (5A.21) gives

$$
\begin{equation*}
\bar{A}^{\pi N(+1)}\left(\nu=\nu_{B}=0, k^{2}=-M_{\pi}^{2}, q^{2}=0\right)=\frac{g_{r} g_{r}(0)}{\bar{M}_{N}} \tag{5~A.24}
\end{equation*}
$$

Eq. (5A.24) is identical with the pion-nucleon scattering consistency condition of Eq. (5A.8). (It makes no difference whether it is the initial or the final pion which is off mass shell.)

## (3) Combined Relations

A number of interesting relations can be obtained by combining the small- $q$ equations of Eq. (5A.21) with the small-k equations of Eq. (5A.9). [More properly, we use the analog of Eq. (5A.9) in which the final pion mass $-q^{2}$ has been extrapolated from $M_{"}{ }^{2}$ to 0 . We neglect a small additional term, the so-called " $\sigma$ term," which appears in the equation for $\bar{A}_{3}^{(+)}$when $q^{2} \neq-M_{\pi}^{2}(38)$.] Taking the linear combination of $\bar{A}_{2}^{(-1)}$ and $\bar{A}_{4}^{(-)}$which eliminates $F_{2}{ }^{r}\left(k^{2}\right)$ gives

$$
\begin{equation*}
2 \bar{A}_{2}^{(-)} l_{0}+\left.\bar{A}_{4}^{(-)}\right|_{0}=-g_{7}(0)\left(1-g_{A}^{2}\right) /\left(M_{N}^{2} g_{A}\right) \tag{5~A.25}
\end{equation*}
$$

while eliminating $\bar{A}_{1}^{(-)}$from Eq. (5A.9) gives

$$
\begin{equation*}
-\left.\bar{A}_{2}^{(-)}\right|_{0}-\left.\frac{1}{2} \bar{A}_{4}^{(-)}\right|_{0}=\left.\left[\frac{g_{A}}{g_{r}(0)}\right]\left[\frac{\partial \bar{A}^{n N(-)}}{\partial \nu}+\bar{B}^{n N(-)}\right]\right|_{0} \tag{5~A.26}
\end{equation*}
$$

[The abbreviation $i_{0}$ indicates evaluation of the amplitudes at $\nu=\nu_{B}=k^{2}=$ $q^{2}=0$.] Taken together, Eqs. (5A.25) and (5A.26) imply that

$$
\begin{equation*}
1-\frac{1}{g_{A}^{2}}=-\left.\frac{2 M_{N}^{2}}{g_{r}^{2}(0)}\left[\frac{\partial \bar{A}^{n N(-)}}{\partial \nu}+\bar{B}^{n N(-)}\right]\right|_{\nu=\nu B=k^{2}-q^{2}=0}, \tag{5A.27}
\end{equation*}
$$

the usual $g_{A}$ sum rule (39). In other words, the $g_{A}$ sum rule emerges as the condition that the small-q and small-k expressions for the axial-vector weak production matrix element be consistent at the point $q=k=0$ (32).

Since Eqs. (5A.9), (5A.21) and (5A.22) determine the terms in the weak production matrix element linear in either $q$ or $k$, one can use them to write down an expression for the weak production matrix element, exact up to terms of order $q k, q^{2}$ and $k^{2}$. Dropping lepton mass corrections, one finds (32)

$$
\begin{align*}
& \bar{u}_{N}\left(p_{2}\right)\left[\sum_{j=1}^{6} O\left(V_{j}\right) V_{j}^{( \pm)}+\sum_{j=1}^{6} O\left(A_{j}\right) A_{\xi}^{( \pm)}\right] u_{N}\left(p_{1}\right) \\
& =\bar{u}_{N}\left(p_{2}\right)\left[\sum_{j=1}^{B} O\left(V_{j}\right) V_{j}^{( \pm) B}+\sum_{j=1}^{8} O\left(A_{j}\right) A_{j}^{( \pm) B}+\Delta^{( \pm)}+O\left(q k, q^{2}, k^{2}\right)\right] u_{N}\left(p_{1}\right), \\
& \Delta^{i+i}=\left.\frac{i g_{A}}{g_{r}(0)} \frac{\partial \bar{A}^{\sim N+1+1}}{\partial \nu_{B}}\right|_{0} q \cdot e-\frac{g_{r}(0) \mu^{v}}{2 M_{N}^{2}} \gamma_{5} e_{B} \sigma_{a B} k_{B},  \tag{5A.28}\\
& \Delta^{1-1}=\frac{i g_{A}}{g_{r}(0)}\left\{\frac{g_{r}(0)^{2}}{2 M_{N}^{2}}\left(1-\frac{1}{g_{A}^{2}}\right)\left(p_{1}+p_{2}\right) \cdot e\right. \\
& \left.-\left.i e_{\mathrm{a}} \sigma_{\alpha \beta} g_{\mathrm{B}} \bar{B}^{n N(-)}\right|_{0}+\frac{g_{r}(0)^{2}}{2 M_{N^{2}}} i e_{\alpha} \sigma_{\alpha \beta} k^{\theta}\left(1-\frac{1}{g_{A}^{2}}-\frac{\mu^{V}}{g_{A}^{2}}\right)\right\} \text {. }
\end{align*}
$$

This result, while valid near $q=k=0$ (and perhaps even good at the pion production threshold) is sure to fail in the $(3,3)$ resonance region, since it does not take final-state interactions into account. Thus, the small- $q,-k$ expansions will not be of practical use in calculating weak pion production cross sections.

Another useful relation obtained from Eqs. (5A.9) and (5A.21) is (40)

$$
\begin{equation*}
\left.\bar{A}_{1}^{(-)}\right|_{0}=-\left.\frac{g_{A}}{g_{r}(0)} \frac{\partial \bar{A}^{n N(-)}}{\partial \nu}\right|_{0}-\frac{g_{r}(0)}{M_{N} g_{A}} F_{2}^{V}(0) \tag{5A.29}
\end{equation*}
$$

or equivalently, by use of Eq. (5A.27)

$$
\begin{equation*}
\left.\bar{A}_{1}^{(-)}\right|_{0}=\left.\frac{g_{A}}{g_{r}(0)} \bar{B}^{-N(-)}\right|_{0}-\frac{g_{r}(0)}{2 M_{N}^{2}}\left[\frac{1}{g_{A}}-g_{A}+\frac{2 M_{N} F_{2}^{V}(0)}{g_{A}}\right] \tag{5~A.30}
\end{equation*}
$$

If the weak production amplitude $\left.\bar{A}_{1}^{(-1}\right|_{0}$ were zero or negligibly small, Eq. (5A.29) or Eq. (5A.30) would give a relation between the isovector nucleon magnetic moment and pion-nucleon scattering. ${ }^{35}$ However, the numerical analysis of the next subsection shows that our weak production model does not give any theoretical reason for neglecting $\left.\bar{A}_{1}^{(-)}\right|_{0}$.

## 58. Comparison with Weak Production Model

In Table $V$ we compare the PCAC predictions for the various covariant amplitudes with the values calculated from the model given in the previous section, at the point $\nu=\nu_{B}=k^{2}=q^{2}=0$. The amplitudes $\widetilde{\nabla}_{1}^{(+1}, \bar{A}_{1}^{(-)}, \ldots$ in Column $(A)$ are calculated directly from Eq. (3A.2). The bar, we recall, means that only the nonBorn part of the amplitude is retained. In our model, the non-Born part of the amplitude comes from the dispersion integrals over the dominant $(3,3)$ multipoles, which in turn are given by Eq. (4D.22). Since we actually need the dominant multipoles at the off-mass-shell point $q^{2}=0$, we use the off-mass-shell form of Eq. (4D.22),

$$
\begin{equation*}
\left.M_{1+(\mu)}^{(3 / 2)}\right|_{a^{2}-0}=\left.M_{1+(\mu)}^{(3 / 2) B}\right|_{a^{3}=0}\left[f_{1+}^{(3 / 2)} \mid f_{1+}^{(3 / 2) \Delta}\right]\left[1+a\left(k^{2}\right)^{2} /\left(\omega \omega_{3,9}\right)\right] \tag{5B.I}
\end{equation*}
$$

and similarly for $\left.\mathscr{E}_{1+}^{(3 / 2)}\right|_{g^{2}=0}$ and $\mathscr{L}_{1_{+}^{(3 / 2)}}^{\left(\left.\right|_{Q^{2}-0}\right.}$. The factor $g_{r}(0)^{-1}$ multiplying all the amplitudes in Column $(A)$ of Table $V$ cancels the factor $g_{r}(0)$ in $\left.M_{1+(\mu)}^{(3 / 2) B}\right|_{Q^{2}-0}$, $\mathscr{E}_{L_{+}^{2 / 2) B}}^{\left(\left.\right|_{Q^{2}=0}\right.}$ and $\left.\mathscr{L}_{1+}^{(3 / 2) B}\right|_{Q^{2}=0}$, and thus drops out of the numerical evaluation.

[^89]The PCAC predictions in Column (B) were obtained from the experimental values

$$
\begin{align*}
\mu^{V} & =3.70 \\
\mu^{s} & =-0.12  \tag{5B.2}\\
g_{\Lambda} & =1.18 \\
F_{1}^{\nu}(0) & =-0.045 / M_{n}{ }^{2}
\end{align*}
$$

and from pion-nucleon scattering phase-shift data. ${ }^{36}$
For some of the amplitudes, the agreement between the low-energy predictions of PCAC and our weak production model is poor, indicating that, at least in the region near $\nu=\nu_{B}=k^{2}=q^{2}=0$, significant omissions have been made from the weak production amplitude. Let us consider the entries in Table V individually:
$\left.\zeta \bar{V}_{1}^{(+)}\right|_{0}$ : The prediction of the model, 0.38 , is $70 \%$ of the value 0.55 predicted by PCAC. A detailed analysis of the PCAC prediction for $\left.\nabla_{1}^{\prime+1}\right|_{0}$ has been made by Adler and Gilman (37), who find that, in addition to the multipole $M_{1+}^{(3 / 2)}$, the multipoles $E_{1+}^{(3 / 2)}, E_{0+}^{(3 / 2)}$, and $E_{0+}^{(1 / 2)}$ also make significant contributions to the dispersion integral for $\left.\bar{V}_{1}^{(+)}\right|_{0}$. Using experimental values for the important multipoles in the regions of the $(3,3)$ resonance and the second pion-nucleon resonance $\left[N^{*}(1520)\right.$ ], Adler and Gilman found $\left.\zeta \nabla_{1}^{(+1}\right|_{0}=0.47$.
$\zeta \bar{\nu}_{1}^{(0)} l_{0}$ : In our model the isoscalar amplitude is pure Born approximation, so the barred, or non-Born, amplitude vanishes.
$\left.\zeta \bar{D}_{6}^{(-)}\right|_{0}$ : The analysis of Adler and Gilman (37) shows that the contribution of the $M_{1+}^{(3 / 2)}$ multipole to the dispersion relation for $\left.\bar{\nabla}_{8}^{(-)}\right|_{0}$ is kinematically suppressed, and consequently is smaller numerically than the contributions of the $E_{1+}^{(3 / 2)}, L_{1+}^{(3 / 2)}$ and other multipoles. This means that use of the magnetic dipole

$$
\begin{aligned}
& { }^{3} \text { The quoted value of }\left.\zeta^{2} B^{* N(-1}\right|_{0} \text { was obtained from the analysis of Hohler and Strauss (42), } \\
& \text { who make the approximation } \\
& \left.\square^{n} B^{m N_{1-1}}\right|_{0} \approx B^{n N_{1-1}}\left(0,-M_{n}^{2} / 2 M_{N},-M_{n}{ }^{2},-M_{\pi}^{2}\right) \\
& \text { and calculate the physical amplitude on the right-hand side from phase shift data and a Regge } \\
& \text { model for the high-energy region. Similarly, to calculate } \zeta^{3} \partial \bar{A}^{N_{1+1}} /\left.\partial_{v_{B}}\right|_{0} \text {, we make the approxima- } \\
& \text { tion } \\
& \zeta^{2} \partial \bar{A}^{\pi N(+)} /\left.\partial \nu_{B}\right|_{0} \approx \partial \bar{A}^{\pi N(t)}\left(0, v_{B},-M_{\eta^{2}},-M_{\pi^{2}}{ }^{2}\right) /\left.\partial \nu_{B}\right|_{v_{B}-M_{m}{ }^{2} / 2 M_{N}} \\
& \approx \frac{2 M_{N}}{M_{\pi}{ }^{2}}\left[\tilde{A}^{\pi N l+}\left(0,0,-M_{\pi^{2}}{ }^{2},-M_{\eta}{ }^{2}\right)-\bar{A}^{n N(+)}\left(0,-M_{\pi}{ }^{2} / 2 M_{N},-M_{\pi}{ }^{2},-M_{\pi}{ }^{2}\right)\right]
\end{aligned}
$$

and use the value

$$
A^{\pi N_{1+1}}\left(0,0,-M_{n}{ }^{2},-M_{n}{ }^{1}\right)-A^{n N_{1}+1}\left(0,-M_{\pi}^{2} / 2 M_{N},-M_{n^{2}}^{2},-M_{\pi}^{4}\right) \approx 2.66 / M_{n}
$$

calculated from phase shift data by Adler (43).

TABLE V
Comparison of PCAC Predictions with the Model Developed in Section $4^{a}$

| (A) <br> Value in Model $\left[\zeta=g_{r} / g_{r}(0)\right]$ | (B) PCAC Prediction | Equation No. |
| :---: | :---: | :---: |
| $\left.5)_{1}{ }^{1+1}\right)_{0}=0.38$ | $\frac{g_{r}}{M_{W}} F_{2}^{\nu}(0)=\frac{g_{r} \mu^{\nu}}{2 M_{N}^{\mathrm{z}}}=0.55$ | SA. 22 |
| $\left.\zeta \bar{D}_{1}^{\prime \prime \prime}\right]_{0}=0$ | $\frac{g_{r}}{M_{N}} F_{2}{ }^{s}(0)=\frac{g_{r} \mu^{s}}{2 M_{N}{ }^{2}}=-0.018$ | SA. 22 |
| $\left.50_{0}^{(-1)}\right)_{0}=0.012$ | $\frac{g_{r}}{M_{N}}\left[\frac{g_{A}^{\prime}(0)}{g_{A}(0)}-F_{2}{ }^{r}(0)\right]=0.090-\frac{4}{M_{A}{ }^{2}}=\left\{\begin{array}{l} 0.012 \\ \text { for } M_{A}=1 \mathrm{BeV} \\ 0.071 \\ \text { for } M_{A}=2 \mathrm{BeV} . \end{array}\right.$ | 5A. 22 |
| $\zeta \tilde{A}_{1}^{(-) l_{0}}=0.32$ | $\frac{g_{A}}{g_{T}}\left[\zeta^{2} \bar{B}^{r N t-1} \eta_{0}-\frac{g_{V}^{2}}{2 M_{N}^{2} g_{A}^{4}}\left(t-g_{A}^{2}+\mu^{\nu}\right)\right]=0.28^{c}$ | 5A. 30 |
| $\Sigma_{\left.A_{2}^{\prime-1}\right\|_{0}}=0.12$ | $\frac{8_{r} \mu^{\nu}}{2 M_{N}{ }^{2} g_{A}}=0.47$ | 5A.21 |
| $\left.\zeta \bar{A}_{3}^{(+3)}\right\|_{0}=1.3$ | $\left.\frac{g_{i}}{g_{r}} \zeta^{2} \frac{\partial \bar{A}^{n N_{(+)}}}{\partial v_{g}}\right\|_{0}=3 . \mathrm{J}^{a}$ | 5A. 9 |
| $\zeta \bar{A}_{4}^{1-1} I_{0}=-0.096$ | $\frac{-g_{r}}{M_{N}{ }^{2} g_{A}}\left[1-g_{A}{ }^{2}+\mu^{\nu}\right]=-0.83$ | 5A. 21 |
| $\left.\zeta \bar{A}_{9}^{(+)}\right\|_{9} / h_{A}(0)=-1.7$ | $\frac{-g_{r}}{M_{N}}=-2.0$ | 5A. 21 |

${ }^{6} M_{\pi}=1$ throughout.

- We have parametrized $g_{A}\left(k^{2}\right)$ in the form $g_{A}\left(k^{2}\right) / g_{A}(0)-\left(1+k^{2} / M_{A}^{2}\right)^{-2}$.
' Obtained from the analysis of Hohler and Strauss (42). See Footnote 36.
${ }^{d}$ Obtained from the analysis of Adler (43). See Footnote 36.
dominance approximation in the dispersion relation for $V_{\mathrm{s}}^{(-)}$is dubious, and that comparison of the magnetic dipole result $\left.\zeta \bar{\nabla}_{6}^{(-)}\right|_{0}=0.012$ with the PCAC prediction has little meaning.
$\left.\zeta \bar{A}_{1}^{(-)}\right|_{0}$ : The PCAC prediction here is in reasonable agreement with the value given by the model. Since the value of $\left.\zeta \bar{A}_{1}^{(-)}\right|_{0}$ in the model (0.32) is of the same order of magnitude as the magnetic moment term in the PCAC prediction ( -0.47 ), the model gives no theoretical reason for the neglect of the weak pion production terms in Eq. (5A.30) relative to the magnetic moment and the pionnucleon scattering terms.
$\zeta \mathcal{A}_{2}^{(-)} I_{0}$ and $\zeta \bar{A}_{1}^{(-)} I_{0}$ : For each of these amplitudes individually, the model disagrees badly with the PCAC prediction. However, for the linear combination $\zeta\left[2 A_{2}^{(-)} I_{0}+\bar{A}_{4}^{(-)} I_{0}\right]$ which enters into the $g_{A}$ sum rule [see Eqs. (5A.25-27)], the prediction of the model is 0.14 , in good agreement with the PCAC prediction of $-g_{r}\left(1-g_{A}{ }^{2}\right) /\left(M_{N}{ }^{2} g_{A}\right)=0.10$.
$\zeta \bar{A}_{3}^{(+)} I_{0}$ : The prediction of the model here is in fair agreement with PCAC.
$\left.\zeta \bar{A}_{7}^{+1}\right|_{0} / h_{A}(0)$ : Here the integral over the $(3,3)$ resonance ${ }^{37}$ is in good agreement with PCAC. However, this is somewhat of an accident, since as we noted in Subsection 3C, $A_{7}^{(+1}\left(\nu, \nu_{B}, k^{2}\right)$ does not satisfy an unsubtracted dispersion relation in $\nu$ ! The significance of the good agreement is that the two terms in the subtraction constant of Eq. (3C.3) nearly cancel when $\nu_{B}=k^{2}=0$, making the subtraction constant smail.
The comparison of our model with the PCAC predictions indicates that while agreement in the case of the photoproduction amplitudes $\left.\bar{V}_{1}^{(+)}\right|_{0}$ and $\left.\bar{V}_{1}^{(0)}\right|_{0}$ is good, agreement for most of the weak production amplitudes is less than satisfactory. Thus, it may not be correct to justify our model for weak production by its success in photoproduction, since the comparison with the PCAC predictions indicates that in the weak production case, important pieces of the amplitude have been omitted. However, this problem may not be as serious as it appears from Table V. The worst discrepancies occur in the amplitudes ${\overline{A_{2}^{-1}}}^{(-1}$ and $\bar{A}_{4}^{(-)}$; we will show below that the trouble with these amplitudes comes from neglecting certain vector meson exchange contributions to weak pion production. While the vector exchange terms make the major contribution to $\left.\bar{A}_{2}^{(-)}\right|_{0}$ and $\left.\bar{A}_{4}^{(-)}\right|_{D}$, we shall see in Subsection 6C that they do not greatly change the weak pion production cross sections in the $(3,3)$ region.


## 5C. Vector Meson Exchange Amplitude

In this Subsection we calculate the vector meson exchange contribution to weak pion production by the axial-vector current (44). We will not limit ourselves to $\rho$ exchange alone, but rather will sum over all diagrams in which a particle with the quantum numbers $J^{P G}=1^{-+}$is exchanged. As is discussed above in Subsection 3C, such $r$-channel singularities are not in general correctly included when the $s$-channel dispersion integrals (the integrals over $x^{\prime}$ ) are extended only over the

$$
\begin{aligned}
& { }^{32} \text { The equations relating Im } A_{1} \text { to } \operatorname{Im} \mathscr{X}_{1+}^{p r(3 / 2)} \text {, analogous to Eqs. (4B.6-8), are } \\
& \operatorname{Im} A_{1}^{( \pm)}\left[x, v_{B}, k^{2}\right]=\binom{2 / 3}{-1 / 3} a_{1}, \\
& a_{7}=-2 M_{N} W\left[W_{-}\left(p_{10}+M_{N}\right)\left(p_{20}+M_{N}\right)+3 W_{+}\left(2 M_{N^{\prime}}+q_{0} k_{0}\right)\right] \\
& \times \operatorname{Im} \mathbb{F}_{1+}^{\pi / 13 / 2)}\left(\left(W^{2} O_{1+}|q||\underline{k}| k_{\alpha}\right)\right. \text {. }
\end{aligned}
$$
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#### Abstract

Working within the framework of perturbation theory, we show that the axial-vector vertex in spinor electrodynamics has anomalous properties which disagree with those found by the formal manjpulation of field equations. Specifically, because of the presence of closed-loop "triangle diagrams," the divergence of arial-vector current is not the usual expression calculated from the field equations, and the axial-vector current does not satisfy the usual Ward identity. One consequence is that, even after the external-line wave-function renormalizations are made, the axial-vector vertex is still divergent in fourth- (and higher-) order perturbation theory. A corollary is that the radiative corrections to $\boldsymbol{v}_{\boldsymbol{d}}$ elastic scattering in the local current-current theory diverge in fourth (and higher) order. A second consequence is that, in massless electrodynamics, despite the fact that the theory is invariant under $\boldsymbol{\gamma}_{4}$ transformations, the arial-vector current is not conserved. In an Appendix we demonstrate the uniqueness of the triangle diagrams, and discuss a possible connection between our results and the $x^{0} \rightarrow 2 \gamma$ and $\eta \rightarrow 2 \gamma$ decays. In particular, we argue that as a result of triangle diagrams, the equations expressing partial conservation of arial-vector current (PCAC) for the neutral members of the axial-vector-current octet must be modified in a welldefined manner, which completely alters the PCAC predictions for the $x^{0}$ and the $\eta$ two-photon decays.


## INTRODUCTION

T${ }^{4} H E$ axial-vector vertex in spinor electrodynamics is of interest because of its connections (i) with radiative corrections to $\nu_{l} l$ scattering and (ii) with the $\gamma_{s}$ invariance of massless electrodynamics. We will show in this paper, within the framework of perturbation theory, that the axial-vector vertex has anomalous properties which disagree with those found by the formal manipulation of field equations. In particular, because of the presence of closed-loop "triangle diagrams," the divergence of the axial-vector current is not the usual expression calculated from the field equations, and the axial-vector current does not satisfy the usual Ward identity. One consequence is that, even after external-line wave-function renormalizations are made, the axialvector vertex is still divergent in fourth- (and higher-) order perturbation theory. A corollary is that the radiative corrections to $\nu_{l} l$ elastic scattering in the local currentcurrent theory diverge in fourth (and higher) order. A second consequence is that, in massless electrodynamics, despite the fact that the theory is invariant under $\boldsymbol{\gamma}_{i}$ transformations, the axial-vector current is not conserved.

In Sec. I we derive the usual formulas for the axialvector divergence and Ward identity, and then show how they are modified by the presence of triangle diagrams. In Sec. II we discuss various consequences of the additional term found in Sec. I. In the Appendix we show that it is not possible to redefine the triangle diagram in a physically acceptable way so as to eliminate the anomalous behavior discussed in Secs. I and II. We also discuss in the Appendix a possible connection between our results and the $\pi^{0} \rightarrow 2 \gamma$ and $\eta \rightarrow 2 \gamma$ decays. In particular, we argue that as a result of triangle diagrams, the equations expressing partial conservation of axial-vector current (PCAC) for the neutral members of the axial-vector current octet must be modifed in a
well-defined manner, which completely alters the PCAC predictions for the $\pi^{0}$ and the $\eta$ two-photon decays.

## I. AXIAL CURRENT DIVERGENCE AND WARD IDENTITY

We work in the usual spinor electrodynamics, described by the Lagrangian density ${ }^{1}$

$$
\begin{gather*}
\mathcal{L}(x)=\Psi(x)\left(i \gamma \cdot \square-m_{0}\right) \psi(x)-\frac{1}{4} F_{\mu}(x) F^{\mu \nu}(x) \\
-: e_{0} \Psi(x) \gamma_{\mu} \psi(x) A^{\mu}(x):,  \tag{1}\\
F_{\mu \nu}(x) \equiv \frac{\partial A_{\mu}(x)}{\partial x^{\mu}} \frac{\partial A_{\nu}(x)}{\partial x^{\mu}}, \quad \gamma \cdot \square \equiv \gamma^{\mu} \frac{\partial}{\partial x^{\mu}} .
\end{gather*}
$$

We define the axial-vector current $j_{\beta}{ }^{5}(x)$ and the pseudoscalar density $j^{5}(x)$ by

$$
\begin{align*}
j_{\mu}^{s}(x) & =: \Psi(x) \gamma_{\mu} \gamma_{\checkmark} \psi(x):,  \tag{2}\\
j^{\Delta}(x) & =: \psi(x) \gamma_{\Delta} \psi(x): ;
\end{align*}
$$

the corresponding vertex parts $\Gamma_{\mu}{ }^{s}\left(p, p^{\prime}\right)$ and $\Gamma^{s}\left(p, p^{\prime}\right)$ are defined by

$$
\begin{align*}
& S_{P^{\prime}}(p) \Gamma_{\mu}^{b}\left(p, p^{\prime}\right) S_{P^{\prime}}\left(p^{\prime}\right) \\
& \quad=-\int d^{4} x d^{4} y e^{i p \cdot z} e^{-i p^{\prime} \cdot \psi}\left\langle T\left(\psi(x) j_{P}^{6}(0) \Psi(y)\right)\right\rangle_{0}  \tag{3}\\
& \quad \begin{array}{l}
S_{P^{\prime}}(p) \Gamma^{6}\left(p, p^{\prime}\right) S_{P^{\prime}}\left(p^{\prime}\right) \\
\quad=-\int d^{4} x d^{4} y e^{i p \cdot x} e^{-i p^{\prime} \cdot \psi}\left\langle T\left(\psi(x) j^{6}(0) \psi(y)\right)\right\rangle_{0}
\end{array} .
\end{align*}
$$

Using the equations of motion which follow from Eq. (1), the divergence of the axial-vector current may

[^90]eacily be calculated to be
\[

$$
\begin{equation*}
\frac{\partial}{\partial x_{n}} j_{p}^{4}(x)=2 i m_{0} j^{b}(x) . \tag{4}
\end{equation*}
$$

\]

From Eqs. (3) and (4), we obtain the usual axial-vector Ward identity

$$
\begin{align*}
& \left(p-p^{\prime}\right) \Gamma_{p}^{b}\left(p, p^{\prime}\right)=2 m_{0} \Gamma^{5}\left(p, p^{\prime}\right) \\
& \quad+S_{p^{\prime}}(p)^{-1} \gamma_{6}+\gamma_{W} S_{p^{\prime}}\left(p^{\prime}\right)^{-1} . \tag{5}
\end{align*}
$$

Our task in this section is to see whether Eqs. (4) and (5), which we have formally derived from the field equations, actually hold in perturbation theory.

To this end, let us rederive Eq. (5) in perturbation theory. It is convenient to write

$$
\begin{gather*}
\Gamma_{p}^{6}=\gamma_{\Gamma} \gamma_{5}+\Lambda_{\mu}^{5}, \\
\Gamma^{5}=\gamma_{b}+\Lambda^{6},  \tag{6}\\
S_{\Gamma}^{\prime}(p)^{-1}=p-m_{0}-\Sigma(p),
\end{gather*}
$$

where the vertex corrections $\Lambda_{p}{ }^{b}$ and $\Delta^{6}$ and the proper self-energy part $\Sigma(p)$ are calculated using $\left(p-m_{0}\right)^{-1}$ as the free propagator. (Use of the bare mass $m_{0}=m-\delta m$ in the free propagator automatically includes the massrenormalization counter terms.) In terms of $\Lambda_{\mu}{ }^{5}, \Lambda^{5}$, and $\Sigma$, Eq. (5) becomes
$\left(p-p^{\prime}\right) \Delta_{a}{ }^{6}\left(p, p^{\prime}\right)=2 m_{0} \Delta^{5}\left(p, p^{\prime}\right)-\Sigma(p) \gamma_{\Delta}-\gamma_{\Delta} \Sigma\left(p^{\prime}\right)$.
In order to derive Eq. (7), let us divide the diagrams contributing to $\Lambda_{s}{ }^{6}\left(p, p^{\prime}\right)$ into two types: (a) diagrams in which the axial-vector vertex $\gamma_{\boldsymbol{r}} \gamma_{6}$ is attached to the fermion line beginning with external four-momentum $p^{\prime}$ and ending with external four-momentum $p$; (b) diagrams in which the axial vector vertex $\gamma_{\mu} \gamma_{5}$ is attached to an internal closed loop [See Figs. 1 (a) and 1 (b), respectively]. A typical contribution of type (a) has the form

$$
\begin{gather*}
\sum_{k=1}^{2 n-1} \prod_{i=1}^{k-1}\left[\gamma^{(n} \frac{1}{p+p_{j}-m_{0}}\right] \gamma^{(k)} \frac{1}{p+p_{k}-m_{0}}{ }^{1} \gamma_{j} \frac{1}{p^{\prime}+p_{k}-m_{0}} \\
\times \prod_{j=b+1}^{2 \varepsilon-1}\left[\gamma^{(n)} \frac{1}{p^{\prime}+p_{j}-m_{0}}\right] \gamma^{(2 n)}(\cdots), \tag{8}
\end{gather*}
$$

where we have focused our attention on the line to which the $\boldsymbol{\gamma}_{\mathrm{f}} \boldsymbol{\gamma}_{\mathrm{s}}$ vertex is attached and have denoted the remainder of the diegram by ( $\cdots$ ). Multiplying Eq. (8) by $\left(p-p^{\prime}\right)^{\prime}$ and making use of the identity


$$
\begin{equation*}
\times \frac{1}{p^{2}+p_{k}-m_{0}}+\frac{1}{p+p_{k}-m_{0}} \gamma_{k}+\gamma_{k} \frac{1}{p^{\prime}+p_{k}-m_{0}} \tag{9}
\end{equation*}
$$


(b)

Fig. 1. Diagrams contributing to the axibl-vector vertex. (a) The exial-vector vertex is attached to the fermion line beginning with external four-momentum $p^{\prime}$ and ending with external four-momentum p. (b) The axial-vector vertex is attached to an internal closed loop.
gives, after a little algebraic rearrangement,


The first, second, and third terms in Eq. (10) are, respectively, the type-(a) piece of $\Lambda^{\Delta}$, and the pieces of $-\Sigma(p) \boldsymbol{\gamma}_{5}$ and $-\gamma_{6} \Sigma\left(p^{\prime}\right)$ corresponding to the type-(a) piece of $\Lambda_{F}{ }^{5}$ in Eq. (8). Summing over all type-(a) contributions to $\Lambda_{p}{ }^{6}$, we get

$$
\begin{align*}
& \left(p-p^{\prime}\right)^{\mu} \Lambda_{\mu}{ }^{5(a)}\left(p, p^{\prime}\right) \\
& \quad=2 m_{0} \Lambda^{(a)}\left(p, p^{\prime}\right)-\Sigma(p) \gamma_{\Delta}-\gamma_{\Delta} \Sigma\left(p^{\prime}\right) . \tag{11}
\end{align*}
$$

We turn next to contributions to $\Lambda_{*}{ }^{\text {b }}$ of type (b). A
typical term is

$$
\begin{array}{r}
\int d^{4} \operatorname{Tr}\left\{\sum_{k=1}^{2 n} \prod_{j=1}^{k-1}\left[\gamma^{(n)} \frac{1}{r+p_{j}-n_{0}}\right]_{\gamma}^{(k)} \frac{1}{r+p_{k}-m_{0}} \gamma_{\mu^{\prime} \gamma_{6}}\right. \\
\left.\times \frac{1}{r+p_{k}+p^{\prime}-p-m_{0}} \prod_{i=b+1}^{2 n}\left[\gamma^{(n)} \frac{1}{r+p_{j}+p^{\prime}-p-m_{0}}\right]\right\} \\
\times(\cdots)
\end{array}
$$

Multiplying by $\left(p-p^{\prime}\right)^{\mu}$ and using Eq. (9) gives

$$
\begin{align*}
& \int d^{4} r \operatorname{Tr} \left\lvert\, \sum_{k=1}^{2 n} \prod_{j=1}^{b-1}\left[\gamma^{(n)} \frac{1}{r+p_{4}-m_{0}}\right] \gamma^{(k)} \frac{1}{r+p_{k}-m_{0}} 2 m_{0} \gamma_{5}\right. \\
& \left.\times \frac{1}{r+p_{k}+p^{\prime}-p-m_{0}} \prod_{j=k+1}^{2 n}\left[\gamma^{(n)} \frac{1}{r+p_{j}+p^{\prime}-p-m_{0}}\right]\right\} \\
& X(\cdots)+\int d 4 \operatorname{tr}\left\{\gamma _ { s } \prod _ { j = 1 } ^ { \mathrm { in } } \left[\gamma\left(\Omega \frac{1}{7+p_{j}-m_{0}}\right]\right.\right. \\
& \left.-\gamma_{b} \prod_{i=1}^{i n}\left[\gamma^{(j)} \frac{1}{r+p_{j}+p^{\prime}-p-m_{0}}\right]\right\}(\cdots) . \tag{13}
\end{align*}
$$

The first term in Eq. (13) is the type-(b) contribution to $\Delta^{5}$ corresponding to Eq. (12), while making the change of variable $r \rightarrow r+p^{\prime}-p$ in the integration in the second term causes the second and third terms to cancel. This gives, when we sum over all type-(b) contributions,

$$
\begin{equation*}
\left(p-p^{\prime}\right)^{\mu} \Lambda_{\mu}^{\delta(b)}\left(p, p^{\prime}\right)=2 m_{0} A^{b(b)}\left(p, p^{\prime}\right) \tag{14}
\end{equation*}
$$

The Ward identity of Eq. (7) is finally obtained by adding Eqs. (11) and (14).

Clearly, the only step of the above derivation which is not simply an algebraic rearrangement is the change of integration variable in the second term of Eq. (13). This will be a valid operation provided that the integral is at worst superficially logarithmically divergent, a condition that is satisfied by loops with four or more photons, that is, loops with $n \geq 2$. However, when the loop is a triangle graph with only two photons emerging (See Fig. 2) we have $n=1$, and the integral in Eq. (13)


Fic. 2. The arial-vector triangle graph. There is a second diagram, with the photon four-momenta and polarization indices interchanged, which makes a contribution equal to that of the diagram pictured.
appears to be quadratically divergent. Actually, since

$$
\begin{equation*}
\operatorname{tr}\left\{\gamma_{\delta} \gamma^{(1)} r \gamma^{(2)} r\right\}=0 \tag{15}
\end{equation*}
$$

the integral in the $n=1$ case is superficially linearly divergent. Since it is well known that translation of a linearly divergent integral is not necessarily a valid operation,' we must check carefully to see whether Eq. (14) holds for the triangle graph.

To do this we make use of an explicit expression for the triangle graph calculated by Rosenberg.' The sum of the diagram illustrated in Fig. 2 and the corresponding diagram with the two photons interchanged is

$$
\begin{array}{r}
\left.\frac{-i e_{0}^{2}}{(2 \pi)^{4}} R_{\sigma \rho \mu} \equiv 2 \int \frac{d^{4} r}{(2 \pi)^{4}}(-1) \operatorname{tr} \right\rvert\, \frac{i}{r+k_{1}-m_{0}}\left(-i e_{0} \gamma_{\sigma}\right) \\
\left.\times \underset{r-m_{0}}{i}\left(-i e_{0} \gamma_{\rho}\right) \frac{i}{r-k_{2}-m_{0}} \gamma_{\mu} \gamma_{\sigma} \right\rvert\, . \tag{16}
\end{array}
$$

Evaluation of Eq. (16) by the usual regulator techniques leads to the following expression for $R_{\sigma \rho \mu}\left[A_{j}\right.$ denotes $\left.A_{j}\left(k_{1}, k_{2}\right)\right]:$

$$
\begin{aligned}
& R_{\text {rop }}\left(k_{1}, k_{2}\right)=A_{1} k_{1}{ }^{\top} \epsilon_{\text {rop }}+A_{2} k_{2}{ }^{\top} \epsilon_{\text {ropg }}
\end{aligned}
$$

$$
\begin{align*}
& A_{1}=k_{1} \cdot k_{2} A_{3}+k_{2}{ }^{2} A_{4} \text {, }  \tag{17}\\
& A_{2}=k_{1}{ }^{2} A_{1}+k_{1} \cdot k_{2} A_{1}, \\
& A_{3}\left(k_{1}, k_{2}\right)=-A_{\mathrm{B}}\left(k_{1}, k_{1}\right)=-16 \pi^{2} I_{11}\left(k_{1}, k_{2}\right) \text {, } \\
& A_{4}\left(k_{1}, k_{2}\right)=-A_{5}\left(k_{2}, k_{1}\right)=1 \sigma^{2}\left[I_{20}\left(k_{1}, k_{2}\right)-I_{10}\left(k_{1}, k_{2}\right)\right] \text {, }
\end{align*}
$$

where

$$
\begin{align*}
I_{4}\left(k_{1}, k_{2}\right)= & \int_{0}^{1} d x \int_{J_{0}^{1-x}}^{1-x} d y x^{d} y^{2}\left[y(1-y) k_{1}^{2}\right. \\
& \left.\quad+x(1-x) k_{2}^{2}+2 x y k_{1} \cdot k_{2}-m m_{0}^{2}\right]^{-1} \tag{18}
\end{align*}
$$

[^91]We will also need an expression for the triangle graph with $\gamma_{p} \gamma_{s}$ replaced by $2 m_{0} \gamma_{\mathrm{I}}$. Defining

$$
\begin{align*}
\frac{-i e_{s}^{2}}{(2 \pi)^{4}} 2 m_{0} R_{e p} & =2 \int \frac{d \zeta}{(2 \pi)^{4}}(-1) \mathrm{tr}\left\{\frac{i}{r+k_{1}-m_{0}}\left(-i e_{0} \gamma_{c}\right)\right. \\
& \left.\times \frac{i}{r-m_{0}}\left(-i e_{0} \gamma_{\rho}\right) \frac{i}{r-k_{2}-m_{0}} 2 m_{0} \gamma_{0}\right\}, \tag{19}
\end{align*}
$$

we find that

$$
\begin{align*}
R_{e \theta} & =k_{1}{ }^{\xi} k_{2}{ }^{\top} \epsilon_{\xi+\sigma \rho} B_{1}, \\
B_{1} & =8 \pi^{2} m_{0} I_{00}\left(k_{1}, k_{2}\right) . \tag{20}
\end{align*}
$$

We are now ready to calculate the divergence of the axial-vector triangle diagram. If the Ward identity bolds, we should find

$$
\begin{equation*}
-\left(k_{1}+k_{2}\right)^{\mu} R_{r p \mathrm{~B}}=2 m_{0} R_{v p}, \tag{21}
\end{equation*}
$$



Fic. 3. Diagram for calculation of the asymptotic behavior of the general axial-vector loop.
but from Eqs. (16)-(20) we find, instead,

We see that the axial-pector Ward identity fails in the case of the triangle groph. The failure is a result of the fact that the integration variable in a linearly divergent Feynman integral cannot be freely translated.
The breakdown of the axial-vector Ward identity which we have just found is related to another anomalous property of the triangle graph. To see this, let us consider the behavior of the general axial-vector loop diagram with $2 n$ photon vertices (See Fig. 3), as the $2 n-1$ independent photon momenta $k_{1}, \cdots$, $\dot{k}_{2 m-1}$ approach infinity simultaneously in the manner

$$
\begin{gather*}
k_{j}=\xi q_{j}, \quad j=1, \cdots, 2 n-1 \\
q_{j} \text { fixed }, \quad \xi \rightarrow \infty \tag{23}
\end{gather*}
$$


$Q(1) \cdot-(2 n-1)$

$\alpha(2)-(2 n+1 \mid+4$

Fic. 4. Subgraphs (doubled lines) which determine the asymptotic behavior of Fig. 3.
while the momentum $p-p^{\prime}$ carried by the axial-vector current is held fixed. According to Weinberg's theorem, ${ }^{4}$ the asymptotic behavior of the loop graph in this limit is

$$
\begin{equation*}
\xi^{\alpha}(\ln \xi)^{\rho} \tag{24}
\end{equation*}
$$

where $\beta$ is undetermined by Weinberg's analysis and where $\alpha$ is the maximum of the superficial divergences ${ }^{5}$ $\alpha(g)$ of the subgraphs ${ }^{5} g$ linking the $2 n$ photon lines (i.e., linking the momenta which are becoming infinite). For the diagram of Fig. 3 there are two such subgraphs, illustrated in Fig. 4, with superficial divergences $\alpha$ (1) $=-2 n+1$ and $\alpha(2)=-2 n+3$. Thus, the asymptotic coefficient $\alpha$ is $\alpha(2)=-2 n+3$, and comes from the subgraph in which all propagators in the loop are involved. Now Weinberg's theorem always tells us What the maximal asymptotic power of a graph is, but it does not guarantee that the coefficient of the maximal term is nonvanishing. In fact, in the case of the axialvector loop diagram we will show that the coefficient of the $\xi^{-2 n+s}(\ln \xi)^{\beta}$ term does vanish, so that the leading asymptotic behavior is $\xi^{-2 n+2}(\ln \xi)^{\beta}$, one power lower than is predicted by naive power counting. Let us denote by $L\left(p-p^{\prime}, m_{0} ; p_{1}, \cdots, p_{2 n-1}\right)$ the graph illustrated in Fig. 3,
$L\left(p-p^{\prime}, m_{0} ; p_{1}, \cdots, p_{2 n-1}\right)$

$$
\begin{aligned}
= & \int d^{4} r \operatorname{Tr}\left\{\sum_{k=1}^{2 n} \prod_{i=1}^{k-1}\left[\gamma^{\left(f_{j}\right.} \frac{1}{r+p_{j}-m_{k}}\right]\right. \\
& \times \gamma^{(k)} \frac{1}{r+p_{k}-m_{0}} \gamma_{n} \gamma_{r} \frac{1}{r+p_{t}+p^{\prime}-p-m_{0}}
\end{aligned}
$$

$$
\begin{equation*}
\left.\times \prod_{i=b+2}^{2 n}\left[\gamma^{(n} \frac{1}{r+p_{j}+p^{\prime}-p-m_{0}}\right]\right\} \tag{25}
\end{equation*}
$$

[^92]Clearly we can write
$L\left(p-p^{\prime}, m_{0} ; p_{1}, \cdots, p_{2 n-1}\right)$
(A) $=L\left(p-p^{\prime}, m_{0} ; p_{1}, \cdots, p_{2 n-1}\right)$

$$
\begin{equation*}
-L\left(0, m_{0} ; p_{1}, \cdots, p_{2 n-1}\right) \tag{26}
\end{equation*}
$$

(B) $+L\left(0, m_{0} ; p_{1}, \cdots, p_{3 n-1}\right)-L\left(0,0 ; p_{1}, \cdots, p_{2 n-1}\right)$
(C) $\quad+L\left(0,0 ; p_{1} \cdots, p_{2 m-1}\right)$.

Because differencing the loop graph with respect to either the axial-vector current four-momentum $p-p^{\prime}$ or the fermion mass $m_{0}$ decreases the degree of divergence by one, terms ( $A$ ) and ( $B$ ) on the right-hand side of Eq. (26) have $\alpha(2)=-2 n+2$, and therefore behave asymptotically as $\xi^{-2 n+2}(\ln \xi)^{\beta^{\prime}}$. Term (C) on the right-hand side of Eq. (26) can be rewritten as

$$
\begin{align*}
& L\left(0,0 ; p_{1}, \cdots, p_{2 n-1}\right) \\
& =\int d^{4} r \operatorname{Tr}\left\{\sum_{k=1}^{2 n} \prod_{j=1}^{k-1}\left[\gamma^{(\eta)} \frac{1}{r+p_{j}}\right]_{\gamma^{(k)}}^{r+p_{k}} \gamma_{\mu} \gamma_{s}\right. \\
& \left.\times \frac{1}{r+p_{k}} \prod_{j=k+1}^{2 n}\left[\gamma^{(n)} \frac{1}{r+p_{j}}\right]\right\} \\
& =\int x^{4} r \operatorname{Tr}\left\{\gamma \frac{\partial}{\partial r^{\mu}} \prod_{i=1}^{2 n}\left[\gamma^{(j)} \frac{1}{\gamma+p_{j}}\right]\right\} . \tag{27}
\end{align*}
$$

Integrating by parts with respect to $r$ gives

$$
L\left(0,0 ; p_{1}, \cdots, p_{2 n-1}\right)=0
$$

proving that the asymptotic behavior of the loop graph is one power better than given by Weinberg's theorem.

The only nonalgebraic step in this proof is the integration by parts with respect to $r$, an operation which is valid provided that the integration variable in

$$
\begin{equation*}
\int d^{4}+\operatorname{Tr}\left\{\gamma_{b} \prod_{i=1}^{2 n}\left[\gamma^{(i)} \frac{1}{r+p_{2}}\right]\right\} \tag{28}
\end{equation*}
$$

can be freely translated. This is the same condition as we found above for validity of the axial-vector Ward identity. Thus again, our proof is valid for $n \geq 2$, but we expect possible trouble in the case of the triangle graph ( $n=1$ ). From the explicit expression for the triangle graph in Eqs. (17) and (18), we see that if we write $k_{1}=\xi q, k_{q}=-\xi q+p^{\prime}-p$, then as $\xi \rightarrow \infty$ we find

$$
\begin{equation*}
R_{\text {eg }}\left(k_{1}, k_{2}\right) \rightarrow-8 \pi^{2} \xi q^{\top} \epsilon_{\text {T大日 }}+O(\ln \xi) \tag{29}
\end{equation*}
$$

In other words, the asymptotic power is $\alpha=1=-2 n+3$, as given by Weinberg's rules, rather than one power lower, as is the case for the loop graphs with $n \geq 2$. It is easy to check that when Eq. (29) is multiplied by $-\left(k_{1}+k_{2}\right){ }^{\prime}$, the term with the anomalous asymptotic behavior agrees, for large $\xi$, with the term in Eq. (22) which violates the Ward identity. Thus, the breakdown of the axial-vector Ward identity in the triangle graph


Fic. 5. Contribution of the triangle diagram to the general axial-vector vertex. We have not drawn the second diagram in which the photon lines emerging from the triangle are crossed.
and the anomalous asymptotic behavior of the triangle graph are basically the same phenomenon.

It is clear that the breakdown of the Ward identity for the basic triangle graph will also cause failure of the Ward identity for any graph of the type illustrated in Fig. 5, in which the two photon lines coming out of the triangle graph join onto a "blob" from which $2 f$ fermion and $b$ boson lines emerge. From Eq. (22) for the divergence of the basic triangle graph, it is possible to show that the breakdown of the axial-vector Ward identity in the general case is simply described by replacing Eq. (4) for the axial-vector-current divergence (which we have shown to be incorrect) by

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}}-j_{\mu}{ }^{6}(x)=2 i m_{0} j^{\square}(x)+\frac{\alpha_{0}}{4 \pi}: F^{F \sigma}(x) F^{r \rho}(x): \epsilon_{\varepsilon \sigma r \rho} \tag{30}
\end{equation*}
$$

[Equation (30) is easily verified by using the Feynman rules for the vertices of $j_{\mu}{ }^{5}, j^{j^{6}}$, and ( $\alpha_{0} / 4 \pi$ ) : $F^{i \sigma} F^{\text {rn }}: \epsilon_{\text {Gorp }}$ which are given in Fig. 6.] For example, if we define $\bar{F}\left(p, p^{\prime}\right)$ by

$$
\begin{align*}
& S_{F^{\prime}}(p) \tilde{F}\left(p, p^{\prime}\right) S_{F^{\prime}}\left(p^{\prime}\right)=-\int d^{4} x d^{4} y e^{i p \cdot z} e^{-i p^{\prime} \cdot v} \\
& \times\left\langle T\left(\psi(x): F^{\xi \sigma}(0) F^{\top p}(0): \epsilon_{\xi_{\sigma} \gamma} \psi(y)\right)\right\rangle_{0}, \tag{31}
\end{align*}
$$

then the axial-vertex Ward identity of Eq. (5) is modified to read

$$
\begin{array}{r}
\left(p-p^{\prime}\right) \Gamma_{s}^{b}\left(p, p^{\prime}\right)=2 m_{0} \Gamma^{5}\left(p, p^{\prime}\right)-i\left(\alpha_{0} / 4 \pi\right) \ddot{F}\left(p, p^{\prime}\right) \\
+S_{F}^{\prime}(p)^{-1} \gamma_{5}+\gamma_{\sigma} S_{F}^{\prime}\left(p^{\prime}\right)^{-1}  \tag{32}\\
\text { OPERATOR } \quad \text { VERTEX FACTOR }
\end{array}
$$

Frc. 6. Feynman rules for the vertices appearing in Eq. (30).

Equation (30), which is the principal result of this section, states the surprising fact that the axial-vectorcurrent divergence, as calculated in perturbation theory, contains a well-defined extra term which is not oblained when the axial-vector divergence is calculated by formal use of the equadions of motion ${ }^{6}$

## II. CONSEQUENCES OF THE EXTRA TERM

In this section we investigate the consequences of the extra term which we have found in the axial-vectorcurrent divergence [Eq. (30)] and in the axial-vectorcurrent Ward identity [Eq. (32)]. We consider, in particular, the questions of (A) renormalization of the axial-vector vertex, (B) radiative corrections to $\nu_{l} l$ scattering, and (C) the connection between $\gamma_{\delta}$ invariance and a conserved axial-vector current in massless quantum electrodynamics.

## A. Renormalization of the Axial-Vector Verter

Recently, Preparata and Weisberger ${ }^{7}$ have proved the following theorem: If a local current, constructed as a bilinear product of fermion fields, is conserved apart from mass terms, then the vertex parts of both the current and its divergence are made finite by multiplication by the wave-function renormalization constants of the fields from which the current is constructed. If Eq. (4) correctly described the divergence of the axial-vector current in spinor electrodynamics, then the theorem of Preparata and Weisberger would apply in this case. However, we have seen that the divergence is actually given by Eq. (30), and involves an additional term which is not a mass term. The effect of this extra term, we shall see, is to cause the Preparata-Weisberger argument to break down.

First let us review how the Preparata-Weisberger result could be derived if Eq. (4), and the corresponding Ward identify of Eq. (5), were true. Since both $j_{\infty}{ }^{b}$ and $j^{b}$ are local bilinear products of fermion fields, the vertex parts $\Gamma_{\mu}{ }^{6}$ and $\Gamma^{6}$ are muliplicatively renormalizable. Thus we can write

$$
\begin{align*}
\Gamma_{F}^{b}\left(p, p^{\prime}\right) & =Z_{\Delta}^{-1} \Gamma_{p}^{b}\left(p, p^{\prime}\right) \\
\Gamma^{b}\left(p, p^{\prime}\right) & =Z_{D}^{-1} \Gamma^{b}\left(p, p^{\prime}\right)  \tag{33}\\
S_{F}^{\prime}(p) & =Z_{2} S_{p}^{\prime}(p)
\end{align*}
$$

where the tilde quantities are finite (cutoff-independent) and where $Z_{A}, Z_{D}$, and $Z_{2}$ are cutoff-dependent renormalization constants. Substituting Eq. (32) into Eq. (5) we get

$$
\begin{align*}
\left(p-p^{\prime}\right) \stackrel{\Gamma}{A}
\end{aligned} \quad \begin{aligned}
\mathrm{b} & \left(p, p^{\prime}\right)=\left(2 m_{0} Z_{A} / Z_{D}\right) \Gamma^{\mathrm{s}}\left(p, p^{\prime}\right) \\
& +\left(Z_{\Lambda} / Z_{q}\right)\left[S_{F}^{\prime}(p)^{-1} \gamma_{\delta}+\gamma_{\omega} Z_{p^{\prime}}\left(p^{\prime}\right)^{-1}\right] \tag{34}
\end{align*}
$$

[^93]

Fig. 7. Diagram giving the lowest-order contribution of the extra term in Eq. (32). The heavy dot denotes the vertex of

and varying the cutoff gives

$$
\begin{align*}
0=\delta\left(2 m_{0} Z_{A} / Z_{D}\right) \Gamma^{5} & \left(p, p^{\prime}\right)+\delta\left(Z_{A} / Z_{2}\right) \\
& \times\left[S_{F^{\prime}}(p)^{-1} \gamma_{5}+\gamma_{S} S_{P}^{\prime}\left(p^{\prime}\right)^{-1}\right] \tag{35}
\end{align*}
$$

Putting $p, p^{\prime}$, or both on mass shell then implies that

$$
\begin{equation*}
\delta\left(2 m_{0} Z_{A} / Z_{D}\right)=\delta\left(Z_{A} / Z_{2}\right)=0 \tag{36}
\end{equation*}
$$

which means that both $2 m_{0} Z_{A} / Z_{D}$ and $Z_{A} / Z_{1}$ are cutoff-independent, and hence finite. Thus, if Eqs. (4) and (5) were correct, multiplication by the wavefunction renormalization constant $Z_{2}$ would make $\Gamma_{\mu}{ }^{6}$ and $\Gamma^{5}$ fiinte.
Let us now consider the actual situation, in which the divergence of the axial-vector current is given by Eq. (30) and the axial-vector Ward identity by Eq. (32). The extra term in Eq. (32) first appears in order $\alpha_{0}{ }^{2}$ of perturbation theory. [See Fig. 7.] This lowest-order contribution is already logarithmically divergent; introducing a cutoff by replacing the photon propagator $1 /\left(q^{2}+i \epsilon\right)$ with $\left[1 /\left(q^{2}+i \epsilon\right)\right]\left[-\Lambda^{2} /\left(-\Lambda+q^{2}+i \epsilon\right)\right]$, we find that

$$
\begin{align*}
-i\left(\alpha_{0} / 4 \pi\right) \hat{F}\left(p, p^{\prime}\right)= & -\frac{3}{4}\left(\alpha_{0} / \pi\right)^{2} \ln \left(\Lambda^{2} / m^{2}\right)(p-p)^{\mu} \\
& \times \gamma_{p} \gamma_{s}+\alpha_{0}{ }^{2} \times \text { finite }+O\left(\alpha_{0}{ }^{2}\right) . \tag{37}
\end{align*}
$$

We will also need part of the expression for $\Gamma^{( }\left(p, p^{\prime}\right)$ to order as,

$$
\begin{align*}
& \Gamma^{s}\left(p, p^{\prime}\right)=\gamma_{5}\left[1+O\left(\alpha_{0}\right)\right]+\left(\alpha_{0} / 2 \pi\right) m_{0} \\
& \times I\left(p, p^{\prime}\right)\left(p-p^{\prime}\right) \gamma_{\mu} \gamma_{s}+O\left(\alpha_{0}^{2}\right)  \tag{38}\\
& I\left(p, p^{\prime}\right)=\int_{0}^{1} d x \int_{0}^{1-z} d y\left[x(1-x) p^{2}+y(1-y) p^{\prime 2}\right. \\
&\left.-2 x y p \cdot p^{\prime}-(x+y) m_{0}^{2}\right]^{1}
\end{align*}
$$

Comparing Eqs. (37) and (38), we see that it is impossible to cancel away the divergence in Eq. (37) by adding to it a constant multiple of Eq. (38): A constant counter term of order $\alpha_{0}{ }^{2}$ multiplying the leading $\gamma_{s}$ term in Eq. (38) cannot cancel the divergence in Eq. (37), because the latter is proportional to $\left(p-p^{\prime}\right)^{\mu} \gamma_{\mu} \gamma_{5}$, while a constant counter term of order $a_{0}$ multiplying the $\left(p-p^{\prime}\right)^{\mu} \gamma_{\mu} \gamma_{s}$ term in Eq. (38) cannot cancel the divergence in Eq . (37) because of the nontrivial functional dependence of $I\left(p, p^{\prime}\right)$ on $p$ and $p^{\prime}$. In other words, the axial-vector divergence with the extra term included,

$$
\begin{equation*}
2 m_{0} \Gamma^{5}\left(p, p^{\prime}\right)-i\left(\alpha_{0} / 4 x\right) F\left(p, p^{\prime}\right) \tag{39}
\end{equation*}
$$

is not mulliplicatively renormalizable.


Fig. 8. Lowest-order contribution of the triangle diagram to the axial-vector vertex. We bave not drawn the diagram in which the photon lines are crossed.

Since multiplicative renormalizability of the divergence was essential to the Preparata-Weisberger argument outlined above, this argument no longer applies. We expect, then, that even after multiplication by $Z_{2}$, there will still be logarithmically divergent terms in the axial-vector vertex. Such terms first appear in order $\alpha_{0}{ }^{2}$ of perturbation theory, as a result of the diagram shown in Fig. 8; the divergence of Fig. 8 is just a consequence of the anomalous asymptotic behavior of the triangle graph pointed out in Sec. I. Introducing a cutoff in the photon propagator as above, we find that

$$
\begin{align*}
Z_{2} \Gamma_{\mu}{ }^{5}\left(p, p^{\prime}\right)= & \gamma_{\mu} \gamma_{[ }\left[1-\frac{z}{z}\left(\alpha_{0} / \pi\right)^{2} \ln \left(\Lambda^{2} / m^{2}\right)\right] \\
& +\alpha_{0} \times \text { finite }+\alpha_{0} \times \text { finite }+O\left(\alpha_{0}{ }^{0}\right) . \tag{40}
\end{align*}
$$

Equation (40) shows explicitly that the axial-vector vertex, while still multiplicatively renormalizable, is not simply made finite by multiplication by the wavefunction renormalization constant $Z_{2}$. Rather, we have [see Eq. (33)]

$$
\begin{equation*}
Z_{1}=Z_{2}\left[1+\frac{1}{2}\left(\alpha_{0} / \pi\right)^{2} \ln \left(\Lambda^{2} / m^{2}\right)+O\left(\alpha_{0}{ }^{8}\right)\right] . \tag{41}
\end{equation*}
$$

## B. Radiative Corrections to $v_{l} l$ Scattering

As an application of Eq. (40), let us consider the radiative corrections to $\nu_{l} l$ scattering, where $l$ is a $\mu$ or an $e$. According to the usual local current-current theory, the leptonic weak interactions are described by the effective Lagrangian

$$
\begin{equation*}
\mathcal{S}_{\text {atl }}=(G / \sqrt{2}) j_{\lambda}{ }^{\dagger} j^{\lambda}, \tag{42}
\end{equation*}
$$

where $G \approx 10^{-b} / M_{\text {protan }}{ }^{3}$ is the Fermi constant and where ${ }^{8}$

$$
\begin{equation*}
j^{\lambda}=\nu_{\mu} \gamma^{\lambda}\left(1-\gamma_{s}\right) \mu+i_{d} \gamma^{2}\left(1-\gamma_{t}\right) e \tag{43}
\end{equation*}
$$

is the leptonic current. In addition to the usual terms describing muon decay, Eq. (42) contains the terms

$$
\begin{align*}
& (G / \sqrt{2})\left[\mu \gamma_{\lambda}\left(1-\gamma_{\Delta}\right) \nu_{\mu} \bar{\nu}_{\mu} \gamma^{\lambda}\left(1-\gamma_{\theta}\right) \mu\right. \\
& \left.\quad+\bar{z}_{\lambda}\left(1-\gamma_{b}\right) \nu_{\Delta} \tilde{\nu}_{\Delta} \gamma^{\lambda}\left(1-\gamma_{s}\right) e\right], \tag{44}
\end{align*}
$$

which describe elastic neutrino-lepton scattering. In order to study radiative corrections to the basic $\nu_{l} b$ scattering process, it is convenient to use a Fierz transformation to rewrite Eq. (44) in the form (the so-called

[^94]"charge retention ordering")
\[

$$
\begin{align*}
&(G / \sqrt{2})\left[\mu \gamma_{\lambda}\left(1-\gamma_{5}\right) \mu \bar{p}_{\mu} \gamma^{\lambda}\left(1-\gamma_{5}\right) \nu_{\mu}\right. \\
&\left.+\bar{\varepsilon} \gamma_{\lambda}\left(1-\gamma_{5}\right) e D_{d} \gamma^{\lambda}\left(1-\gamma_{5}\right) \nu_{0}\right] . \tag{45}
\end{align*}
$$
\]

The radiative corrections to Eq. (45) may then be obtained simply by calculating the radiative corrections to the charged lepton currents $\bar{\mu} \gamma_{2}\left(1-\gamma_{b}\right) \mu$ and $\bar{e} \gamma_{\lambda}\left(1-\gamma_{5}\right) e$, without any reference to the neutrino currents.

Now, application of standard electrodynamic perturbation theory shows that the effect of the radiative corrections to the charged lepton currents is to replace the matrix elements $\bar{\mu} \gamma_{\lambda}\left(1-\gamma_{s}\right) \mu, \bar{\varepsilon}_{\gamma_{\lambda}}\left(1-\gamma_{s}\right) e$ (we use $\mu, c$ to denote spinors here) by

$$
\begin{equation*}
\bar{\mu} Z_{2}^{(\mu)}\left[\Gamma_{\lambda}^{(\mu)}-\Gamma_{\lambda}{ }^{(\omega)}\right]_{\mu}, \quad \bar{\epsilon} Z_{2}^{(\omega)}\left[\Gamma_{\lambda}^{(\rho)}-\Gamma_{\lambda}{ }^{5(\omega)}\right] e \tag{46}
\end{equation*}
$$

In Eq. (46), $\Gamma_{\lambda}{ }^{(\mu, 0)}$ and $\Gamma_{\lambda}{ }^{s(\mu, 0)}$ denote the proper vector and axial-vector vertices, while the wave-function renormalization factors $Z_{2}{ }^{(\mu, 0)}$ come from self-energy insertions on the external lepton lines which run into and out of the proper vertices. From the usual electrodynamic Ward identity for the vector part, we know that $Z_{2}{ }^{(\mu)} \Gamma_{\lambda}{ }^{(\mu)}$ and $Z_{2}{ }^{(\rho)} \Gamma_{\lambda}{ }^{(\rho)}$ are finite. On the other hand, Eq. (40) tells us that

$$
\begin{align*}
& +\alpha_{0} \times \text { finite }+\alpha_{0}{ }^{2} \times \text { finite }+O\left(\alpha_{0}{ }^{3}\right) \text {, } \tag{47}
\end{align*}
$$

which means that, on account of the presence of axialvector triangle diagrams, the radiative corrections to v.e and $\nu_{\mu} \mu$ scattering diverge in the fourth order of perturbation theory. This result contrasts sharply with the fact that the radiative corrections to muon decay or to the scattering reaction $\nu_{\mu}+e \rightarrow \nu_{0}+\mu$ are finite to all orders in perturbation theory. ${ }^{7}$ The crucial difference between the two coses, of course, is that because of separate muon and electron-number conservation, the current $\mu_{\gamma_{2}}\left(1-\gamma_{5}\right) e$ cannot couple into closed electron or muon loops, and thus the troublesome triangle diagram is not present.

Two points of view can be taken towards the divergent radiative corrections in $\boldsymbol{\nu}_{\boldsymbol{\nu}}$ scattering. One viewpoint is that we know, in any case, that the local current-current theory of leptonic weak interactions cannot be correct, since this theory leads at high energies to nonunitary matrix elements, and since it gives divergent results for higher-order weak-interaction effects. ${ }^{.}$Thus, it is entirely possible that the modifications in Eq. (44) necessary to give a satisfactory weakinteraction theory will also cure the disease of infinite radiative corrections in $\nu_{l} l$ scattering. The other viewpoint is that we should try to make the radiative corrections to $\nu_{l} l$ scattering finite, within the framework of a local weak-interaction theory. It turns out that this

[^95]is possible, if we introduce $\nabla_{\alpha} \mu$ and $\nu_{\mu} e$ scattering terms into the effective Lagrangian, so that Eq. (44) is replaced by
\[

$$
\begin{align*}
&(G / \sqrt{2})\left[\bar{\mu} \gamma_{\lambda}\left(1-\gamma_{\theta}\right) \mu-\overline{\tilde{E}} \gamma_{\lambda}\left(1-\gamma_{b}\right) e\right] \\
& \times\left[\bar{b}_{A} \gamma^{2}\left(1-\gamma_{b}\right) \nu_{A}-\overline{\bar{p}_{0}} \gamma^{\lambda}\left(1-\gamma_{b}\right) \nu_{0}\right] . \tag{48}
\end{align*}
$$
\]

This works because the troublesome extra term in Eq. (30) is independent of the bare mass $m_{0}$, so that it cancels between the muon and electron terms in Eq. (48), giving ${ }^{10}$

$$
\begin{equation*}
\frac{\partial}{\partial x_{\lambda}}\left[\bar{\mu} \gamma_{\lambda} \gamma_{\Delta} \mu-\tilde{\left.\gamma_{\lambda} \gamma_{\varepsilon} e\right]}=2 i m_{0}^{(\mu)} \bar{\mu} \gamma_{\sigma} \mu-2 i m_{0}{ }^{(\omega)} \tilde{e} \gamma_{6} e .\right. \tag{49}
\end{equation*}
$$

Application of the Preparata-Weisberger argument to Eq. (49) then shows that the radiative corrections to Eq. (48) are finite in all orders of perturbation theory. Experimentally, it will be possible to distinguish between Eq. (48) and Eq. (44) by looking for elastic scattering of muon neutrinos from electrons.

## C. Connection Between $\boldsymbol{\gamma}_{s}$ Invariance and a Conserved Arial-Vector Current in Massless Electrodynamics

Finally, let us discuss the effects of the axial-vector triangle diagram in the case of massless spinor electrodynamics [Eq. (1) with $m_{0}=0$ ]. We will find that the triangle diagram leads to a breakdown of the ustual connection between symmetries of the Lagrangian and conserved currents. As in our previous discussions, we begin by describing the standard theory, which bolds in the absence of singular phenomena. ${ }^{8}$ Let $\{\Phi(x)\}$ $=\left\{\Phi_{1}(x), \Phi_{2}(x), \cdots\right\}$ and $\left\{\alpha_{2} \Phi\right\}$ be a set of canonical fields and their space-time derivatives, and let us consider the field theory described by the Lagrangian density

$$
\begin{equation*}
\mathcal{L}(x) \equiv \mathcal{L}\left[\{\Phi\},\left\{\partial_{\lambda} \Phi\right\}\right] . \tag{50}
\end{equation*}
$$

To establish the connection between invariance properties of $\mathcal{L}$ and conserved currents, we make the infinitesimal, local gauge transformation on the fields,

$$
\begin{equation*}
\Phi_{j}(x) \rightarrow \Phi_{j}(x)+\Lambda(x) G_{j}[\{\Phi(x)\}], \tag{51}
\end{equation*}
$$

and define the associated current $J^{a}$ by

$$
\begin{equation*}
J^{\alpha}=-\delta \Sigma / \delta\left(\partial_{\square} \Lambda\right) . \tag{52}
\end{equation*}
$$

Then, by using the Euler-Lagrange equations of motion of the fields, we easily find ${ }^{13}$ that the divergence of the current is given by

$$
\begin{equation*}
\partial_{a} J^{a}=-\delta \mathcal{L} / \delta \Lambda \tag{53}
\end{equation*}
$$

[^96]In particular, if the gauge transformation of Eq. (51), with constant gauge function A , leaves the Lagrangian invariant, then $\delta \Sigma / \delta \Lambda=0$ and the current $J^{\circ}$ is conserved. Thus, to any continuous invariance transformation of the Lagrangian there is associated a conserved current. It is also easily verified that the charge $Q(t)=\int d^{3} x J^{0}(x, t)$ associated with the current $J^{a}$ has the properties

$$
\begin{gather*}
d Q(t) / d t=0  \tag{54a}\\
{\left[Q, \Phi_{j}(x)\right]=i G_{j}(x)} \tag{54b}
\end{gather*}
$$

Equation (54b) states that $Q$ is the generator of the gauge transformation in Eq. (51), for constant $\Lambda$.
Let us now specialize to the case of massless electrodynamics, with Eq. (51) the gauge transformation

$$
\begin{equation*}
\psi(x) \rightarrow\left[1+i \gamma_{5} \Lambda(x)\right] \psi(x) \tag{55}
\end{equation*}
$$

When $A$ is a constant and $m_{0}=0$, this transformation leaves the Lagrangian of Eq. (1) invariant, so that according to Eq. (53), the associated current $J^{\alpha}$ should be conserved. But calculating $J^{\alpha}$, we find

$$
\begin{equation*}
J^{a}=-\delta \mathcal{L} / \delta\left(\partial_{\sigma} \Lambda\right)=\bar{\gamma} \gamma^{\alpha} \gamma \Delta \psi, \tag{56}
\end{equation*}
$$

which according to Eq. (30) has the divergence

$$
\begin{equation*}
\partial_{\sigma} J^{a}=\left(\alpha_{0} / 4 \pi\right) F^{\xi \sigma}(x) F^{r p}(x) \epsilon_{\ell r r_{\rho}} \tag{57}
\end{equation*}
$$

Thus, Eq. (53), which was obtained by formal calculation using the equations of motion, breaks down in this case. We see that because of the presence of the axialvector triangle diagram, even thought the Lagrangian (and all orders of perturbation theory) of massless electrodynamics are $\gamma_{\mathrm{B}}$ invariant, the axial-vector current associated with the $\gamma_{s}$ transformation is not conserved.

However, it is amusing that even though there is no conserved current connected with the $\gamma_{s}$ transformation, there is still a generator $Q^{6}$ with the properties of Eq. (54). To see this, let us consider the quantity $j^{6}$ defined by

$$
\begin{equation*}
j_{\beta}^{5}(x)=j_{\beta}{ }^{8}(x)-\frac{\alpha_{0}}{\pi} A^{\varepsilon}\left(x ; \frac{\partial A^{\prime}(x)}{\partial x_{p}} \epsilon_{E N T P} ;\right. \tag{58}
\end{equation*}
$$

referring to Eq. (30), we see that

$$
\begin{equation*}
\frac{\partial}{\partial x_{u}} j_{\mu}^{b}(x)=0 \tag{59}
\end{equation*}
$$

Although $j_{\mu}{ }^{5}$ is conserved, it is explicitly gauge-dependent and therefore is not an obsergable current operalor. But the associated charge

$$
\begin{align*}
& Q^{b}=\int d^{3} x j_{0}^{b}(x) \\
&=\int d^{n} x\left[\psi^{\dagger}(x) \gamma_{\Delta} \psi(x)+\frac{\alpha_{0}}{\pi} \mathbf{A} \cdot \nabla \times \mathbf{A}\right] \tag{60}
\end{align*}
$$

is gauge-invariant and therefore observable. According to Eq. (59), $Q^{5}$ is time-independent, and its commutator with $\psi(x)$ (calculated formally by use of the canonical commutation relations) is

$$
\begin{equation*}
\left[Q^{s}, \psi(x)\right]=-\gamma_{s} \psi(x)=i\left[i \gamma_{s} \psi(x)\right] . \tag{61}
\end{equation*}
$$

Comparison with Eq. (59) then shows that $\bar{Q}^{b}$ is the conserved generator of the $\gamma_{i}$ transformations. ${ }^{19}$

After this manuscript was completed, we learned that Bell and Jackiw" had independently studied the anomalous properties of the axial-vector triangle graph, in the context of the $a$ model. In the Appendix we discuss certain questions raised both by the paper of Bell and Jackiw and in conversations with Professor S. Coleman.

Note added in proof. (1) All field quantities appearing in the paper denote unrenormalized fields, with the one exception that in Eqs. (A29), (A30), and (A34), $\phi_{\pi}{ }^{\circ}$ and $\phi_{1}$ denote, respectively, the renormalized pion and $\eta$ fields.
(2) It is our claim that Eq. (30) is an exact result, valid to all orders in electromagnetism, and similarly that the $\sigma$-model analog, Eq. (A22), is exact to all orders in both the electromagnetic and strong couplings. These conclusions follow in our diagrammatic analysis from the fact that electromagnetic or strong radiative corrections to the basic triangle always involve axial-vector loops with more than three vertices, which satisfy the normal axial-vector Ward identities. A more detailed discussion of this question will be given by the author and W. A. Bardeen (to be published).
(3) Field-theoretic derivations of Eq. (30) have been given by C. R. Hagen (to be published), R. Jackiw and K. Johnson (to be published), B. Zumino (to be published), and R. A. Brandt (to be published). Jackiw and Johnson point out that the essential features of the field-theoretic derivation, in the case of external electromagnetic fields, are contained in J. Schwinger, Phys. Rev. 82, 664 (1951).
(4) In Eq. (A1) we state that the general form of the triangle diagram is $R_{\text {ess }}$, Rosenberg's gauge-invariant expression, plus an arbitrary multiple of $\epsilon_{\text {ropp }}\left(k_{1}-k_{2}\right)$; ; we infer this form for the extra term by studying how the triangle graph is changed by shifts in the integration variable. It is easy to see that this is the only allowed form for the ambiguity, by noting that the extra term must satisfy the following conditions. (i) The extra term must have the dimensions of a mass; (ii) the extra term must be a three-index ( $\sigma \rho \mu$ ) Lorentz pseudotensor; (iii) the extra term must be symmetric under interchange of the photon variables ( $k_{1}, \sigma$ ) and ( $k_{1}, \rho$ ); (iv) the extra term must have no singularities in any of the variables $\boldsymbol{k}_{1}{ }^{2}, \boldsymbol{k}_{2}{ }^{2}, \boldsymbol{k}_{1} \cdot \boldsymbol{k}_{2}$ and $\boldsymbol{m}_{0_{1}}$ since the dis-

[^97]continuities of the triangle diagram across its singularities involve no linear divergences and hence are unambiguously contained in Rosenberg's expression $R_{\text {asy }}$.
(5) The statement in Ref. 20, that the simultaneous presence of isoscalar and isovector vector mesons affects the $\boldsymbol{\pi}^{\Omega} \rightarrow 2 \boldsymbol{\gamma}$ prediction, is not correct. There will, of course, be an extra term of the form
$$
\partial B^{!}(I=1) / \partial x_{\sigma} \partial B^{r}(I=0) / \partial x_{\rho} \xi_{\mathrm{t}} \sigma_{r}
$$
in the PCAC equation. However, the matrix element of this term relevant to the $\boldsymbol{x}^{n} \rightarrow 2 \gamma$ low-energy theorem, when expressed in terms of Fourier transforms of the vector-meson fields, is proportional to
\[

$$
\begin{aligned}
\int d^{4} k\left\langle\gamma\left(k_{1,} \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right| B_{k+k_{1}+m_{2}}^{t}(I=1) & B_{-k^{\top}}(I=0)|0\rangle \\
& \times\left(k_{1}+k_{2}\right)^{*} k^{\tau} \epsilon_{\text {\&cre }}
\end{aligned}
$$
\]

Because of photon gauge invariance, the matrix element

$$
\left\langle\gamma\left(k_{1, \epsilon_{1}}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right| B_{k_{1}+k_{+}+a_{3}} t(I=1) B_{-k} r(I=0)|0\rangle
$$

is proportional to $k_{1} k_{2}$, and so the two-vector meson term is of order $k_{1} k_{2}\left(k_{1}+k_{2}\right)$. Since the low-energy theorem involves only terms of order $k_{1} k_{2}$, the twovector meson contribution is of higher order and does not affect our result. This also means that the extra terms in the PCAC equation proposed recently by R. Arnowitt, M. H. Friedman, and P. Nath, Phys. Letters 27B, 657 (1968), do not in fact lead to a nonnull PCAC prediction for $\boldsymbol{a}^{\Omega} \rightarrow 2 \gamma$.
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## APPENDIX

We discuss here the following questions raised both by the recent paper of Bell and Jackiw and in conversations with Professor S. Coleman: (1) Is the expression $R_{\text {ep }}$ [see Eq. (17)] which we have used for the triangle graph unique, or is it possible to redefine $R_{\text {og, }}$ by a subtraction in such a way as to eliminate the anomalies discussed in the text? (2) What is the connection between our results and the $\sigma$-model discussion of Bell and Jackiw, and between our results and the physical $\pi^{0} \longrightarrow 2 \gamma$ and $\eta \longrightarrow 2 \gamma$ decays?

## A. Uniqueness of the Triangle Graph

The expression for $R_{\text {cpp }}$ in Eq. (17) is obtained from Eq. (16) by the regulator technique of subtracting from

Eq. (16) a loop with $m_{0}$ replaced by $M$, performing the r integration, and then letting $M \rightarrow \infty$. Clearly, any mass-independent terms in Eq. (16) will be lost in this process. That a mass-independent term is present can be seen from the fact that when we make the change of integration variable $r \rightarrow r+a k_{1}+b k_{2}$ in Eq. (16), the result is not left invariant, but rather is changed by multiples of $\epsilon_{\text {ropp }} k_{1}{ }^{r}$ and $\epsilon_{q u \mu \mu} k_{9}{ }^{r}$. If we are careful to preserve symmetry with respect to the photon variables, the change will be proportional to $\epsilon_{\mathrm{ropg}}\left(k_{1}-k_{8}\right)^{r}$. The noninvariance of the triangle graph under changes of integration variable is of course just a result of the linear divergence in Eq. (16), and means that in a nonregulator calculation the results obtained for the triangle graph will depend on how the external momenta $k_{1}$ and $k_{2}$ are taken to run through the intemal lines. We may express this ambiguity formally by writing that the general expression for the triangle graph is

$$
\begin{equation*}
R_{\text {epp }}[\zeta]=R_{\text {epr }}+\zeta \epsilon_{\tau \sigma \beta \mu}\left(k_{1}-k_{2}\right) r, \tag{A1}
\end{equation*}
$$

with $R_{o \rho p}$ the regulator value in Eq. (17).
We easily find the following properties of $R_{\text {op }}[\zeta]$ :
(i) vector index divergence:

$$
\begin{align*}
& k_{1}{ }^{\circ} R_{\text {on }}[\zeta]=-\zeta k_{1}{ }^{\prime \prime} k_{2}{ }^{\text { }} \epsilon_{\text {rops }}, \\
& k_{2}{ }^{\rho} R_{\text {en }}[\zeta]=\zeta k_{2}{ }^{2} k_{1}{ }^{7} \epsilon_{\text {reps }} ; \tag{A2}
\end{align*}
$$

(ii) axial-vector index divergence:

$$
\begin{align*}
&-\left(k_{1}+k_{2}\right) \cdot R_{o \mu m}[\zeta] \\
&=2 m_{0} R_{0 p}+\left(8 \pi^{2}-2 \zeta\right) k_{1} \ell k_{2} \epsilon_{\{r o p} ; \tag{A3}
\end{align*}
$$

(iii) asymptotic behavior: Writing $k_{1}=\xi q, k_{2}=-\xi q$ $+p^{\prime}-p$, as $\xi \rightarrow \infty$

$$
\begin{equation*}
R_{\text {opil }}[\zeta] \rightarrow-\xi\left(8 \pi^{2}-2 \zeta\right) q^{\top} \epsilon_{\tau o p s} \tag{A4}
\end{equation*}
$$

(iv) axial-vector meson to two-photon matrix element: If $l \cdot\left(k_{1}+k_{2}\right)=\epsilon_{1} \cdot k_{1}=\epsilon_{2} \cdot k_{2}=k_{1}{ }^{2}=k_{2}{ }^{2}=0$, then ${ }^{8}$

$$
\begin{equation*}
V^{\prime \prime} \epsilon_{1}^{\prime \prime} \epsilon_{2} R_{\text {con }}[\zeta]=\zeta^{\prime \prime} \epsilon_{1^{\prime}} \epsilon_{2}{ }^{\prime}\left(k_{1}-k_{2}\right)^{\prime} \epsilon_{\text {repn }} ; \tag{A5}
\end{equation*}
$$

(v) large $m_{0}$ behavior:

$$
\begin{equation*}
\lim _{\rightarrow \rightarrow-\infty} R_{n_{0 \mu}}[\zeta]=\zeta \epsilon_{r o A B}\left(k_{1}-k_{2}\right)^{r} . \tag{A6}
\end{equation*}
$$

Referring first to Eqs. (A2)-(A4), we see that when $\zeta=0$, which is the case discussed in the text, the triangle graph is gauge-invariant with respect to the photon indices but has an anomalous axial-vector Ward identity and anomalous asymptotic bebavior. By contrast, when $\zeta=4 \pi^{2}$ there is no longer gauge invariance with respect to the photon indices, but the axial-vector Ward identity and the asymptotic behavior as $\xi \rightarrow \infty$ are normal. Since the formal proof of gauge invariance for the triangle graph suffers from the same diffculties as does the formal proof of the axial-vector Ward identity, there is no a priori reason to demand gauge invariance with respect to the photon indices as opposed to a normal axial-vector Ward identity, or, for that matter, to
demand either. In other words, as long as we consider only the divergence properties of $R_{\text {opp }}[\zeta]$, there is no requirement fixing $S$.

There are, however, two additional restrictions on $R_{\text {sp }}$ which force us to choose $\zeta=0$. First of all, we recall ${ }^{14}$ that two real photons can never be in a state with total angular momentum 1 , which means that the matrix element for an axial-vector meson to decay into two photons must vanish. In order for our triangle graph to satisfy this requirement, we must have $l^{\mu} \epsilon_{1}{ }^{\sigma} \epsilon_{2} \Omega R_{\text {eos }}[\zeta]$ $=0$ when $l$ is an axial-vector meson polarization vector satisfying $l \cdot\left(k_{1}+k_{2}\right)=0$ and when the photon variables satisfy $\epsilon_{1} \cdot k_{1}=\epsilon_{2} \cdot k_{2}=k_{1}{ }^{2}=k_{2}{ }^{2}=0$. Referring to Eq. (A5), we see that this requirement forces us to choose $\zeta=0$. [To check that, even with the constraints on $l, \epsilon_{1}$ etc., the expression $l^{\mu} \epsilon_{1}{ }^{*} \epsilon_{2}{ }^{p}\left(k_{1}-k_{2}\right)^{\top} \epsilon_{\text {reop }}$ is in general nonvanishing, choose $k_{1}=(-1,1,0,0), \epsilon_{1}=(0,0,1,0)$, $k_{2}=(-2,0,2,0), \epsilon_{2}=(0,1,0,0), k_{2}+k_{2}=(-3,1,2,0)$, $\left.l=(0,0,0,1), k_{1}-k_{2}=(1,1,-2,0).\right]$ Secondly, it is physically unreasonable that a loop diagram such as our triangle graph should influence low-energy phenomenc in the limit as the mass of the loop fermion becomes infinite. In other words, we expect

$$
\begin{equation*}
\lim _{-\infty \rightarrow \infty} R_{\theta \rho \mu}[\zeta]=0, \quad k_{1}, k_{1} \text { fixed } \tag{A7}
\end{equation*}
$$

which according to Eq. (A6) again requires $\zeta=0$. Thus, there are strong physical restrictions which uniquely select the regulator value for the triangle graph; in particular, it is not permissible to make the choice $\zeta=4 \pi^{2}$ which eliminates the anomalies discussed in the text.

## B. Connection with Bell and Jackiw and with $\boldsymbol{\pi}^{0} \rightarrow \mathbf{2 \boldsymbol { \gamma }}$ and $\boldsymbol{\eta} \rightarrow \mathbf{2 \boldsymbol { \gamma }}$ Decay

In a recent paper, Bell and Jackiw discuss $\pi^{0} \rightarrow 2 \gamma$ in the $\sigma$ model; they find and attempt to resolve a paradox arising from the presence of triangle diagrams. We briefly summarize their work, and then discuss our own interpretation of the paradox, which differs from theirs. ${ }^{15}$ Bell and Jackiw use a truncated version of the $\sigma$ model, in which the charged pion and the neutron fields are omitted. Letting $\psi, \phi$, and $\sigma$ be, respectively, the fields of the proton, the neutral pion, and the scalar meson, the Lagrangian density is ${ }^{8}$

$$
\begin{align*}
\mathscr{L}= & \psi\left[i \gamma \cdot \square-m_{0}+g_{0}\left(\sigma+i \phi \gamma_{0}\right)\right] \psi+\frac{1}{2}\left[(\partial \phi)^{2}+(\partial \sigma)^{2}\right] \\
& -\frac{1}{2} \mu_{0}^{2} \phi^{2}-\frac{1}{2}\left(\mu_{0}{ }^{2}+2 \lambda_{0} / f_{0}^{2}\right) \sigma^{2}-\lambda_{0}\left[\left(\phi^{2}+\sigma^{2}\right)^{2}\right. \\
& \left.-2 f_{0}^{-1} \sigma\left(\phi^{2}+\sigma^{2}\right)\right]-\frac{1}{2} F_{\mu} F^{\mu}-e_{0} J \gamma_{\mu} \psi A^{\mu}, \tag{A8}
\end{align*}
$$

with the coupling constant $f_{0}$ given by

$$
\begin{equation*}
f_{0}=g_{0} /\left(2 m_{0}\right) \tag{A9}
\end{equation*}
$$

[^98]The axial-vector current is

$$
\begin{align*}
& j_{\mu} b(x)=\psi(x) \gamma_{\mu} \gamma \psi \psi(x)+2\left[\sigma(x) \frac{\partial}{\partial x^{\mu}} \phi(x)\right. \\
&\left.-\phi(x) \frac{\partial}{\partial x^{\mu}} \sigma(x)\right]-f_{0}-\frac{\partial}{\partial x^{\mu}} \phi(x), \tag{A10}
\end{align*}
$$

and the divergence of the axial-vector current, as calculated by formal use of the equations of motion, is

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} j_{\mu}^{\mathrm{b}}(x)=\frac{\mu_{0}^{2}}{f_{0}} \phi(x) \tag{A11}
\end{equation*}
$$

This is, of course, the usual operator PCAC equation.
The paradox noted by Bell and Jackiw is obtained by applying Eq. (A11) to the calculation of $\pi^{0} \rightarrow 2 \gamma$ decay. Let us concentrate first on the left-hand side of Eq. (A11). The matrix element $\mathrm{mm}_{\mu}$ of the axial-vector current between the vacuum and a state with two photons has the following general structure, imposed by the requirements of Lorentz invariance, gauge invariance, and Bose statistics [cf. Eq. (17)]:

$$
\begin{aligned}
& \text { श } \pi_{\mu}=\epsilon_{1}{ }^{\sigma} \epsilon_{2}{ }^{\rho} S_{* \rho \mu}\left(k_{1}, k_{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
& +C_{\Delta} k_{2 \rho} k_{1}{ }^{1} k_{2}{ }^{\tau} \epsilon_{\xi T \sigma \mu}+C_{5} k_{1 d} k_{1}{ }^{t} k_{2}{ }^{\tau} \epsilon_{\xi \tau \rho \rho}
\end{aligned}
$$

$$
\begin{aligned}
& C_{1}=k_{1} \cdot k_{2} C_{3}+k_{2}{ }^{2} C_{4} \text {, } \\
& C_{2}=k_{1}{ }^{2} C_{6}+k_{1} \cdot k_{2} C_{6} \text {, } \\
& C_{3}\left(k_{1}, k_{2}\right)=-C_{8}\left(k_{2}, k_{1}\right) \text {, } \\
& C_{4}\left(k_{1}, k_{2}\right)=-C_{5}\left(k_{2}, k_{1}\right) .
\end{aligned}
$$

As in Eq. (17), $k_{1}$ and $k_{2}$ denote the photon fourmomenta. The matrix element of the divergence of the axial-vector current is proportional to $\left(k_{1}+k_{2}\right) \sim \eta_{n}$, and a straightforward algebraic rearrangement ${ }^{\text {a }}$ using Eq. (A12) shows that

$$
\begin{align*}
& \left.\left(k_{1}+k_{2}\right)^{\mu} \epsilon_{1}{ }^{\sigma} \epsilon_{E_{2}}{ }^{p} S_{\sigma \rho P}\left(k_{1}, k_{2}\right)\right|_{k_{1}{ }^{1}-k_{1}=0} \tag{A13}
\end{align*}
$$

Thus, if we write the matrix element for $\pi^{0} \rightarrow 2 \gamma$ in the form

$$
\begin{equation*}
\pi C\left(\pi^{\Omega} \rightarrow 2 \gamma\right)=k_{1}{ }^{\ell} k_{2}{ }^{\dagger} \epsilon_{1}{ }^{\prime} \epsilon_{2}{ }^{\mathrm{C}} \epsilon_{\text {grop }} F_{1} \tag{A14}
\end{equation*}
$$

then Eqs. (A11) and (A13) tell us that in the $\sigma$ model (or any other PCAC model), $F$ vanishes when the pion mass $\left(k_{1}+k_{2}\right)^{2}$ is extrapolated to zero. This statement, of course, must hold in each order of perturbation theory. So let us check by calculating $\operatorname{Ti}\left(\pi^{0} \rightarrow 2 \gamma\right)$ directly in the $\sigma$ model in lowest-order perturbation theory, where the only diagram which contributes is the pseudoscalar coupling triangle diagram (i.e., Fig. 2 with $\boldsymbol{\gamma}_{\mu} \gamma_{\Delta}$ replaced by the pion-nucleon coupling igo $\gamma_{s}$ ). We
find, comparing with Eqs. (19) and (20), that

$$
\begin{align*}
& \mathfrak{F i}\left(\pi^{0} \rightarrow 2 \boldsymbol{\gamma}\right)_{\text {loweat order }}=\frac{-i e_{0}{ }^{2}}{(2 \pi)^{4}} i_{0 \epsilon_{1}{ }^{6} \epsilon_{2}{ }^{2} R_{\text {sp }}, ~} \\
& =k_{1}{ }^{\ell} k_{2}{ }^{\top} \epsilon_{1}{ }^{\sigma} \epsilon_{2}{ }^{\rho} \epsilon_{\ell r o p}\left(2 \alpha_{0} / \pi\right) g_{0} m_{0} I_{o 0}\left(k_{1}, k_{2}\right), \tag{A15}
\end{align*}
$$

so that

$$
\begin{equation*}
F_{\text {loweat arder }}=\left.\frac{2 \alpha_{0}}{\pi} g_{0} m_{0} I_{00}\left(k_{1}, k_{2}\right)\right|_{k_{1}{ }^{3}-k_{1}=0} \tag{A16}
\end{equation*}
$$

Setting $\left(k_{1}+k_{2}\right)^{2}=0$ then gives

$$
\begin{equation*}
\left.F_{\text {lowcot arder }}\right|_{\left(k_{1}+k_{1}\right)^{*}-0}=-\frac{\alpha_{0}}{\pi} \frac{g_{0}}{m_{0}}, \tag{A17}
\end{equation*}
$$

which does not vanish, contradicting the conclusion obtained indirectly from PCAC. The nonzero value of Eq. (A17) is the paradox of Bell and Jackiw.
Bell and Jackiw attempt to circumvent this contradiction by introducing a regulator nucleon field $\psi_{1}$ which is quantized with commutators rather than anticommutators. The coupling of the regulator field to the mesons is described by the interaction Lagrangian density

$$
\begin{equation*}
\bar{\psi}_{1 g_{1}}\left(\sigma+i \phi \gamma_{s}\right) \psi_{1} \tag{A18}
\end{equation*}
$$

to maintain the PCAC equation the regulator coupling and mass must satisfy the relation

$$
\begin{equation*}
g_{1} / m_{1}=g_{0} / m_{0} \tag{A19}
\end{equation*}
$$

Thus, as the regulator mass approaches infinity, the regulator coupling to the mesons hecomes infinite as well. As a consequence, even in the limit of infinite regulator mass the regulator field triangle diagram makes a contribution to the amplitude for $\pi^{0} \rightarrow 2 \gamma$ decay,

$$
\begin{equation*}
F_{\text {regulator triangle diagram }} \frac{\alpha_{0} g_{1}}{\pi} \frac{\alpha_{0} g_{0}}{\pi} \frac{m_{1}}{m_{0}} \tag{A20}
\end{equation*}
$$

The total amplitude is the sum of Eqs. (A16) and (A20), and does vanish at $\left(k_{1}+k_{2}\right)^{2}=0$, in accord with the PCAC prediction.

Unfortunately, however, the regulator procedure of Bell and Jackiw leads to grave difficulties when we turn to purely strong interaction phenomena. Let us, in particular, consider the regulator loop contribution to the scattering of $2 n \sigma$ particles. In the limit of large regulator mass, this loop is proportional to

$$
\begin{equation*}
g_{1}^{2 n} \int d \varphi \operatorname{Tr}\left\{\left[\frac{1}{r-m_{1}}\right]^{2 n}\right\} \propto m_{1}{ }^{( }\left(\frac{g_{1}}{m_{1}}\right)^{3 n}, \tag{A21}
\end{equation*}
$$

and thus, on account of Eq. (A19), becomes infinite as $m_{1} \rightarrow \infty$. This means that the regulator procedure of Bell and Jackiw introduces unrenormalizable infinities into the strong interactions in the $\sigma$ model, and therefore is not satisfactory.

We now suggest a different resolution of the paradox, utilizing the ideas developed in the text. ${ }^{15}$ As we saw, when triangle graphs are present we cannot naively use the equations of motion to calculate the divergence of the axial-vector current. Rather, we must infer the correct divergence equation from perturbation theory, which tells us that the extra term of Eq. (30) is present. In the $\sigma$ model, the effect of this extra term is to replace Eq. (A11) by

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} j_{\mu}^{s}(x)=\frac{\mu_{0}^{2}}{f_{0}} \phi(x)+\frac{\alpha_{0}}{4 \pi} F^{l} \cdot F^{v p} \epsilon_{\text {terp }} \tag{A22}
\end{equation*}
$$

In other words, the PCAC equation must be modified in the presence of electromagnetic interactions. As a result, the argument leading to the conclusion that $F$ vanishes at $\left(k_{1}+k_{2}\right)^{2}=0$ must be modified. As before, we conclude that the matrix element of the left-hand side of Eq. (A.22) between vacuum and two photons vanishes at $\left(k_{1}+k_{2}\right)^{2}=0$. But instead of implying that $\mathscr{N}\left(\pi^{0} \rightarrow 2 \gamma\right)$ vanishes, this now tells us that
$\operatorname{Tr}\left(x^{0} \rightarrow 2 \gamma\right)=Z_{3}^{-1 / 2} \times$ matrix element of ( $\left.\mu^{2} \phi\right)$
$=-\mu^{2}\left(f_{0} / \mu_{0}{ }^{2}\right) Z_{3}{ }^{-1 / 2} \times$ matrix element of $\left[\left(\alpha_{0} / 4 \pi\right) F^{k-} F^{r f} \in \epsilon_{\text {grp }}\right]$

in other words,

$$
\begin{equation*}
\left.F\right|_{\left(k_{1}+k_{2}\right)^{2}=0}=\frac{\mu^{2}}{\mu_{0}^{2}} Z_{2}^{-1 / 2}\left(-\frac{\alpha g_{0}}{\pi m_{0}}\right) . \tag{A24}
\end{equation*}
$$

[In Eqs. (A23) and (A24), $\boldsymbol{Z}_{3}$ is the $\boldsymbol{x}^{0}$ wave-function renormalization constant.] To lowest order in perturbation theory, Eq. (A24) agrees with Eq. (A17), so our modified PCAC equation leads to no paradox. In addition, Eq. (A22) yields a bonus: From the derivation of Eq. (A24) it is clear that Eq. (A24) is not just a Iowest-order perturbation theory result, but in fact is an exact statement in the $\sigma$ model. We can reexpress Eq. (A24) in terms of physical quantities using the equation ${ }^{26}$

$$
\begin{equation*}
\frac{g_{0}}{m_{0}} \frac{\mu^{2}}{\mu_{0}^{2}} Z_{3}^{-1 / 2}=\frac{g_{r}(0)}{m_{N}} \frac{1}{g_{\Delta}}, \tag{A25}
\end{equation*}
$$

where $m_{N}, g_{r}(0), g_{\Delta}$ are, respectively, the renormalized nucleon mass, the renormalized pion-nucleon coupling constant (evaluated at pion mass zero), and the nucleon axial-vector coupling constant in the $\sigma$ model. Thus Eq. (A24) becomes

$$
\begin{equation*}
\left.F\right|_{\left(k_{1}+k_{9}\right)^{2}=0}=-\frac{\alpha g_{r}(0)}{m_{N G A}} \tag{A26}
\end{equation*}
$$

[^99]Let us now make the standard PCAC assumption that $F$ is slowly varying as the pion mass $\left(k_{1}+k_{\mathrm{n}}\right)^{2}$ is varied from $\mu^{2}$ to 0 , so that we can use Eq. (A26) for the physical $\pi^{0}$-decay matrix element. We also replace $g_{r}(0)$ by the on-shell coupling constant $g_{r}$. Using the physical values for $\mu, m_{N}, g_{r}, g_{A}{ }^{17}$ we find for the pion lifetime

$$
\begin{equation*}
\tau^{-2}=\left(\mu^{3} / 64 \pi\right) F^{2}=9.7 \mathrm{eV} \tag{A27}
\end{equation*}
$$

in good agreement with the experimental value ${ }^{18}$

$$
\begin{align*}
& \tau_{\mathrm{expt}} \mathrm{t}^{-1}=(1.12 \pm 0.22) \times 10^{10} \mathrm{sec}^{-1} \\
&=(7.37 \pm 1.5) \mathrm{eV} \tag{A28}
\end{align*}
$$

So we see that the $\sigma$ model, as interpreted with Eq. (A22), gives a reasonable account of $\pi^{0} \rightarrow 2 \gamma$ decay. ${ }^{\text {19 }}$ This also makes it clear that the use of regulators to cancel away the triangle graph contribution to $F$ up to terms of order $\mu^{2} / m_{N}{ }^{2}$ will tend to give much too small a value for the $\pi^{0} \rightarrow 2 \gamma$ matrix element.
The above ideas are readily extended to other field theoretical models, and hopefully, to the physical axial-vector current as well. Let $\mathfrak{F}_{3}{ }^{2 \lambda}$ be the third component of the axial-vector octet. (It corresponds to $\frac{1}{2} j^{6 \lambda}$ in the model discussed above.) Let us suppose that the world is really described by a field theory, and that there are only spin-0 or spin- $\frac{1}{2}$ elementary fields. ${ }^{20}$ We then make the following two assumptions:
(i) The usual PCAC equation,

$$
\begin{equation*}
\frac{\partial}{\partial x^{\lambda}} \xi_{\mathrm{s}}^{\mathrm{g} \lambda}=C_{\mathrm{T}} \mu^{2} \phi_{\mathrm{T}^{0}}, \quad C_{\mathrm{F}}=m_{N} g_{\Lambda} / g_{,}(0), \tag{A29}
\end{equation*}
$$

[^100]should, on account of triangle graphs, be replaced by
with $S$ a constant. ${ }^{21}$
(ii) If $\boldsymbol{T}_{3}{ }^{\text {sid }}$ is expressed in terms of the elementary fields by
\[

$$
\begin{equation*}
\mathrm{F}_{2}^{\mathrm{b} \lambda}=\sum_{j} g_{j} \vec{V}_{j} \gamma^{\lambda} \gamma^{\mathrm{L}} \psi_{j}+\text { meson terms }, \tag{A31}
\end{equation*}
$$

\]

then $S$ is given by

$$
\begin{equation*}
S=\sum_{i} g, Q j^{2} \tag{A32}
\end{equation*}
$$

where the charge of the $j$ th fermion is $Q_{j} e_{0}$. Equation (A32) means that we count only triangle graphs of the elementary fermions, but do not include triangles involving nonelementary bound states. It may be possible to decide in model calculations whether this rule, which we conjecture, is really correct.

Using Eq. (A30) to calculate the $\pi^{0} \rightarrow 2 \gamma$ matrix element then gives

$$
\begin{equation*}
F \approx-(\alpha / \pi) 2 S\left(g_{r} / m_{N} g_{A}\right) . \tag{A33}
\end{equation*}
$$

The experimentally measured $\pi^{0}$ lifetime corresponds ${ }^{22}$ to $|S|=0.44$; for comparison, $S$ in the $\sigma$ model is $\frac{1}{2} 1^{2}-\frac{1}{2} 0^{2}=\frac{1}{2}$, while $S$ in the quark model is $\frac{1}{2}\left(\frac{3}{3}\right)^{2}$ $-\frac{1}{2}\left(-\frac{1}{3}\right)^{2}=\frac{1}{6}$. More generally, in any triplet model in which the electromagnetic current is a $U$-spin singlet, the triplet charges will be $\left(Q_{P}, Q_{n}, Q_{\lambda}\right)=(Q, Q-1, Q-1)$ and we have $S=\frac{1}{2} Q^{2}-\frac{1}{2}(Q-1)^{2}=Q-\frac{1}{2}$. That is, in triplet models we have $S=\langle Q\rangle_{\mathrm{av}}$, where $\langle Q\rangle_{\mathrm{uv}}$ is the average charge of the triplet particies taking part in both the $\Delta S=0$ weak $V-A$ current and the $|\Delta S|=1$ weak $V-A$ current. This means that the condition $\langle Q\rangle_{\mathrm{mr}}=-\frac{1}{1}$, necessary ${ }^{2 \mathrm{a}}$ for the radiative corrections to the $\Delta S=0$ and $|\Delta S|=1$ weak currents to be finite, also predicts a $\pi^{0} \rightarrow 2 \gamma$ rate in good accord with experiment. ${ }^{34}$

[^101]The two-photon decay $\eta \rightarrow 2 \gamma$ can be treated in a similar manner. The analog of Eq. (A30) for $\mathcal{F}_{8}{ }^{\text {bi }}$ is

$$
\begin{equation*}
\frac{\partial}{\partial x^{\lambda}} \mathcal{F}_{8}{ }^{\delta \lambda}=C_{w} \mu_{\square}{ }^{2} \phi_{n}+\frac{1}{\sqrt{3}} S{\frac{\alpha_{0}}{4 \pi} F^{1 \sigma \sigma} F^{\tau \sigma} \varepsilon_{E \sigma \tau a},} \tag{A34}
\end{equation*}
$$

where $S$ is the same constant as in Eq. (A30) and where the factor $3^{-1 / 2}$ appears because the eiectromagnetic current is a $U$-spin singlet. ${ }^{26}$ If there were no $\eta-X^{0}$ mixing, then $\phi_{1}$ would be the $\eta$ field; in the presence of mixing, $\phi_{\mathrm{n}}$ would be a mixture of the $\eta$ and $X^{0}$ fields. In the $S U_{3}$ limit, one has, of course, $C_{7}=C_{7}$. To get a prediction for the $\eta \rightarrow 2 \gamma$ rate from Eq. (A34), we sandwich Eq. (A34) between the $\eta$ state and a twophoton state and make the following three approximations: (i) We neglect $\eta-X^{0}$ mixing; (ii) we take $C_{\nabla}=C_{r}$; (iii) we ngelect the left-hand side of Eq. (A34), which makes a contribution of order $\mu_{1}{ }^{2}$ [equivalently, we assume that the exact prediction $F_{7}\left(\mu_{0}{ }^{2}=0\right)=-(\alpha / \pi)$ $\times(2 S / \sqrt{3})\left(1 / C_{\eta}\right)$ can be smoothly extrapolated from $\mu_{0}{ }^{2}=0$ to the physical $\eta$ mass]. These approximations give the standard $S U_{3}$ prediction ${ }^{26}$
$\Gamma(\eta \rightarrow 2 \gamma)=\frac{1}{3}\left(\mu_{\eta} / \mu\right)^{2} \Gamma\left(\pi^{0} \rightarrow 2 \gamma\right)=(165 \pm 34) \mathrm{eV}$,
about a factor of 8 smaller than the experimental value of

$$
\begin{equation*}
\Gamma(\eta \rightarrow 2 \gamma)=(1210 \pm 260) \mathrm{eV} \tag{A36}
\end{equation*}
$$

In view of the approximations made, the discrepancy is not too disturbing; in particular, the terms of order $\mu_{\#}{ }^{2}$ are by no means negligible, and could easily make a contribution to the $\eta \rightarrow 2 \gamma$ matrix element as important as the $S / \sqrt{3}$ term which we have retained. ${ }^{27}$

[^102]From High-Energy Physics and Nuclear Sinceture, S. Devons, ed. \{Plenum Press, New York - London, 1970). Copyright © 1970 Plenum Press, Now York; reprinted with kind permission of Springer Science and Businass Media.
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I wish to describe some recent theoretical work on $\pi^{0} \rightarrow 2 y$ decay, which helps to resolve puzzling questions which have arisen over the years, and which may shed light on the nature of possible fundamental constituents of matter, such as quarks. Purelykinematic considerations tell us that the matrix element and the decay rate for this process are

$$
\begin{align*}
m_{n}\left(\pi^{0} \rightarrow 2 \gamma\right) & =k_{1}{ }_{1}^{\xi} k_{2} \varepsilon_{1} \varepsilon_{2}^{* / \tau} \varepsilon_{2}^{*} \rho \\
\varepsilon_{\xi \tau \sigma \rho} & F  \tag{1}\\
\tau^{-1} & =\left(\mu^{3} / 64 \pi\right) F^{2},
\end{align*}
$$

with ( $\left.k_{1}, \epsilon_{1}\right),\left(k_{2}, \epsilon_{2}\right)$ the momentum and polarization four-vectors of the two photons, $\mu$ the pion mass, and $F$ an intrinsic coupling constant. The job for the theorist, of course, is to try to calculate $F$. An important step towards this goal was taken in 1949 by Steinberger, ${ }^{l}$ who considered a model in which the $\pi^{0}$ dissociates (via pseudoscalar coupling) into a proton-antiproton pair, which emit the two photons and then annihilate. In lowest order perturbation theory there are only two Feymman diagrams, the triangle diagram in Fig. la and the corresponding diagram with the two photons interchanged. Although this diagram appears to be linearly divergent, the presence of the $\gamma_{5}$ in the Fermion trace causes all divergent terms to vanish identically, and a straightforward calculation gives (neglecting small terms of order $\mu^{2} / \mathrm{m}_{\mathrm{N}}{ }^{2}$ )

$$
\begin{equation*}
F \approx-\frac{a}{\pi} \frac{g_{r}}{m_{N}} \tag{2}
\end{equation*}
$$



Fig. 1(a) Triangle diagram with pseudoscalar coupling. (b) Triangle diagram with pseudovector coupling. (c) A virtual meson correction to the triangle diagram.

$$
\begin{aligned}
\alpha & =\text { fine structure constant }=e^{2} / 4 \pi \approx 1 / 137, \\
g_{r} & =\text { pion-nucleon coupling constant } \approx 13.6, \\
\mathrm{~m}_{\mathrm{N}} & =\text { nucleon mass } .
\end{aligned}
$$

Substituting Eq. (2) into Eq. (1), one finds a decay rate $\tau^{-1} \approx 14 \mathrm{eV}$, in fairly good agreement with the experimental rate $\tau_{\text {expt }}^{-1}=$ $(1.12 \pm 0.22) \times 10^{16} \mathrm{sec}^{-1}=(7.37 \pm 1.5) \mathrm{eV}$. That such a naive calculation should work so well is, in fact, rather puzzling, since we know that Eq. (1) is just the first term in ? power series in the strong coupling $g_{r}$, and there is no obvious reason why one should be able to get away with the neglect of all of the higher terms.

A second puzzle also emerged from Steinberger's calculation. In addition to calculating $\pi^{0} \rightarrow 2 y$ decay using pseudoscalar coupling, Steinberger also repeated the calculation with pseudovector (axial-vector) coupling, by evaluating the diagram shown in Fig. lb. This diagram is actually linearly divergent, and must be evaluated by regulator techniques to insure photongauge invariance. On the basis of the pseudoscalar-pseudovector equivalence theorem, one would expect Fig. lb to give the same rate as Fig. la, but actual calculation shows that Fig. Ib gives a $\pi^{0} \rightarrow 2 \gamma$ amplitude $F$ smaller than that of Eq. (2) by a factor $\mu^{2} / 6 \mathrm{~m}_{\mathrm{N}}{ }^{2}$. In the limit of zero pion mass, the pseudovector amplitude $F$ actually vanishes!

During the last ten years, extensive and very successful calculations on soft pion emission have been done using the partiallyconserved axial-vector current (PCAC) hypothesis. This hypothesis states that, apart from certain equal-time commutator terms (which do not enter into our problem), soft pions behave as if they were coupled to nucleons by pseudovector, rather than pseudo-
scalar, coupling. When we turn to Steinberger's calculation, PCAC thus leads us to the troublesome conclusion that the answer $F \approx 0$ should be chosen over the numerically reasonable answer for $F$ given by Eq. (2)! This conclusion is independent of the perturbation theory model used by Steinberger, and is easily derived in a completely general fashion. ${ }^{2}$ All we need do is to sandwich the PCAC equation

$$
\begin{equation*}
\partial_{\lambda} \mathcal{F}_{3}^{5 \lambda}=\left(f_{\pi} / \sqrt{2}\right) \phi_{\pi} \tag{3}
\end{equation*}
$$

$$
f_{\pi}=\text { charged pion decay amplitude, }
$$

between the two photon state $\left\langle\gamma\left(k_{1}, \epsilon_{i}\right) y\left(k_{2}, \epsilon_{z}\right)\right|$ and the vacuum $\mid 0>$. The matrix element of the right-hand side of Eq. (3) is proportional to $m\left(\pi^{0} \rightarrow 2 y\right)$, while a purely kinematic analysis of $\left\langle\gamma\left(k_{1}, \varepsilon_{1}\right) \gamma\left(k_{2}, \varepsilon_{2}\right)\right| \mathcal{F}_{3}^{5 \lambda}|0\rangle$ shows that the matrix element of the
 $\left(k_{1}+k_{2}\right)^{2}$. Thus, in a model-independent way, ${ }^{2} C A C$ predicts $F \propto\left(k_{1}+k_{2}\right)^{2}=\mu^{2}$, just as was found from the pseudovector triangle graph in perturbation theory.

To summarize, the theory of $\pi^{0}$ decay presents the following three puzzles:
(1) Naive calculation using the lowest order pseudoscalar coupling triangle diagram, and neglecting possible strong interaction renormalization effects, gives a surprisingly good result.
(2) The pseudoscalar-pseudovector equivalence theorem breaks down. Pseudovector coupling predicts that $\pi^{0} \rightarrow 2 y$ decay is strongly suppressed.
(3) PCAC implies, in a model independent way, that $\pi^{0} \rightarrow 2 y$ decay is strongly suppressed.

Recent theoretical work, ${ }^{3}$ which I will now briefly describe, has helped to resolve these puzzles. The key observation is that when very singular diagrams (e.g. triangle diagrams) are present, formal field-theory results such as Wardidentities, the pseudo-scalar-pseudovector equivalence theorem, and the PCAC equation itself, break down. Consider, for example, the pseudoscalarpseudovector equivalence theorem, which asserts that the diagrams of Figs. la and 1 b should give identical results. The theorem is formally derived by taking the vacuum to two photon matrix element of the divergence equation

$$
\begin{align*}
& \left(g_{r} / 2 i m_{N}\right) \partial_{\lambda} j^{5 \lambda}=g_{r} j^{5} \\
& j^{5 \lambda}=\bar{\Psi} \gamma^{\lambda} Y_{5} \psi, \quad j^{5}=\bar{\Psi}_{\gamma_{5}} \psi \tag{4}
\end{align*}
$$

[We can neglect meson terms in Eq. (4) because no virtual mesons appear in Figs. la and lb.] The matrix element of the right-hand side of Eq. (4) corresponds to Fig. la, while the matrix element of the left-hand side of Eq. (4) corresponds to Eig. Ib, and Eq. (4) asserts that they should be equal. This formal derivation breaks down because the local product of operators $\bar{\psi}(x) y^{\lambda} Y_{5} \psi(x)$ is singular, and the naive manipulations of equations of motion which lead to Eq. (4) are incorrect. The correct answer can be obtained by regarding the axial-vector current and the pseudoscalar current as limits of nonlocal, gauge-invariant currents, 4

$$
\begin{align*}
j^{5 \lambda}(x)= & \lim _{\varepsilon \rightarrow 0} \bar{\psi}(x+\epsilon) Y^{\lambda} Y_{5} \psi(x-\epsilon) \exp \left[-i e \int_{x-\varepsilon}^{x+\epsilon} \mathrm{d} \ell \cdot A(\ell)\right], \\
j^{5}(x)= & \lim _{\epsilon \rightarrow 0} \bar{\psi}(x+\epsilon) Y_{5} \psi(x-\epsilon) \exp \left[-i e \int_{x-\varepsilon}^{x+\varepsilon} \mathrm{d} \ell \cdot A(\ell)\right],  \tag{5}\\
& A=\text { electromagnetic field, }
\end{align*}
$$

giving, after a careful calculation

$$
\begin{aligned}
\partial_{\lambda} j^{5 \lambda} & =2 i m_{N} j^{5}+(\alpha / 4 \pi) F^{\xi \sigma} F^{\tau p} \epsilon_{\xi \sigma \tau \rho}, \\
F^{\zeta \sigma} & =\partial^{\sigma} A^{\xi}-\partial^{\xi} A^{\sigma}=\text { electromagnetic field-strength tensor } .
\end{aligned}
$$

The matrix element of the extra term in Eq. (6) precisely accounts for the difference between Figs. la and $l b$ as calculated by Steinberger! An alternative procedure ${ }^{3}$ is to directly calculate the difference of Figs. la and $1 b$ in momentum space. If one freely translates the loop integration variables one "deduces" that the difference is zero, but if one pays careful attention to the fact that in linearly divergent integrals the origin of integration cannot be freely shifted, one reproduces the right-hand side of Eq. (6). We see, then, that the pseudoscalar-pseudovector equivalence theorem breaks down for triangle diagrams because of the presence of singular (linearly divergent) integrals, and the breakdown is compactly summarized by Eq. (6).

Clearly, the phenomenon which modifies Eq. (6) will also affect the PCAC equation, Eq. (3). Let us consider a particular fieldtheoretic model, the $\sigma$-model of Gell-Mann and Lévy. This model
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consists of a neutron $n$ and a proton $p$ interacting with the pions $\left(\pi^{+}, \pi^{0}, \pi^{-}\right)$and with a scalar, isoscalar meson $\sigma$ via $\mathrm{SU}_{2} \otimes \mathrm{SU}_{2}$ symmetric couplings. In the absence of electromagnetism, Eq. ${ }^{2}$ 3) is satisfied as an operator identity, with $\phi_{\pi} 0$ the canonical pion field. In the presence of electromagnetism, the singularity triangle diagram changes Eq. (3) to read

$$
\begin{equation*}
\partial_{\lambda^{\mathcal{F}}}^{3 \lambda}=\left(f f_{\pi} / \sqrt{2}\right) \phi_{\pi} 0+\frac{1}{2}(\alpha / 4 \pi) F^{\xi \sigma} F^{\tau \rho} \varepsilon_{\xi \sigma \tau \rho} \tag{7}
\end{equation*}
$$

In other words, the PCAC equation for the neutral pion must be modified in the presence of electromagnetic interactions. Just as we did above, let us take the matrix element of Eq. (7) between the vacuum and the two-photon state. In the soft pion limit, the matrix element of the left-hand side makes no contribution, but instead of deducing that the $\pi^{0} \rightarrow 2 y$ amplitude $F$ vanishes, we now find that $F$ is proportional to the matrix element of the extra term in Eq. (7),

$$
\begin{equation*}
\left.F\right|_{\left(k_{1}+k_{2}\right)^{2}=0}=-\frac{\alpha}{\pi} \frac{\sqrt{2} \mu^{2}}{f_{\pi}} . \tag{8}
\end{equation*}
$$

Because Eq. (8) has been derived without recourse to perturbation theory, it is an exact low energy theorem for $\pi^{0}$ decay. ${ }^{5}$ Using the experimental value $f_{\pi} \approx 0.96 \mu^{3}$ and substituting Eq. (8) into Eq. (l), we find the decay rate $\tau^{-1}=7.4 \mathrm{eV}$, in excellent agreement with experiment. It is interesting to compare Eq. (8) with Steinberger's lowest order perturbation theory result [Eq. (2)] by using the Goldberger-Treiman relation,

$$
\begin{equation*}
\frac{\sqrt{2} \mu^{2}}{£_{\pi}} \approx \frac{g_{I}}{m_{N^{2}} A} \tag{9}
\end{equation*}
$$

$g_{A}=$ nucleon axial-vector coupling constant $\approx 1.22$,
to rewrite Eq. (8) in the form

$$
\begin{equation*}
\left.\right|_{\left(k_{1}+k_{2}\right)^{2}=0} \approx-\frac{\alpha}{\pi} \frac{g_{r}}{m_{N}} \frac{1}{g_{\Lambda}} \tag{10}
\end{equation*}
$$

We see that the effects of higher orders of perturbation the ory are entirely contained in the factor $g_{A}^{-1}$, which is numerically close to unity; as a result Steinberger's calculation, which neglects the factor $g_{A}$, is a fairly good first approximation.

We see, then, that the modified PCAC equation resolves the puzzles noted above. At the same time, however, some new
questions and problems are raised. Let us now consider these problems, as well as some of the experimental implications of Eq. (7).

1. We have just gone through some rather subtle reasoning to avoid the prediction, following from the unmodified PCAC equation, that $F$ is suppressed by a factor $\sim \mu^{2} / \mathrm{m}_{\mathrm{N}}{ }^{2}$. However, one can always ask how one knows that $\pi^{0}$ decay is not really a suppressed decay. One argument is the theoretical one, that with the extra term PCAC gives a good answer for $\pi^{0}$ decay, which means that without this term, the rate would be much too small to agree with experiment. There is also an interesting experimental test, ${ }^{6}$ which strongly suggests that $\pi^{0}$ decay is not suppressed. To see this, let us return to the suppression argument following Eq. (3), in the altered situation in which one of the photons is off-mass-shell, say $k_{1}^{2} \neq$ 0 . Some simple kinematics shows that the vacuum to two photon matrix element of $\partial_{\lambda} \chi_{3}^{5 \lambda}$ is now proportional to $k_{1} \xi_{k_{2}}^{\tau} \varepsilon_{1}^{x, \sigma} \varepsilon_{2}^{\sum_{2} \rho} x$ $\varepsilon_{\xi \tau \sigma \rho}\left[\mu^{2}+\beta k_{1}^{2}\right]$, with $\beta$ of order unity. We see that while the onsnell part of the amplitude is suppressed by a factor $\mu^{2}$, the offshell dependence is not suppressed. Since the off-shell amplitude is measured in the reaction $\pi^{U} \rightarrow e^{+} e^{-} \gamma$, our suppression argument predicts that the $k_{1}^{2}$ dependence of this process will have the form $1+\left(\beta / \mu^{2}\right) k_{l}^{2}$, which has a much larger slope than the forml $+\left(\beta / m_{0}^{2}\right) k_{1}^{2}$ expected in the absence of suppression of the $\pi^{0} \rightarrow 2 \gamma$ decay. A measurement of this slope has been reported by Devons et al., 7 who find a matrix element $1+a k_{l}^{2}$, $\underline{a}=$ ( $0.01 \pm 0.11$ )/ $\mu^{2}$. Clearly, this is strong evidence against $\pi^{0} \rightarrow 2 Y$ suppression.
2. The argument that Eq. (8) is an exact low energy theorem is not as simple as we have made it sound. To be sure that Eq. (8) is exact, we must be sure that strong interaction modifications of the triangle diagram, such as illustrated in Fig. lc, do not renormalize the extra term in Eq. (7). This can in fact be demonstrated, to any finite order of perturbation theory. 5 The reason that virtual meson corrections do not modify Eq. (7) is that they always involve Fermion loops with more than three vertices (Fig. lc involves a 5-vertex loop), which satisfy normal Ward identities because they are highly convergent. There is still the possibility that Eq. (7) is modified by nonperturbative effects, such as contributions from triangles involving bound states of the fundamental fields. Our neglect of possible nonperturbative modifications is pure assumption.
3. The spectacularly good agreement of Eq. (8) with experiment is
somewhat fortuitous, ' ${ }^{\text {Noth }}$ because of the large error in the experimental $\pi^{0} \rightarrow 2 \gamma$ rate and because of the usual $10-20$ percent extrapolation er ror involved in PCAC arguments. For example, use of the Goldberger-Treiman relation to replace Eq. (8) by Eq. (10) alters the theoretical prediction by 20 percent, to $\tau^{-1}=9.1 \mathrm{eV}$.
4. The constant $\frac{1}{2}$ appearing in front of the term $(\alpha / 4 \pi) F^{\xi \sigma} F^{\tau \rho} \times$ $\varepsilon_{\xi_{\sigma}} T_{p}$ in Eq. (7) arises from our particular choice of fundamental Fermion fields, and differs in different field-theoretic models. Quite generally, if $\mathcal{F}_{3}^{5 \lambda}$ is expressed in terms of fundamental fields by

$$
\begin{equation*}
\mathcal{F}_{3}^{5 \lambda}=\sum_{j} g_{j} \bar{\psi}_{j} y^{\lambda} Y_{5} \psi_{j}+\text { meson terms }, \tag{1i}
\end{equation*}
$$

then the modified PCAC reads

$$
\begin{align*}
\partial_{\lambda} \mathcal{Z}_{3}^{5 \lambda} & =\left(f_{\pi} / \sqrt{2}\right) \phi \pi_{0}+\mathrm{S}(\alpha / 4 \pi) F^{\xi \sigma} F^{\tau \rho} \epsilon_{\xi \sigma \tau \rho},  \tag{12}\\
S & =\sum_{j} g_{j} Q_{j}^{2},
\end{align*}
$$

where the charge of the $j^{\text {th }}$ fermion is $Q_{i}$. All we are doing, of course, is adding up the contributions of the triangle diagrams involving the various Fermions. The $\pi^{0} \rightarrow 2 \gamma$ low energy theorem derived from Eq. (12) is

$$
\begin{equation*}
\left.F\right|_{\left(k_{1}+k_{2}\right)^{2}=0}=-\frac{\alpha}{\pi} \frac{\sqrt{2} \mu^{2}}{f_{\pi}} 2 S \approx-\frac{\alpha}{\pi} \frac{g_{r}}{m_{N}} \frac{1}{g_{A}} 2 S, \tag{13}
\end{equation*}
$$

which reduces to our previous result when $S=\frac{1}{2}$.
The comparison which we have made above with the experimental $\pi^{0}$ decay rate tells us that $|S| \approx 0.5$, but does not determine the sign of $S$. However, there are a number of different ways of determining the sign of $S$, all of which, fortunately, seem to agree! The first method is by analysis of $\pi^{+} \rightarrow \mathrm{e}^{+} \nu_{\gamma}$ decay, the vector part of which is related by CVC to $F$ and the axial-vector part of which can be estimated by hard pion techniques. Using the experimentally measured vector to axial-vector ratio for this process. Okubo ${ }^{8}$ finds that $S$ is positive. A second method is to make use of forward $\pi^{0}$ photoproduction, where one can observe the interference between the Primakoff amplitude (which is proportional to $F$ ) and the forward purely strong interaction amplitude. The sign of the latter can be determined by finite energy sum rules from the known sign of the photoproduction amplitude in the $(3,3)$ resonance region; the analysis has been carried out by Gilman, ${ }^{9}$ whofinds $S$ positive. A third method consists of comparing Eq. (13) with an approximate expression for the $\pi^{0} \rightarrow 2 y$ amplitude de-
rived by Goldberger and Treiman ${ }^{10}$ (as corrected by Pagels ${ }^{10}$ ). These authors applied a pole dominance argument to proton Compton scattering dispersion relations, obtaining the relation

$$
\begin{equation*}
F \approx-4 \pi \alpha \frac{\kappa_{p}}{g_{r}} \frac{l}{m_{N}} \tag{14}
\end{equation*}
$$

$\kappa_{p}=$ proton a nomalous magnetic moment $=1.79$, which gives a $\pi^{0} \rightarrow 2 \gamma$ rate of 2.0 eV , in fair agreement with experiment. Comparison of Eq. (14) with Eq. (13) again gives S positive. A fourth method which has been proposed ${ }^{8}$ is to use Compton scattering data on protons to try to measure the interference of the pion exchange piece (proportional to $F$ ) with the nucleon and nucleon isobar exchange pieces. The problem with this proposal ${ }^{11}$ is that one does not know whether to take the pion exchange piece in its Born approximation form, $\mathrm{tF} /\left(\mathrm{t}-\mu^{2}\right)$, or in the polology form, $\mu^{2} F /\left(t-\mu^{2}\right)$. Since $t$ is negative in the physical region, this uncertainty leads to a sign ambiguity and renders the method dubious. In any case, with fair certainty one learns from the first three methods that $S$ is positive.

Armed with the experimental knowledge that $S=+0.5$, we can now use Eq. (12) to test various models of the hadrons which have been proposed. One very popular model is the triplet model, consisting of an $\mathrm{SU}_{3}$-triplet of Fermions ( $\mathrm{p}, \mathrm{n}, \lambda$ ) interacting by meson exchange. The charges of ( $p, n, \lambda$ ) are $(Q, Q-1, Q-1)$ and the corresponding axial-vector couplings are $\left(g_{p}, g_{n}, g_{\lambda}\right)=\left(\frac{1}{2},-\frac{1}{2}, 0\right)$. One immediately finds $S=\frac{1}{2} Q^{2}-\frac{1}{2}(Q-1)^{2}=Q-\frac{1}{2}$, and so $S=\frac{1}{2}$ requires $Q=1$ [i.e., integral triplet charges ( $1,0,0$ )]. Note that the fractionally charged quark model has $Q=2 / 3, S=1 / 6$, and so the quark hypothesis is strongly excluded. Another integrally charged triplet model which is allowed is the Han-Nambu-Tavkhelidze ${ }^{12}$ model, which has three triplets, $S, U, B$, with respective charges $(1,0,0),(1,0,0),(0,-1,-1)$ and with axial-vector couplings $\left(\frac{1}{2},-\frac{1}{2}, 0\right)$ for each triplet.
5. The ideas which we have developed can also be applied to the $\eta \rightarrow 2 Y$ and the $X^{0} \rightarrow 2_{Y}$ decays. ${ }^{13}$ Unfortunately, the experimental situation here is worse, and the theoretical situation is also worse, because the soft $\eta$ and soft $X^{0}$ approximations involve a much larger extrapolation from the physical region than does the soft pion approximation. Nonetheless, pursuing this track, Glashow et al. ${ }^{13}$ find a connection between the $\pi^{0} \rightarrow 2 \gamma, \eta \rightarrow 2 \gamma$ and $X^{0} \rightarrow 2 y$ decay rates, which predicts
S. L. ADLER

$$
\begin{align*}
T^{-1}\left(X^{0} \rightarrow 2 Y\right) & \approx 350 \mathrm{keV} \quad \\
& \text { quark model }\left(Q=\frac{2}{3}\right), \\
& \approx 120 \mathrm{keV} \quad  \tag{15}\\
& \text { integrally charged }(Q= \pm 1) \\
& \text { triplet model } .
\end{align*}
$$

Present experiments do not distinguish between the two alternatives in Eq. (15).
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## DISCUSSION

A. Dar: Recent measurements, by the Primakoff effect, of the $\pi^{\circ}$ decay rate give $\tau^{-1}=11.2 \mathrm{eV}( \pm 10 \%)$ S.L.A. Using $g^{2} / 4 \pi=14.6$, the theoretical estimate is in the range $7.4-9.1 \mathrm{eV}$, but as indicated there is $\sim 20 \%$ uncertainty in the PCAC extrapolation. Incidentally, the new width is in still poorer agreement with the fractionallycharged quark model. V. Telegdi: Would one expect to see, in $\eta$-decay, evidence for a non E.M. isospin symmetry breaking interaction? S.L.A.: One can invent such an interaction to explain the $3 \pi$ decay of the $\eta$. The extra terms $I$ discussed will not affect this decay mode.
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#### Abstract

We consider matrix elements of the axial-vector current in spinor electrodynamics, and develop the change in the usual reduction formalism caused by the presence of the arial-vector-current-two-photon iriangle diagram. When at most one photon is reduced in from the external states, we are able to characterize the anomalous behavior of the triangle diagram entirely in terms of a consistent set of anomalous field-current and current-current commulatorg.


ITT has recently been shown ${ }^{1}$ that the axial-vector current in spinor electrodynamics does not satisfy the usual divergence equation

$$
\partial^{n} j_{\mu}^{b}(x)=2 i m_{0} j^{6}(x),
$$

where

$$
\begin{equation*}
j_{\mu}^{5}(x)=\psi(x) \gamma_{\mu} \gamma_{\delta} \psi(x), \quad j b(x)=\psi(x) \gamma_{\delta} \psi(x), \tag{1}
\end{equation*}
$$

expected from naive use of the equations of motion. Rather, because of the presence of the triangle diagram shown in Fig. 1, the axial-vector current satisfies the anomalous divergence condition

$$
\begin{equation*}
\partial^{\wedge} j_{\sim}^{s}(x)=2 i m_{0} j^{d}(x)+\left(\alpha_{0} / 4 \pi\right) F^{t r}(x) F^{v^{n}}(x) \epsilon_{\left.\xi \sigma \rho_{\rho}\right)} \tag{2}
\end{equation*}
$$

with $F^{t}$ the unrenormalized electromagnetic fieldstrength tensor. Because radiative corrections to the basic triangle diagram (Fig. 2) involve axial-vector loops with at least five vertices, and because these larger loops satisfy the usual axial-vector Ward identity, Eq. (2) is an exact equation, valid to all orders in perturbation theory. ${ }^{1}$

In the present paper we explore further consequences of the singular behavior of the triangle diagram in spinor electrodynamics. Although the anomalous divergence phenomenon appears in all matrix elements of the axial-vector current, we will consider explicitly only the axial-vector-current-two-photon matrix element $\langle 0| j_{n}{ }^{4}\left|k_{1}, \epsilon_{1} ; k_{2}, \epsilon_{2}\right\rangle$, which is described in lowest order by the graph of Fig. 1. (Here $k_{1}, k_{2}$ and $\epsilon_{1}, \epsilon_{2}$ denote, respectively, the four-momenta and polarizations of the two photons.) First, we develop the reduction formalism for the triangle graph. When one photon is reduced in, we are able to characterize the anomalous

[^103]behavior of the triangle graph entirely in terms of anomalous commutators of the electromagnetic field with the axial-vector current ("seagulls") and of the electromagnetic current with the axial-vector current ("Schwinger terms"). We check that the various commutators which we obtain are consistent with each other, with the equations of motion, and with the electromagnetic-field canonical commutation relations. These formal considerations indicate that the equations obtained from explicit study of the matrix element $\langle 0| j_{\mu}{ }^{5}\left|k_{1}, \epsilon_{1} ; k_{2}, \epsilon_{2}\right\rangle$ can be applied unchanged to the matrix element $\langle A| j_{\mu}{ }^{6}|B\rangle$, with $A$ and $B$ arbitrary, when at most one photon is reduced in from the external states. Using the anomalous commutation relations, we complete the heuristic verification that the quantity $Q^{b}$ introduced in I is the chiral generator in massless electrodynamics. Finally, we show that when both photons are pulled in, one cannot represent the triangle graph by a reduction formula containing a time-ordered product with the usual properties.

To study the reduction formula for the triangle graph with one photon pulled in, we use the equation ${ }^{2}$

$$
\begin{align*}
& \left.\langle 0| j_{\mu}^{5}(0) \mid k_{1}, \epsilon_{1} ; k_{2}, \epsilon_{2}\right)\left[(2 \pi)^{2} 2 k_{10}(2 \pi)^{4} 2 k_{20}\right]^{1 / 2} \\
& =-i \epsilon_{1^{*}} \int d^{4} x e^{-i k_{1} \cdot x} \\
& \left.\times \square_{2}\langle 0| T\left(j_{\sim}{ }^{\mathrm{b}}(0) A_{\circ}(x)\right) \mid k_{2_{1} \epsilon_{2}}\right)\left[(2 \pi)^{3} 2 k_{20}\right]^{1 / 2} \\
& =-i \epsilon_{1}{ }^{\top} \epsilon_{2}{ }^{2}\left[e_{0}^{2} /(2 \pi)^{4}\right] R_{r \rho \mu}\left(k_{1}, k_{2}\right), \tag{3}
\end{align*}
$$

where $A_{\text {a }}$ is the photon field and $R_{\text {opp }}\left(k_{1}, k_{2}\right)$ is the explicit expression for the lowest-order triangle graph given in Eqs. (17) and (18) of I. Bringing $\square_{x}$ inside the time-ordered product (using the usual rules ${ }^{\text {( for }}$ differentiating time-ordered products), we find

$$
\begin{align*}
& \int d^{4} x e^{-a_{1} \cdot x} \square{ }_{2}\left(0\left|T\left(j_{p}^{s}(0) A_{f}(x)\right)\right| k_{2}, \epsilon_{2}\right) \\
& =A_{p k_{10}}+B_{\mu}+C_{\mu c}\left(k_{10}\right), \tag{4}
\end{align*}
$$

[^104]with ${ }^{1}$
\[

$$
\begin{align*}
& A_{\rho \sigma}=i \int d^{4} x e^{a_{1}+x^{\prime}} \delta\left(x_{0}\right)\langle 0|\left[A_{r}(x), j_{f}^{b}(0)\right]\left|k_{2, \epsilon_{2}}\right\rangle, \\
& B_{a d}=\int d^{4} x e^{d_{7} \cdot x_{0}} d\left(x_{0}\right)\langle 0|\left[A_{0}(x), j_{p}{ }^{s}(0)\right]\left|k_{3,} \epsilon_{2}\right\rangle, \\
& C_{r r}\left(k_{10}\right)=e_{0} \int d^{4} x e^{-k_{1} \cdot x}\left(0\left|T\left(j_{r}(0) j_{r}(x)\right)\right| k_{2}, \epsilon_{2}\right),  \tag{5}\\
& A_{s}(x)=\frac{\partial}{\partial x_{0}} A_{f}(x), \quad j_{f}(x)=\psi(x) \gamma \delta \psi(x) .
\end{align*}
$$
\]

Provided that the time-ordered product in $C_{\mu}$ is not too singular, in the limit as $k_{10} \rightarrow \infty$, the function $C_{\mu}\left(k_{10}\right)$ has the Bjorken ${ }^{6}$-Johnson-Low ${ }^{7}$ behavior

$$
\begin{align*}
C_{m 0}\left(k_{10}\right) & =\frac{-i \varepsilon_{0}}{k_{10}} \int d^{4} x e^{\alpha_{1}} \cdot x_{\delta}\left(x_{0}\right) \\
& \left.\times\langle 0|\left[j_{0}(x), j_{\mu}^{s}(0)\right] \mid k_{2}, \epsilon_{2}\right)+O\left[\left(\ln k_{10}\right)^{\mu} / k_{10^{2}}^{2}\right] \tag{6}
\end{align*}
$$

indicating that the equal-time commutators $\left[A_{r}(x), j_{n}^{6}(0)\right],\left[\dot{A}_{r}(x), j_{n}{ }^{5}(0)\right]_{\text {, }}$ and $\left[j_{\sigma}(x), j_{n}(0)\right]$ are to be identified, respectively, with the parts of $R_{\text {eon }}$ behaving like $k_{10}, 1$, and $k_{10}{ }^{-1}$ as $k_{10}$ becomes infinite. From Eqs. (17) and (18) of $I_{1}$ we find

$$
\begin{aligned}
& \epsilon_{2}{ }^{2} R_{\text {opp }}\left(k_{2}, k_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +k_{10}{ }^{-1}\left[\frac{1}{2}\left(1-g_{00}\right)\left(k_{2 r} E_{0 \text { opR }}+k_{20 E_{\text {rpr }}}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& + \text { (terms which vanish when } \sigma=0 \text { or } \mu=0 \text { )] \} } \\
& +O\left[\left(\ln k_{10}\right)^{\beta} / k_{10}{ }^{2}\right] \text {. } \tag{7}
\end{align*}
$$

Comparing Eq. (7) with Eqs. (5) and (6), we find the equal-time commutation relations ${ }^{\text {a }}$

$$
\begin{align*}
& {\left[A_{4}(x), j_{s}^{\prime}(y)\right]=\left[A_{0}(x), j_{s}^{b}(y)\right]=0,} \\
& {\left[A_{r}(x), j_{0}{ }^{2}(y)\right]=\left(-2 i \alpha_{0} / x\right) \sigma^{2}(x-y) B^{r}(y) \text {, }} \\
& {\left[A_{\nu}(x), j_{1}^{b}(y)\right]=\left(\dot{x} x_{0} / \mathbf{x}\right) \delta^{1}(\mathbf{x}-\mathbf{y}) e^{r=1} E^{t}(y),} \\
& {\left[j_{0}(x), j_{0}{ }^{6}(y)\right]=\left(-i c_{0} / 2 \pi^{2}\right) B(y) \cdot \nabla_{x} \delta^{2}(x-y),}  \tag{8}\\
& {\left[j_{r}(x), j_{0}^{4}(y)\right]=\left(-i e_{0} / 4 \pi^{2}\right)\left[\mathbf{E}(x) \times \nabla_{y} \delta^{2}(\mathbf{x}-y)\right]^{\prime},} \\
& {\left[j_{0}(x)_{1} j_{1}{ }^{\prime}(y)\right]=\left(i e_{0} / 4 x^{2}\right)\left[E(y) \times \nabla_{x}{ }^{d^{2}}(x-y)\right]^{0},}
\end{align*}
$$

[^105]with

Fig. 1. Axial-vector triangle diagram which leads to the extra term in Eq. (2).


$$
\begin{align*}
B^{\prime}(x) & =[\nabla \times A(x)]^{t}=\epsilon^{\prime \prime} \frac{\partial}{\partial x^{r}} A^{\bullet}(x), \\
E^{\prime}(x) & =-A^{\prime}(x)-\frac{\partial}{\partial x^{1}} A^{0}(x),  \tag{9}\\
\epsilon^{123} & =1 .
\end{align*}
$$

We have only listed the current-current commutators containing at least one time component, since these are the only ones which appear when divergences with respect to the vector or axial-vector indices ( $\sigma$ or $\mu$ ) are brought inside the time-ordered product in Eq. (5). All of the nonvanishing commutators in Eq. (8) are anomalous in the sense that if they are calculated by naive use of canonical commutation relations they vanish.
It is easy to check that the anomalous commutation relations of Eq. (8), together with the reduction formula of Eqs. (4) and (5), correctly reproduce the known divergence properties of the lowest-order triangle diagram. Consistent with our assumption that the time-ordered product $C_{\infty}$ is not too singular, and obeys the Bjorken-Johnson-Low asymptotic formula, we use the usual formulas' for differentiation of the time-ordered product,

$$
\begin{align*}
\partial_{\nu}^{\mu} T\left(j_{\mu}^{b}(y) j_{\sigma}(x)\right)= & T\left(\partial_{y}^{\mu} j_{\sim}^{b}(y) j_{\sigma}(x)\right) \\
& +\delta\left(y^{0}-x^{0}\right)\left[j_{0}^{b}(y), j_{\sigma}(x)\right],  \tag{10}\\
\partial_{z}^{a} T\left(j_{R}^{b}(y) j_{\sigma}(x)\right)= & T\left(j_{r}^{b}(y) \partial_{x^{a}} j_{\sigma}(x)\right) \\
& +\delta\left(x^{0}-y^{0}\right)\left[j_{0}(x), j_{\mu}^{b}(y)\right] .
\end{align*}
$$

To check gauge invariance for the photon which has been reduced in, we multiply Eq. (4) by $k_{1}$. Using vector-current conservation ( $\partial^{*} j_{*}=0$ ) and Eq. (10) to evaluate $k_{1}{ }^{\circ} C_{\mu \sigma}\left(k_{10}\right)$, we find

$$
\begin{align*}
& k_{1^{\prime}} \int d^{4} x e^{-\mu_{1} \cdot{ }^{-}} \square_{x}\left(0\left|T\left(j_{\mu^{\prime}}{ }^{5}(0) A_{\cdot}(x)\right)\right| k_{2}, \epsilon_{3}\right\rangle \\
& =k_{1}{ }^{*} \int d^{4} x e^{\boldsymbol{z}_{2} \cdot x^{\prime}}\left(x^{0}\right)\langle 0|\left[A_{\sigma}(x), j_{\mu}{ }^{s}(0)\right]\left|k_{2, \epsilon_{2}}\right\rangle \\
& -i e_{0} \int d^{4} x e^{i k_{1} \cdot x} \delta\left(x^{01}\right)\langle 0|\left[j_{0}(x), j_{F}^{b}(0)\right]\left|k_{3}, \epsilon_{z}\right\rangle \text {. } \tag{11}
\end{align*}
$$

Fre. 2. Typical mecond-arder rediative corrections to the triangle dingram.

Using the commutators of Eq. (8), one can easily see that the right-band side of Eq. (11) vanishes. To check the axial-vector divergence of the triangle, we multiply Eq. (4) by $-\left(k_{1}+k_{2}\right)^{\mu}$. Using the axia]-vector-current divergence equation (2) and Eq. (10) to evaluate $\left(k_{1}+k_{1}\right)^{\mu} C_{\mu e}\left(k_{10}\right)$, we find

$$
\begin{align*}
& -\left(k_{1}+k_{2}\right)^{\mu} \int d^{4} x e^{-i_{1} \cdot z} \square_{2}\left(0\left|T\left(j_{\mu}{ }^{5}(0) A_{r}(x)\right)\right| k_{2}, \epsilon_{2}\right) \\
& =-i e_{0} \int d^{4} x e^{-d k_{1} \cdot x}\left(0 \mid T\left(\left[2 i m_{0} j^{3}(0)\right.\right.\right. \\
& \left.\left.+\left(\alpha_{0} / 4 \pi\right) F^{\ell} \cdot(0) F^{r \pi}(0) \epsilon_{\xi \cdot \sigma}\right] j_{\sigma}(x)\right)\left|k_{2}, \epsilon_{2}\right\rangle \\
& +\int d^{4} x e^{a_{1} \cdot x} \delta\left(x_{0}\right) \\
& \times\left(-\left(k_{1}+k_{1}\right)^{\boldsymbol{\beta}}\langle 0|\left[A_{\nu}(x), j_{n}{ }^{b}(0)\right]\left[k_{2}, \epsilon_{2}\right\rangle\right. \\
& \left.+i e_{0}\langle 0|\left[j_{-}(x), j_{0}{ }^{5}(0)\right]\left|k_{2}, \epsilon_{2}\right\rangle\right\} . \tag{12a}
\end{align*}
$$

Since we are only working to lowest order (order $e_{0}{ }^{2}$ ), the anomalous divergence term proportional to $e_{0} \alpha_{0} F^{\prime \prime} F^{r}{ }^{4}$ efry makes no contribution. However, the anomalous commutator terms in curly brackets may be evaluated from Eq. (8), and they give

$$
\begin{align*}
& \int d^{4} x e^{\omega_{1}-x_{1}} \delta\left(x_{0}\right)\left(-\left(k_{1}+k_{3}\right) \mu\left(0\left|\left[A_{0}(x), j_{r}^{b}(0)\right]\right| k_{2,}, \epsilon_{2}\right\rangle\right. \\
& \left.+i e_{0}\langle 0|\left[j \cdot(x), j_{0}^{5}(0)\right]\left|k_{2}, \epsilon_{2}\right\rangle\right\}\left[(2 \pi)^{3} 2 k_{20}\right]^{1 / 2} \\
& =-\epsilon_{2}{ }^{2}\left(e_{0}^{2} / 2 \pi^{2}\right) k_{1}^{1} k_{2}{ }^{7} \epsilon_{\text {forp }} . \tag{12b}
\end{align*}
$$

When multiplied by $4_{1}^{\circ}$, Eq. (12b) is identical with the matrix element $\left(0\left|\left(\alpha_{0} / 4 \pi\right) F^{\xi-F^{r 1}} \epsilon_{\text {\{orp }}\right| k_{\left.1, \epsilon_{1} ; k_{2}, \epsilon_{2}\right\rangle}\right.$ $\times\left[(2 \pi)^{2} 2 k_{10}(2 \pi)^{2} 2 k_{20}\right]^{1 / 2}$ which comes from the anomalous term in Eq. (2) if we calculate the divergence of $\langle 0| j_{\mu}{ }^{3}\left|k_{1}, \epsilon_{1} ; k_{2}, \epsilon_{2}\right\rangle$ directly, before reducing in one photon. We see then that the reduction formula of Eqs. (4) and (5), combined with the anomalous commutators of Eq. (8), correctly characterizes the anomalous axial-vector index divergence of the triangle diagram. As Jackiw and Johnson ${ }^{1}$ have particularly emphasized, in the reduction formula the anomalous divergence term $k_{1}{ }^{\prime} k_{2}{ }^{\text {f }} \in$ forp arises from the failure of the "Schwinger term" $\left[j_{n}, j_{0}{ }^{6}\right]$ and the "seagull" $\left[A_{n}, j_{n}{ }^{4}\right]$ to cancel. (As a point of consistency, we note that the pseudoscalar-two-photon triangle $R_{0}$ [defined in Eq. (19) of I] has the asymptotic behavior $R_{\text {ep }}\left(k_{1}, k_{2}\right) \rightarrow 0$ as $k_{1 \infty \rightarrow \infty}$. Thus the usual equal-time commutation relations

$$
\begin{equation*}
\left[A_{v}(x), j^{s}(y)\right]=\left[\dot{A}_{v}(x), j^{b}(y)\right]=0 \tag{13}
\end{equation*}
$$

remain valid, and no extra seagull terms are picked up when the one-photon reduction formula is applied to the matrix element $\langle 0| 2 i \eta_{r_{0}} j^{\mathrm{a}}\left|k_{1}, \epsilon_{1} ; k_{2}, \epsilon_{2}\right\rangle$.)

We proceed next to check whether the commutation relations of Eqs. (8) and (13) are formally consistent
with each other, with the equations of motion, and with the usual electroniagnetic-field canonical commutation relations. In the Feynman gauge, the electromagneticfield equations of motion and commutation relations are

$$
\begin{align*}
& \square A_{\mu}=A_{\mu}-\nabla^{2} A_{\mu}=\epsilon_{0} j_{\mu}, \\
& {\left.\left[A^{\lambda}(x), A^{*}(y)\right]\right|_{x^{\circ}-y^{\circ}}=\left.\left[A^{\lambda}(x), A^{\circ}(y)\right]\right|_{x^{*}-y^{\bullet}}=0 \text {, }}  \tag{14}\\
& {\left.\left[A^{\lambda}(x), A^{\prime}(y)\right]\right|_{x^{0}-y^{0}}=-i g^{\lambda} \delta^{3}(\mathbf{x}-\mathbf{y}) \text {. }}
\end{align*}
$$

We also need the divergance equations satisfied by the currents $j_{\mu}(\mathrm{x}, l)$ and $j_{\mu}{ }^{4}(\mathrm{x}, t)$,

$$
\begin{align*}
& \frac{\partial}{\partial l} j_{0}+\nabla \cdot j=0 \\
& \frac{\partial}{\partial l} j_{0}{ }^{6}+\nabla \cdot j^{5}=2 i m_{0} j^{5}+\left(2 \alpha_{0} / \pi\right) E \cdot \mathbf{B}
\end{align*}
$$

with $E$ and $B$ given, of course, by Eq. (9). We proceed to combine Eqs. (14) and (15) with Eqs. (8) and (13). All the commutators which we write down are at equal time, with $x^{0}=y^{0}=t$.
(i) From $\left[A_{0}(x), j_{6}{ }^{5}(y)\right]=0$, we deduce ${ }^{9}$

$$
\begin{equation*}
\left[\dot{A}_{0}(x), j_{0}^{5}(y)\right]+\left[A_{e}(x),(\partial / \partial t) j_{0}^{5}(y)\right]=0 . \tag{16}
\end{equation*}
$$

On substituting Eq. (15) for ( $\partial / \partial t) j_{0}{ }^{\mathrm{b}}(y)$ and using $\left[A_{0}(x), j^{b}(y)\right]=\left[A_{\sigma}(x), j^{b}(y)\right]=0$, we find

$$
\begin{equation*}
\left[\dot{A}_{0}(x), j_{0}^{6}(y)\right]=-\left[A_{0}(x),\left(2 \alpha_{0} / \pi\right) \mathbf{E}(y) \cdot \mathbf{B}(y)\right] . \tag{17}
\end{equation*}
$$

Using the canonical commutation relations of Eq. (14), we then get

$$
\begin{align*}
& {\left[\dot{A}_{0}(x), \dot{j}_{0}(y)\right]=0,}  \tag{18}\\
& {\left[\hat{A}_{r}(x), \dot{j}_{0}^{6}(y)\right]=\left(-2 i \alpha_{0} / \pi\right) \delta^{3}(x-y) B^{r}(y),} \tag{19}
\end{align*}
$$

in agreement with Eq. (8).
(ii) From $\left[A_{0}(x), j_{0}{ }^{5}(y)\right]=0$, we deduce

$$
\begin{equation*}
\left[\ddot{A}_{0}(x), j_{0}^{b}(y)\right]+\left[\dot{A}_{0}(x),(\partial / \partial t) j_{0}^{b}(y)\right]=0 \tag{20}
\end{equation*}
$$

Substituting Eq. (15) for ( $\partial / \partial t) j_{0}{ }^{b}(y)$ and Eq. (14) for $\vec{A}_{0}(x)$, and using the commutators $\left[A_{0}(x), j_{0}{ }^{5}(y)\right]$ $=\left[A_{0}(x), j^{5}(y)\right]=\left[\dot{A}_{0}(x), j^{j}(y)\right]=0$, we find

$$
\begin{align*}
{\left[e_{0} j_{0}(x), j_{0}^{\mathrm{b}}(y)\right] } & =-\left[\dot{A}_{0}(x),\left(2 \alpha_{0} / \pi\right) \mathbf{E}(y) \cdot \mathbf{B}(y)\right] \\
& =\left(-2 i \alpha_{0} / \pi\right) \mathbf{B}(y) \cdot \nabla_{\mathbf{x}} \delta^{3}(\mathbf{x}-\mathbf{y}), \tag{21}
\end{align*}
$$

that is,

$$
\begin{equation*}
\left[j_{0}(x), j_{0}^{6}(y)\right]=\left(-i e_{0} / 2 \pi^{2}\right) \mathbf{B}(y) \cdot \nabla_{x} \delta^{3}(\mathbf{x}-y), \tag{22}
\end{equation*}
$$

in accord with Eq. (8).
(iii) From $\left[A_{r}(x), j_{0}{ }^{2}(y)\right]=-\left(2 i \alpha_{0} / \pi\right) \delta^{3}(x-y) B^{\prime \prime}(y)$, we find

$$
\begin{align*}
{\left[\ddot{A}_{r}(x), j_{0}^{b}(y)\right]+} & {\left[\dot{A}_{r}(x),(\partial / \partial t) j_{0}^{b}(y)\right] } \\
& =\left(-2 i \alpha_{0} / \pi\right) \delta^{2}(\mathbf{x}-\mathbf{y}) \dot{B}^{r}(y) \\
& =\left(2 i \alpha_{0} / \pi\right) \delta^{2}(\mathbf{x}-\mathbf{y})[\nabla, \times \mathbf{E}(y)]^{r} . \tag{23}
\end{align*}
$$

[^106]Substituting for $\ddot{A}_{r}(x)$ and $(\partial / \partial \eta) j_{0}^{b}(y)$ as before, we find

$$
\begin{align*}
{\left[e_{0} j_{r}(x), j_{0}(y)\right]-} & {\left[\dot{A}_{r}(x), \nabla_{r} \cdot j^{\prime}(y)\right] } \\
= & \left(2 i \alpha_{\alpha} / r\right) \delta^{2}(\mathbf{x}-y)[\nabla, \times E(y)] r \\
& \quad\left[\dot{A}_{r}(x),\left(2 \alpha_{0} / \pi\right) \mathbf{E}(y) \cdot \mathbf{B}(y)\right] \\
= & \left(-2 i \alpha_{0} / \mathbf{r}\right)\left[\mathbf{E}(x) \times \nabla_{r} \delta^{2}(\mathbf{x}-\mathbf{y})\right] . \tag{24}
\end{align*}
$$

Using Eq. (8) to evaluate $\left[\varepsilon_{0} j_{r}(x), j_{0}{ }^{b}(y)\right]$ and $-\left[A_{v}(x), \nabla \cdot j^{\mathrm{t}}(y)\right]$, we see that Eq. (24) is satisfied.
(iv) From $\left[j_{0}(x), j_{0}{ }^{2}(y)\right]=-\left(i e_{0} / 2 \pi^{2}\right) B(y) \cdot \nabla_{x} \delta^{2}(x-y)$, we find

$$
\begin{align*}
{\left[(\partial / \partial t) j_{0}(x)\right.} & \left., j_{0}^{\mathrm{b}}(y)\right]+\left[j_{0}(x),(\partial / \partial t) j_{0}{ }^{\mathbf{b}}(y)\right] \\
& =\left(-i e_{0} / 2 \pi^{2}\right) \dot{\mathbf{B}}(y) \cdot \nabla_{\mathbf{x}} \delta^{2}(\mathbf{x}-\mathbf{y}) \\
& =\left(i e_{0} / 2 \pi^{2}\right)\left[\nabla_{\mathbf{y}} \times \mathbf{E}(y)\right] \cdot \nabla_{\mathbf{x}} \delta^{1}(\mathbf{x}-\mathbf{y}) \tag{25}
\end{align*}
$$

Substituting Eq. (15) for ( $\partial / \partial t) j_{0}(x)$ and $(\partial / \partial t) j_{0}{ }^{6}(x)$ gives ${ }^{10}$

$$
\begin{align*}
&-\left[\nabla_{\mathrm{X}} \cdot j(x), j_{0}(y)\right]-\left[j_{0}(x), \nabla_{y} \cdot j^{5}(y)\right] \\
&=\left(i e_{0} / 2 \pi^{2}\right)\left[\nabla_{Y} \times \mathbf{E}(y)\right] \cdot \nabla_{x} \delta^{2}(x-y) . \tag{26}
\end{align*}
$$

Using Eq. (8) to calculate the commutators on the left-hand side, we find that Eq. (26) is satisfied.
(v) Finally, to check the consistency of quantization in the Feynman gauge, we must verify that

$$
\begin{equation*}
L \equiv \hat{A}_{0}+\nabla \cdot \mathbf{A} \tag{27}
\end{equation*}
$$

and $L$ remain dynamically independent of the axialvector current. That is, we must verify that

$$
\begin{equation*}
\left[L(x), j_{\mu}{ }^{b}(y)\right]=0 \tag{28}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left[L(x), j_{\mu}^{b}(y)\right]=0 \tag{29}
\end{equation*}
$$

Equation (28) follows immediately from the first line of Eq. (8). To check Eq. (29), we substitute Eq. (14) for $A_{0}$ and use $\left[A_{0}(x), j_{m}^{b}(y)\right]=0$, giving

$$
\begin{align*}
& {\left[L(x), j_{\mu}^{A}(y)\right]=\left[e_{0} j_{0}(x), j_{\mu}^{\mathrm{A}}(y)\right]} \\
& +\left[\nabla_{x} \cdot \dot{\left.\mathbf{A}(x), j_{\mu}^{b}(y)\right]} .\right. \tag{30}
\end{align*}
$$

Substituting commutators from Eq. (8) then shows that the right-hand side of Eq. (30) vanishes.

We conclude that the commutation relations of Eq. (8), which were obtained from the triangle graph in lowest-order perturbation theory, are consistent with the equations of motion and canonical commutation relations of Eqs. (14) and (15). Moreover, the fact that Eq. (19) for $\left[A_{r}(x), j_{0}{ }^{b}(y)\right]$ and Eq. (22) for $\left[j_{0}(x), j_{0}{ }^{6}(y)\right]$ were deduced from simpler, exact commutators ${ }^{11}$ and

[^107]equations of motion ${ }^{2}$ suggests that Eqs. (19) and (22) are themselves exact to all orders of perturbation theory. ${ }^{12}$ The values given in Eq. (8) for $\left[A_{r}(x), j{ }^{8}(y)\right]$, $\left[j_{r}(x), j_{0}{ }^{6}(y)\right]$, and $\left[j_{0}(x), j_{0}(y)\right]$ cannot, on the other band, be deduced from the consistency argument of Eqs. (23)-(30). To see this, we note that Eqs. (24), (26), and (30) [as well as the reduction formulas (11) and (12)] are all unchanged if we modify these commutators to read
\[

$$
\begin{align*}
{\left[A_{r}(x), j_{\cdot}{ }^{5}(y)\right]=} & \frac{i \alpha_{0}}{\pi} \delta^{3}(x-y) \epsilon^{r u s} E^{\prime}(y) \\
& -i e_{0} \delta^{3}(x-y) S^{r}(y), \\
{\left[j_{r}(x), j_{0}^{5}(y)\right]=} & \frac{-i e_{0}}{4 \pi^{2}}\left[E(x) \times \nabla_{r} \delta^{3}(x-y)\right]^{r} \\
& +i \frac{\partial}{\partial y^{4}}\left[\delta^{z}(x-y) S^{r a}(y)\right], \tag{31}
\end{align*}
$$
\]


with $S^{\text {re }}(y)$ a pseudotensor operator. In other words, the consistency check of Eqs. (23)-(30) does not rule out the possibility that higher orders of perturbation theory may modify Eq. (8) by adding Schwinger terms and seagulls of the usual type, ${ }^{12}$ which cancel against each other [as in Eqs. (11) and (12)] when vector or axial-vector divergences are taken. It is expected ${ }^{12}$ on general grounds that the commutator $\left[A_{r}(x), j_{1}{ }^{5}(y)\right]$ does not involve derivatives of the $\delta$ function and that the commutators $\left[j_{r}(x), j_{0}{ }^{b}(y)\right]$ and $\left[j_{0}(x), j_{0}^{b}(y)\right]$ do

[^108]not involve derivatives of the $\delta$ function higher than the first. Under this assumption, Eq. (31) represents the most general form for these commutators consistent with Eqs. (14) and (15).

Using Eq. (19), we can easily complete the argument sketched in I that the operator

$$
\begin{equation*}
Q^{5}=\int d^{3} x\left[j 0^{\mathrm{s}}(x)+\left(\alpha_{0} / \pi\right) \mathbf{A}(x) \cdot \nabla_{x} \times \mathbf{A}(x)\right] \tag{32}
\end{equation*}
$$

is the conserved generator of $\gamma_{s}$ transformations in massless electrodynamics. In I it was shown that

$$
\begin{equation*}
\frac{d}{d t} Q^{5}=0, \quad\left[Q^{5}, \psi(v)\right]=-i y_{s} \psi(y) \tag{33}
\end{equation*}
$$

We now show that $Q^{5}$ commutes with the photon field variables. From the first line of Eq. (8) we find

$$
\begin{equation*}
\left[\chi_{0}^{5}, A_{0}(y)\right]=\left[\chi^{5}, A_{0}(y)\right]=0, \tag{34a}
\end{equation*}
$$

while from Eq. (19) we find ${ }^{14}$

$$
\begin{array}{r}
{\left[Q^{5}, A_{r}(y)\right]=\left[\int d^{3} x j_{0}^{5}(x), A_{r}(y)\right]} \\
+\left[\int d^{2} x\left(\alpha_{0} / \pi\right) A(x) \cdot \nabla_{x} \times A(x), A_{r}(y)\right] \\
=\frac{2 i \alpha_{0}}{\pi} B^{r}(y)-\frac{2 i \alpha_{0}}{\pi} B^{r}(y)=0 \tag{34b}
\end{array}
$$

as promised.
Finally, we will show that when two photons are pulled in, the triangle graph cannot be represented by a reduction formula containing a time-ordered product with the usual properties. When two photons are pulied in, Eq. (3) is replaced by ${ }^{15}$

$$
\begin{align*}
& \int d^{4} x d^{4} y e^{-i_{1} \cdot e^{2}} e^{-i b} \cdot \ln \\
& X \square_{z} \square_{y}\langle 0| T\left(j_{n}{ }^{\Delta}(0) A_{\rho}(x) A_{p}(y)\right)|0\rangle \\
& =i\left[e_{0}^{2} /(2 \pi)^{4}\right] R_{r \rho}\left(k_{1}, \hat{k}_{2}\right) \text {. } \tag{35}
\end{align*}
$$

Bringing $\square_{\text {: }}$ and $\square_{y}$ inside the time-ordered product on the left-hand side of Eq. (35) gives ${ }^{16}$

[^109]\[

$$
\begin{align*}
\int d^{4} x d^{4} y e^{-i k_{1} \cdot z} e^{-i k_{1} \cdot y} & \\
\times \square_{s} \square_{y}(0 \mid & T\left(j_{\mu}^{b}(0) A_{\sigma}(x) A_{p}(y)\right)|0\rangle \\
& =C_{\mu \rho p}\left(k_{10,} k_{20}\right)+S_{\mu \sigma_{p}}\left(k_{10,} k_{20}\right) \tag{36}
\end{align*}
$$
\]

$$
\begin{aligned}
& C_{\mu \sigma \rho}\left(k_{10}, k_{20}\right)=e_{0}^{2} \int d^{4} x d^{4} y e^{-i k_{1} \cdot x} e^{-i k_{-}-v} \\
& \times\left(0\left|T\left(j_{n}^{5}(0) j_{\sigma}(x) j_{\rho}(y)\right)\right| 0\right\rangle
\end{aligned}
$$

The "time-ordered product" $C_{\text {gop }}$ contains all of the dynamical singularities of the matrix element, but in addition there is a polynomial in $k_{1}$ and $k_{2}$, which we have labeled $S_{\text {дep, }}$, arising from anomalous commutators of $A$ and $A$ with the currents. If the time-ordered product $C_{\text {siop }}$ were of the usual type, then it would have the Bjorken-Johnson-Low behavior in the limits as $k_{10}, k_{20}$, or $k_{10}-k_{20}$ become infinite. That is, we would have
$C_{\text {mef }}\left(k_{10}, k_{20}\right) \prod_{k_{10} \rightarrow \infty, k_{x} \mathrm{H}_{\mathrm{xed}}} \frac{-i e_{0}^{2}}{k_{10}} \int d^{4} x d^{4} y$

$$
\begin{align*}
& X e^{i k i} \cdot x \delta\left(x_{0}\right) e^{-i k_{-}-v}\left(0\left|T\left(\left[j_{\sigma}(x), j_{F}{ }^{6}(0)\right] j_{P}(y)\right)\right| 0\right\rangle \\
& +O\left(\left(\ln k_{10}\right)^{B} / k_{10}{ }^{2}\right), \\
& C_{\mu \rho p}\left(k_{10}, k_{20}\right) \xlongequal[k_{20}=0, \hbar_{10} \| \text { lved }]{ } \frac{-i e_{0}^{7}}{k_{20}} \int d^{4} x d^{4} y \\
& X e^{-i k_{1} \cdot x^{i H_{2}} \cdot \tau \delta\left(y_{0}\right)\langle 0| T\left(\left[j_{\rho}(y), j_{F}^{5}(0)\right] j_{\sigma}(x)\right)|0\rangle} \\
& +O\left(\left(\ln k_{20}\right)^{8} / k_{20}{ }^{2}\right) \text {, }  \tag{37}\\
& C_{\mu \sigma \rho}\left(k_{10}, k_{20}\right) \xrightarrow[1_{10}-k_{00 \rightarrow \infty}, k_{10}+k_{m 1} k_{100}]{ } \frac{-i e_{0}{ }^{2}}{k_{10}-k_{20}} \int d^{4} x d^{4} y \\
& X e^{-\mathrm{ji}\left(h_{1}+k_{1}\right) \cdot(x+m)} e^{j i\left(l_{1}-k_{2}\right) \cdot(x-y)} \delta\left(\frac{1}{2}\left(x_{0}-y_{0}\right)\right) \\
& \times\langle 0| T\left(\left[j_{\cdot}(x), j_{p}(y)\right] j_{\mu}{ }^{\Delta}(0)\right)|0\rangle \\
& +O\left[\left(\ln \left(k_{10}-k_{30}\right)\right)^{9} /\left(k_{10}-k_{20}\right)^{2}\right] .
\end{align*}
$$

According to Eqs. (36) and (37), all terms in $R_{\text {opp }}$ which either approach constants or diverge linearly in the three limits must be contained entirely in the polynomial $S$. In Eq. (7) we saw that as $k_{10} \rightarrow \infty$, with $k_{20}$ fixed, $R_{r p \mu}$ approaches a nonzero finite limit and, by Bose symmetry, the same statement holds for the limit $k_{20} \rightarrow \infty$, with $k_{10}$ fixed. In I it was shown that in the limit $k_{10}-k_{20} \rightarrow \infty$, with $k_{10}+k_{20}$ fixed, $R_{\sigma \mu \mu}$ diverges linearly (i.e., bebaves as finite coefficient times $k_{10}-k_{20}$ ). Clearly, these three limiting behaviors cannot be described by a polynomial in $k_{10}$ and $k_{20}$, which means that $C_{\mu o \rho}$ cannot vanish in all three of the limits in Eq. (37). Thus, the time-ordered product appearing in the two-photon reduction formula is not of the usual type.

We wish to thank L. S. Brown, R. Jackiw, and S. B. Treiman for helpful conversations.
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#### Abstract

We consider two simple field-theoretic models, (a) spinor electrodynamics and (b) the a model with the Polkinghorne axial-vector current, and show in each case that the axial-vector current satisfies a simple anomalous divergence equation exactly to all orders of perturbation theory. We check our general argument by an explicit calculation to second order in radiative corrections. The general argument is made tractable by introducing a cutofi, but to check the validity of this artifice, the second-order calculation is carried out entirely in terms of renormalized vertex and propagator functions, in which no cutoff appears


## I. INTRODUCTION

$I^{T}$T has recently been shown ${ }^{1,2}$ that the axial-vector current in spinor electrodynamics does not satisfy the usual divergence equation

$$
\begin{gather*}
\partial^{\mu} j_{\mu}{ }^{\mathrm{s}}(x)=2 i m_{0} j^{s}(x), \\
j_{\mu}^{b}(x)=\bar{\psi}(x) \gamma_{\mu} \gamma_{\Delta} \psi(x), \quad j^{b}(x)=\bar{\psi}(x) \gamma_{\sigma} \psi(x), \tag{1}
\end{gather*}
$$

expected from naive use of the equations of motion, but rather obeys the equation

$$
\begin{equation*}
\left.\partial^{\mu} j_{n}^{6}(x)=2 i m_{0} j^{b}(x)+\left(\alpha_{0} / 4 \pi\right) F^{\xi d}(x) F^{r p}(x)\right)_{\{\sigma r p}, \tag{2}
\end{equation*}
$$

with $F^{t=}$ the electromagnetic field strength tensor. Similarly, it was shown that in a simple version of the Gell-Mann-Lévy o model ${ }^{8}$ coupled to the electromagnetic field, the axial-vector current does not satisfy the usual PCAC (partially conserved axial-vector current) equation

$$
\begin{aligned}
& \partial^{\wedge} j_{p}{ }^{b}(x)=-\left(\mu_{1}{ }^{2} / g_{0}\right) r(x),
\end{aligned}
$$

$$
\begin{align*}
& -\pi(x) \partial_{\mu} \sigma(x)+g_{0}^{-3} \partial_{\mu} \pi(x), \tag{3}
\end{align*}
$$

but instead obeys the modified PCAC condition

$$
\begin{align*}
& \partial \cdot j_{n}{ }^{5}(x)=-\left(\mu_{1}{ }^{2} / g_{0}\right) x(x) \tag{4}
\end{align*}
$$

In both theories, the extra term in Eqs. (2) and (4) arises from the presence of the axial-vector triangle diagram shown in Fig. 1. This diagram has an anomalous property; when it is defined to be gauge-invariant with respect to its vector indices, it does not satisfy the usual axial-vector Ward identity.

[^110]An essential conclusion of I was that Eqs. (2) and (4) are exact. In other words, the anomalous term Fir $F^{\text {rp }}$ earp does not receive additional contributions from radiative corrections to triangles, such as shown in Fig. 2 (the wavy line denotes either a photon or a meson). This conclusion follows naively from the observation that radiative corrections to the basic triangle involve axial-vector loops (such as the five-vertex loop shown in Fig. 2) which, unlike the lowest-order axial-vector triangle, do satisfy the usual axial-vector Ward identity. The purpose of the present paper is to support this naive reasoning with more detailed calculations, and in particular, to show that the fact that radiative corrections to triangles involve the usual renormalizable infinities causes no trouble.

The plan of the paper is as follows. In Sec. II we consider the two models discussed in I-spinor electrodynamics and the $\sigma$ model-and develop a general argument which shows that Eqs. (2) and (4) are exact. In Sec. III we give an explicil calculation of the secondorder radiative corrections to the triangle. We find, in agreement with our general arguments, that when all of the second-order radiative corrections are summed, their contributions to the $F^{\boldsymbol{\varepsilon}} F^{f p^{p} \epsilon_{g=r p}}$ term exactly cancel. In Sec. IV we briefly summarize our results and compare them with the conclusions reached recently by Jackiw and Johnson. ${ }^{2}$

Fig. 1. Axial-vector triangle diagram which leads to the extra term in Eqs. (2) and (4).


Fig. 2. Typical second-order radiative corrections to the triangle diagram in spinor electrodynamics.

[^111]1517

## II. GENERAL ARGUMENT

We develop in this section a general argument, valid to any finite order of perturbation theory, which shows that Eqs. (2) and (4) are exact. The basic idea is this: Since Eqs. (2) and (4) involve the unrenormalized fields, masses, and coupling constants, these equations are well defined only in a cutoff field theory. Consequently, for both of the field-theoretic models discussed, we construct a cutoff version by introducing photon or meson regulator fields with mass $\Lambda$. In both cases, the cutoff prescription allows the usual renormalization program to be carried out, so that the bare masses and couplings and the wave-function renormalizations are specified functions of the renormalized couplings and masses, and of the cutoff $\Delta$. In the cutoff field theories, it is straightforward to prove the validity of Eqs. (2) and (4) for the unrenormalized quantities; this is our principal result. From Eqs. (2) and (4) we obtain exact low-energy theorems for the matrix elements $\langle 2 \gamma| 2 i m_{0} j^{5}|0\rangle$ and $\langle 2 \gamma|\left(-\mu_{1}{ }^{2} / g_{0}\right) \pi|0\rangle$; the latter of these yields the $\pi^{0} \rightarrow 2 \gamma$ low-energy theorem discussed in I .

Having summarized, in a very condensed way, our method and results, we now turn to the details in the various models.

## A. Spinor Electrodynamics

We consider first the case of spinor electrodynamics, described by the Lagrangian density

$$
\begin{align*}
\mathscr{L}(x)=\bar{\psi}(x)\left(i 0-m_{0}\right) \psi(x)-1 & F_{\mu \nu}(x) F^{\mu}(x) \\
& -e_{0} \psi(x) \gamma_{\mu} \psi(x) A^{\mu}(x), \tag{5}
\end{align*}
$$

$F_{\mu \nu}(x)=\partial_{\nu} A_{\mu}(x)-\partial_{\mu} A_{\nu}(x), \quad \partial=\boldsymbol{\gamma}^{\mu} \partial_{\mu}$.
We introduce a cutoff by modifying the usual Feymman rules for electrodynamics as follows.
(i) For each internal fermion line with momentum $p$ we include a factor $i\left(p-m_{0}+i \epsilon\right)^{-1}$ and for each vertex a factor $-i e_{0} \gamma_{\mu}$, with $m_{0}$ and $e_{0}$ the bare mass and charge. For each internal photon line of momentum $q$, we replace


Fic. 3. (a) Two-vertex photon vacuun polarization loop. (b) Larger vacuum polarization loops. (c) Vertex and selfenergy parts which are made finite by the photon propagator cutoffand gauge invariance of loops.
the usual propagator $-i g_{m}\left(q^{2}+i \epsilon\right)^{-1}$ by the regulated propagator

$$
\begin{equation*}
-i g_{\mu v}\left(\frac{1}{q^{2}+i \epsilon}-\frac{1}{q^{2}-\Lambda^{2}+i \epsilon}\right)=\frac{-i g_{n}}{q^{2}+i \epsilon} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}+i \epsilon} . \tag{6}
\end{equation*}
$$

(ii) Let $\Pi_{p p}{ }^{(2)}(q)$ denote the two-vertex vacuum polarization loop [Fig. 3(a)]

$$
\begin{align*}
& \Pi_{\mu \nu}^{(2)}(g) \\
& \quad=i \int \frac{d^{4} k}{(2 \pi)^{4}} \operatorname{Tr}\left[\gamma_{\mu} \frac{1}{k-m_{0}+i \epsilon} \cdot \frac{1}{k+q-m_{0}+i \epsilon}\right] \tag{7}
\end{align*}
$$

Wherever $\mathrm{H}_{\mu \nu}{ }^{(2)}(q)$ appears, we use its gauge-invariant, subtracted evaluation ${ }^{\text {a }}$

$$
\begin{equation*}
\Pi_{q \nu}^{(2)}(q)=\left(q_{-} q_{p}-g_{\mu-} q^{2}\right) \Pi^{(2)}\left(q^{2}\right), \quad \Pi^{(2)}(0)=0 \tag{8}
\end{equation*}
$$

All vacuum polarization loops with four or more vertices [Fig. 3(b)] are calculated by imposing gauge invariance; this suffices to make them finite without need for further subtractions.
(iii) As usual, there is a factor $\int d^{4} l /(2 \pi)^{4}$ for each internal integration over loop variable $l$ and a factor -1 for each fermion loop.
(iv) We use the standard, iterative renormalization procedure ${ }^{5}$ to fix the unrenormalized charge and mass $e_{0}$ and $m_{0}$ and the fermion wave-function renomalization $Z_{2}$ as functions of the renormalized charge and mass $e$ and $m$ and the cutoff $\Lambda$. For finite $A$, the renormalization constants $e_{0}, m_{\mathrm{a}}$, and $Z_{2}$ will all be finite. The reason is that regulating the photon propagator (plus gauge invariance for loops) renders finite all vertex and electron self-energy parts and all photon selfenergy parts other than $\Pi_{\mu \nu}{ }^{(2)}$. [Examples of such vertex and self-energy parts are given in Fig. 3(c).] The self-energy part $\Pi_{\mu}{ }^{(2)}$ has already been made finite by explicit subtraction.
(v) We include wave-function renormalization factors $Z_{2}{ }^{1 / 2}$ and $Z_{3}{ }^{1 / 2}$ for each external fermion and photon line. (We recall that $Z_{3}=e^{2} / e_{0}{ }^{2}$.)

This simple set of rules makes all ordinary electrodynamics matrix elements finite. We may summarize the rules compactly by noting that they are the Feynman rules for the following regulated Lagrangian density:

$$
\begin{align*}
& \mathcal{L}^{R}(x)=\mathcal{L}_{0}^{R}(x)+\mathcal{L}_{r}^{R}(x), \\
& \mathcal{S}_{0}{ }^{R}(x)=\bar{\psi}(x)\left(i a-m_{0}\right) \psi(x)-\frac{1}{2} F_{m}(x) F^{m}(x) \\
& +\frac{1}{2} F_{p^{2}}{ }^{R}(x) F^{R \mu}(x)-\frac{1}{2} \Delta^{2} A_{p}{ }^{R}(x) A^{R \mu}(x),  \tag{9}\\
& \mathfrak{S}_{I}^{R}(x)=-\epsilon_{0} \psi(x) \gamma_{\mu} \psi(x)\left[A^{\mu}(x)+A^{R \mu}(x)\right]
\end{align*}
$$

where $A_{\mu}{ }^{\mu}$ is the field of the regulator vector meson of mass $\Lambda$, and $F_{\mu \nu}^{R}(x)=\partial_{\nu} A_{\mu}^{R}(x)-\partial_{\mu} A_{p}^{R}(x)$ is the regulator field strength tensor. The regulator field frec

[^112]Lagrangian density is included in $\mathcal{S}_{0}{ }^{R}(x)$ with the opposite sign from normal; hence according to the canonical formalism, the regulator field is quantized with the opposite sign from normal-that is,

$$
\left.\left[A_{F}^{R}(x), A_{\gamma}^{R}(y)\right]\right|_{x^{*}-y^{*}}=i g_{\mu} \delta^{3}(\mathbf{x}-\mathbf{y}),
$$

whereas

$$
\left.\left[A_{\mathrm{F}}(x), \dot{A},(y)\right]\right|_{x^{0}-y^{0}}=-i g_{\mathrm{uy}} \delta^{2}(x-y)
$$

-giving the regulator bare propagator the opposite sign from the photon bare propagator. The interaction terms in $\mathfrak{K}_{1}{ }^{B}(x)$ treat the regulator and the photon fields symmetrically. The term proportional to $C^{(9)}$ is a logarithmically infinite counter term which performs the explicit subtraction in the two-vertex vacuum polarization loop $\Pi_{\mu}{ }^{(2)}$, so that $\Pi^{(2)}(0)=0$.

Having specified our cutoff procedure, we are now ready to introduce the axial-vector and pseudoscalar currents $j_{\mu}{ }^{3}(x)$ and $j^{b}(x)$, and to study their properties. First, we must check whether all matrix elements of these currents are finite when calculated in our cutoff theory. The answer is yes, that they are finite, and


FIG. 4. Basic loops involving one axial-vector or one pscudoscalar vertex.
follows immediately from the fact that all of the basic fermion loops involving one axial-vector or one pseudoscalar vertex (Fig. 4) are made finite by the imposition of gauge invariance on the photon vertices, without the need for explicit subtractions. Thus, we can turn immediately to the problem of showing that Eq. (2) is exactly satisfied in our cutoff theory.

Let us consider an arbitrary Feynman amplitude involving $j_{n}{ }^{b}$, with $2 f$ external fermion and $b$ external boson lines (Fig. 5). Proceeding as in I, we divide the diagrams contributing to the Feymman amplitude into two categories, which we call type (a) and type (b). The type-(a) diagrams are those in which the axialvector vertex $\gamma_{\boldsymbol{r}} \gamma_{\mathrm{s}}$ is attached to one of the $f$ fermion lines running through the diagram; a typical type-(a) contribution is shown in Fig. 6(a). By contrast, the type-(b) diagrams are those in which the axial-vector vertex $\gamma_{B} \gamma_{\mathrm{B}}$ is attached to an internal closed loop; in Fig. 6(b) we show a typical contribution of type (b). In both Figs. 6(a) and 6(b), we have denoted by $Q$ the four-momentum carried by the axial-vector current.

To study the divergence of the axial-vector current, we multiply the matrix element of $j_{\mu}{ }^{4}$ by iQ $^{\mu}$. We turn

Tic. 5. Arbitrary Feymman amplitude involving $j_{n}{ }^{5}$.

our attention first to the type-(a) contribution pictured in Fig. 6(a), which can be written

(b)

Fig. 6. (a) Contribution to Fig. 5 in which the axial-vector verter is attached to one of the fermion lines running through the diagram. (b) Contribution to Fig. 5 in which the axial-vector vertex is attached to an internal closed loop.
where we have focused our attention on the line to which the $\boldsymbol{\gamma}_{\mu} \gamma_{\sigma}$ vertex is attached and bave denoted the remainder of the diagram by ( $\cdot \cdot$ ). As shown in $I$, when
we multiply the propagntor string in liq. (10) by i()a and do an algebraic rearrangement of terms, we obtain the following identity:

$$
\begin{align*}
& i Q^{\mu} \sum_{k-1}^{2 n-1} \prod_{j-1}^{k-1}\left[\gamma^{(j)} \frac{1}{p+p_{j}-m_{0}}\right\rceil \gamma^{(k)} \frac{1}{p+p_{k}-m_{0}} \gamma_{\mu} \gamma_{5} \frac{1}{p^{\prime}+p_{k}-m_{0}} \prod_{j=k+1}^{2 n-1}\left[\gamma^{(j)} \frac{1}{p^{\prime}+p_{j}-m_{0}}\right] \gamma^{(2 n)} \\
& \left.=\left.\sum_{k=1}^{2 n-1} \prod_{j-1}^{k-1}\right|_{-} \gamma^{(j)} \frac{1}{p^{1}+p_{j}-m_{0}}\right]_{\gamma}^{(k)} \frac{1}{p+p_{k}-m_{0}} 2 i m_{0} \gamma \frac{1}{p^{\prime}+p_{k}-m_{0}} \prod_{j-k+1}^{2 n-1}\left[\gamma^{(j)} \frac{1}{p^{\prime}+p_{j}-m_{0}}\right]_{\gamma}^{(2 n)} \\
& -i \prod_{j=1}^{2 n-1}\left[\gamma^{(j)} \frac{1}{p+p_{i}-m_{0}-}\right] \gamma^{(2 n)} \gamma_{j}-i \gamma_{j} \prod_{j=1}^{2 n-1}\left[\gamma^{(j)} \frac{1}{p^{\prime}+p_{j}-m_{0}}\right] \gamma^{(2 n)} . \tag{11}
\end{align*}
$$

Since the integrals over the four-momenta of the photon propagators joining the fermion propagator string to the "blob" in Fig. 6(a) (i.e., the integrals over $p_{1}, \cdots, p_{2 n-1}$ ) are all convergent in our regulated field theory, it is safe to do the algebraic manipulations implicit in Eq. (11) inside the integrals. The first term on the right-hand side of Eq. (11) gives the type-(a) contribution to the Feynman amplitude for $2 i m_{0} j^{j}$, corresponding to replacing $\gamma_{\mathrm{f}} \gamma_{\mathrm{s}}$ by $2 \mathrm{im}_{\mathrm{o}} \gamma_{\mathrm{F}}$ in Fig. 6(a). The two remaining terms in Eq. (11) are the usual "surface terms" which arise in Ward identities from the equal-time commutator of $j_{0}{ }^{5}$ with the fields of the external fermions of momenta $p$ and $p^{\prime} .{ }^{4}$ Thus, as far as the type-(a) contributions to the Feynman amplitude are concerned, the divergence of $j_{\mu}{ }^{6}$ is simply $2 i m_{0} j^{b}$, with no extra terms present.

We turn next to the type-(b) contribution pictured in Fig. 6(b), which we write as

$$
\begin{gather*}
L\left(Q ; \gamma_{\mu} \gamma_{3} ; p_{1}, \cdots, p_{2 n-1}\right)(\cdots), \\
L\left(Q ; \Gamma ; p_{1}, \cdots, p_{2 n-1}\right) \\
=\int d^{4} r \operatorname{Tr}\left\{\sum_{k=1}^{2 n} \prod_{j=1}^{k-1}\left[\gamma^{(j)} \frac{1}{r+p_{j}-m_{0}}\right]\right. \\
\times \gamma^{(k)} \frac{1}{r+p_{k}-m_{0}} \Gamma \frac{1}{r+p_{k}-Q-m_{0}} \\
\left.\times \prod_{j=k+1}^{2 n}\left[\gamma^{(j)} \frac{1}{r+p_{j}-Q-m_{0}}\right]\right\}, \tag{12}
\end{gather*}
$$

where we have focused our attention on the closed loop and have again denoted the remainder of the diagram by (...). As was shown in $I$, some straightforward algebra implies

$$
\begin{align*}
& L\left(Q ; i Q^{\mu} \gamma_{\mu} \gamma_{5} ; p_{1}, \cdots, p_{2 n-1}\right) \\
& =L\left(Q ; 2 i_{m_{0}} \gamma_{5} ; p_{1}, \cdots, p_{2 m-1}\right) \\
& +i \int d^{4} r \operatorname{Tr}\left\{\gamma_{k} \prod_{j=1}^{2 m}\left[\gamma^{(j)} \frac{1}{r+p_{j}-m_{0}}\right]\right. \\
& \left.-\gamma_{5} \prod_{i=1}^{2 n}\left[\gamma^{(n)} \frac{1}{\gamma+p_{i}-Q-m_{0}}\right]\right\} \text {. } \tag{13}
\end{align*}
$$

[^113]For loops with $n \geq 2$ (i.e., with four or more vector vertices) the residual integral in Eq. (13) is sufficiently convergent for us to be able to make the change of variable $r \rightarrow r+Q$ in the second term, causing the two terms in the curly brackets to cancel. Thus, the loops with $n \geq 2$ satisfy the usual Ward identity

$$
\begin{align*}
& L\left(Q ; i Q^{\mu} \gamma_{\mu} \gamma_{5} ; p_{1}, \cdots, p_{2 n-1}\right) \\
&=L\left(Q ; 2 i m_{0} \gamma_{5} ; p_{1}, \cdots, p_{2 n-1}\right) . \tag{14}
\end{align*}
$$

Again, since the integrals over $p_{1}, \cdots, p_{2 n-1}$ are all convergent in the regulated field theory, the manipulations leading to Eq. (14) can all be performed inside these integrals. This means that the type-(b) pieces containing loops with $n \geq 2$ all agree with the usual divergence equation $\partial^{4} j_{\mu}{ }^{b}(x)=2 i m_{0} j^{6}(x)$.

Finally, we must consider the case $n=1$, that is, the axial-vector triangle diagram illustrated in Fig. 7. As was shown in I, when the triangle is defined to be gaugeinvariant with respect to the vector indices, it does not satisfy Eq. (14) for the axial-vector index divergence. Instead, there is a well-defined extra term left over which comes from the failure of the two terms in the curly brackets in Eq. (13) to cancel. The analysis of I shows that the effect of the extra term is to add to the normal axial-vector divergence equation the term

$$
\begin{align*}
\left(\alpha_{0} / 4 \pi\right)\left[F^{\ell \sigma}(x)+F^{R \ell \sigma}(x)\right] & \\
& \times\left[F^{r \rho}(x)+F^{R r p}(x)\right] \epsilon_{\{\sigma \tau \rho} \tag{15}
\end{align*}
$$



Fig. 7. Contribution of the axial-vector triangle diagram to the Feynman amplitude of Fig. 5.

To summarize, our diagrammatic analysis shows that the axial-vector divergence equation in the regulated field theory is

$$
\begin{align*}
& +\left(\alpha_{0} / 4 \pi\right)\left[F^{t r}(x) F^{R+\rho}(x)+F^{R E \cdot}(x) F^{r p}(x)\right. \\
& \left.+F^{R!\sigma^{\prime}(x)} F^{R I r}(x)\right]_{\epsilon \cdot r p} . \tag{16}
\end{align*}
$$

Equation (16) is identical with Eq. (2), apart from the terms involving $F^{R}$ which arise from our explicit inclusion of a regulator field. The crucial point is that the coefficient of the anomalous term is exactly $a_{0} / 4 \pi$ and does not involve an unknown power series in the coupling constant coming from higher orders in perturbation theory.

The diagrammatic analysis which we have just given may be rephrased succinctly as follows: If we use the regulated Lagrangian density in Eq. (9) to calculate equations of motion, and then use the equations of motion to naively calculate the axial divergence, we find

$$
\begin{equation*}
\partial^{F} j_{R}(x)=2 i m_{0} j^{5}(x) . \tag{17}
\end{equation*}
$$

Extra terms on the right-hand side of Eq. (17) can only come from singular diagrams where the naive derivation breaks down. In the regulated field theory, all virtual photon integrations converge and therefore, cannot lead to singularities giving additional terms in Eq. (17). Hence breakdown in Eq. (17) (if it occurs at all) must be associated with the basic axial-vector loops shown in Fig. 4. But, as we have seen, the axial-vector loops with four or more photons satisfy Eq. (17), so the basic triangle diagram is the only possible source of an anomaly.
Having derived our basic result, we turn next to the low-energy theorem for $2 i m_{0} j^{b}(x)$ which is implied by Eq. (16). Taking the matrix element of Eq. (16) between a state with two photons and the vacuum gives
where

$$
\begin{equation*}
F\left(k_{1} \cdot k_{2}\right)=G\left(k_{1} \cdot k_{2}\right)+B\left(k_{1} \cdot k_{2}\right) \tag{18}
\end{equation*}
$$

$$
\begin{aligned}
& \left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2_{2}} \epsilon_{2}\right)\right| \partial^{4} j_{\mu}{ }^{4}|0\rangle
\end{aligned}
$$

$$
\begin{align*}
& \left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right| 2 i m_{0} j^{b}|0\rangle \\
& =\left(4 k_{10} k_{20}\right)^{-1 / 2} k_{1}{ }^{\ell} k_{2}{ }^{\top} \epsilon_{1}{ }^{*}{ }^{*} \epsilon_{2}{ }^{*}{ }^{*} \epsilon_{\ell t r r_{p}} G\left(k_{1} \cdot k_{2}\right), \\
& \left(\alpha_{0} \prime^{\prime} 4 \pi\right)\left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right\}\left(F^{t \sigma}+F^{R E \sigma}\right)\left(F^{r \rho}+F^{R+p}\right) \epsilon_{1 \sigma r p}|0\rangle \tag{19}
\end{align*}
$$

We wish, in particular, to study Eq. (18) at the point $\dot{k}_{1} \cdot k_{2}=0$. As has been shown by Sutheriand and Veltman, ${ }^{7} F\left(k_{1} \cdot k_{2}\right) \propto k_{1} \cdot k_{2}$, so the left-hand side of Eq. (18) vanishes at $k_{1} \cdot k_{2}=0$, giving

$$
\begin{equation*}
G(0)=-\boldsymbol{H}(0) . \tag{20}
\end{equation*}
$$

There are two types of diagrams which contribute to $\boldsymbol{H}\left(k_{1} \cdot k_{2}\right)$, as illustrated in Fig. 8, where we have used the symbol $\otimes$ to denote action of the operator

[^114]

Fig. 8. (a) Diagram in which the operator ( $a_{0} / 4 \pi$ ) ( $F^{60+}+F^{n i c}$ ) $X\left(F^{r a}+F^{R r e}\right)$ eser, dencted by $\otimes$, attaches directly to the external photon lines. (b) Diegram in which there is a photon-photon scattering between $\otimes$ and the two external photons.
$\left(\alpha_{0} / 4 \pi\right)\left(F^{\xi \sigma}+F^{R t \sigma}\right)\left(F^{r f}+F^{R r p}\right)_{\epsilon_{g \cdot r p}}$. In the diagrams in Fig. 8(a), the field strength operators attach directly onto the external photon lines, without photon-photon scattering. The effect of the vacuum polarization parts and the external-line wave-function renormalizations is to change $\alpha_{0}$ to $\alpha$, giving

$$
\begin{equation*}
H(0)^{(\infty)}=2 \alpha / \pi . \tag{21}
\end{equation*}
$$

In the diagrams in Fig. 8(b), there is a photon-photon scattering between $\otimes$ and the free photons. As a result of the antisymmetric tensor structure of the anomalous divergence term, the vertex $\otimes$ is proportional to $k_{1}+k_{2}$. Also, the diagram for the scattering of light by light is itself proportional to $k_{1} k_{2}$, since photon gauge invariance implies that the external photons couple through their field strength tensors. ${ }^{8}$ Thus, the diagrams in Fig. 8(b) are proportional to $k_{1} k_{2}\left(k_{1}+k_{2}\right)$ and are of higher order than the terms which contribute to the low-energy theorem, giving us

$$
\begin{equation*}
\boldsymbol{H}(0)^{(b)}=0 \tag{22}
\end{equation*}
$$

Combining Eqs. (20)-(22), we get an exact low-energy theorem for the operator $2 \mathrm{im}_{0}{ }^{j}{ }^{6}$,

$$
\begin{equation*}
G(0)=-2 \alpha / \pi \tag{23}
\end{equation*}
$$

So far in our discussion we have kept the cutoff $\Lambda$ finite, so that $G(0)$ is a matrix element calculated with our modified Feynman rules. Let us now indicate briefly the form which Eq. (23) takes when the cutoff A becomes infinite. A straightforward analysis of matrix elements of the operator $j^{6}$ shows that divergences as $\Lambda \rightarrow \infty$ are associated only with the electron propagator

[^115]$S_{r^{\prime}}(p)$, the photon propagator $D_{P}^{\prime}(q)_{\mu v 1}$ the photon vertex part $\Gamma_{\mu}\left(p, p^{\prime}\right)$, and, in addition, the pseudoscalar vertex part $\Gamma^{5}\left(p, p^{\prime}\right)$, defined by
\[

$$
\begin{align*}
S_{F^{\prime}}(p) \Gamma^{b}\left(p, p^{\prime}\right) S_{F^{\prime}}\left(p^{\prime}\right)=- & \int d^{4} x d^{4} y e^{i p \cdot x} e^{-i p^{\prime} \cdot y} \\
& \times\left\langle T\left(\psi(x) j^{b}(0) \bar{\psi}(y)\right)\right\rangle_{0} \tag{24}
\end{align*}
$$
\]

In matrix elements of $m_{0} j^{5}$, the vertex part $\Gamma^{5}\left(p, p^{\prime}\right)$ will clearly always occur in the combination $m_{0} \Gamma^{5}\left(p, p^{\prime}\right)$. Let us now introduce the usual electrodynamic renormalizations

$$
\begin{align*}
Z_{2}^{-1} S_{P^{\prime}}^{\prime}(p) & =\tilde{S}_{P^{\prime}}^{\prime}(p), \\
Z_{3}^{-1} D_{F^{\prime}}^{\prime}(q)_{\mu r} & =\tilde{D}_{p^{\prime}}(q)_{\mu \nu}, \\
Z_{1} \Gamma_{\mu}\left(p, p^{\prime}\right) & =\widetilde{\Gamma}_{\mu}\left(p, p^{\prime}\right),  \tag{25}\\
Z_{1}=Z_{2}, \quad e_{0} & =Z_{3}^{-1 / 2} e,
\end{align*}
$$

plus the usual wave-function renormalizations on external lines. The effect of these rescalings is to replace $m_{0} \Gamma^{b}\left(p, p^{\prime}\right)$, wherever it occurs, by $m_{0} Z_{2} \Gamma^{5}\left(p, p^{\prime}\right)$. But, as we will now show, this latter quantity is finite (i.e., cutoff-independent as $\Delta \rightarrow \infty$ ). To see this, we note first that $\Gamma^{5}\left(p, p^{\prime}\right)$ is multiplicatively renormalizable ${ }^{9}$; therefore, if $Z_{5} \Gamma^{5}(p, p)$ is finite, then so is $Z_{5} \Gamma^{5}\left(p, p^{\prime}\right)$. Next, let us write the Ward identity for the axial-vector vertex,

$$
\begin{array}{r}
\left(p-p^{\prime}\right)^{\mu} \Gamma_{\mu}^{b}\left(p, p^{\prime}\right)=2 m_{0} \Gamma^{b}\left(p, p^{\prime}\right)-i\left(\alpha_{0} / 4 \pi\right) \bar{F}\left(p, p^{\prime}\right) \\
+S_{p^{\prime}}(p)^{-1} \gamma_{b}+\gamma_{6} S_{F^{\prime}}\left(p^{\prime}\right)^{-i} \tag{26}
\end{array}
$$

where $\Gamma_{n}{ }^{6}$ and $\vec{F}$ are defined by replacing $j^{5}(0)$ in Eq. (24) by $j_{\mu}{ }^{5}(0)$ and $F^{t \sigma}(0) F^{r \rho}(0) \epsilon_{\text {tarp }}$, respectively. When $p=p^{\prime}$, the left-hand side of Eq. (26) obviously vanishes. It is also easy to see that $F(p, p)=0$ as a result of the antisymmetric tensor structure of this term. So the axial-vector Ward identity at $p=p^{\prime}$ becomes the simple equation

$$
\begin{equation*}
0=2 m_{0} \Gamma^{6}(p, p)+S_{p^{\prime}}(p)^{-1} \gamma_{5}+\gamma_{s} S_{p^{\prime}}(p)^{-1} \tag{27}
\end{equation*}
$$

which immediately implies that $m_{0} Z_{2} \Gamma^{6}(p, p)$ is finite. If we introduce a renormalized pseudoscalar vertex part by writing

$$
\begin{equation*}
m_{0} Z_{2} \Gamma^{5}\left(p, p^{\prime}\right)=m \Gamma^{5}\left(p, p^{\prime}\right) \tag{28}
\end{equation*}
$$

then Eq. (28) may be rewritten as the equal-momentum boundary condition

$$
\begin{equation*}
0=2 m \Gamma^{\prime}(p, p)+\bar{S}_{F}^{\prime}(p)^{-1} \gamma_{5}+\gamma_{\sigma} \bar{S}_{P^{\prime}}(p)^{-1} \tag{29}
\end{equation*}
$$

The results of this analysis may be summarized as follows: If we calculate an arbitrary matrix element of

[^116]$m_{0} j^{5}$ in our cutoff theory, and then let $\Lambda \rightarrow \infty$, we get the same answer as if we calculated all the skeleton diagrams for the matrix element and replaced the electron and photon lines and the vertex parts appearing in the skeleton by the renormalized quantities $\bar{S}_{p}{ }^{\prime}(p)$, $\bar{D}_{p^{\prime}}(q)_{\mu r_{1}} \tilde{\Gamma}_{p}\left(p, p^{\prime}\right)$, and $m \Gamma^{\prime \prime}\left(p, p^{\prime}\right)$. These quantities can all be calculated without recourse to cutoffs by using dispersive methods; in the case of the pseudoscalar vertex the subtraction constant in the dispersion relation can be fixed by using Eq. (29) as a boundary condition.

Returning to our low-energy theorem, we see that in the limit $\Delta \rightarrow \infty$ the pseudoscalar-photon-photon matrix element $G\left(k_{1} \cdot k_{2}\right)$ becomes the renormalized matrix element $\bar{G}\left(k_{1} \cdot k_{2}\right)$ calculated by the recipe we have just outlined, and the low-energy theorem tells us that

$$
\begin{equation*}
\bar{G}(0)=-2 \alpha / \pi \tag{30}
\end{equation*}
$$

In other words, all order $\alpha^{2}, \alpha^{3}, \cdots$, contributions to $\widehat{G}\left(k_{1} \cdot k_{2}\right)$ vanish at $k_{1} \cdot k_{2}=0$. In the next section, we will verify by explicit calculation that the order $\alpha^{2}$ terms do cancel.
In conclusion, we remark that the arguments which we have given in this section for spinor electrodynamics apply, with only trivial modification, to the neutral-vector-meson model of strong interactions. In particular the low-energy theorem analogous to Eq. (23) will hold to all orders in both $\alpha$ and the neutral-vector-meson strong coupling.

## ت. a Model

We turn next to the case of Gell-Mann and Lévy's $\sigma$ model. ${ }^{3}$ As in $I$, we consider a truncated version of the $\sigma$ model which contains only a proton ( $\psi$ ), a neutral pion ( $\pi$ ), and a scalar meson ( $\sigma$ ), but omits the charged pions and the neutron. Our exposition will differ somewhat from the previous case of spinor electrodynamics, where we first introduced a cutoff pracedure to remove infinities from the theory, and then afterwards proceeded to discuss the properties of the axial-vector current. In the case of the $\sigma$ model, we will bave to consider the axial-vector current simtulanemasly with our introduction of the cutoff, in order to ensure that the cutoff preserves the usual PCAC equation [Eq. (3)] when electromagnetic interactions are neglected. Once we are sure that the axial-vector divergence equation in the absence of electromagnetism has no abnormalities, we can then determine how Eq. (3) is modified when electromagnetic effects are taken into account.
We begin by writing the Lagrangian for the $\sigma$ model and discussing some of the formal properties of this theory. We have

$$
\begin{align*}
\mathcal{L}= & \bar{\psi}\left[i \partial-G_{0}\left(g_{0}^{-1}+\sigma+i \pi \gamma_{5}\right)\right] \psi \\
& +\lambda_{0}\left[4 \sigma^{2}+4 g_{0}\left(\sigma^{2}+\pi^{2}\right)+g_{0}{ }^{2}\left(\sigma^{2}+\pi^{2}\right)^{2}\right] \\
& +\frac{1}{2} \mu_{0}^{2}\left[2 g_{0}^{-1} \sigma+\sigma^{2}+\pi^{2}\right] \\
& \quad+\frac{1}{2}\left[(\partial \pi)^{2}+(\partial \sigma)^{2}\right]-\frac{1}{3} \mu_{1}^{2}\left(\pi^{2}+\sigma^{2}\right), \tag{31}
\end{align*}
$$

Where we have chosen the fully translated form of the $\sigma$ model with

$$
\begin{equation*}
\langle\sigma\rangle_{0}=0 \tag{32}
\end{equation*}
$$

to all orders of perturbation theory. The axial-vector current is generated by the chiral gauge transformation

$$
\begin{align*}
\psi & \rightarrow\left(1+\frac{1}{2} i \gamma_{v} v\right) \psi, \\
\pi & \rightarrow \pi-v\left(g 0^{-2}+\sigma\right),  \tag{33}\\
g 0^{-1}+\sigma & \rightarrow g 0^{-1}+\sigma+v \pi,
\end{align*}
$$

giving

$$
\begin{align*}
j_{\mu}^{s} & =-\delta \mathscr{L} / \delta\left(\partial \mu_{1}\right)=\bar{\psi}_{2}^{1} \gamma_{\mu} \gamma_{s} \psi+\sigma \partial_{\mu} \pi-\pi \partial_{\mu} \sigma+g_{0}^{-1} \partial_{\mu} \pi, \\
\partial_{\mu} j_{\mu}^{5} & =-\delta S / \delta 0=-\left(\mu_{1}^{2} / g_{0}\right) \pi . \tag{34}
\end{align*}
$$

The terms in Eq. (31) have the following significance: (i) $G_{0}$ is the unrenormalized meson-nucleon coupling constant; (ii) the quantity $g_{0}$ is related to the bare nucleon mass $m_{0}$ by

$$
\begin{equation*}
G_{0} / g_{0}=t m_{0} \tag{35}
\end{equation*}
$$

and may be expressed directly as a vacuum expectation value,

$$
\begin{equation*}
1 / g_{0}=i\left\langle\left.\left[\int d^{a} x j_{0}^{b}(x), \pi(0)\right]\right|_{s=0}\right\rangle_{0} \tag{36}
\end{equation*}
$$

(iii) $\mu_{1}{ }^{2}$ is the bare meson mass which appears in the bare propagators $\Delta_{P^{*}}(q)$ and $\Delta_{P^{*}}(q)$,

$$
\begin{equation*}
\Delta p^{0, x}(q)=1 /\left(q^{2}-\mu_{1}^{2}+i \epsilon\right) ; \tag{37}
\end{equation*}
$$

(iv) the term $\lambda_{0}\left[4 \sigma^{2}+4 \operatorname{go\sigma }_{0}\left(\sigma^{2}+\pi^{2}\right)+g_{0}{ }^{2}\left(\sigma^{2}+\pi^{2}\right)^{2}\right]$ is a chiral-invariant meson-meson scattering interaction; and (v) the term $\frac{3}{3} \mu_{0}{ }^{2}\left[2 g 0^{-1} \sigma+\sigma^{2}+\pi^{2}\right]$ is a chiral-invariant counter lerm which is necessary to guarantee that

$$
\begin{equation*}
\langle\delta \mathcal{L} / \delta \sigma\rangle_{0}=\partial_{\lambda}\left\langle\delta \mathcal{L} / \delta\left(\partial_{\lambda} \sigma\right)\right\rangle_{0}=0, \tag{38}
\end{equation*}
$$

as is required by the Euler-Lagrange equations of motion and translation invariance. Equations (32) and (38) fix $\mu_{0}{ }^{2}$ to have the value
$\mu_{0}{ }^{2}=\left\langle G_{a g o \psi} \psi_{\psi}-\lambda_{\alpha}\left[4 g_{0}{ }^{2}\left(3 \sigma^{2}+\pi^{2}\right)+4 g_{0}{ }^{2} \sigma\left(\sigma^{2}+\pi^{2}\right)\right]\right\rangle_{0}$.
The effect of $\mu_{0}{ }^{2}$, which is formally quadratically divergent, is to remove the "tadpole" diagrams of the type shown in Fig. 9, so that the condition $\langle\sigma\rangle_{0}=0$ is maintained in each order of perturbation theory. It is easily seen that the $\mu_{n}{ }^{2}$ counter term simultaneously removes the quadratically divergent parts of the $\pi$ and $\sigma$-meson self-energies, so that the remaining bare quantities appearing in the Lagrangian ( $G_{0,0} g_{0, \mu} \mu_{1}$ ), as well as the wave-function renormalizations, are at most logaridhmically divergent.

Fig. 9. Tadpole diagram.


An important feature of the Lagrangian density in Eq. (31) is that it is nol normal-ordered; the omission of normal ordering is essential in order for the axialvector current to satisfy the PCAC equation (34). To see this, let us consider the effect of normal ordering on the chiral-invariant meson-meson scattering term,

$$
\begin{gather*}
\mathscr{L}_{M X}=\mathscr{L}_{M M}{ }^{(2)}+\mathscr{L}_{M M}{ }^{(3)}+\mathscr{L}_{M M}{ }^{(4)}, \\
\mathscr{L}_{M M^{(2)}}=4 \sigma^{2}, \quad \mathscr{L}_{M M}\left({ }^{(2)}=4 g_{0 \sigma}\left(\sigma^{2}+\pi^{2}\right),\right.  \tag{40}\\
\mathscr{L}_{M M}(1)=g_{0^{2}}\left(\sigma^{2}+\pi^{2}\right)^{2} .
\end{gather*}
$$

The normal-ordered forms of the two-, three-, and fourmeson scattering terms are defined by

$$
\begin{align*}
& \left\langle: \AA_{\mathcal{M} \mathcal{M}^{(2)}}{ }^{( \rangle_{0}}=\left\langle(\partial / \partial \sigma): \mathscr{L}_{M \mathcal{M}^{(2)}}{ }^{(2)}\right\rangle=0,\right. \\
& \left\langle: \mathfrak{L}_{M M}{ }^{(\rho)}:\right\rangle_{0}=\left\langle(\partial / \partial \sigma): \mathfrak{L}_{M M^{(1)}}:\right\rangle_{0}=\left\langle(\partial / \partial \pi): \mathfrak{£}_{M M^{(1)}}{ }^{(1)}:\right\rangle_{0} \\
& =\left\langle\left(\partial^{2} / \partial \sigma^{2}\right): \AA_{M}{ }^{(z)}:\right\rangle_{0} \\
& =\left\langle(\partial / \partial \sigma)(\partial / \partial \pi): \mathscr{L}_{M M^{(a)}}{ }^{(a)}\right\rangle_{0}  \tag{41}\\
& =\left\langle\left(\partial^{2} / \partial \pi^{2}\right): \mathcal{L}_{M M}{ }^{(z)}:\right\rangle_{0}=0, \\
& \left\langle: \AA_{M M^{(4)}}:\right\rangle_{0}=\left\langle(\partial / \partial \sigma): \mathscr{£}_{M M_{M}}{ }^{(\mathbf{a})}:\right\rangle_{0}=\left\langle(\partial / \partial \pi): \mathcal{L}_{M M}{ }^{(4)}:\right\rangle_{0} \\
& =\left\langle\left(\partial^{2} / \partial \sigma^{2}\right): \mathfrak{L}_{M( }{ }^{(4)}:\right\rangle_{0}=\cdots \\
& =\left\langle\left(\partial^{8} / \partial \pi^{8}\right): \mathcal{L}_{M M}{ }^{(4)}:\right\rangle_{0}=0 .
\end{align*}
$$

These conditions may easily be satisfied by introducing counter terms to remove the vacuum expectation values of the various derivatives,

$$
\begin{align*}
& : \mathscr{L}_{\boldsymbol{M} M^{(2)}}{ }^{(2)}=4 \sigma^{2}-\left\langle 4 \sigma^{2}\right\rangle_{O}, \\
& : \mathcal{L}_{M M}{ }^{(2)}:=4 g_{0} \sigma\left(\sigma^{2}+\pi^{2}\right)-4 g_{\sigma \sigma}\left(3 \sigma^{2}+\pi^{2}\right\rangle_{0} \\
& -4 g_{0}\left(\sigma\left(\sigma^{2}+\pi^{2}\right)\right\rangle_{0}, \\
& : \AA_{M M}{ }^{(4)}:=g_{0}{ }^{2}\left(\sigma^{2}+\pi^{2}\right)^{2}-4 g_{0}{ }^{2} \sigma\left(\sigma\left(\sigma^{2}+\pi^{2}\right)\right)_{0}  \tag{42}\\
& -2 g_{0} \sigma^{2} \sigma^{2}\left(3 \sigma^{2}+\pi^{2}\right\rangle_{0}-2 g 0^{2} \pi^{2}\left\langle\sigma^{2}+3 \pi^{2}\right)_{0} \\
& -g_{0}{ }^{2}\left\langle\left(\sigma^{2}+\pi^{2}\right)^{2}\right\rangle_{0}+2 g_{0}{ }^{2}\left\langle\sigma^{2}\right\rangle_{0}\left(3 \sigma^{2}+\pi^{2}\right\rangle_{0} \\
& +2 g_{0}{ }^{2}\left\langle\pi^{2}\right\rangle_{0}\left\langle\sigma^{2}+3 \pi^{2}\right\rangle_{0},
\end{align*}
$$

giving

$$
\begin{align*}
&: \mathcal{L}_{M M}:= \mathscr{L}_{M M}-4 g_{0} \sigma\left\langle 3 \sigma^{2}+\pi^{2}\right\rangle_{0}-4 g_{0}{ }^{2} \sigma\left(\sigma\left(\sigma^{2}+\pi^{2}\right)\right\rangle_{0} \\
&-2 g_{0}{ }^{2} \sigma^{2}\left(3 \sigma^{4}+\pi^{2}\right\rangle_{0}-2 g_{0}{ }^{2} \pi^{2}\left\langle\sigma^{2}+3 \pi^{2}\right\rangle_{0} \\
&+ \text { const } . \tag{43}
\end{align*}
$$

Clearly, the normal-ordered interaction : $\AA_{\mu M M}$ : will be chiral-invariant only if the counter terms combine to be proportional to $\sigma^{2}+\pi^{2}+2 \sigma / g_{\mathrm{n}}$, that is, ondy if
$\left\langle 3 \sigma^{2}+\pi^{2}\right\rangle_{0}=\left\langle^{2}+3 \pi^{2}\right\rangle_{0}=\left\langle 3 \sigma^{2}+\pi^{2}\right\rangle_{0}+g_{0}\left\langle\sigma\left(\sigma^{2}+\pi^{2}\right)\right\rangle_{0} ;$
which requires

$$
\begin{align*}
\left\langle\sigma^{2}\right\rangle_{0} & =\left\langle\pi^{2}\right\rangle_{0}  \tag{45}\\
\left\langle\sigma\left(\sigma^{2}+\pi^{2}\right)\right\rangle_{0} & =0 .
\end{align*}
$$

These conditions would be satisfied if $\pi$ and $\sigma$ were free fields, but they are not true in the presence of the interaction terms of Eq. (31). Thus, the normal-ordered form : $\mathfrak{L}_{\boldsymbol{v x}}$ : is not invariant under the chiral gauge transformation of Eq. (33) and, if used in the Lagrangian instead of $\mathfrak{L}_{M M}$, spoils the PCAC equation. The way out of this difficulty consists in noting that the
normal-ordering conditions of Eq. (4) are not necessary for the consistency of the Lagrangian field theory of Eq. (31); all that is necessary is the single condition $\langle\delta \lesssim / \delta \sigma\rangle_{0}=0$. As we have seen, this condition can be satisfied by including the chiral-invariant counter term proportional to $\mu_{0}{ }^{2}$, without any use of normal ordering in the Lagrangian.

The fact that $\mu_{0}{ }^{2}$ removes the quadratic divergence from the $\pi$ and $\sigma$ self-energies can be expressed in a simple equation, which will be very useful in what follows. Let $\Delta_{F^{\mathbf{2}}}(q)$ denote the full pion propagator, given by

$$
\begin{align*}
\Delta_{y^{\prime \prime}}(q) & =-i \int d^{4} x e^{i q \cdot x}\langle T(\pi(x) \pi(0))\rangle_{0} \\
& =1 /\left[q^{2}-\mu_{3}^{2}-\Sigma^{x}\left(q^{2}\right)\right] \tag{46}
\end{align*}
$$

where $\Sigma^{*}\left(q^{2}\right)$ is the pion proper self-energy. According to Eq. (46),

$$
\begin{equation*}
\Delta_{P^{\prime}}{ }^{\prime}(0)=-1 /\left[\mu_{1}{ }^{2}+\Sigma^{\pi}(0)\right] . \tag{47}
\end{equation*}
$$

An alternative expression for $\Delta_{F^{r^{\prime}}}(q)$ may be obtained by substituting the PCAC equation (34) into Eq. (46),

$$
\begin{align*}
\Delta P^{\pi^{\prime}}(q)= & i \frac{g_{0}}{\mu_{1}^{2}} \int d^{4} x e^{i q \cdot x}\left\langle T\left(\left(\partial / \partial x_{\mu}\right) j_{\mu}^{b}(x) \pi(0)\right)\right\rangle_{0} \\
= & \frac{g_{0}}{\mu_{1}{ }^{2}} q^{2} \int d^{4} x e^{i \varepsilon \cdot x}\left\langle T\left(j_{\mu}{ }^{5}(x) \pi(0)\right)\right\rangle_{0} \\
& -\frac{i g_{0}}{\mu_{2}{ }^{2}} \int d^{3} x e^{-i q \cdot x}\left\langle\left.\left[j_{0}^{b}(x), \pi(0)\right]\right|_{F_{0} m 0}\right\rangle_{0} \tag{48}
\end{align*}
$$

which at $q=0$ becomes
$\Delta_{F^{{ }^{\prime}}}(0)=-\frac{i g_{0}}{\mu_{1}{ }^{2}} \int d^{3} x\left\langle\left.\left[j_{0}{ }^{5}(x), \pi(0)\right]\right|_{x_{0} 00}\right\rangle_{0}-\frac{-1}{\mu_{1}{ }^{2}}$.
Comparing Eqs. (47) and (49), we obtain the desired result

$$
\begin{equation*}
\Sigma^{\tau}(0)=0 \tag{50}
\end{equation*}
$$

Since the differences $\Sigma^{\pi}\left(q^{2}\right)-\Sigma^{\pi}(0)$ and $\Sigma^{*}\left(q^{2}\right)-\Sigma^{\pi}(0)$ are only logarithmically divergent, Eq. (50) tells us that the $\pi$ and $\sigma$ self-energies $\Sigma^{\boldsymbol{z}}\left(q^{2}\right)$ and $\Sigma^{\boldsymbol{a}}\left(q^{2}\right)$ are themselves only logarithmically divergent.

So far, we have discussed the $a$ model in the absence of electromagnetism. To include electromagnctism, we add to the Lagrangian density of Eq. (31) the terms

$$
\begin{equation*}
-\frac{1}{8} F_{\mu} F^{\mu \prime \prime}-e_{0} \bar{l} \gamma_{\mu} \psi A^{\mu} . \tag{51}
\end{equation*}
$$

We expect, because of the presence of triangle diagrams, that electromagnetism will modify the PCAC equation by the addition of a term proportional to $F^{E \sigma} F^{\tau \boldsymbol{r}} \in_{\text {tor }}$. Howcver, it is easy to see that all of the other formal properties of the o model which we have derived above are unchanged. In particular, Eq. (50) is still valid in
the presence of elec/romagnelism, since the antisymmetric tensor structure of the extra term in the PCAC equation causes the contribution of this term to Eq. (48) to vanish at $q=0$.

This completes our survey of the formal properties of the $\sigma$ model. We proceed to introduce a cutoff (with electromagnetism included) by modifying the usual Feynman rules as follows.
(i) For each internal fermion line with momentum $p$ we include a factor $i\left(p-m_{0}+i \epsilon\right)^{-1}$, with $m_{0}=G_{0} / g_{0}$. For each internal photon line of momentum $q$, we replace the usual propagator $-i g_{\mu r}\left(q^{2}+i \epsilon\right)^{-1}$ by the regulated propagator
$-i g_{m}\left(\frac{1}{q^{2}+i \epsilon}-\frac{1}{q^{2}-\Lambda^{2}+i \epsilon}\right)=\frac{-i g_{\mu} /\left(\frac{-\Lambda^{2}}{q^{2}+i \epsilon}\left\langle q^{2}-\Lambda^{2}+i \epsilon\right.\right.}{)}$.
For internal $\pi$ or $\sigma$ lines, which are not attached al either end to the axial-vector current, we replace the usual propagator $i\left(q^{2}-\mu_{1}^{2}+i \epsilon\right)^{-1}$ by the regulated propagator

$$
\begin{align*}
& i\left(\frac{1}{q^{2}-\mu_{1}^{2}+i \epsilon}-\frac{1}{q^{2}-\Lambda^{2}+i \epsilon}\right) \\
&=\frac{i}{q^{2}-\mu_{1}{ }^{2}+2 \epsilon}\left(\frac{-\Lambda^{2}+\mu_{1}{ }^{2}}{q^{2}-\Lambda^{2}+i \epsilon}\right) \tag{53}
\end{align*}
$$

For the photon-nucleon, meson-nucleon, and mesonmeson vertices, we include the factors shown in Fig. 10, with $e_{0}, g_{0}, G_{0}$, and $\lambda_{0}$ the appropriate bare couplings.
(ii) For the axial-vector-current-nucleon and axial-vector-current-meson vertices, we include the factors shown in Fig. 11. For the pion propagator immediately following the axial-vector-current-pion vertex, we use the unregulated propagator $i\left(q^{2}-\mu_{1}^{2}+i \epsilon\right)^{-1}$, while we replace the product of pion and a propagators immediately following the axial-vector-current-pion- $\sigma$

lic. 10. lieynmen rules for the $\sigma$ model: photon-nucicon, mesunnucleon, and meson-meson vertices.

$$
\begin{align*}
& \text { vertex by } \\
& \frac{i}{q^{2}-\mu_{2}^{2}+i \epsilon} \frac{i}{(g+Q)^{2}-\mu_{1}^{2}+i \epsilon}  \tag{54}\\
& -\frac{i}{q^{2}-\Lambda^{2}+i \epsilon} \frac{i}{(q+Q)^{2}-\Lambda^{2}+i \epsilon}
\end{align*}
$$

(iii) We use the finite, renormalized values for all of the supericially divergent nucleon loop diagrams illustrated in Fig. 12. These diagrams fall into six classes: (a) diagrams with external $\sigma$ or $\pi$ lines only, (b) diagrams with one axial-vector vertex and external meson lines, (c) diagrams with external photon lines only, (d) the axial-vector-photon-photon triangle diagram, (e) diagrams with external photon and meson lines, and (f) diagrams with an axial vector vertex and external photon and meson lines. In Appendix A we give explicit renormalized expressions for the diagrams of types (a) and (b), and show that they satisiy the usual axialvector Ward identities. The diagrams of type (c) (photon vacuum polarization loops) were considered in our discussion of spinor electrodynamics. The diagrams of types (d)-(f) are made finite and unique by calculating them in a gauge-invariant manner. As we bave emphasized, the triangle diagram of type (d) does not satisfy the usual axial-vector Ward identity. We show in Appendix A that the axial-vector-photon-photon-meson box diagram [Fig. 12(f)] does satisfy the usual axialvector Ward identity.
(iv) We take account of the counter term proportional to $\mu_{0}{ }^{2}$ in the following way. First, we omit all $\sigma$-meson tadpole diagrams (Fig. 9). (The recipe in Appendix A sets the basic nucleon loop tadpole equal to zero, but now tadpoles involving virtual meson integrations are to be dropped as well.) Second, when calculating pion self-energy diagrams $\Sigma^{x}\left(q^{2}\right)$ involving virtual meson integrations, a subtraction at $q=0$ should be performed to ensure that

$$
\begin{equation*}
\Sigma^{\prime}(0)=0 \tag{55}
\end{equation*}
$$

[We will check explicitly below that the derivation of Eqs. (46)-(50) is valid in the cutoff theory.] This subtraction eliminates the formal quadratic divergence (which has become an actual logarithmic divergence in our cutoff theory) and leaves only formal logarithmic divergences, which are rendered finite by the cutofts in
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Fic. 12. Superficially divergent nueleon loop diagrams in the $\sigma$ model. The six categories are described in the text immediately following Eq. (54).
the meson propagators. The a self-energy is to be calculated from the pion self-energy by use of the equation

$$
\begin{equation*}
\Sigma^{\alpha}\left(q^{2}\right)=\left[\Sigma^{*}\left(q^{2}\right)-\Sigma^{x}(0)\right]+\Sigma^{\tau}(0) \tag{56}
\end{equation*}
$$

the quantity in square brackets is only formally logarithmically divergent, and hence finite in our cutoff theory. All other diagrams involving virtual meson integrations are automatically finite in the cutoff theory.
(v) There is a factor $\int d^{d} l /(2 \pi)^{4}$ for each internal integration over loop variable $l$, a factor -1 for each fermion loop, a factor $\frac{1}{3}$ for each closed loop with one or two identical meson lines [Fig. 13(a)], and a factor $\frac{8}{8}$ for each closed loop with three identical meson lines [Fig. 13(b)].
(vi) We use the iterative renormalization procedure ${ }^{10}$

[^117]to fix the unrenormalized quantities $e_{0}, g_{0}, G_{0}, \lambda_{0}$, $m_{0}=G_{0} / g_{0}, \mu_{1}$, and the wave-function renormalizations $Z_{2}$ (fermion wave-function renormalization), $Z_{3^{7}}{ }^{\boldsymbol{f}}, Z_{3}{ }^{\sigma}$, and $Z_{3}{ }^{\gamma}=\left(e / e_{0}\right)^{1 / 2}$. For finite $\Lambda$, all of these will be finite functions of $\Lambda$ and of the renormalized quantities $c, g, G, \lambda$, and $\mu$, with $\mu$ the physical pion mass. (Alternatively, we can take the independent physical quantities to be $e, m, G, \lambda$, and $\mu$, with $m$ the physical nucleon
mass.) We include wave-function renormalization factors $Z_{2}{ }^{1 / 2},\left(Z_{3}{ }^{\pi}\right)^{1 / 2},\left(Z_{3^{\sigma}}\right)^{1 / 2}$, and $\left(Z_{3}{ }^{\gamma}\right)^{1 / 2}$ for each fermion pion, $\sigma_{1}$ and photon external line.

As in the case of spinor electrodynamics, the cutoff rules in the $\sigma$ model are compactly summarized by the statement that they are the Feymman rules for the regulated Lagrangian density ${ }^{11}$ :

$$
\begin{align*}
& \mathcal{L}^{R}(x)=\bar{\psi}\left[i a-G_{0}\left(g_{0}{ }^{-1}+\sigma^{T}+i \pi^{T} \gamma_{6}\right)\right] \psi+\left(D^{(2)}+\lambda_{0}\right)\left[4\left(\sigma^{T}\right)^{2}+4 g_{0} \sigma^{T}\left(\left(\sigma^{T}\right)^{2}+\left(\pi^{T}\right)^{2}\right)+g_{0}{ }^{2}\left(\left(\sigma^{T}\right)^{2}+\left(\pi^{T}\right)^{2}\right)^{2}\right] \\
& +\frac{1}{2} E^{(2)}\left[\left(\partial \pi^{T}\right)^{2}+\left(\partial \sigma^{T}\right)^{2}\right]+\frac{1}{2}\left(F^{(2)}+\mu_{0}^{2}\right)\left[2 g_{0}{ }^{-1} \sigma^{T}+\left(\sigma^{T}\right)^{2}+\left(\pi^{T}\right)^{2}\right]+\frac{1}{2}\left[(\partial \pi)^{2}+(\partial \sigma)^{2}\right]-\frac{1}{2} \mu_{3}^{2}\left(\pi^{2}+\sigma^{2}\right) \\
& -\frac{1}{2}\left[\left(\partial \pi^{R}\right)^{2}+\left(\partial \sigma^{R}\right)^{2}\right]+\frac{1}{2} \Lambda^{2}\left[\left(\pi^{R}\right)^{i}+\left(\sigma^{R}\right)^{2}\right]-\frac{1}{3} F_{\mu} F^{\mu}+\frac{3}{2} F_{\mu} \mu^{2} F^{R} \mu-\frac{1}{2} \Lambda^{2} A_{\mu}^{R} A^{R \mu}-\varepsilon_{0} \bar{\psi} \gamma_{\mu} \psi\left(A^{\mu}+A^{R \mu}\right) \\
& +C^{(2)}\left(F_{\mu}+F_{\mu}{ }^{R}\right)\left(F^{\mu \nu}+F^{R \mu \nu}\right), \quad \pi^{T}=\pi+\pi^{R}, \quad \sigma^{T}=\sigma+\sigma^{R} . \tag{57}
\end{align*}
$$

The axial-vector current, generated by the gauge transformation

$$
\begin{align*}
& \psi \rightarrow\left(1+\frac{1}{2} i \gamma_{5} v\right) \psi, \\
& \pi \rightarrow \pi-v\left(g_{0}^{-1}+\sigma\right), \\
&{g 0^{-1}+\sigma} \rightarrow g_{0}^{-1}+\sigma+\nu \pi,  \tag{58}\\
& \pi^{R} \rightarrow \pi^{R}-v \sigma^{R}, \\
& \sigma^{R} \rightarrow \sigma^{R}+v \pi^{R},
\end{align*}
$$

is ${ }^{12}$

$$
\begin{align*}
& j_{\mu}{ }^{6}=-\delta \mathcal{L}^{R} / \delta\left(\partial^{\mu} \eta\right)=\dot{\psi}_{2}^{1} \gamma_{\mu} \gamma_{\sigma} \psi+\sigma \partial_{\mu} \pi-\pi \partial_{\mu} \sigma+g_{0}{ }^{-1} \partial_{\mu} \pi \\
&-\sigma^{R} \partial_{\mu} \pi^{R}+\pi^{R} \partial_{\mu} \sigma^{R}+E^{(2)} \\
& \times\left(\sigma^{2} \partial_{\mu} \pi^{T}-\pi^{r} \partial_{\mu} \sigma^{T}+\delta 0^{-1} \partial_{\mu} \pi^{T}\right) . \tag{59}
\end{align*}
$$
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Fic. 13. Meson loop diagrams and corresponding Bose-symmetry factors.

[^118]The counter terms proportional to $D^{(2)}, E^{(2)}$, and $F^{(2)}$ perform the explicit subtractions in the loops illustrated in Figs. 12(a) and 12(b), just as $C^{(2)}$ provides the explicit subtraction in the basic vacuum polarization loop (see Appendix A for details).
We are now ready to calculate the divergence of the axial-vector current in our cutoff theory. One way to do this is to proceed diagrammatically, as we did in Eqs. (10)-(14) in the spinor electrodynamics case. However, because of the complexity of the $\sigma$ model, this method will involve very complicated equations. Therefore, we will instead follow the second, more succinct, method used in spinor electrodynamics. We note first that calculation of the axial-vector divergence in the regulated $\sigma$ model by naive use of the equations of motion gives

$$
\begin{equation*}
\partial^{n} j_{r}^{b}=-\delta \Sigma^{R} / \delta \nu=-\left(\mu_{1}^{2} / g_{0}\right) \pi \tag{60}
\end{equation*}
$$

Extra terms on the right-hand side of Eq. (60) can arise only from diagrams which are so singular that the Ward identities break down. However, since we have cut off the photon and meson propagators, all virtual boson integrations are strongly convergent and cannot lead to singularities which are not present when the boson integrations are omitted. Thus, breakdown of Eq. (60) can only be associated with the basic axial-vector loops shown in Figs. 12(b), 12(d), and 12(f). (All other axial-vector loops have enough vertices, and hence are convergent enough, to satisfy the normal axial-vector Ward identities.) By explicit calculation, we have found that of these diagrams, only the axial-vector-vectorvector triangle of Fig. 12(d) has an anomalous Ward identity, leading to the conclusion that, in the regulated $\sigma$ model, the axial-vector-current divergence equation is
$\partial^{n} j_{n}^{5}=-\left(\mu_{1}^{2} / g_{0}\right) \pi+\frac{1}{2}\left(\alpha_{0} / 4 \pi\right)\left(F^{t \sigma}+F^{R t r}\right)$
$X\left(F^{r \rho}+F^{R+r}\right)_{\epsilon-e_{p}}$.
This completes our verification that Eq. (4) is exact to all orders of the strong and electromagnetic couplings in the $\sigma$ model.

From Eq. (61) a number of consequences immediately follow.
(i) We can check the consistency of our cutoff Feynman rules by verifying that Eq. (55) is really valid in the regulated theory. As in Eq. (46), we define

$$
\begin{equation*}
\Delta_{F^{\prime \prime}}(q)=-i \int d^{d} x e^{i q \cdot x}\langle T(\pi(x) \pi(0))\rangle_{0} \tag{62}
\end{equation*}
$$

and substitute Eq. (61) for $\boldsymbol{\pi}(\boldsymbol{x})$. Using Eq. (59) for $j_{\mu}{ }^{5}(x)$, and the canonical commutation relation

$$
\begin{equation*}
\left.\left[\partial^{0} \pi(x)+E^{(2)} \partial^{0} \pi^{T}(x), \pi(0)\right]\right|_{4-0}=-i \delta^{2}(x), \tag{63}
\end{equation*}
$$

we still find the result $\Delta_{F^{\prime \prime}}(0)=-1 / \mu_{1}$. The relation between $\Delta r^{r^{\prime}}(q)$ and the proper pion self-energy $\Sigma^{\boldsymbol{r}}\left(q^{2}\right)$ in the cutoff theory is given by

$$
\begin{align*}
& \Delta_{F^{\prime \prime}}(q)=\frac{1}{q^{2}-\mu_{1}^{2}}+\frac{1}{q^{2}-\mu_{1}^{2}} \Sigma^{\Sigma}\left(q^{2}\right) \frac{1}{q^{2}-\mu_{1}^{2}}+\frac{1}{q^{2}-\mu_{1}^{2}} \Sigma^{2}\left(q^{2}\right)\left(\frac{1}{q^{2}-\mu_{1}^{2}}-\frac{1}{q^{2}-\Lambda^{2}}\right) \Sigma^{\pi}\left(q^{2}\right) \frac{1}{q^{2}-\mu_{1}^{2}} \\
& +\frac{1}{q^{2}-\mu_{1}^{2}} \Sigma^{2}\left(q^{2}\right)\left(\frac{1}{q^{2}-\mu_{1}^{2}}-\frac{1}{q^{2}-\Lambda^{2}}\right) \Sigma^{\pi}\left(q^{2}\right)\left(\frac{1}{q^{2}-\mu_{1}^{2}}-\frac{1}{q^{2}-\Lambda^{2}}\right) \Sigma \Sigma^{2}\left(q^{2}\right) \frac{1}{q^{2}-\mu_{1}^{2}}+\cdots \\
& =\frac{1+\Sigma \Sigma\left(q^{2}\right)\left(q^{2}-\Lambda^{2}\right)^{-1}}{q^{2}-\mu_{1}^{2}+\Sigma^{\tau}\left(q^{2}\right)\left(\mu_{1}^{2}-\Lambda^{2}\right)\left(q^{2}-\Lambda^{2}\right)^{-1}}, \tag{64}
\end{align*}
$$

so that

$$
\begin{equation*}
\Delta_{F^{^{\prime}}}(0)=\frac{1-\Sigma^{\mathrm{r}}(0) \Lambda^{-2}}{-\mu_{1}^{2}-\Sigma^{\prime}(0)\left(\mu_{1}^{2}-\Lambda^{2}\right) \Lambda^{-2}}, \tag{65}
\end{equation*}
$$

and therefore Eq. (49) still implies that $\Sigma^{x}(0)=0$.
(ii) In the absence of electromagnetism, Eq. (61) becomes the usual PCAC equation $\partial * j_{p}{ }^{6}=-\left(\mu_{1}{ }^{2} / g_{0}\right) \pi$. From this equation, it is straightforward to prove ${ }^{19}$ that the coupling-constant, mass, and wave-function renormalizations which make $S$-matrix elements in the $\sigma$ model finite also make all matrix elements of $j_{n}^{5}$ and of $\left(\mu_{1}{ }^{2} / g_{0}\right) \pi$ finite (i.e., cutoff-independent as $\Lambda \rightarrow \infty$ ). In the presence of electromagnetism, the effect of the extra term in Eq. (61), as shown in I, is to induce an extra infinity in $j_{0}{ }^{4}$ which is not removed by the renormalizations which make the $S$ matrix finite. However, just as we found that $m_{0} j^{5}(x)$ is made finite by the fermion wave-function renormalization in spinor electrodynamics, we expect that, even in the presence of electromagnetism, $\left(\mu_{1}{ }^{2} / g_{0}\right) \pi$ will be made finite by the pion wave-function renormalization in the $\sigma$ model. That is, we expect

$$
\begin{equation*}
\left(\mu_{1}^{2} / g_{0}\right)\left(Z_{3}\right)^{1 / 2}=\text { finite } . \tag{66}
\end{equation*}
$$

Since the pion field is multiplicatively renormalizable,

$$
\begin{equation*}
\pi=\left(Z_{3}^{\pi}\right)^{1 / 2} \pi^{\text {reanorm }}, \tag{67}
\end{equation*}
$$

to prove Eq. (66) we only need show that any particular nonvanishing matrix element of ( $\mu_{1}^{2} / g_{0}$ ) $\pi$ is finite. The natural choice is the vacuum to two-photon matrix element $G^{\boldsymbol{r}}\left(\boldsymbol{k}_{\mathbf{1}} \cdot \boldsymbol{k}_{\mathbf{2}}\right)$, defined by

$$
\begin{align*}
& \left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right|\left(-\mu_{1}{ }^{3} / g_{0}\right) \pi|0\rangle \tag{68}
\end{align*}
$$

[^119]Precisely the same arguments leading to Eq. (23) show that

$$
\begin{equation*}
G^{*}(0)=-\alpha / \pi, \tag{69}
\end{equation*}
$$

proving Eq. (66). We are now free to let the cutoff $\Lambda$ approach infinity, defining a renormalized matrix element $G^{*}\left(k_{1} \cdot k_{2}\right)$,

$$
\begin{equation*}
\lim _{\Delta \rightarrow \infty} G^{r}\left(k_{1} \cdot k_{2}\right)=\bar{G}^{\nabla}\left(k_{1} \cdot k_{2}\right), \tag{70}
\end{equation*}
$$

which satisfies the exact low-energy theorem

$$
\begin{equation*}
\bar{G}^{-}(0)=-\alpha / \pi \tag{71}
\end{equation*}
$$

In Sec. MI, we will explicitly check Eq. (71) to second order in the strong meson-nucleon coupling constant $G$.
(iii) The low-energy theorem of Eq. (71) can be rerewritten in a physically interesting form, as follows. We introduce the $\pi \rightarrow 2 \gamma$ decay amplitude $F^{r}\left(k_{1} \cdot k_{2}\right)$ and the pion weak decay amplitude $f_{*}$ by writing
and

$$
\begin{equation*}
\left\langle\pi ( q ) \left[ j_{n}^{b}|0\rangle=\left(2 q_{0}\right)^{-1 / 2}\left(-i q_{\mu} / \mu^{2}\right) f_{\pi} / \sqrt{2}\right.\right. \tag{73}
\end{equation*}
$$

Comparing Eq. (72) with Eqs. (68) and (71), we find

$$
\begin{equation*}
\frac{-\mu_{1}^{2}}{g_{0}} \frac{\left(Z_{3}\right)^{1 / 2}}{\mu^{2}} F=(0)=\frac{-\alpha}{\pi} \tag{74}
\end{equation*}
$$

while taking the divergence of Eq. (73) and using Eq. (61) gives

$$
f_{2} / \sqrt{2}=\left(-\mu_{1}^{2} / g_{0}\right)\left(Z_{2}\right)^{\pi / 2}
$$

$$
\begin{equation*}
+(\text { terms of higher order in } \alpha) \tag{75}
\end{equation*}
$$

Combining Eqs. (74) and (75) then gives the low-energy
theorem relating the $\pi \rightarrow 2 \gamma$ and $\pi$ weak decay ampli-

$$
\begin{align*}
& \left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right|\left(\square^{2}+\mu^{2}\right) \pi^{\text {renorm }}|0\rangle \tag{72}
\end{align*}
$$



Fig. 14. (a) $\gamma_{s-} \gamma_{f}-\gamma_{f}$ skeleton triangle. (b) Second-order radiative corrections to the $\gamma_{\Delta}-\gamma_{\sigma}-\gamma_{p}$ triangle in spinor electrodynamics.
tudes,

$$
\begin{align*}
& F^{r}(0)=(-\alpha / \pi)\left(\sqrt{2} \mu^{2} / f_{\pi}\right) \\
&+(\text { terms of higher order in } \alpha) \tag{76}
\end{align*}
$$

The fact that Eq. (61) is exact means that Eq. (76) is true to all orders in the strong interactions in the $\sigma$ model. The experimental consequences of Eq. (76) are discussed in I.

## III. SECOND-ORDER CALCULATION

We give in this section an explicit second-order calculation to check our contention that Eqs. (2) and (4) are exact. Rather than calculating corrections to both the axial-vector and pseudoscalar or pion vertices and checking Eqs. (2) and (4) directly, we will check these equations indirectly by verifying the low-energy theorems (30) and (71) which they imply. In the case of spinor electrodynamics, we will calculate the secondorder radiative corrections to the matrix element $\left\langle\gamma\left(k_{1}, \epsilon_{2}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right| 2 i_{0} \bar{\gamma} \gamma_{5} \psi|0\rangle$, which arise from the six diagrams shown in Fig. 14(b). These diagrams [plus mass counter terms appearing in the basic $\gamma_{\mathrm{s}-} \gamma_{-}-\gamma_{0}$ triangle of Fig. 14(a)] make a contribution to $G(0)$ of order $\alpha^{2}$, which must, in fact, be zero for Eq. (30) to be correct. The vanishing of the $\alpha^{2}$ term is clearly a test of the absence of a term proportional to $\alpha \alpha_{0} F^{\prime} \cdot F^{r r} \epsilon_{\text {tor }}$, in Eq. (2).
Similarly, in the $\sigma$ model we will calculate radiative corrections to $\left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right|\left(-\mu_{1}^{2} / \mathrm{g}_{0}\right) \pi|0\rangle$. It is con-


Fig. 15. Nucleon bubble diagram, which in the $\sigma$ model appears in the second-order radiative

venient to rewrite this matrix element by substituting for $\mu_{1}^{2} \pi$ the pion equation of motion obtained from Eq. (31),

$$
\begin{align*}
\mu_{1}^{2} \pi=-\square^{2} \pi & -i G_{0} \tilde{f} \gamma_{0} \psi \\
& +\lambda_{0}\left[8 g_{0 \sigma \pi}+4 g_{0}{ }^{2} \pi\left(\sigma^{2}+\pi^{2}\right)\right]+\mu_{0}{ }^{2} \pi \tag{77}
\end{align*}
$$

The matrix element of $\square^{2} \pi$ makes a contribution to $\boldsymbol{G}^{r}\left(k_{1} \cdot k_{2}\right)$ of order $k_{1} \cdot k_{2}$, and thus can be neglected at $k_{1} \cdot k_{2}=0$. If we work to second order in $G^{2}$ but to zeroth order in $\lambda$, so that the physical pion and $\sigma$ masses remain equal, the meson-meson scattering terms in Eq. (77) can also be dropped. Finally, let us recall that the effect of the counter term proportional to $\mu_{0}^{2}$ is to produce a subtraction in the pion proper self-energy, giving $\Sigma^{\boldsymbol{x}}(0)=0$. In particular, this means that the counter term $\mu_{0}^{2} \pi$ in Eq. (i7) combines with the nucleon bubble diagram involving $-i G_{0} \bar{j} \gamma_{3} \psi$, shown in Fig. 15, to give a contribution to $\bar{G}^{\pi}\left(k_{1} \cdot k_{2}\right)$ proportional to $\Sigma \times\left(2 k_{1} \cdot k_{2}\right)$, which vanishes at $\boldsymbol{k}_{1} \cdot \boldsymbol{k}_{2}=0$. Recalling that $G_{0} / g_{0}=m_{0}$ we may summarize the findings of this paragraph by the statement that to check the low-energy theorem of Eq. (71) to order $G^{2}$, we need only calculate the matrix element $\left\langle\gamma\left(k_{1}, \epsilon_{1}\right) \gamma\left(k_{2}, \epsilon_{2}\right)\right| i m_{0} \bar{\psi} \gamma_{5} \psi|0\rangle$, omitting the bubble diagram of Fig. 15. The twelve diagrams which contribute have the form of those in Fig. 14(b), with the virtual photon line replaced by a virtual pion or a virtual $\sigma$ line. These diagrams, plus mass counter terms in the basic triangle of Fig. 14(a), make a contribution to $\bar{G}^{*}(0)$ of order $G^{2} \alpha$, which must vanish for Eq. (71) to be valid [thereby verifying the absence of a term proportional to $G^{2} \alpha_{0} F^{\xi \sigma} F^{r p_{\text {forp }}}$ in Eq. (14)]. Thus we see that the second-order spinor electrodynamics and $\sigma$ model calculations will appear very similar.

The calculations of the second-order radiative corrections to the triangle diagram will proceed in the following way. First, we calculate the renormalized quantities $\Gamma_{\mu}\left(p, p^{\prime}\right), \Gamma^{3}\left(p, p^{\prime}\right)$, and $S_{F}(p)$ in spinor electrodynamics and the $\sigma$ model, and substitute them into the $\gamma_{5}-\gamma_{0}-\gamma_{p}$ skeleton triangle of Fig. $14(\mathrm{a})$. The constants $\bar{G}(0)$ and $\mathcal{G}^{\mathbf{x}}(0)$ are determined by extracting the first nonvanishing terms of a Taylor series expansion of the amplitudes in the photon momenta $k_{1}$ and $k_{2}$. The Ward identities and integrations by parts are used to show that the selfenergy corrections are exactly canceled by the unexpanded vertex corrections. The terms where an external momentum has been expanded from a vertex correction function are evaluated in two ways: by direct calculation and by using a further integration by parts. Using either method, the sum of these terms is found to vanish. Therefore, the second-order radiative corrections to $\boldsymbol{G}(0)$ and $G^{*}(0)$ are zero.

Let $\Gamma_{\mu}{ }^{(2)}\left(p, p^{\prime}\right), \Gamma_{5}^{(2)}\left(p, p^{\prime}\right)$, and $\bar{S}_{F^{\prime}}{ }^{(2)}(p)$ denote the renormalized second-order vector vertex, pseudoscalar vertcx, and fermion propagator in either spinor electrodynamics or the $\sigma$ model, as defined by Eqs. (25) and (28). (Explicit expressions for these quantities are given in Appendix B.) The matrix element which we want
is proportional to

$$
\begin{aligned}
& \operatorname{TL}_{-p}=\int d \varphi \operatorname{Tr}\left[\Gamma_{s}^{(n)}\left(r-k_{2}, r+k_{1}\right) \tilde{S}_{p}^{(n)}\left(r+k_{1}\right)\right. \\
& \times \Gamma_{0}{ }^{(9)}\left(r+k_{1}, r\right) \tilde{S}_{F^{\prime}}{ }^{(2)}(r) \Gamma_{p}^{(2)}\left(r, r-k_{2}\right)
\end{aligned}
$$

Since we are actually only interested in studying the
part of Eq. (78) coming from the second-order radiative corrections, let us substitute

$$
\begin{align*}
& \Gamma_{\mu}^{(\alpha)}\left(p, p^{\prime}\right)=\gamma_{\mu}+\Lambda_{\mu}\left(p, p^{\prime}\right), \\
& r_{6}{ }^{(2)}\left(p, p^{\prime}\right)=\gamma_{s}+\Lambda_{s}\left(p, p^{\prime}\right) \text {, }  \tag{79}\\
& \tilde{S}_{p^{\prime(z)}}(p)=[p-m-\Sigma(p)]^{-1}
\end{align*}
$$

into Eq. (78) and isolate the second-order part. This gives

$$
\begin{align*}
\operatorname{Tn}_{s p}^{(r)}= & \int d^{4} r \operatorname{Tr}\left[\Lambda_{5}\left(r-k_{2}, r+k_{1}\right)\left(r+k_{1}-m\right)^{-1} \gamma_{d}(r-m)^{-1} \gamma_{p}\left(r-k_{2}-m\right)^{-1}\right.  \tag{80a}\\
& +\gamma_{b}\left(r+k_{1}-m\right)^{-1} \Sigma\left(r+k_{1}\right)\left(r+k_{1}-m\right)^{-1} \gamma_{\sigma}(r-m)^{-1} \gamma_{\rho}\left(r-k_{8}-m\right)^{-1}  \tag{80b}\\
& +\gamma_{5}\left(r+k_{1}-m\right)^{-1} \Lambda_{r}\left(r+k_{1}, r\right)(r-m)^{-1} \gamma_{\rho}\left(r-k_{2}-m\right)^{-1}  \tag{80c}\\
& +\gamma_{s}\left(r+k_{1}-m\right)^{-1} \gamma_{f}(r-m)^{-1} \Sigma(r)(r-m)^{-1} \gamma_{p}\left(r-k_{2}-m\right)^{-1}  \tag{80~d}\\
& +\gamma_{s}\left(r+k_{1}-m\right)^{-1} \gamma_{d}(r-m)^{-1} \Lambda_{p}\left(r, r-k_{2}\right)\left(r-k_{2}-m\right)^{-1}  \tag{80e}\\
& \left.+\gamma_{s}\left(r+k_{1}-m\right)^{-1} \gamma_{f}(r-m)^{-1} \gamma_{\rho}\left(r-k_{2}-m\right)^{-1} \Sigma\left(r-k_{2}\right)\left(r-k_{2}-m\right)^{-1}\right] \tag{80f}
\end{align*}
$$

with the six terms in Eq. (80) corresponding, of course, to the six diagrams in Fig. 14(b). To evaluate Eq. (80), we use the fact that although the integral over $r$ is apparently linearly divergent, the linearly divergent parts of terms (80a)-(80f) vanish separately when the trace is taken. ${ }^{14}$ This means that we can simplify the form of Eq. (80) by making separate translations of the integration variable in each of the pieces (80a)-(80f), as follows:
(a) $r \rightarrow r+k_{2}$,
(d) $r \rightarrow r$,
(b) $r \rightarrow r-k_{1}$,
(e) $r \rightarrow r$,
(c) $r \rightarrow r-k_{1}$,
(f) $r \rightarrow r+k_{2}$.

After making these translations, wherever $\Sigma$ appears
it has argument $r$, and the vertex parts $\Lambda_{s}, \Lambda_{s}$, and $\Lambda_{s}$ have $r$ as the first argument. Next, we Taylor-expand with respect to $k_{1}$ and $k_{2}$, keeping only the leading term of order $k_{1} k_{2}$ (because of the $\gamma_{5}$, the terms of order $1_{1} k_{1}$, $k_{2}, k_{1}{ }^{2}$, and $\boldsymbol{k}_{2}{ }^{2}$ vanish identically). Defining the vertex derivatives $\Lambda_{5, f}(r)$ and $\Lambda_{e, k}(r)$ by

$$
\begin{align*}
& \Lambda_{b}(r, r+a)=\Lambda_{b}(r, r)+a^{k} \Lambda_{b, k}(r)+O\left(a^{2}\right)  \tag{81}\\
& \Lambda_{r}(r, r+a)=\Lambda_{r}(r, r)+a^{k} \Lambda_{r, k}(r)+O\left(a^{2}\right)
\end{align*}
$$

we find

$$
\begin{align*}
\mathfrak{N}_{\sigma p}{ }^{(2)}= & \mathfrak{N}_{A_{\sigma \rho}(2)}+\mathfrak{N}_{B_{\sigma \rho}(2)}^{(2)} \\
& +(\text { terms of higher order in momenta) }, \tag{82}
\end{align*}
$$

with [we abbreviate $s=(r-m)^{-1}$ ]


$$
=\int d^{4} r \operatorname{Tr}\left[\Lambda_{b}(r, r) s\left(-k_{1}\right) s \gamma_{\sigma} s\left(-k_{2}\right) s \gamma_{\sigma} s+\gamma_{\sigma} s \Sigma(r) s \gamma_{\sigma} s k_{1} s \gamma_{\sigma} s k_{2} s+\gamma_{\sigma} s \Lambda_{\sigma}(r, r) s k_{1} s \gamma_{\sigma} s k_{2} s\right.
$$

and with

$$
\begin{equation*}
\left.+\gamma_{s} s\left(-k_{1}\right) s \gamma_{\sigma} s \Sigma(r) s \gamma_{\infty} s k_{2} s+\gamma_{s} s\left(-k_{1}\right) s \gamma_{s} s \Lambda_{p}(r, r) s k_{2} s+\gamma_{s} s\left(-k_{1}\right) s \gamma_{s} s\left(-k_{2}\right) s \gamma_{s} s \Sigma(r) s\right] \text {, } \tag{83}
\end{equation*}
$$

$$
\begin{align*}
& \pi \pi_{B=p}^{(2)}=k_{1}{ }^{6} k_{2}{ }^{*} 9 \pi_{B E r p^{(2)}} \\
& =\int d^{4} \varphi \operatorname{Tr}\left[k_{1}^{\xi} \Lambda_{\mathrm{E} \cdot \mathrm{E}}(r) s \gamma_{\sigma} s\left(-k_{2}\right) s \gamma_{\sigma} s+\gamma_{G} s\left(-k_{1} \mathrm{f}\right) \Lambda_{r, 1}(r) s \gamma_{\rho} s k_{2} s+\gamma_{\omega} s\left(-k_{1}\right) s \gamma_{\sigma} s\left(-k_{2}{ }^{\mathrm{r}}\right) \Lambda_{\mathrm{p}, \mathrm{r}}(r) s\right] . \tag{84}
\end{align*}
$$

 structure

[^120]and therefore are completely antisymmetric in their indices. Clearly, each individual term in the sums in Eqs. (83) and (84) will also have the form of Eq. (85), cause of the over-all factor $\gamma_{1}$, the logarithmic divergences vanish as well, so that the in tegrals of terms (80a)-(801) actually converge.
once the integration over, is performed. This fact greatly simplifies the following calculation.

To evaluate $\operatorname{TK}_{\text {Atrop }}{ }^{(2)}$, we eliminate the vertex parts from Eq. (83) by using the Ward identities

$$
\begin{gather*}
\Lambda_{s}(r, r)=(1 / 2 m)\left[\gamma_{s} \Sigma(r)+\Sigma(r) \gamma_{s}\right] \\
\Lambda_{\lambda}(r, r)=-\partial_{\lambda} \Sigma(r)  \tag{86}\\
-\partial_{\lambda}(r-m)^{-1}=(r-m)^{-1} \gamma_{\lambda}(r-m)^{-1}
\end{gather*}
$$

Integration by parts in the terms involving $\partial_{\lambda} \Sigma(r)$ shifts the derivatives to the free propagators $(r-m)^{-1}$. The resultant amplitudes all involve a trace containing $\gamma$ matrices, $r$, and $\Sigma(\boldsymbol{r})$. By anticommuting $r$ through the $\boldsymbol{\gamma}$ matrices and using the total antisymmetry of $\operatorname{TR}_{\text {AET }}{ }^{(2)}$ in its tensor indices, we find

$$
\begin{align*}
& \pi_{\Delta \xi r \sigma p}{ }^{(2)}=\int d^{4}\left\{\left(r^{2}-m^{2}\right)^{-1}\right. \\
& X \operatorname{Tr}\left[\frac{1}{2}\left(\gamma_{\mathrm{E}} \Sigma(r)+\Sigma\left(r^{2}\right) \gamma_{\mathrm{s}}\right) \gamma_{\epsilon} \gamma_{\sigma} \gamma_{r} \gamma_{\rho}\right] \\
& +\left(r^{2}-m^{2}\right)^{-1} \operatorname{Tr}\left[(r+m) \Sigma(r)(r+m) \gamma_{s} \gamma_{\epsilon} \gamma_{c} \gamma_{r} \gamma_{\rho}\right] \\
& \left.-\left(r^{2}-m^{2}\right)^{-4} 8 r_{,} \operatorname{Tr}\left[\Sigma(r)(r+m) \gamma_{\sigma} \gamma_{r} \gamma_{r} \gamma_{\rho}\right]\right\} . \tag{87}
\end{align*}
$$

On substitution of the general expression $\Sigma(r)=A\left(r^{2}\right)$ $+r B\left(r^{2}\right)$ and use of symmetric integration in $r$, we find that the right-hand side of Eq. (87) vanishes, implying $\operatorname{TK}_{\text {\&FTEP }}{ }^{(2)}=0$.

The evaluation of $\mathfrak{T r}_{\text {Btrop }}{ }^{(8)}$ in Eq. (84) will be done using two different methods, each giving zero. The first method involves a direct calculation of the integrals. We recall that each term of Eq. (84) is totally antisymmetric in the tensor indices, once the integration over $r$ is performed. Using this total antisymmetry and reversing the order of the $\gamma$ matrix products in the third term in Eq. (84) yields

$$
\begin{align*}
& \Pi_{B \in, \ldots p}^{(2)}=\int d \zeta \operatorname{Tr}\left\{\Lambda_{5, \xi}(r) s \gamma_{\sigma} s\left(-\gamma_{r}\right) s \gamma_{\rho} s\right. \\
&\left.+\gamma_{s} s\left[-\Lambda_{r, \xi}(r)+\Lambda_{\epsilon, \xi}(r)^{R}\right] s \gamma_{\rho} s \gamma_{r} s\right\} \tag{88}
\end{align*}
$$

where $\Lambda_{\sigma, \xi^{(2)}}(r)^{R}$ is obtained from $\Lambda_{r, \xi^{(2)}(r)}$ by reversing the order of all $\boldsymbol{\gamma}$-matrix products. From Appendix B, we find the expressions

$$
\begin{align*}
& \Lambda_{b, \ell}(r)=\gamma_{\Delta} \gamma_{\xi} E_{1}\left(r^{2}\right)+\gamma_{5}{ }^{r} E_{2}\left(r^{2}\right), \\
& \Lambda_{r, k}(r)=\gamma_{\sigma} \xi_{E} D_{1}\left(r^{2}\right)+\gamma_{r} \gamma_{\sigma} r D_{2}\left(r^{2}\right)+r \gamma_{\sigma} \gamma_{\xi} D_{3}\left(r^{2}\right) \\
& +g_{a k} D_{4}\left(r^{2}\right)+r_{\sigma^{\prime}} D_{6}\left(r^{2}\right)+r_{\sigma^{2}} r D_{6}\left(r^{2}\right),  \tag{89}\\
& \Lambda_{a, k}(r)^{R}=\gamma_{\sigma} r_{k} D_{1}\left(r^{2}\right)+r \gamma_{\sigma} \gamma_{k} D_{2}\left(r^{2}\right)+\gamma_{\xi} \gamma_{a} r D_{3}\left(r^{2}\right) \\
& +g_{r t} D_{4}\left(r^{2}\right)+r_{0 r_{!}} D_{5}\left(r^{2}\right)+r_{a} r_{E} D_{6}\left(r^{2}\right),
\end{align*}
$$

where $E_{1}, E_{2}, D_{1}, \cdots$, are simple integrads over Feynman parameters. Substituting Eq. (89) into Eq. (88) and
evaluating the trace gives

$$
\begin{align*}
\mathfrak{M}_{B}^{(2)}=-4 i \int & d ケ\left\{m^{2} E_{1}\left(r^{2}\right)\right. \\
& \left.-m r^{2}\left[D_{2}\left(r^{2}\right)-D_{2}\left(r^{2}\right)\right]\right\}\left(r^{2}-m^{2}\right)^{-3} \tag{90}
\end{align*}
$$

From Appendix $B$ we find

$$
\begin{gather*}
E_{1}\left(r^{2}\right)=\frac{1}{16 \pi^{2}}\left|\begin{array}{c}
c^{2} \\
-G^{2}
\end{array}\right| \\
\times \int_{0}^{1} z d z \frac{-2 m}{-r^{2} z(1-z)+z m^{2}+(1-z) \mu^{2}}, \\
D_{2}\left(r^{2}\right)-D_{2}\left(r^{2}\right)=\frac{1}{16 \pi^{2}}\left|\begin{array}{c}
e^{2} \\
-G^{2}
\end{array}\right|  \tag{91}\\
\times \int_{0}^{1} z d z \frac{2(1-z)}{-r^{2} z(1-z)+z m^{2}+(1-z) \mu^{2}},
\end{gather*}
$$

where the upper (lower) entry in \{ \} refers to spinor electrodynamics (the $\sigma$ model), and where $\mu^{2}$ is the virtual photon, pion, or $\sigma$ mass. Inserting Eq. (91) into Eq. (90), we find that the integral in Eq. (90) is proportional to $I\left(\mu^{2} / m^{2}\right)$, with

$$
\begin{equation*}
I(a)=\int_{0}^{1} z d z \int_{0}^{\infty} \frac{u d u}{(u+1)^{3}} \frac{1-u(1-z)}{u z(1-z)+z+(1-z) a} \tag{92}
\end{equation*}
$$

We show in Appendix C that this integral is identically zero, giving $\boldsymbol{T r}_{B}{ }^{(2)}=0$.
The second method used to evaluate $\boldsymbol{N}_{\text {BETrp }}{ }^{(2)}$ involves the use of an integration by parts. Since the derivative on the vertex function removes the effect of the renormalization constants, the three terms in Eq. (84) may be written diagrammatically as shown in Fig. 16(a). In the first term in Eq. (84), we use Eq. (86) to replace $(r-m)^{-1} \gamma_{\rho}(r-m)^{-1}$ by $-\partial_{\rho}(r-m)^{-1}$, and then integrate by parts, using the total antisymmetry of the amplitude to drop the terms in which the derivative acts on the propagators adjacent to $\boldsymbol{k}_{1}$ and $\boldsymbol{\gamma}_{\sigma}$. This operation has the effect of replacing the left-hand diagram in Fig. 16(a) by the diagram in Fig. 16(b). The expression for $\operatorname{NM}_{B \in r o p}{ }^{(2)}$ becomes

$$
\begin{align*}
& =\int d^{4} \varphi \operatorname{Tr}\left[\gamma_{\Delta s}\left(-k_{1}\right) s k_{2}{ }^{r} \Lambda_{\text {. }}(r) s\left(-\gamma_{\rho}\right) s\right. \\
& +\gamma_{5} s\left(-k_{1}\right)_{\Lambda_{r, \xi}(r) s \gamma_{\rho} s k_{s} s} \\
& \left.+\gamma_{6} s\left(-k_{1}\right) s \gamma_{\sigma} s\left(-k_{2}{ }^{r}\right) \Lambda_{\rho_{P}+}(r) s\right] . \tag{93}
\end{align*}
$$

Each term in the sum of Eq. (95) involves a trace containing $\gamma$ matrices, $r$, and the function $\Lambda_{e, f}(r)$. By anticommuting $r$ through the $\gamma$ matrices and by using

(o)

(b)

Fig. 16. (a) Diagrammatic representation of $5 \pi{ }_{3}{ }^{(1)}$ in spinor eiectrodynamics. (b) Disgram obtained from the left-hand loop in (a) by integration by parts.
the antisymmetry of $9 \pi_{B i r r \rho}{ }^{(9)}$ in its indices, one finds
(The terms coming from the anticommutators exactly cancel because of the antisymmetry.) Substituting Eq. (89) into Eq. (94) immediately gives $9 T_{8\left\{r p_{p}\right.}{ }^{(2)}=0$. It is not actually necessary to have the detailed form of Eq. (89) to see that Eq. (94) vanishes. Referring to Fig. 17(a), we see that in spinor electrodynamics $\Lambda_{\text {r.p }}$ has the form

$$
\begin{equation*}
\Lambda_{r, \rho}=\gamma_{a} \Lambda_{r, f}{ }^{\prime}(r) \gamma^{a}, \tag{95}
\end{equation*}
$$

and when Eq. (95) is substituted into Eq. (94), the sum over virtual photon polarization states $\alpha$ cancels to zero. Similarly, from Fig. 17(b) we see that in the $\sigma$ model $A_{\text {a }}$, has the property ${ }^{16}$

$$
\begin{equation*}
A_{0, A}(r)=i \gamma_{b} A_{b, p}(r) i \gamma_{b}, \tag{96}
\end{equation*}
$$

which again implies that Eq. (94) vanishes. In this case, the virtual pion term is exactly canceled by the virtual $\sigma$ term.

## IV. SUMMARY AND DISCUSSION

We summarize our results and briefly compare them with the recent findings of Jackiw and Jobnson. ${ }^{2}$ We have considered two models, spinor electrodynamics and a truncated version of the a model. In earh model, we have studied a paricular axial-vector current: in spinor

(b)

Fı. 17. Dingrammatic representation of $\Lambda_{r,}$, in (e) spinor electrodyanmics and (b) the $a$ model.

[^121]electrodynamics, the usual axial-vector current of Eq(1), and in the $\sigma$ model, the Polkinghorne ${ }^{16}$ axial-vector current of Eq. (3), which, in the absence of electromagnetism, obeys the PCAC condition. By introducing cutofis in the boson propagators we have shown that, in the presence of electromagnetism, the divergences of our axial-vector currents are modified in a simple welldefined way, to all orders of perturbation theory. The modification consists of the addition of a simple numerical mutliple of $\left(\alpha_{0} / 4 \pi\right) F^{t \sigma} F^{* D} \epsilon_{\text {E orp }}$ to the naive axial-vector divergence. (The naive divergence is the one obtained by formal manipulation of equations of motion when subtleties arising from the singularity of local-field products are neglected.) From the anomalous divergence equations we obtained simple low-energy theorems for the vacuum-to- $2 \gamma$ matrix element of the naive divergence. Although these theorems were derived with the cutoff $\Delta$ finite, we argued that in both models, even in the presence of electromagnetism, the naive divergence is a finite (cutoff-independent) operator as $\Lambda \rightarrow \infty$. ${ }^{17}$ This allowed us to pass freely to the limit $\Delta \rightarrow \infty$, obtaining a low-energy theorem for the renormalized naive divergence operator. This low-energy theorem was checked explicitly to second order in radiative corrections in a calculation using only renormalized (cutoff-independent) quantities, verifying our contention that no subtleties were involved in the $\Lambda \rightarrow \infty$ limit.

Thus, in our calculation, use of the cutoff has been an artifice, and the cutoff does not appear in the physics. As is made clear by the discussion of Eqs. (66)-(70), this important feature can be traced directly back to the following property of the two axial-vector currents which we have studied: The naive divergences of the two axial-vector currents, as well as the axial-vector currents themselves, are muliplicatively renormalizable. We conjecture that in any renormalizable theory field with an axial-vector current satisfying this property, arguments analogous to those of this paper can be carried through.
With these comments in mind, let us examine the conclusions of Jackiw and Johnson. Jackiw and Johnson treat the electromagnetic field as an external (nonquantized) variable, but allow quantized strong interactions of the spinor particles, so their calculation applies, for example, to the $a$ model. Rather than considering the Polkinghorne current of Eq. (3), Jackiw and Johnson tale as the axial-vector current the fermion part $\Psi_{\gamma_{\mu} \gamma_{5} \psi}$ alone. They find that the effect of the strong interactions on the anomalous divergence term is ambiguous, and depends on precisely how a cutoff is introduced. It is easy to see that (even in the absence of electromagnetism) the current $\psi \gamma_{\mu} \gamma_{\circ} \psi$ is not made finite by the usual renormalizations which make

[^122]the $S$ matrix in the $\sigma$ model finite, and, by a reversal of the Preparata-Weisberger argument, ${ }^{13}$ this means that the naive divergence of this current is nol multiplicatively renormalizable. In other words, the axialvector current considered by Jackiw and Johnson and its naive divergence are not well defined objects in the usual renormalized perturiation theory; hence the ambiguous results which these authors have obtained are not too surprising.

The presence of two different axial-vector currents in the $\sigma$ model poses, however, the following question: Which current should we take as the prototype for the physical axial-vector current? The answer is that there are two arguments in favor of using the full Poikinghorne current, rather than its fermion part alone, as the current to which the semileptonic weak interactions couple: (i) We want the physical axial-vector current to satisfy the PCAC hypothesis. Although PCAC does not require that the divergence of the axial-vector current be a canonical pion field (as is the case for the Poikinghorne current), it does require that it at least be a smooth interpolating field for the pion. However, a nonmultiplicatively renormalizable operator, such as the divergence of the current $\bar{\psi} \gamma_{\mu} \gamma_{s} \psi$, will not be a smooth operator and therefore is not a pion interpolating field suitable for PCAC arguments. (ii) When charged fields and charged currents are added to the model, we want the axial-vector currents to satisfy the Gell-Mann current-algebra hypothesis. As Gell-Mann and Lévy ${ }^{2}$ have shown, the Polkinghorne axial-vector current is the one which obeys the current algebra. The fermion part alone does not satisfy the current algebra.

To summarize, then, in the $\sigma$ model (and also in the neutral-vector-meson model, which behaves like spinor electrodynamics), the current which is a prototype for the physical axial-vector current has a simple anomalous divergence term in the presence of electromagnetism. Other axial-vector currents can be defined which
do not have simple anomalous divergence behavior, but these currents are not good prototypes for the physical current.
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## APPENDIX A

In the first part of this Appendix, we give explicit renormalized expressions for the diagrams depicted in Figs. 12(a) and 12(b), and we show that they satisfy the usual axial-vector Ward identities. In the second part, we demonstrate that the axial-vector-photon-photon-meson box diagram of Fig. 12(f) satisfies the usual axial-vector Ward identity. ${ }^{18}$

## A. Meson and Axial-Vector-Current-Meson Loops

In order to give unambiguous values to the divergent loops which we encounter, we define the symmetric, cutoff integral symbol

$$
\begin{equation*}
\int_{\left[\mathbb{C}, \mathbb{N}^{\prime}\right]} \tag{A1}
\end{equation*}
$$

Equation (A1) is a shorthand for the following sequence of operations: (i) We do the usual Dyson rotation to the Euclidean region; (ii) we integrate symmetrically over the angle variables around the center $r=C$; and (iii) we integrate the Euclidean magnitude squared $x=-\boldsymbol{r}^{2}$ up to an upper limit of $M^{3}$. Using this symbol, we define unrenormalized meson and axial-vector-current-meson loops as follows ${ }^{20}$ :

$$
\begin{aligned}
& \text { Meson Loops } \\
& T_{\sigma}=-G_{0} \int_{\left[0, N^{\prime \prime}\right]} \frac{d^{4}}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{r-m m_{0}}\right), \\
& T_{\sigma \sigma}(k)=-i \Sigma_{\sigma}(k), \quad T_{\mathbf{r}}(k)=-i \Sigma_{\mathbf{y}}(k), \\
& \Sigma_{\sigma}(k)=-i G_{0}{ }^{2} \int_{\left[0, M^{2} 1\right.} \frac{d^{4} r}{(2 \pi)^{4}} \mathrm{Tr}^{\prime}\left(\frac{1}{\left(r-m_{0}\right.} \frac{1}{r-k-m_{0}}\right), \\
& \Sigma_{r}(k)=i G_{0}^{2} \int_{\left[0, M^{2}\right]} \frac{d^{4} r}{(2 \pi)^{4}} \operatorname{Tr}\left(\gamma_{r_{5}}^{r-m_{0}} \gamma_{5} \frac{1}{r-k-m_{0}}\right) \text {, }
\end{aligned}
$$

[^123]\[

$$
\begin{aligned}
& T_{r r e}\left(k_{1}, k_{2}\right)=2 G_{0}{ }^{3} \int_{\left[0, \mu^{1}\right]} \frac{d^{4} r}{(2 \pi)^{4}} \operatorname{Tr}\left(\gamma_{8} \frac{1}{r-k_{1}-m_{0}} r_{r} \frac{1}{r+k_{2}-m_{0}} \frac{1}{r-m_{0}}\right), \\
& T_{\sigma \sigma}\left(k_{1}, k_{9}\right)=-2 G_{0}{ }^{3} \int_{\left[0, M^{1}\right]} \frac{d^{4} \zeta}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{r-k_{1}-m_{0}} \frac{1}{r+k_{2}-m_{0}} \frac{1}{r-m_{0}}\right),
\end{aligned}
$$
\]

$$
\begin{align*}
& X \gamma_{0} \frac{1}{r+k_{1}-m_{0}} \overbrace{\gamma-m_{0}} \frac{1}{r}+\text { five permutations), } \\
& T_{\sigma \epsilon \sigma}\left(k_{1}, k_{1}, k_{1}\right)=-G_{0}^{4} \int_{\left[0, M^{1}\right]} \frac{d^{4}}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{r+k_{1}+k_{1}+k_{1}-m_{0}} \frac{1}{r+k_{1}+k_{2}-m_{0}}\right. \\
& \times \frac{1}{r+k_{1}-m_{0}} \frac{1}{r-m_{0}}+\text { five permutations), } \\
& T_{\mathrm{Nr}}\left(k_{1}, k_{2}, k_{2}\right)=G_{0} \int_{\left[0, M^{1}\right]} \frac{d^{4}}{(2 \pi)^{4}} \operatorname{Tr}\left(\gamma_{6} \frac{1}{r+k_{1}+k_{2}+k_{3}-m_{0}} \gamma_{r+k_{1}+k_{2}-m_{0}}\right. \\
& \left.\times \frac{1}{r+k_{1}-m_{0}} \frac{1}{r-m_{0}}+\text { five permutations }\right) . \tag{A2}
\end{align*}
$$

## Axial-Vector-Current-Meson Loops

$$
\begin{align*}
& =-G_{0} \int_{\left[0, M^{1} d^{1 / 2}\right]} \frac{d^{4}}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{3} \gamma_{0} \gamma_{i} \frac{1}{r-m_{0}} \frac{1}{r-k-m_{0}}\right) \text {, }  \tag{A3}\\
& B_{\mu}\left(k_{1}, k_{2}\right)=2 G_{0}{ }^{2} \int_{\left[0, M_{1}{ }^{\prime}\right]} \frac{d^{4}}{(2 \pi)^{4}} \operatorname{Tr}\left(\gamma_{r} \frac{1}{r-k_{1}-m_{0}^{2}} \gamma_{\mu} \gamma_{1} \frac{1}{r+k_{2}-m_{0}} \frac{1}{r-m_{0}}\right) .
\end{align*}
$$

The loops $T_{s}, T_{c e}, T_{r x}, A_{\mu}$, and $B_{\#}$ are at least linearly divergent, and so specification of the center for symmetric averaging is essential. The three-meson and fourmeson loops, on the other hand, are not linearly divergent, and so the origin of integration in these loops may be freely translated. (Terms which vanish as $M \rightarrow \infty$ will be picked up from the translation, but may be ignored. Similarly, the two different expressions which we have given for $A_{\mu}$ are not precisely equal, but differ by terms which vanish as $M \rightarrow \infty$.)

We have chosen identical upper limits $M^{2}$ for all loop integrals except $A_{p}$, where the upper limit has been taken as $M^{2} e^{1 / 2}$ ( $e$ is the base of natural logarithms). These choices of upper limit guarantee that the unrenormalized loops satisfy the usual axial-vector Ward identities. For example, in the case of $A_{p}$, a straight-
forward calculation shows that

$$
\begin{align*}
& k^{n}\left(-G_{0}\right) \int_{\left[0, M^{1}\right]} \frac{d^{4} r}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{2} \gamma_{\mu} \gamma_{5} \frac{1}{r-m_{0}} \gamma_{\sigma} \frac{1}{r-k-m_{0}}\right) \\
& =-\frac{m_{0}}{G_{0}} i\left[\Sigma_{\Sigma}(k)-\Sigma_{\pi}(0)\right]+\frac{1}{2} G_{0} I(k), \tag{A4}
\end{align*}
$$

with

$$
\begin{align*}
I(k) & =\int_{\left(0, N^{2}\right)} \frac{d^{4} r}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{\left(r-k-m_{0}\right.}-\frac{1}{r-m_{0}}\right) \\
& =\int_{\left(0, N_{1}^{2}\right)} \frac{d^{4}}{(2 \pi)^{4}} \operatorname{Tr}\left(\frac{1}{\left(r-k-m_{0}\right.} k \frac{1}{r-m_{0}} k \frac{1}{r-m_{0}}\right) \\
& =\frac{-2 i m_{0} k^{2}}{(4 \pi)^{2}}+O\left(M^{-2}\right) . \tag{A5}
\end{align*}
$$

Therefore, $A_{\mu}(k)$, as defined in Eq. (A3), satisfies the usual axial-vector Ward identity

$$
\begin{equation*}
k^{\mu} A_{\mu}(k)=-\left(m_{0} / G_{0}\right) i\left[\Sigma_{\mathbf{r}}(k)-\Sigma_{r}(0)\right] . \tag{A6}
\end{equation*}
$$

Similarly, the axial-vector triangle $B_{\mu}\left(k_{1}, k_{2}\right)$ satisfies the Ward identity

$$
\begin{align*}
-\left(k_{1}+k_{2}\right)^{\mu} B_{\mu}\left(k_{1}, k_{2}\right)=\left(m_{0} / G_{0}\right) & T_{\mathrm{v}} \\
& +i \Sigma_{0}\left(k_{2}\right)-i \Sigma_{r}\left(k_{1}\right) . \tag{A7}
\end{align*}
$$

The axial-vector-current-three-meson box diagram of Fig. 12(b) is superficially logarithmically divergent, but, because $\operatorname{Tr}\left\{\gamma_{\mu} \gamma_{5} r\left(1, \gamma_{b}\right) r\left(1, \gamma_{b}\right) r\left(1, \gamma_{b}\right) r\right\}=0$, this diagram actually converges, which is why we have not included it in the list of unrenormalized axial-vectorcurrent loops in Eq. (A3). Introducing a cutoff at $x=M^{2}$ (which changes this diagram only by terms which vanish as $M \rightarrow \infty$ ) and then taking the divergence yields a linear combination of three- and four-meson loop diagrams, all with cutoff at $x=M^{2}$ as in Eq. (A2) Some of these loops may occur with the loop integration variable translated by a finite amount with respect to the standard forms in Eq. (A2), but as we have pointed out, this does not matter because none of the three- or four-meson loops is linearly divergent. We conclude, then, that the axial-vector-current-three-meson box diagram and the meson loop diagrams of Eq. (A2) satisfy the usual axial-vector Ward identity. Identical reasoning shows that the axial-vector-current-four-meson pentagon, which is superficially convergent, is related by the usual Ward identity to a linear combination of the meson box diagrams of Eq. (A2) and to the convergent meson pentagon diagram. Note that because the axial-vector-current box and pentagon diagrams are finile, their Ward identities will necessarily involve linear combinations of the meson triangle and box diagrams in which the logarithmic divergences exactly cancel.

Having defined the unrenormalized loop diagrams and shown that they satisfy the correct Ward identities, we next construct the renormalized loops and show that they, too, satisfy the proper Ward identities. The renormalized meson scattering and axial-vector-current loops are obtained from the unrenormalized loops by adding appropriate matrix elements of $\mathcal{L}^{\text {counter }}$ and $j_{\mu}{ }^{5}$ counter with [see Eqs. (57) and (59)]

$$
\begin{aligned}
\mathcal{L}^{\text {coanter }=}= & D^{(2)}\left[4 \sigma^{1}+4\left(G_{0} / m_{0}\right) \sigma\left(\sigma^{2}+x^{2}\right)\right. \\
& \left.+\left(G_{0} / m_{0}^{2}\right)\left(\sigma^{2}+\pi^{2}\right)^{2}\right]+\frac{1}{2} E^{(\partial)}\left[(\partial \pi)^{2}+(\partial \sigma)^{3}\right] \\
& +\frac{1}{2} F^{(2)}\left[\left(2 m_{0} / G_{0}\right) \sigma+\sigma^{2}+\pi^{2}\right], \quad(A 8)
\end{aligned}
$$

$j_{\mu}{ }^{\text {s counter }}=E^{(\lambda)}\left[\sigma \partial_{\mu} \pi-\pi \partial_{\mu} \sigma+\left(m_{0} / G_{0}\right) \partial_{\mu} \pi\right]$.
The subtractions $D^{(2)}, E^{(2)}$, and $F^{(a)}$ are determined
from the second-order $\pi$ and $\sigma$ self-energy diagrams to be

$$
\begin{align*}
& D^{(2)}=\frac{m_{0}{ }^{2} G_{0}{ }^{2}}{(4 \pi)^{2}} \ln \left(\frac{M^{2}}{m_{0}{ }^{2}}\right)+\widetilde{D}^{(2)}, \\
& E^{(2)}=\frac{-2 G_{0}^{2}}{(4 \pi)^{2}} \ln \left(\frac{M^{2}}{m_{0}^{2}}\right)+E^{(2)}, \\
& F(2)=\Sigma_{r}(0)=i G_{0}{ }^{2} \int_{10 . M^{2}(1)} \frac{d^{4}}{(2 \pi)^{4}}  \tag{A9}\\
& \times \operatorname{Tr}\left(\gamma_{5} \frac{1}{r-m_{0}} \gamma_{r} \frac{1}{r-m_{0}}\right) .
\end{align*}
$$

The finite constants $D^{(2)}$ and $E^{(2)}$ are adjusted to give the physical pion mass and the meson-meson scattering constant the specified values $\mu^{2}$ and $\lambda$. The renormalized loops, denoted by a tilde, are given by

$$
\begin{align*}
& \bar{T}_{\theta}=T_{\theta}+i\left(m_{0} / G_{0}\right) F^{(2)}=0, \\
& \tilde{\Sigma}_{\boldsymbol{F}}(k)=\Sigma_{x}(k)-F^{(2)}-k^{2} E^{(2)} \text {, } \\
& \bar{\Sigma}_{\sigma}(k)=\Sigma_{\sigma}(k)-F^{(2)}-8 D^{(2)}-k^{2} E^{(2)} \text {, } \\
& T_{\mathrm{Frf}}=T_{\mathrm{r} \boldsymbol{\sigma}}+8 i\left(G_{\mathrm{o}} / m_{0}\right) D^{(2)} \text {, } \\
& \tilde{T}_{\sigma \sigma \theta}=T_{\text {or }}+24 i\left(G_{0} / m_{0}\right) D^{(2)} \text {, } \tag{A10}
\end{align*}
$$

$$
\begin{aligned}
& \bar{T}_{\text {wref }}=T_{\text {rica }}+8 i\left(G_{0}{ }^{2} / m_{0}{ }^{2}\right) D^{(2)}, \\
& \tilde{A}_{\mu}(k)=A_{\mu}(k)+i\left(m_{0} / G_{0}\right) E^{(2)} k_{\mu}, \\
& \widetilde{B}_{\mu}\left(k_{1}, k_{2}\right)=B_{\mu}\left(k_{1}, k_{2}\right)+i E^{(2)}\left(k_{2}-k_{1}\right)_{\mu} .
\end{aligned}
$$

It is straightforward to verify that all of the tilde quantities approach finite limits as $M \rightarrow \infty$, showing, as required by chiral invariance, that the subtraction constants determined from the second-order loops make the triangle and box diagrams finite as well.

From Eqs. (A6), (A7), and (A10) we find that the renormalized loops $\tilde{A}_{\mu}$ and $\widehat{B}_{\mu}$ satisfy the desired Ward identities

$$
\begin{gather*}
k^{\mu} \bar{A}_{\mu}(k)=-i\left(m_{0} / G_{0}\right) \tilde{\Sigma}_{r}(k), \\
-\left(k_{1}+k_{2}\right) \mu \bar{B}_{\mu}\left(k_{1}, k_{2}\right)=\left(m_{0} / G_{0}\right) T_{\Sigma r}  \tag{A11}\\
+i \Sigma_{\sigma}\left(k_{2}\right)-i \Sigma_{r}\left(k_{1}\right) .
\end{gather*}
$$

Next, we recall that the axial-vector-current box and pentagon diagrams and the unrenormalized mesonscattering triangle and box diagrams are related by the usual Ward identities. This implies that the same Ward identities are satisfied by the axial-vector box and pentagon and the renormalized meson-scattering diagrams. The reason is that the counter terms which subtract the divergences in the meson loops necessarily occur in each Ward identity in the same linear combination as the logarithmic divergences, and therefore cancel among themselves in the Ward identity in the same manner as the logarithmic divergences do. This com-
pletes the proof that the renormalized basic loop diagrams satisfy the normal axial-vector Ward identities.

## B. Arial-Vector-Current-Photon-PhotonMeson Loop [Figure 12(f)]

The Ward identity for the axial-vector-current-photon-photon-meson loop of Fig. 12(f) relates it to a linear combination of the diagrams shown in Fig. 12(e), plus a possible anomalous term. To see that no anomalous term is actually present, we note that: (i) Gauge invariance makes the diagrams of Figs. 12(e) and 12(f) finite, so no renormalizations are needed to make the various terms in the Ward identity well defined; (ii) a possible anomalous term must be gauge-invariant with respect to both photon indices, must be odd in $m_{O_{1}}$ and must have the dimensions of a mass, since all of the other terms in the Ward identity have these properties; (iii) a possible anomalous term can have no singularilies in internal masses or external momentum
variables, since taking an absorptive part eliminates the superficially logarithmically or linearly divergent loop integrals, and therefore the absorptive parts satisfy the usual Ward identities. According to (ii), a possible anomalous term must have the form
anomalous term

$$
\begin{equation*}
\propto m_{0} F_{1} F_{2} / g\left(m_{0}, \text { external momenta }\right), \tag{A12}
\end{equation*}
$$

where $F_{1}$ and $F_{2}$ are the two photon field strength tensors and where $g$ has the dimensions of (mass) ${ }^{2}$. However, because of the division by $g$, Eq. (A12) necessarily has singularities, and therefore (iii) forces the anomalous term to be zero.

## APPENDIX B

We state here the renormalized second-order vector vertex, pseudoscalar vertex, and fermion propagator used in the calculation of Sec. III.

$$
\begin{aligned}
\Gamma_{\lambda}{ }^{(2)}\left(p, p^{\prime}\right) & =\gamma_{\lambda}+\frac{c^{2}}{16 \pi^{2}} \int_{0}^{1} \varepsilon d z \int_{0}^{1} d y\left\{2 \gamma_{\lambda} \ln \left[\frac{z^{2} m^{2}+(1-z) \mu^{2}}{D}\right]-\frac{N_{\lambda}}{D}-\frac{2 m^{2} \gamma_{\lambda} P_{1}}{\varepsilon^{2} m^{2}+(1-z) \mu^{2}}\right\}, \\
\Gamma_{s}{ }^{(z)}\left(p, p^{\prime}\right) & =\gamma_{s}+\frac{c^{2}}{16 \pi^{2}} \int_{0}^{1} z d z \int_{0}^{1} d y\left\{8 \gamma_{\Delta} f \ln \left[\frac{z^{2} m^{2}+(1-z) \mu^{2}}{D}\right]+\frac{\gamma_{\Delta} N}{D} \div \frac{4 m^{2} \gamma_{\Delta} P_{2}}{z^{2} m^{2}+(1-z) \mu^{2}}\right\}, \\
S_{\nu^{\prime}(z)}(p) & =[p-m-\Sigma(p)]^{1}, \\
\Sigma(p) & =\frac{c^{2}}{16 \pi^{2}} \int_{0}^{1} z d z\left\{2 g_{1} \ln \left[\frac{z^{2} m^{2}+(1-z) \mu^{2}}{-p^{2} \varepsilon(1-q)+z m^{2}+(1-z) \mu^{2}}\right]\right.
\end{aligned}
$$

$$
\left.+g_{1} \frac{m^{2}-p^{2}(1-z)^{2}}{-p^{2} z(1-z)+z m^{2}+(1-z) \mu^{2}}+\frac{2 m^{2} p P_{1}+4 m^{2} P_{2}}{z^{2} m^{2}+(1-z) \mu^{2}}\right],
$$

$$
D=\left(y^{2} z^{2}-y z\right) p^{2}+\left[(1-y)^{2} z^{2}-(1-y) z\right] p^{\prime 2}+2 y(1-y) z^{2} p \cdot p^{\prime}+z m^{2}+(1-z) \mu^{2}
$$

The quantities $c, N_{\lambda}, N, P_{1}, P_{2}, f, g_{1}$ and $g_{2}$ are defined as follows:

Spinor Electrodynamics

$$
\begin{align*}
c= & e, \\
N_{\lambda}= & -2 m^{2} \gamma_{\lambda}-2\left[(1-z+y z) p^{\prime}-y z p\right] \\
& \times \gamma_{\lambda}\left[(1-y z) p-(1-y) z p^{\prime}\right]+4 m\left[(1-2 y z) p_{\lambda}\right. \\
& \left.+(1-2 z+2 y z) p_{\lambda^{\prime}}\right], \\
N= & 4 m^{2}-4\left[(1-y z) p-(1-y) z p^{\prime}\right] .  \tag{B2}\\
& \times\left[(1-z+y z) p^{\prime}-y z p\right]+2 m\left(p-p^{\prime}\right), \\
P_{1}= & \varepsilon^{2}+2 z-2, \quad P_{2}=1-2 z, \\
f= & 1, \\
g_{1}= & 4 m-p, \quad g_{2}=4 m-2 p . \tag{C1}
\end{align*}
$$

$$
\begin{aligned}
c & \quad \sigma \text { Model } \\
= & \\
N_{1} & =-2 m^{2} \gamma_{\lambda}-2\left[(1-y z) p-(1-y) z p^{\prime}\right] \\
N & =-2 m\left(p-p^{\prime}\right), \quad \times \gamma_{\lambda}\left[(1-z+y z) p^{\prime}-y z p\right], \\
P_{1} & =z^{2}-2 z+2, \quad P_{2}=-(1-z)^{2}, \\
f & =0, \\
g_{1} & =-p, \quad g_{2}=-2 p .
\end{aligned}
$$

## APPENDIX C

We show that the integral

$$
I(a)=\int_{0}^{1} z d z \int_{0}^{\infty} \frac{u d u}{(u+1)^{z}} \frac{1-u(1-z)}{u z(1-z)+z+(1-z) \mu}
$$

is identically zero. We begin by observing that $I(a)$ is analytic in the $a$ plane, apart from a cut along the real axis from 0 to $-\infty$. The discontinuity across this cut at $a=-A$ is proportional to

$$
\begin{align*}
\rho(A) \equiv & \int_{0}^{1} \frac{z d z}{1-z} \int_{0}^{u} \frac{u d u}{(u+1)^{2}} \\
& \times[1-u(1-z)] \delta(u z+z /(1-z)-A) \\
& \int_{0}^{A /(A+1)} d z \frac{z(1-z)[A-(A+1) z][(2+A) z-A]}{\left[-z^{2}+A(1-z)\right]^{2}} \\
= & -\frac{1}{2 A} \int_{0}^{A /(A+1)} d \frac{d}{d z}\left|\frac{z^{2}[A-(A+1) z]^{2}}{\left[-z^{2}+A(1-z)\right]^{2}}\right|=0, \tag{C2}
\end{align*}
$$

which means that $Y(a)$ is an entire function. Further-
more, for $\operatorname{Re} a \geq 0$,
$|I(a)| \leq \int_{0}^{1} d z \int_{0}^{\infty} \frac{u d u}{(u+1)^{3}}\left|\frac{z+u z(1-z)}{u z(1-z)+z+(1-z) a}\right|$

$$
\begin{equation*}
\leq \int_{0}^{1} d z \int_{0}^{u} \frac{u d u}{(u+1)^{2}}=\frac{1}{2} \tag{C3}
\end{equation*}
$$

and
$I(0)=2 \int_{0}^{\infty} \frac{u d u}{(u+1)^{2}} \int_{0}^{1} \frac{d z}{u(1-s)+1}$

$$
\begin{equation*}
-\int_{0}^{\infty} \frac{u d u}{(u+1)^{2}}=\frac{1}{2}-\frac{1}{2}=0 \tag{C4}
\end{equation*}
$$

Since Feynman integrals like Eq. (C1) never lead to functions of exponential type, Eqs. (C1)-(C4) show that $I(a)=0$.
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#### Abstract

We use the hypothesis of the partially conserved axial-vector current (PCAC) to show that the matrix elements for $\gamma+\gamma-\pi^{0}+\pi^{0}+\pi^{0}$ and $\gamma+\gamma-\pi^{0}+\pi^{+}+\pi^{-}$vanish in the soft $-\pi^{0}$ limit. This, combined with photon gauge invariance, implies low-energy theorems relating these matrix elements to the matrix elemente for $\gamma+\gamma-\pi^{0}$ and $\gamma-\pi^{0}+\pi^{+}+\pi^{-}$. Since the magnitude of the former is determined by the $\pi^{0}$ lifetime, while the ratio of the latter to the former is determined in a model-independent way by isospin and low-energy-theorem arguments, a model-independent prediction for the $\gamma+\gamma-\pi+\pi+\pi$ amplitude can be given. Our resulta agree with those of Aviv, Hari Dass, and Sawyer in the neutral case, but not in the charged case. We give a diagrammatic and effective-Lagrangian interpretation of our formulas which explains the discrepancy.


The reaction $\gamma+\gamma-\pi+\pi+\pi$ is of interest, both because it may be observable in electron-positron colliding -beam experiments, ${ }^{2}$ and because it is relevant to theoretical unitarity calculations ${ }^{2}$ of a lower bound on the decay rate of $K_{L}^{\mathrm{o}}-\mu^{\circ} \mu^{-} \quad$ In recent papers, Aviv, Hari Dass, and Sawyer ${ }^{3}$ and Yao ${ }^{4}$ have applied effective-Lagrangian methods to calculate the matrix elements for the neutral and charged cases of $\gamma+\gamma \rightarrow \pi+\pi+\pi$. The fact that Refs. 3 and 4 are in disagreement has prompted us to repeat the calculation by standard current-algebra-PCAC methods. ${ }^{5}$ Our results agree with Ref. 3 (but not with Ref. 4) in the neutral case $\gamma+\gamma-\pi^{0}+\pi^{0}+\pi^{0}$, and disagree with bolh Reis. 3 and 4 in the more interesting charged case $\gamma+\gamma$ $-\pi^{0}+\pi^{*}+\pi^{-}$. After briefly discussing our method and results, we explain the reasons for our disagreement with the earlier calculations.

We begin with the simple, but powerful observation that the matrix elements

$$
9 \pi^{0+-} \equiv 3 \pi\left(\gamma\left(k_{1}\right)+\gamma\left(k_{2}\right)-\pi^{0}\left(q_{0}\right)+\pi^{+}\left(q_{4}\right)+\pi^{-}\left(q_{-}\right)\right)
$$

and

$$
\pi^{000}=\pi\left(\gamma\left(k_{1}\right)+\gamma\left(k_{2}\right)-\pi^{0}\left(q_{0}\right)+\pi^{0}\left(q_{0}^{\prime}\right)+\pi^{0}\left(q_{0}^{\prime}\right)\right)
$$

vanish in the single-soft- $\pi^{0}$ limit $q_{0} \rightarrow 0$, with the remaining two pions held on the mass shell. To see this, we follow the standard PCAC procedure ${ }^{\text {e }}$ of writing the reduction formula describing $\mathfrak{M}^{\text {o+- }}$ or $9 \pi^{n 00}$ with the $\pi^{0}$ off the mass shell, and then replacing the $\pi^{0}$ field by the divergence of the axialvector current $\left(M_{8}^{2} f\right)^{-1} \partial_{\lambda} F_{3}^{5 \lambda}$. [The normalization constant $f$ is given by $f \approx f_{k} /\left(\sqrt{2} M_{\pi}^{2}\right) \approx 0.68 M_{n}$, with $f$, the charged-pion decay amplitude.) $\mathrm{Be}-$ cause the corresponding axial charge $F_{3}^{3}$ commutes with the electromagnetic current, no equaltime commutator terms are picked up when the derivative $\partial_{\lambda}$ is brought outside the $T$ product in the reduction formula. Integration by parts then makes the derivative act on the $\pi^{0}$ wave function, producing a factor $q_{0 \lambda}$. Thus both $\mathfrak{M}^{0+-}$ and $\mathfrak{M}^{000}$ are proportional to $q_{0}$, and since they contain no pole terms which become singular as $q_{0} \rightarrow 0$, they vanish in this limit. Note that this argument is unaltered by the divergence anomaly ${ }^{7}$ in $\partial_{\lambda} \Im_{3}^{3 \lambda}$, since when $\xi_{3}^{s \lambda}$ is the only axial-vector current
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present, its divergence anomaly vanishes when the associated four-momentum $q_{0}$ vanishes. ${ }^{\text {a }}$ a

In addition to the soft $-\pi^{0}$ limit which we have just derived, we know that $9 \mathbb{R}^{00-}$ and $\mathscr{T}^{000}$ must be gauge-invariant. That is, they are bilinear forms in $\epsilon_{1}$ and $\epsilon_{2}$ (the polarization vectors of the two photons) and vanish when either $\epsilon_{1}$ is replaced by $k_{1}$ or $\epsilon_{2}$ is replaced by $k_{2}$. We can now invoke the standard lore of current-algebra low-energy theorems, ${ }^{\text {a }}$ which tells us that since we know three independent pieces of information about the low-en-
ergy behavior of $\operatorname{TR}^{0+-}$ and $\mathscr{F}^{000}$ (the $q_{0}-0$ limit, gauge invariance for photon 1, and gauge invariance for photon 2), we can determine $99^{0+-}$ and $9 \pi^{000}$ from their pion-pole diagrams up to an error of order $O\left(q_{0} k_{1} k_{2}\right)$ at least. ${ }^{10}$ In particular, the terms in $\mathrm{TM}^{0+-}$ and $9 \mathrm{R}^{000}$ quadratic in the momenta $k_{1}, k_{2}, q_{0}, q_{*}\left(q_{0}^{\prime}\right)$, and $q_{-}\left(q_{0}^{*}\right)$ are completely determined. The relevant pion-pole diagrams are illustrated in Fig. 1. The pion-pion scattering amplitudes which appear are evaluated from the currentalgebra expression ${ }^{11.12}$
where $x$ is a parameter proportional to the isotensor component of the " $\sigma$ term" and is related to the $I=0$ pion-pion $S$-wave scattering length $a_{0}$ by

$$
\begin{equation*}
a_{0}=(7 / 32 \pi) f^{-2} M_{7}\left(1-\frac{5}{7} x\right) . \tag{1b}
\end{equation*}
$$

The $\gamma+\gamma \rightarrow \pi^{0}$ and $\gamma \rightarrow \pi^{0}+\pi^{*}+\pi^{-}$amplitudes are expressed in terms of coupling constants $F^{\text {² }}$ and $F^{\mathbf{3}}$ defined by

$$
\begin{align*}
& \text { भु }\left(\gamma\left(k_{1}\right)+\gamma\left(k_{2}\right)-\pi^{0}\right)=i k_{1}^{\alpha} k_{1}^{\theta} \epsilon_{1}^{\gamma} \epsilon_{1}^{\delta} \epsilon_{\alpha \beta \gamma \delta} F^{\Gamma},  \tag{2}\\
& \pi\left(\gamma\left(k_{1}\right) \rightarrow \Sigma^{0}+\pi^{*}\left(q_{ष}\right)+\pi^{-}\left(q_{-}\right)\right)=i k_{1}^{\alpha} \epsilon_{1}^{8} q_{!}^{Y} q_{-}^{K} \epsilon_{a B \gamma \delta} F^{\boldsymbol{I}} .
\end{align*}
$$

The coupling constant $F^{*}$ is related to the $\boldsymbol{\pi}^{0}$ lifetime by ${ }^{13}$

$$
\begin{equation*}
T_{\pi} 0^{-1}=\left(M_{\pi}^{3} / 64 \pi\right)\left(F^{7}\right)^{2} . \tag{3}
\end{equation*}
$$

Comparison with experiment gives $\left|F_{n}\right|=(\alpha / \pi)\left(0.66 \pm 0.08 M_{r}\right)^{-1}$, with $\alpha$ the fine-structure constant. While the coupling constant $F^{\mathrm{Jr}}$ has not been measured, both the theory of PCAC anomalies ${ }^{14}$ and model-independent isospin and low-energy-theorem arguments (see below) predict

$$
\begin{equation*}
e F^{s \pi}=f^{-2} F^{r}, \quad e=(4 \pi \alpha)^{1 / 2} \tag{4}
\end{equation*}
$$

Combining Eqs. (1) and (2) with the appropriate propagators to form the pion-pole diagrams, and adding the unique second-degree polynomial which guarantees gauge invariance and vanishing of the matrix elements as $q_{0}-0$, we get the following predictions for $9 \pi^{0+-}$ and $3 \pi^{000}$ :

$$
\begin{aligned}
& 9 \pi^{000}=(1-3 x) \text { 雨 }\left(q_{0}, q_{0}^{\prime}, q_{0}^{\prime \prime}\right),
\end{aligned}
$$

$$
\begin{align*}
& =i f^{-2} F^{v} k_{1}^{a} k_{2}^{d} \epsilon_{1}^{7} \epsilon_{2}^{b} \epsilon_{\text {atyd }}\left(\frac{-\lambda_{1}^{2}}{\left(k_{1}+k_{2}\right)^{2}-M_{*}^{2}}\right) \text { (when three final pions are on mass shell), } \tag{5a}
\end{align*}
$$

$$
\begin{align*}
& \left.+\left(k_{1}-k_{2}, y-\delta\right)+\left(k_{1}-k_{2}\right)^{a} q_{a}^{r} \epsilon_{a y \delta r}\right] . \tag{5b}
\end{align*}
$$


（a）


（b）
FIG．1．Pion－pole diagrams for（a）the neutral and （b）the changed cases．

These equations are our basic results．${ }^{15}$
Our expression for $9 \mathrm{~m}^{000}$ in Eq．（5a）agrees with that given by Aviv el al．We disagree with the re－ sult for $9{ }^{000}$ quoted by Yao，who has（through an apparent algebraic error）replaced $-M_{\mathbf{r}}{ }^{2}$ in Eq．（5a） by $-4 M_{\mathrm{r}}^{2}$ ．In the case of strictly massless pions， our on－shell result for $9 \overbrace{}^{000}$ is the simple state－ ment that the terms in the matrix element quadrat－ ic in the external momenta vanish．${ }^{10}$ This result can be immediately generalized to the reaction $\gamma+\gamma-n \eta^{0}$ ，as follows：The PCAC argument given above tells us that in the limit when any one $\pi^{0}$ has zero four－momentum，with the other $n-1 \pi^{n \prime}$ s on the mass shell，the matrix element $⿰ 氵\left(\boldsymbol{l}\left(\gamma+\gamma-n \pi^{0}\right)\right.$ must vanish．In addition，gauge invariance implies that gia must vanish when either of the photon four－ momenta，$k_{1}$ or $k_{2}$ ，vanishes．Taking four－momen－ tum conservation into account，this gives us $n+2-1$ $=n+1$ independent conditions on the low－energy behavior of $9 R$ ．Since for massless，neutral pions the pion－pole diagrams（tree diagrams）sum to a constant，independent of pion four－momenta，the $n+1$ conditions can be satisfied only if $\operatorname{sal}(\gamma+\gamma$ $-n n^{0}$ ）vanishes ${ }^{17}$ up to terms which are at least of order（momentum）$)^{+1}$ ．

Our result for sm $^{0+-}$ in Eq．（5b）disagrees with the formulas quoted by Aviv et al．and by Yao，both of which overlook the class of pole diagrams pro－ portional to $F^{\prime \prime}$ ．The formula of Aviv et al．also has the 1 in the large round parentheses multiply－ ing $F^{*}$ replaced by $\frac{1}{3}$ ．In order to better under－ stand this latter discrepancy，it is helpful to have a diagrammatic interpretation of the various terms in Eq．（5b）．This is given in Fig．2，which illug－ trates the lowest－order perturbation－theory con－ tributions to $9{ }^{000}$ and $9^{204-}$ in the Gell－Mann－Lévy

（b）


FIG．2．Lowest－order diagrams contributing to（a） $9^{000}$ and（b） $\operatorname{mic}^{〔-=}$ in the Gell－Mann－Levy o model．The aingle solid line propagating around each loop denotes the nucleon．In this order of perturibation theory，$f^{-1}$ $=g_{v} / M_{N}$ ，whth $g_{r}$ the pion－nucleon coupling constant and With $M_{N}$ the nucleon mass．（The large black dot at the four－pion vertices denotes the pion－pion acattering am－ plitude of Eq．（1）．To lowest order in perturbation theary，this arises as the sum of a direct four－pion in－
 Lagrangian！and of pole terme involving isoscalar $a$ mesans exchanged between palre of pions．\}
o model．${ }^{\text {is }}$ The first and fourth rows give just the lowest－order contributions to the pole diagrams of Fig．1．The $\sigma$－pole diagrams in the second row can clearly be represented as matrix elements of the effective Lagrangian
with $F^{a B}$ the electromagnetic field－strength tensor． As a check，we note that $\pi^{0} \frac{\square}{\pi} \cdot \tilde{\pi}=\left(\pi^{0}\right)^{3}+2 \pi^{0} \pi^{+} \pi^{-}$，and since the matrix element of（ $\left.\pi^{0}\right)^{3}$ has a Bose sym－ metry factor of 6，the contributions of Eq．（6）to $4^{\infty}{ }^{\infty 00}$ and to $5{ }^{0 n-}$ are in the correct ratio of 3：1．

Let us turn next to the five-point functions in the third row. Aviv et al. assume that these are represented by the same effective-Lagrangian structure as in Eq. (6). If this were so, a five-point contribution of $-2 f^{-2} 9 \pi^{\pi}$ to $9 \pi^{000}$ would imply a corresponding contribution of $-\frac{2}{3} f^{-2} \cdot \pi^{n}$ to $9 \pi^{0+}$, which would then combine with the $\sigma$-pole diagram to give a total nonpole contribution of $\frac{1}{3} f^{-2} \mathfrak{F r}^{5}$. This is the origin of the $\frac{1}{3}$ in the formula of Aviv et al. In actual fact, however, we find that the five-point diagrams are not described by Eq. (6), but rather by the effective Lagrangian

Equation (7) still couples the three final pions through a pure $I=1$ state, as required by $G$ parity. In the charged-pion case, Eq. (7) obviously leads to the five-point contribution listed in the third row of Fig. 2 (b). Although not gauge-invariant by itself, this contribution combines with the pole terms in the fourth row of Fig. 2(b) (which are also not by themselves gauge-invariant) to give a gauge-invariant sum. In the neutral case, using
the fact that the matrix element of $\partial^{\delta} \pi^{0}\left(\pi^{0}\right)^{2}$ is $2 i\left(q_{0}+q_{0}^{\prime}+q_{0}^{\prime \prime}\right)=2 i\left(k_{1}+k_{2}\right)$ and using Eq. (4) to eliminate $F^{3 x}$ in terms of $F^{*}$, we find that Eq. (7) just gives the gauge-invariant contribution $-2 f^{-2} 9 \pi^{\prime \prime}$, as required. ${ }^{19}$ Finally, we note that while Yao obtains the correct value of 1 for the constant term in the large round parentheses multiplying $F^{ }$, he gets this by using an incorrect effective Lagrangian, which does not respect the $\Delta I=1$ rule, to generalize from the neutral to the charged case. The moral is that effective Lagrangians must be handled with caution. When ambiguities arise as to the form of the effective Lagrangian, they must be resolved by reference back to the basic currentalgebra relations, which the effective Lagrangian is supposed to represent. ${ }^{20}$
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# EREAKDOWN OF ASYMPTOTIC SUM RULES IN PERTURBATION THEORY 

Stephen L. Adler and Wu-Ki Tung The Institute for Advanced Study, Princeton, New Jergey 08540 (Received 5 March 1969)

It is shown that all of the principal reaults of the Bjorken-Hmit technique break down in perturbation theory in the "gluon" model of atrong interactions.

Three years ago Bjorken ${ }^{2}$ pointed out that the asymptotic behavior of a time-ordered product of two currents is related to equal-time commutators of the currents and their time derivatives,

$$
\begin{align*}
& \lim _{\substack{q_{0}-i \infty \\
\text { Q fixed }}} \int d^{4} x e^{-i q \cdot x} T\left(J_{\mu}^{a}(x) J_{\nu}^{b}(0)\right)=\left(i q_{0}\right)^{-1} \int d^{4} x e^{-i q \cdot x} \delta\left(x^{0}\right)\left[J_{\mu}^{a}(x), J_{\nu}^{b}(0)\right] \\
&
\end{align*}
$$

$$
f_{\mu}^{a}(x)=\left(8 / \partial x^{0}\right) J_{\mu}^{a}(x)
$$

This connection has been extensively applied to the study of radiative corrections to hadronic $\beta$ decay ${ }^{2}$ and to the derivation of asymptotic sum rules ${ }^{3}$ and asymptotic cross-section relations ${ }^{4}$ for high energy inelastic electron and neutrino scattering. In all of these applications, it is assumed that the equaltime commutators appearing on the right-hand side of Eq. (1) are the same as the "naive commutators" obtained by straightforward use of canonical commutation relations and equations of motion. That this is a questionahle assumption was pointed out by Johnson and Low, ${ }^{5}$ who independently discovered Eq. (1). They studied this equation in a simple perturbation-theory model, in which the currents couple through a fermion triangle loop to a scalar (vector) meson. They found that in most cases the results obtained by explicit evaluation of the left-hand side of Eq. (1) differ from those calculated from naive commutators by well-defined extra terms. Because of special features of the triangle graph model, however, these extra terms do not directly invalidate the applications of Eq. (1) mentioned above.

We report here the results of a more realistic perturbation theory calculation, which shows that for commutators of space components with space components, the Bjoriken limit and the naive commutator differ by terms which modify all of the principal applications of Eq. (1). We consider a simple, renormalizable model of strong interactions, consisting of an SU(3) triplet of spin- $\frac{1}{2}$ particles $\psi$ bound by the exchange of an $\mathrm{SU}(3)$-singlet massive vector "gluon." The vector current in this model is $J_{\mu}{ }^{a}$ $=\Psi_{\gamma} \mu^{\lambda^{a}} \phi$, and the naive equal-time commutator of two vector currents is

$$
\begin{align*}
& \delta\left(x^{0}-y^{0}\right)\left[J_{\mu}^{a}(x), J_{\nu}^{b}(y)\right]=\delta^{4}(x-y) \overline{ }(x) C \psi(x),  \tag{2}\\
& C=\frac{1}{2}\left\{\lambda^{a}, \lambda^{b}\right\}\left(\gamma_{\mu} \gamma_{0} \gamma_{\nu}-\gamma_{\nu} \gamma_{0}^{\gamma_{\mu}}\right)+\frac{1}{2}\left[\lambda^{a}, \lambda^{b}\right]\left(\gamma_{\mu} \gamma_{0} \gamma_{\nu}+\gamma_{\nu} \gamma_{0} \gamma_{\mu}\right) .
\end{align*}
$$

We wish to compare the Bjorken-limit commutator with the naive commutator, to second order in the gluon-fermion coupling constant $g$, in the special case in which Eqs. (1) and (2) are sandwiched between fermion states. To do this, we calculate the renormalized current-fermion scattering amplitude $\tilde{T}_{\mu \nu}^{a b}\left(p, p^{\prime}, q\right)$ and compare it, in the limit as $q_{0}-i \infty$, with the renormalized vertex $\tilde{\Gamma}^{\tilde{I}}\left(C ; p, p^{\prime}\right)$ of the naive commutator. ${ }^{\text {a }}$ The scattering amplitude can be expressed in terms of the renormalized vector vertex $\bar{\Gamma}\left(\gamma_{\mu} ; p, p^{\prime}\right)$ and the renormalized fermion propagator $\tilde{S}(p)$ by

$$
\begin{array}{r}
\bar{T}_{\mu \nu}^{a b}\left(p, p^{\prime}, q\right)=\bar{\Gamma}\left(\gamma_{\mu} ; p, p+q\right) \bar{S}(p+q) \bar{\Gamma}\left(\gamma_{\nu} ; p+q, p^{\prime}\right) \lambda^{a} \lambda^{b}+\bar{\Gamma}\left(\gamma_{\nu} ; p, p-q^{\prime}\right) \bar{S}\left(p-q^{\prime}\right) \bar{\Gamma}\left(\gamma_{\mu} ; p-q^{\prime}, p^{\prime}\right) \lambda^{b} \lambda^{a} \\
+B_{\mu \nu}^{a b}\left(p, p^{\prime}, q\right) \tag{3}
\end{array}
$$

with $B_{\mu \nu}^{a b}\left(p, p^{\prime}, q\right)$ the sum of the two box diagrams illustrated in Fig. 1. We find, by explicit calcu-
lation,

$$
\begin{aligned}
& \lim _{\substack{q_{0}-i \operatorname{ino}}} \tilde{T}_{\mu \nu}^{a b}\left(p, p^{\prime}, q\right)=q_{0}^{-1}\left[\tilde{\Gamma}\left(C ; p, p^{\prime}\right)+\Delta\right]+O\left(q_{0}^{-2} \ln q_{0}\right), \\
& \vec{q}, p, p^{\prime} \text { fixed } \\
& \Delta=\left(g^{2} / 16 \pi^{2}\right)\left\{2\left(g_{\mu \nu}-g_{\mu} g_{10} g_{0} h_{0}^{\prime}\left[\lambda^{a}, \lambda^{b}\right]+\frac{3}{2}\left(\gamma_{\nu} \gamma_{0} \gamma_{\mu}-\gamma_{\mu}^{\prime} \gamma_{0} \gamma_{v}\right)\left\{\lambda^{a}, \lambda^{b}\right\}\right\} .\right.
\end{aligned}
$$

We see that the Bjorken-limit commutator and the naive commutator differ by the term labeled $\Delta$, which is well defined and finite. We note that $\Delta$ vanishes when $\mu=0$ or $\nu=0$, indicating that for the time-time and time-space commutators, the Bjorken limit and the naive commutator agree. This result can be independently deduced from the usual on-shell Ward identity

$$
\begin{equation*}
q^{\mu} \ddot{T}_{\mu \nu}^{a b}\left(p, p^{\prime}, q\right)=\bar{\Gamma}\left(\left[\lambda^{a}, \lambda^{b}\right\}_{\nu} ; p, p^{\prime}\right) \tag{5}
\end{equation*}
$$

the consistency between Eq. (4) and Eq. (5) provides a convenient check on the calculation leading to Eq. (4). When one or both currents $J_{\mu}{ }^{a}, J_{\nu}{ }^{b}$ is replaced by the corresponding axial-vector current $J_{\mu}^{5 a}=\bar{\psi} \gamma_{\mu} \gamma_{5}{ }^{a^{a}},^{\prime} J_{\nu}^{5 b}$, a formula like Eq. (4) holds, with the appropriate change in $C$ and with $\Delta$ modi-. fied as follows:

$$
\begin{equation*}
J_{\mu}^{a}-J_{\mu}^{5 a} \Longleftrightarrow \Delta--v_{5} \Delta, J_{\nu}^{b}-J_{\nu}^{5 b} \Leftrightarrow \Delta-\Delta \gamma_{5}, J_{\mu}^{a}-J_{\mu}^{5 a}, J_{\nu}^{b}-J_{\nu}^{5 b} \Longleftrightarrow \Delta \rightarrow-\gamma_{5} \Delta \gamma_{5}=\Delta \tag{6}
\end{equation*}
$$

One may wonder whether our definition of $\bar{\Gamma}\left(C ; p, p^{\prime}\right)$ could be changed by a finite rescaling in such a way as to absorb the term $\Delta$. However, since $\gamma_{\mu} \gamma_{0} \gamma_{\nu}+\gamma_{\nu}{ }^{\gamma} \gamma^{\gamma} \gamma_{\mu} \propto g_{\mu} \gamma_{\nu}+g_{\nu 0} \gamma_{\mu}-g_{\mu \nu} \gamma_{0}$ and since $\gamma_{\mu} \gamma_{0} \gamma_{\nu}$ $-\gamma_{\nu} \gamma^{\prime} \gamma_{\mu} \propto \epsilon_{\mu} 0 \nu \lambda \gamma^{\lambda_{r}}$, the vertex $\Gamma^{\circ}\left(C ; p, p^{\prime}\right)$ is a linear combination of vector and axial-vector vertices. Therefore, the normalization of this vertex is completely fixed by the time-component current algebra and Lorentz covariance, and rescaling is not permitted.

In addition to studying the $q_{0}{ }^{-1}$ term in Eq. (1), we have also calculated the $q_{0}{ }^{-2}$ term in the special case considered by Callan and Gross. ${ }^{4}$ Specializing to forward scattering ( $p=p^{\prime}, a=b$ ) and spin averaging, we find

$$
\begin{align*}
& \lim _{p_{0}-\infty q_{0} \rightarrow i \infty} \lim _{0} m p_{0}^{-2} q_{0}{ }^{2} \frac{1}{4} \operatorname{tr}\left[\left(\frac{\gamma \cdot p+m}{2 m}\right) \tilde{T}_{i j}^{a a}(p, p, q)\right] \\
& \quad=-2\left(\delta^{i j}-\hat{p}^{i} \hat{p}^{j}\right)\left(\lambda^{a}\right)^{2}+\frac{g^{2}}{6 \pi^{2}}\left[2\left(\ln _{0}{ }^{2}+\mathrm{const}\right)\left(\delta^{i j}-\hat{p}^{i} \hat{p}^{j}\right)+\hat{p}^{i} \hat{p}^{j}\right]\left(\lambda^{a}\right)^{2} . \tag{7}
\end{align*}
$$

The presence of $\ln q_{0}{ }^{2}$ on the right-hand side of Eq. (7) indicates that the expression of Eq. (1) cannot, strictly speaking, be carried out to order $q_{0}{ }^{-2}$, and that the coefficient $\langle p| \delta\left(x^{0}\right)\left[\dot{J}_{i}^{a}(x), J_{j}^{a}(0)\right]|p\rangle$ of the $a_{0}{ }^{-2}$ term is logarithmically divergent. ${ }^{7}$ Using naive commutators to evaluate this coefficient, Callan and Gross concluded that the double limit on the left-hand side of Eq. (7) should be proportional to the transverse tensor $\delta^{i j}-\delta^{i} \hat{p}^{j}$. The presence of the additional term $\left(g^{2} / 6 \pi^{2}\right) \delta^{i} \hat{p} j\left(\lambda^{a}\right)^{2}$ in Eq. (7) indicates that their conclusion fails in perturbation theory.

We next indicate how the various applications of the Bjorken-limit technique are modified by our results.


FIG. 1. Box diagrame contributing to $B_{\mu \nu}{ }^{a b}$. The dashed line denotes the virtual gluon.


FIG. 2. Diagrams for the radiative corrections to the vector $\beta$ transition. The wavy line denotes the virtual photon.
(i) Radiative corrections to $\beta$ decay. ${ }^{2}$ - We consider the vector $\theta$ transition between the fermions $\psi_{l}$ and $\psi_{2}$. We introduce a cutoff $\Lambda^{2}$ and calculate the divergent part of the radiative corrections to this process, described by the diagrams of Fig. 2. Using the time-component current algebra alone, it has been shown that the first three diagrams in Fig. 2 sum to a universal, structure-independent fractional change in the decay amplitude $\delta M / M=(3 \alpha / 8 \pi) \ln \Lambda^{2}$. The divergent part of the fourth diagram in Fig. 2 can be evaluated to order $g^{2}$ from Eqs. (4) and (6), giving $\delta M / M=(3 \alpha / 8 \pi) 2 \mathbb{Q} \ln \Lambda^{2}\left(1-3 g^{2} / 16 \pi^{2}\right)$, with $\bar{Q}$ the average charge of the doublet $\psi_{1,2}$. The term proportional to $g^{2}$ comes, of course, from the iso-spin-symmetric term in $\Delta$. The total divergent part of the radiative correction is thus, to order $g^{2}$,

$$
\begin{equation*}
(\delta M / M)_{\text {total }}=(3 \alpha / 8 \pi) \ln \Lambda^{2}\left[1+2 \bar{Q}\left(1-3 g^{2} / 16 \pi^{2}\right)\right] . \tag{8}
\end{equation*}
$$

We see that the choice $\bar{Q}=-\frac{1}{2}$, which removes the divergence to lowest order in $g^{2}$, still leaves a residual divergence in second order.
(ii) Asymptotic sum rules and cross-section relations., ${ }^{3,4}$ - We introduce the variable $\omega=-q^{2} / p \cdot q$ and define the spectral functions $W_{1}\left(\omega, q^{2}\right)$ and $W_{2}\left(\omega, q^{2}\right)$ by

$$
\begin{align*}
\frac{\operatorname{disc}{ }_{\omega}}{-2 \pi i}{ }_{4}^{1} \operatorname{tr}\left[\left(\frac{\gamma \cdot p+m}{2 m}\right){ }_{T}{ }_{\mu \nu}^{a b}(p, p, q)\right] & =\lambda^{a} \lambda^{b}\left[W_{1}\left(\omega, q^{2}\right)\left(-g_{\mu \nu}+q q_{\mu} q_{\nu}^{\prime} q^{2}\right)\right. \\
& \left.+W_{2}\left(\omega, q^{2}\right)\left(p_{\mu}-p \cdot q q_{\mu} / q^{2}\right)\left(p_{\nu}-p \cdot q q_{\nu} / q^{2}\right)\right], \quad \omega>0 . \tag{9}
\end{align*}
$$

In terms of these spectral functions, the asymptotic formula of Eq. (7) may be rewritten as the sum rule

$$
\begin{equation*}
\lim _{q^{2}--\infty}(\cdots)\left(\delta^{i j}-\dot{p}^{i} \dot{p}^{j}\right)+\frac{g^{2}}{6 n^{2}} \dot{p}^{i} \dot{p}^{j}=\lim _{q^{2}-\infty} 2 \int_{e}^{2} \omega d \omega\left[m W_{1}\left(0^{i j}-\bar{p}^{i} \dot{p}^{j}\right)+\left(m W_{1}+q^{2} m W_{2} / \omega^{2}\right) \dot{p}^{i} \bar{p}^{j}\right], \tag{10}
\end{equation*}
$$

first obtained by Callan and Gross. As these authors note, the quantity $m W_{1}+q^{2} m W_{2} / \omega^{2}$ is positive definite, differing only by positive factors from $-q^{2} \sigma_{L}\left(\omega, q^{2}\right)$, with $\sigma_{L}$ the longitudinal electroproduction cross section. Thus the presence of $\tilde{p}^{i} \hat{p}^{j}$ in Eq. (7) implies that, in the quark model, $q^{2} \sigma_{L}\left(\omega, q^{2}\right)$ does not vanish asymptotically, in disagreement with the conclusion of Cailan and Gross. In a similar fashion, the SU(3)-antisymmetric part of Eq. (4) leads to the asymptotic sum rule

$$
\begin{equation*}
1-\frac{g^{2}}{8 \pi^{2}}=\lim _{q^{2}--\infty}-2 \int_{0}^{2} d \omega m W_{1} . \tag{11}
\end{equation*}
$$

Apart from the term $g^{2} / 8 \pi^{2}$ on the left-hand side, which comes from the SU(3)-antisymmetric part of $\Delta$, Eq. (11) is the backward-neutrino-scattering asymptotic sum rule of Bjorken. ${ }^{3}$ The modification in the left-hand side of Eq. (11) is closely related to the nonvanishing of $q^{2} \sigma_{L}\left(\omega, q^{2}\right)$. To see this, we write down the usual fixed $-\boldsymbol{q}^{2}$, time-component algebra sum rule ${ }^{\mathrm{B}}$

$$
\begin{equation*}
1=2 \int_{n}^{2} d \omega q^{2} m W_{2} / \omega^{2} \tag{12}
\end{equation*}
$$

and subtract it from Eq. (11), giving ${ }^{9}$

$$
\begin{equation*}
-g^{2} / 8 \pi^{2}=\lim _{q^{2}--\infty}-2 \int_{0}^{2} d \omega\left(m W_{1}+q^{2} m W_{2} / \omega^{2}\right) \tag{13}
\end{equation*}
$$

Thus the $\operatorname{SU}(3)$-antisymmetric term in $\Delta$ and the $\bar{\beta}^{i} \bar{p}^{j}$ term in Eq. (7) are basically the same phenomenon. As an additional check on our arithmetic, we have calculated $W_{1}$ and $W_{2}$ directly, giving $m W_{1}$ $+q^{2} m W_{2} / \omega^{2}=g^{2} \omega / 32 \pi^{2}$, in agreement with Eqs. (10) and (13).
We have also studied the scalar (pseudoscalar) gluon model in perturbation theory, and find effects similar to those reported here. Full details of the calculations, and further discussion, will be published elsewhere.
We wish to thank W. A. Bardeen and S. B. Treiman for helpful discussions, and Dr. Carl Kaysen for the hospitality of the Institute for Advanced Study. After this work was completed, we learned that R. Jackiw and G. Preparata had also discovered the breakdown of the Callan-Gross result in perturbation theory.

Note added in proof. - (i) We have been informed by J. D. Bjorken of a related paper by A. I. Vainshtein and B. L. Ioffe \{Zh. Eksperim. i Teor. Fiz. - Pis'ma Redakt. 6, 917 (1967) [translation: Soviet Phys. -JETP Letters 6, 341 (1967)]\}. We will discuss this work in our detailed paper. (ii) In the case when one current is an axial-vector current [the first two lines of Eq. (6)], we have omitted an SU (3)singlet contribution to the Bjorken limit coming from the triangle diagram discussed by Johnson and Low. Addition of this piece does not alter any of our conclusions.
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#### Abstract

We present detailed calculations illustrating the breakdown of the Bjorken limit in perturbation theory, in the "gluon" model of strong interactions. To second order in the gluon-ferrmion coupling constant in the scalar, pseudoscalar, and vector coupling models, we calculate the Bjorken-limit commutator of a pair of currents of arbitrary (vector, axial-vector, scalar, pseudoscalar, tensor) type. To fourth order in the coupling, in the scalar-and pseudoscalar-gluon models, we determine the leading logarithmic behavior of the $S U_{\mathrm{a}}$-antisymmetric part of the vector-vector commutator. In the body of the paper we present the main results and discuss their various features and implications. The computational details are relegated to two appendices.


## I. HISTORICAL INTRODUCTION

EQUAL-TIME current commutators have come to play a central role in particle physics. In his famous papers of 1961 and 1964, Gell-Mann ${ }^{1}$ proposed that the time components of the vector and axial-vector octet currents satisfy a simple $S U_{3} \otimes S U_{3}$ algebra. The exploitation of this postulate by the "infinite-momentum" and "low-energy theorem" methods has led to important predictions, which agree well with experiment. ${ }^{2}$ The beauty of these "classical" currentalgebra methods is that they depend only on the postulated commutation relations together with such weak dynamical assumptions as pion-pole dominance and unsubtracted dispersion relations. They are independent of more detailed (and therefore, more dubious) dynamical assumptions. The experimental successes thus provide a strong argument that any future theory of the hadrons must incorporate the $\mathrm{SU}_{3} \otimes S U_{3}$ timecomponent current algebra.

This requirement, of course, does not uniquely specify a model of the hadrons-there are many possible field-theoretic models which satisfy the GellMann hypothesis. In an attempt to narrow the selection, attention has been turned recently to the study of the space-component-space-component commutators, which can be used to distinguish between models which have the same time-component algebra. The problem of finding experimental tests of the space-space algebra is made difficult by the fact that the "classical" currentalgebra methods of infinite-momentum limits and lowenergy theorems cannot be made to apply in this case. However, in 1966 Bjorken ${ }^{3}$ pointed out that the asymptotic behavior of a time-ordered product of two currents is simply related to the equal-time commu-

[^125]tator of the currents,
\[

$$
\begin{align*}
& \lim _{0 \times i i_{i} \text { fixed }} \int d^{4} x e^{i_{2} x} T\left(J_{(1)}(x) J_{(2)}(0)\right) \\
& =i q_{0}^{-1} \int d^{4} x e^{i q \times x} \delta\left(x^{0}\right)\left[J_{(1)}(x), J_{(2)}(0)\right]+O\left(q_{0}^{-2}\right) \tag{1}
\end{align*}
$$
\]

Equation (1) has been extensively applied to the study of space-space current commutators, leading to a new class of asymptotic sum rules.4 These sum rules have testable experimental consequences in inelastic electron and neutrino scattering reactions and important implications in the theory of radiative corrections to hadronic $\beta$ decay.

In all of the applications of Eq. (1), an important assumption is made: It is assumed that the equal-time commutator appearing on the right-hand side of Eq. (1) is the same as the "naive commutator" obtained by straightforward use of canonical commutation relations and equations of motion. That this is a questionable assumption was pointed out by Johnson and Low, ${ }^{5}$ who independently discovered Eq. (1). They studied this equation in a simple perturbation-theory model, in which the currents couple through a fermion triangle loop to a scalar, pseudoscalar, or vector meson. They found that in most cases the results obtained by explicit evaluation of the left-hand side of Eq. (1) differ from those calculated from naive commutators by well-defined extra terms. Because of special features of the triangle graph model, however, these extra terms did not directly invalidate the applications of Eq. (1) mentioned above.
Recently, we have reported a more realistic perturba-

[^126]tion-theory calculation, ${ }^{6}$ which showed that for commutators of space components with space components, the Bjorken limit and the naive commutator do differ by terms which modify all of the principal applications of Eq. (1). In other words, asymptotic sum rules derived from the noive space-space commutators fail in perturbation theory. One is, of course, still free to postulate that nonperturbative effects conspire to make the asymptotic sum rules valid when all orders of perturbation theory are summed, but the need for this assumption means that asymptotic sum rules do not just give a test of the space-space algebra, but involve deep dynamical considerations as well.

In our previous work, we considered only vector and axial-vector current commutators in the quark model with a massive vector "gluon," to second order in the gluon-fermion coupling constant gr. ${ }^{7}$ In the present paper, we extend our results to arbitrary (vector, axial-vector, scalar, pseudoscalar, tensor) currents in the quark models with vector-, scalar-, or pseudoscalarcoupled gluon. Working to second order in gr, we obtain $^{\text {a }}$ results analogous to those found previously in the more restricted case. In addition, for the vector-vector commutator in the scalar- and pseudoscalar-gluon models, we obtain the leading logarithmic part of the $g^{-4}$ term. In Sec. II we summarize our results and in Sec. III we discuss briefly their significance. To facilitate reading, all computational details are relegated to Appendices,

## II. RESULTS

We consider a simple, renormalizable model of the strong interactions, consisting of an $\mathrm{SU}_{\mathrm{z}}$ triplet of spin- $\frac{1}{2}$ particles $\psi$ bound by the exchange of an $\mathrm{SU}_{3^{-}}$ singlet massive "gluon." We assume that the gluon couples to the fermions by either scalar, pseudoscalar, or vector coupling. In order to treat simultaneously commutators involving vector (axial-vector, scalar, ...) currents, we introduce the abbreviated notation

$$
\begin{align*}
J_{(1)} & =\psi \gamma_{(1)} \psi, \quad J_{(2)}=\Psi \gamma_{(2)} \psi_{1} \\
\gamma_{(1)} & =\gamma_{p} \lambda^{a}\left(\gamma_{\mu} \gamma_{\delta} \lambda^{a}, \lambda^{a}, \ldots\right),  \tag{2}\\
\gamma_{(2)} & =\gamma_{\mu} \lambda^{b}\left(\gamma_{r} \gamma_{\delta} \lambda^{b}, \lambda^{b}, \ldots\right),
\end{align*}
$$

according to whether the first or second current is a vector (axial-vector, scalar, ...) current. The naive equal-time commutator of the two currents is

$$
\begin{gather*}
\delta\left(x^{0}-y^{0}\right)\left[J_{(1)}(x), J_{(2)}(y)\right]=\delta^{4}(x-y) \psi(x) C \psi(x), \\
C=\gamma_{0}\left[\gamma_{\sigma} \gamma_{(1)}, \gamma_{0} \gamma_{(2)}\right]=\gamma_{(1)} \gamma_{0} \gamma_{(2)}-\gamma_{(2)} \gamma_{0} \gamma_{(1)} . \tag{3}
\end{gather*}
$$

We wish to compare the Bjorken-limit commutator with the naive commutator, in the special case in which
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Fic. 1. (a) Lowest-order current-fermion scattering diagrams. (b) Diagrams obtsined from the lowest-order ones by insertion of a single virtual gluon.

Eqs. (1) and (3) are sandwiched between fermion states. To do this, we calculate the renormalized cur-rent-fermion scattering amplitude $\tilde{T}_{(1)(2)}{ }^{*}\left(p, p^{\prime}, q\right)$ in the limit $q_{\sigma} \rightarrow i \infty$, and compare the coefficient of the $q_{0}{ }^{-1}$ term with the renormalized vertex $\Gamma\left(C_{i} p, p^{\prime}\right)$ of the naive commutator. The asterisk on $\tilde{T}_{(1)(2)}{ }^{*}$ indicates that it is the full covariant scattering amplitude, which difiers from the renormalized $T$ product, $T_{(1)(2)}\left(p, p^{\prime}, q\right)$, by a "seagull" term $\tilde{\sigma}_{(1)(2)}\left(p, p^{\prime}, q\right)$ which is a polynomial in 90 ,

$$
\begin{equation*}
T_{()(2)}^{*}\left(p, p^{\prime}, q\right)=\tilde{\sigma}_{(1)(2)}\left(p, p^{\prime}, q\right)+\tilde{T}_{(1)(2)}\left(p, p^{\prime}, q\right) \tag{4}
\end{equation*}
$$

Identity of the Bjorken limit and naive commutators would mean that

$$
\begin{align*}
& \lim _{\text {eq, }} \tilde{P}_{(1)(2)}\left(p, p^{\prime}, q\right)=q_{0}^{-1} \Gamma\left(C ; p, p^{\prime}\right) \\
& +O\left(q_{0}^{-2} \ln q_{0}\right) . \tag{5}
\end{align*}
$$

In the calculation which follows, we test the validity of Eq. (5) in perturbation theory. ${ }^{\text {g }}$

## A. Second Order

To second order in the gluon-fermion coupling constant $\mathrm{g}_{\text {r }}$, there are two classes of diagrams which contribute to $\tilde{X}_{(1)(2)^{*}}$. The diagrams of the first class, illustrated in Fig. 1, consist of the lowest-order current-
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Fig. 2. Diagrams containing fermion triangles.
fermion diagrams and the second-order diagrams obtained from the lowest-order ones by insertion of a single virtual gluon. The diagrams of the second class, illustrated in Fig. 2, involve a fermion triangle diagram. We denote the contributions of these two classes to

The first-class diagrams are evaluated by the standard technique of regulating the giuon propagator with a regulator of mass $\lambda$, which defines an unrenormalized amplitude $T_{(1)(2)}{ }^{* C \operatorname{Compt}}$. To get the renormalized amplitude, one multiplies by the external fermion wavefunction renormalization constant $Z_{2}$ and takes the $\operatorname{limit} \lambda \rightarrow \infty$,

$$
\begin{equation*}
T_{(1)(2)}{ }^{* C o m p t}=\lim _{\lambda \rightarrow \infty} Z_{2} T_{(1)(2)^{*}}{ }^{* o m p t} . \tag{6}
\end{equation*}
$$

In certain cases, as discussed below, this limit diverges logarithmically; in these cases, we take $\lambda$ to be finite but very large, dropping terms which vanish as $\lambda \rightarrow \infty$ but retaining all terms which are proportional to $\ln \lambda^{2}$. The renormalized vertex

$$
\Gamma\left(C ; p, p^{\prime}\right)=\lim _{\lambda-\infty} Z_{2} \Gamma\left(C ; p, p^{\prime}\right)
$$

is calculated by the same techniques from the diagram of Fig. 3. Finally, we take the limit $q_{0} \rightarrow i \infty$ in our expression for $\tilde{T}_{(1)(2)}{ }^{* C o m p t}$ and compare with $\Gamma\left(C ; p, p^{\prime}\right)$, giving the results

$$
\begin{align*}
& \tilde{\boldsymbol{\sigma}}_{(1)(\boldsymbol{s})}{ }^{\operatorname{Compt}}\left(p, p^{\prime}, q\right)=0,  \tag{7a}\\
& \lim \tilde{T}_{(1)(2)} * \operatorname{Compt}\left(p, p^{\prime}, q\right)
\end{align*}
$$

$$
\begin{align*}
& =\lim \tilde{T}_{a)(s)}{ }^{\operatorname{Compt}}\left(p, p^{\prime}, q\right) \\
& =q_{0}^{-1}\left[\Gamma\left(C ; p, p^{\prime}\right)+\Delta^{C_{0 m p t}}\right]+O\left(q_{0}{ }^{-2} \ln q_{0}\right) \text {, }  \tag{7b}\\
& \Delta^{\mathrm{Compt}^{\mathrm{omp}}}=\left(\mathrm{g}_{\mathrm{r}}{ }^{2} / 32 \pi^{2}\right)\left\{\operatorname { l n } ( \lambda ^ { 2 } / | q _ { 0 } | ^ { 2 } ) \left[-\gamma_{(1)} \gamma_{0} \gamma_{\gamma} \gamma_{0} \gamma \gamma \gamma_{(\Omega)}\right.\right. \\
& +\frac{1}{2} \gamma \gamma_{r} \gamma_{(1)} \gamma_{0} \gamma_{(2)} \gamma^{7} \gamma \\
& \left.-\frac{1}{2} \gamma_{(1)} \gamma_{0} \gamma_{r} \gamma_{(2)} \gamma^{\top} \gamma^{-\frac{1}{2}} \gamma_{r} \gamma_{(1)} \gamma^{\top} \gamma_{0} \gamma_{(2)}\right] \\
& -\frac{3}{2} \gamma_{(1)} \gamma_{0} \gamma_{0} \gamma \gamma_{0} \gamma_{(2)}-\frac{3}{3} \gamma_{0} \gamma_{(1)} \gamma_{0} \gamma_{(2)} \gamma_{0} \gamma \\
& +\gamma_{(1)} \gamma_{0} \gamma_{0} \gamma_{(2)} \gamma_{0} \gamma^{+} \gamma_{\gamma} \gamma_{(\omega)} \gamma_{0} \gamma \gamma_{0} \gamma_{(2)}
\end{align*}
$$

$$
\begin{align*}
& +\frac{1}{2} \gamma\left[\gamma_{r} \gamma_{(1)} \gamma^{\top} \gamma_{(2)} \gamma_{0}+\gamma_{0} \gamma_{(1)} \gamma_{\gamma} \gamma_{(2)} \gamma^{\top}\right] \gamma \\
& -(1) \leftrightarrow(2)\} . \tag{7c}
\end{align*}
$$

In Eq. (7), the notation $\boldsymbol{\gamma} \cdots \boldsymbol{\gamma}$ is a shorthand for
$1 \cdots 1$ in the scalar-gluon case, $i \gamma_{s} \cdots i \gamma_{5}$ in the pseudo-scalar-gluon case, and ( $-\gamma_{\theta}$ ) $\cdots \gamma^{\boldsymbol{\theta}}$ in the vectorgluon case. Sorme details of the calculation leading to Eq. (7) are given in Appendix A.
The second class diagrams (Fig. 2) bave been calculated by Johnson and Low. ${ }^{5}$ In our model, which has only $S U_{3}$-singlet gluons, these diagrams contribute only to the $S U_{2}$-singlet part of the commutator. Taking the Bjorken limit, and comparing with the bubble diagram contributions to $\Gamma\left(C ; p, p^{\prime}\right)$ illustrated in Fig. 4, Johnson and Low find

$$
\begin{align*}
& =\tilde{\sigma}_{(1)(2)^{(r i n e s}}\left(p, p^{\prime}, q\right)+q_{0}^{-1}\left[\tilde{\Gamma}\left(C ; p, p^{\prime}\right)^{\text {bubbe }}+\Delta^{\text {trimg }}\right] \\
& +O\left(q_{0}^{-2} \ln q_{0}\right) . \tag{8}
\end{align*}
$$

We will not exhibit the detailed form of $\Delta^{\text {trimase }}$, but only remark that in all cases $\Delta^{\text {trined }}$ vanishes when the threemomenta $\mathbf{q}$ and $\mathbf{q}^{\prime}=\mathbf{q}+\mathbf{p}-\mathbf{p}^{\prime}$ associated with the currents $J_{(1)}$ and $J_{(9)}$ vanish,

$$
\begin{equation*}
\left.\Delta^{\operatorname{tri} i \operatorname{ses}}\right|_{q-q-0}=0 . \tag{9}
\end{equation*}
$$

[Equation (9) is true when the triplet of fermions $\psi$ are degenerate in mass. Johnson and Low ${ }^{5}$ also discuss the effect of mass splittings.] Thus, for the physically interesting case of the commutator of spatially integrated currents, the entire answer is given by Eq. (7). No cancellation between the $S U_{\mathrm{s}}$-singlet part of $\Delta^{\text {Compt }}$ and $\Delta^{\text {trians }}$ is possible, and we conclude that the Bjorken limit and the naive commutator in our models differ in second-order perturbation theory.

To make contact with our previous work and with our fourth-order results, it is useful to write out two special cases of Eq. (7). We consider the commutator of two vector currents, taking $\gamma_{(1)}=\gamma_{\mu} \lambda^{d}, \gamma_{(2)}=\gamma_{\mu} \lambda^{b}$. In the vector-gluon case we find

$$
\begin{align*}
\Delta^{\mathrm{Compt}}=\left(\mathrm{gr}^{2} / 16 n^{q}\right) & \left\{2\left(g_{\mu}-g_{\mu} \mathrm{g}_{\infty}\right) \gamma_{0}\left[\lambda^{a}, \lambda^{d}\right]\right. \\
& \left.+\frac{3}{2}\left(\gamma_{\nu} \gamma_{0} \gamma_{\mu}-\gamma_{\mu} \gamma_{\gamma} \gamma_{p}\right)\left\{\lambda^{a}, \lambda^{b}\right\}\right\}, \tag{10}
\end{align*}
$$

in agreement with the result which we have reported in Ref. 6. In the scalar- and pseudoscalar-gluon cases we find

$$
\begin{align*}
& \Delta^{\text {Compt }}=\left(g_{r}^{2} / 16 \pi^{2}\right)\left\{\left(g_{\mu r}-g_{\mu 0 g} g_{0}\right) \gamma_{0}\left[\lambda^{a}, \lambda^{b}\right]\right. \\
& \left.-\frac{1}{2}\left(\gamma_{r} \gamma_{0} \gamma_{\mu}-\gamma_{\mu} \gamma_{0} \gamma_{r}\right)\left\{\lambda^{a}, \lambda^{d}\right\}\left[\ln \left(\lambda^{2} /\left|q_{0}\right|^{2}\right)-1\right]\right\} .  \tag{11}\\
& \text { B. Fourth Order }
\end{align*}
$$

To fourth order in $g_{r}$, the number of diagrams contributing to $\tilde{T}_{(1)(2)}$ is so large that a direct calculation


Fig. 3. Second-order correction to the vertex of the naive commutator $C$.
of the Bjorken limit, in analogy with our treatment of the second-order case, is prohibitively complicated. However, unitarity implies that the part of $\Delta$ proportional to $\left[\lambda^{\bullet}, \lambda^{b}\right]$, and independent of the threemomenta $q, q^{\prime}, p$, and $p^{\prime}$ and of the fermion mass $m$, is related to an integral over the longitudinal currentfermion inelastic total cross section. ${ }^{0,1}$ Applying this connection to the commutator of vector currents in the scalar- and pseudoscalar-gluon cases, we have calculated the leading logarithmic contribution to the $\left[\lambda^{n}, \lambda^{d}\right]$ term in fourth order, with the result

$$
\begin{align*}
\Delta= & \left.\left(g_{0}-g_{00} g_{00}\right) \gamma_{0} \mid \lambda \lambda^{4}, \lambda^{d}\right]\left[\left(g_{r}^{2} / 16 \pi^{2}\right)+7\left(g_{r}^{2} / 16 \pi^{2}\right)^{2}\right. \\
& \left.\times \ln \left(\left|q_{0}\right|^{2}\right)+g_{r}^{4} \times \text { const }\right]+(\text { terms symmetric in } a, b) \\
& +\left(\text { terms proportional to } \mathbf{q}, \mathbf{q}^{\prime}, \mathbf{p}, \mathbf{p}^{\prime}, \text { and } m\right) . \tag{12}
\end{align*}
$$

Details of the unitarity relation and of the total crosssection calculation are outlined in Appendix B.

## III. DISCUSSION

We proceed next to discuss a number of features of our results of Eqs. (7) and (10)-(12),

1. We begin by noting that to second order in $\mathrm{gr}^{2}$, $\Delta^{\text {Compl }}$ contains terms $\ln \left(\lambda^{2} /\left|q_{0}\right|^{2}\right)$ which diverge logarithmically both in the Bjorken limit $q \circ \rightarrow i \infty$ and in the infinite-cutoff limit $\lambda \rightarrow \infty$. It is easy to see that the $\ln \lambda^{2}$ divergences result from a mismatch between the multiplicative factors needed to make $T_{0)(z)}{ }^{*} C^{0 m p l}\left(p, p^{\prime}, q\right)$ and $\Gamma\left(C ; p, p^{\prime}\right)$ finite (i.e., $\ln \lambda^{2}$ independent). As we recall, the renormalized quantities $\tilde{T}_{(q)(2)}{ }^{*}{ }^{\text {Compt }}\left(p, p^{\prime}, q\right)$ and $\Gamma\left(C ; p, p^{\prime}\right)$ are obtained from $T_{(1)(2)}{ }^{*}$ Compt $\left(p, p^{\prime}, q\right)$ and $\Gamma\left(C ; p, p^{\prime}\right)$ by multiplying by the wave-function renormalization $Z_{2}$ and taking the limit $\lambda \rightarrow \infty$, keeping any residual $\ln \lambda^{2}$ dependence. On the other hand, the finite quantities $T_{(a)(z)}{ }^{* C o m p t}\left(p, p^{\prime}, q\right)^{\text {finlte }}$ and $\Gamma\left(C ; p, p^{\prime}\right)^{\text {finite }}$ are obtained by multiplying by appropriate vertex and propagator renormalization factors which completely remove the $\ln \lambda^{2}$ dependence,

$$
\begin{align*}
& \Gamma\left(C ; p, p^{\prime}\right)^{\text {rinito }}=Z(C) \Gamma\left(C ; p, p^{\prime}\right), \\
& T_{(1)(z)}{ }^{* C o m p t}\left(p, p^{\prime}, q\right)^{\text {sin } i t e}=Z\left(\gamma_{(1)}\right) Z\left(\gamma_{(1)}\right) Z_{2}^{-1}  \tag{13}\\
& \times T_{(1)(2)}{ }^{* \operatorname{Compt}}\left(p, p^{\prime}, q\right) .
\end{align*}
$$

In general, the vertex renormalizations $Z(C), Z\left(\gamma_{(1)}\right)$, and $Z\left(\gamma_{(2)}\right)$ are not equal to each other or to $Z_{2}$. If we write

$$
\begin{gather*}
Z(C)=1+\Lambda(C) \\
Z_{2}=1+\Lambda_{2} \tag{14}
\end{gather*}
$$

then we find, to second order, that

$$
\begin{aligned}
& T_{(1)(2)}^{* C o m p t}\left(p, p^{\prime}, q\right)=T_{(1)(2)}^{* C o m p t}\left(p, p^{\prime}, q\right)^{\text {Anites }} \\
&+\left[2 \Lambda_{2}-\Lambda\left(\gamma_{(1)}\right)-\Lambda(\gamma(2))\right] \\
& \times\left[\gamma_{(1)} \frac{1}{\gamma \cdot p+\gamma \cdot q} \gamma_{(2)}+\gamma_{(2)} \frac{1}{\gamma \cdot p-\gamma \cdot q^{\prime}} \gamma_{(1)}\right], \\
& \Gamma\left(C ; p, p^{\prime}\right)=\Gamma\left(C ; p, p^{\prime}\right)^{\text {in into }}+\left[\Lambda_{2}-\Lambda(C)\right] C .
\end{aligned}
$$

[^129]Fic. 4. Self-energy diagram which makes a second-arder correction to the $S U_{s}$-singlet part of $C$.


Using the fact that finite quantities on the left- and right-hand sides of Eq. (7b) must match up, we see that
$\Delta^{\text {Compt }}=\left[\Delta_{2}+\Lambda(C)-\Lambda\left(\gamma_{(1)}\right)-\Lambda\left(\gamma_{(2)}\right)\right] C+$ finite, (16) confirming that the $\ln \lambda^{2}$ dependence in $\Delta^{\text {Compt }}$ results from a mismatch between the multiplicative renormalization factors on the left- and right-hand sides of Eq. (7b). To check Eq. (16) directly, we note from Eq. (A10) that

$$
\begin{gather*}
\Lambda(C) C=\left(g_{r}^{2} / 32 \pi^{2}\right) \frac{1}{2} \gamma \gamma_{r} C \gamma^{\top} \gamma \ln \lambda^{2}, \\
\Lambda_{2} \gamma_{0}=\left(g_{r}^{2} / 32 \pi^{2}\right) \frac{1}{2} \gamma \gamma_{r} \gamma_{0} \gamma^{r} \gamma \ln \lambda^{2}, \tag{17}
\end{gather*}
$$

which allows us to rewrite the square bracket in Eq(16) in the form

## $\left(g_{r}^{2} / 32 \pi^{2}\right) \ln \lambda^{2} \left\lvert\, \gamma_{(1)}^{\frac{1}{2}} \boldsymbol{\gamma} \gamma_{\tau} \gamma_{0} \gamma^{\tau} \gamma \gamma_{(2)}-\gamma_{(2)}^{\frac{1}{2}} \gamma_{\gamma} \gamma_{r} \gamma_{0} \gamma^{\tau} \gamma \gamma_{(\alpha)}\right.$ <br> $+\frac{1}{2} \boldsymbol{\gamma} \boldsymbol{\gamma}_{\boldsymbol{\gamma}}\left[\gamma_{(1)} \gamma_{0} \gamma_{(2)}-\gamma_{(2)} \boldsymbol{\gamma}_{0} \gamma_{(1)}\right] \boldsymbol{\gamma}^{\boldsymbol{\top}} \boldsymbol{\gamma}$ <br> $-\frac{1}{2} \boldsymbol{\gamma} \boldsymbol{\gamma}_{r} \boldsymbol{\gamma}_{(1)} \boldsymbol{\gamma}^{\boldsymbol{\gamma}} \boldsymbol{\gamma} \boldsymbol{\gamma}_{0} \boldsymbol{\gamma}_{(2)}+\boldsymbol{\gamma}_{(2)} \boldsymbol{\gamma}_{0} \frac{1}{2} \boldsymbol{\gamma} \boldsymbol{\gamma}_{\boldsymbol{T}} \boldsymbol{\gamma}_{(1)} \boldsymbol{\gamma}^{\boldsymbol{\top}} \boldsymbol{\gamma}$ <br> $\left.-\boldsymbol{\gamma}_{(1)} \boldsymbol{\gamma}_{0} \frac{1}{2} \boldsymbol{\gamma} \boldsymbol{\gamma}_{\boldsymbol{T}} \boldsymbol{\gamma}_{(2)} \boldsymbol{\gamma}^{\boldsymbol{r}} \boldsymbol{\gamma}+\frac{1}{2} \boldsymbol{\gamma} \boldsymbol{\gamma}_{\boldsymbol{T}} \boldsymbol{\gamma}{ }_{(2)} \boldsymbol{\gamma}^{\boldsymbol{\top}} \boldsymbol{\gamma} \boldsymbol{\gamma}_{0} \boldsymbol{\gamma}_{(1)}\right\}$,

with the four lines coming from $\Lambda_{2}, \Lambda(C),-\Lambda\left(\gamma_{(1)}\right)$, and $-\Lambda\left(\gamma_{(2)}\right)$, respectively. A little algebra then shows that Eq. (18) is indeed identical with the $\operatorname{In} \lambda^{2}$ part of Eq. (7c).
The presence of terms which diverge as $\ln \left|q_{0}\right|^{2}$ in Eq. (7c) indicates that, in the general case, the Bjorken limit does not exist. The fact that the $\ln \left|q_{0}\right|^{2}$ and $\ln \lambda^{2}$ terms occur in the combination $\ln \left(\lambda^{2} /\left|q_{0}\right|^{2}\right)$ means that, to second order, the existence of the Bjorken limit is directly connected with the matching of renormalization factors on the left- and right-hand sides of $E q$. (7b) : When the renormalization factors match, the Bjorken limit exists; when the factors do not match, the Bjorken limit diverges. ${ }^{10}$ Unfortunately, we shall see that this simple connection does not hold in higher orders of perturbation theory.

To interpret the divergence of the Bjorken limit, we note that the renormalized $T$ product can be written as ${ }^{8}$

$$
\begin{equation*}
T_{(1)(2)}\left(p, p^{\prime}, q\right)=\int_{-\infty}^{\infty} d q_{0}^{\prime} \frac{p\left(p, p^{\prime}, q, q_{0}^{\prime}\right)}{q_{0}-q_{0}^{\prime}} \tag{19}
\end{equation*}
$$

[^130]Table I. Cases involving vector ( $V$ ) and axial-vector ( $A$ ) octet currents with finite Bjorken limit in second order.

| Model | Current <br> $J_{(a)}$ | Current <br> $f_{(2)}$ | Piece of <br> current $\psi C \psi$ |
| :---: | :---: | :---: | :---: |
| Vector gluon | $V$ or $A$ | $V$ or $A$ | $V$ or $A$ |
| Scalar or pseudo- | $V$ | $V$ | $V$ |
| scalar gluon | $V$ | $A$ | $A$ |
| $=$ | $A$ | $V$ | $A$ |

where the spectral function $\rho$ is defined by

$$
\begin{align*}
& \bar{u}(p) \rho\left(p, p^{\prime}, q_{1}, q_{0}\right) u\left(p^{\prime}\right) \\
& \quad=(2 \pi)^{2} \sum_{N}\langle p| J_{(1)}|N\rangle\langle N| J_{(2)}\left|p^{\prime}\right\rangle \delta^{4}(q+p-N) \\
& \quad-(2 \pi)^{3} \sum_{N}\langle p| J_{\left(c_{1}\right)}|N\rangle\langle N| J_{(2)}\left|p^{\prime}\right\rangle \delta^{4}\left(q+N-p^{\prime}\right) . \tag{20}
\end{align*}
$$

Provided that the spectral function does not oscillate an infinite number of times ${ }^{11}$ (and it cannot have this kind of pathological behavior in perturbation theory), when the Bjorken limit of $\tilde{T}_{(1)(2)}\left(p, p^{\prime}, q\right)$ exists it is equal to the integral

$$
\begin{align*}
& \bar{u}(p) \int_{-\infty} d q_{0}^{\prime} \rho\left(p, p^{\prime}, q, q_{0}^{\prime}\right) u\left(p^{\prime}\right) \\
& \quad=(2 \pi)^{3} \sum_{N}\langle p| J_{(\mathfrak{1})}|N\rangle\langle N| J_{(2)}\left|p^{\prime}\right\rangle \delta^{3}(\mathbf{q}+\mathrm{p}-\mathbf{N}) \\
& \quad-(2 \pi)^{2} \sum_{N}\langle p| J_{(2)}|N\rangle\langle N| J_{(\mathfrak{1}}\left|p^{\prime}\right\rangle \delta^{3}\left(\mathbf{q}+\mathbf{N}-\mathbf{p}^{\prime}\right), \tag{21}
\end{align*}
$$

which is just the usual sum-over-intermediate-states definition of the commutator. Conversely, in the cases in which the Bjorken limit diverges logarithmically, the integral and sum in Eq. (21) must diverge logarithmically.
2. There are a number of interesting cases in which the renormalization factors do match, and hence the Bjorken limit exists in second order. We have enumerated in Table I all examples of this type in which all of the currents involved, $J_{(1)}, J_{(2)}$, and $\psi C \psi$, are either vector or axial-vector octet currents. Specific formulas for $\Delta^{\text {Compt }}$ in the case when $J_{(1)}$ and $J_{(2)}$ are vector currents were given in Eqs. (10) and (11) above. (To obtain the corresponding formulas when $J_{a}$ ) and/or $J_{(2)}$ are axial-vector currents, in the vectorgluon case, one simply multiplies from the left or right by $\gamma_{\mathrm{b}}$ according to the scheme shown in Table II.)
The remarkable result that emerges from these examples is that, even when the Bjorken limit exists in second order, it does not agree with the naive commutatar (that is, $\Delta^{\text {compt }}$ is finite but nonzero). According to our

[^131]previous discussion, this means that the Bjorken limit agrees with the spectral function integral of Eq. (21), but the naive commutator does not. Most of the principal applications of the Bjorken limit technique for space-component-space-component commutators assume the identity of the Bjorken limit and naive commutator, and therefore, according to our results, break down in perturbation theory. Further details of this breakdown are given in Ref. 6.
3. From an inspection of Eq. (10) and Table II, we see that in the vector-gluon case, for all commutators involving vector and axial-vector currents,
 be deduced directly from the Ward identityl satisfied by $T_{(1)(2)}{ }^{*}{ }^{* \operatorname{compt}}\left(p, p^{\prime}, q\right)$, which, in the case when $J_{(2)}$ and $J_{(2)}$ are both vector currents, states that
\[

$$
\begin{align*}
& =\Gamma\left(\left[\lambda^{\boldsymbol{\alpha}}, \lambda^{b}\right] \gamma_{r} ; p, p^{\prime}\right) . \tag{22}
\end{align*}
$$
\]

Multiplying by $q_{0}{ }^{-1}$ and taking the limit $q_{0} \rightarrow i \infty$ gives immediately

$$
\begin{align*}
& =q_{0}^{-1} \tilde{\Gamma}\left(\left[\lambda^{a}, \lambda^{6}\right] \gamma_{r} ; p, p^{\prime}\right)+O\left(q_{0}{ }^{-2} \ln q_{0}\right), \tag{23}
\end{align*}
$$

confirming our explicit calculation. A similar derivation holds in the cases involving axial-vector currents, provided that the divergence of the axial-vector current is "soft," ${ }^{12}$ as it is in the vector-gluon case. We thus see that the breakdown of the Bjorken limit which we have found is consistent with the constraints imposed by Ward identities. Therefore all of the results of the Gell-Mann time-component algebra, which are derived directly from the Ward identities, remain valid. ${ }^{12}$
4. We turn next to the order $g^{4}{ }^{4}$ result of Eq. (12), which gives the $V V \rightarrow V$ commutator in the scalar- and pseudoscalar-gluon models (the second line in Table 1). We see that even though the renormalization factors match, the Bjorken limit in this case diverges in fourth

Tabre II. Substitutions to get axial-vector current results in the vector-gluon case.

| Current $J a)$ | $\begin{gathered} \text { Current } \\ J_{(z)} \end{gathered}$ | Change in Eq. (10) |
| :---: | :---: | :---: |
| $V$ | $V$ | none |
| A | $v$ |  |
| $V$ | A |  |
| A | A |  |

[^132]order. We note, however, that the divergence behaves as $g_{r}{ }^{4} \ln \left|q_{0}\right|^{2}$, whereas in fourth order, terms behaving like $g_{r}{ }^{4}\left(\ln \left|g_{0}\right|^{2}\right)^{2}$ could in principle be present. On the basis of this behavior and our second-order results, we make the following conjecture: When the renormalization factors needed to make $T_{(1)\left(w^{*}\right)}\left(p, p^{\prime}, q\right)$ and $\Gamma\left(C ; p, p^{\prime}\right)$ finite are the same, the Bjorken limit in order $2 n$ of perturbation theory contains no terms $g_{r}^{2 n}\left(\ln \left|q_{0}\right|^{2}\right)^{n}$, but begins in general with terms $g_{r}^{2 n}\left(\ln \left|q_{0}\right|^{2}\right)^{n-1}$.

We have only calculated results for the scalar- and pseudoscalar-gluon models because these models have the simple property that, when the unitarity method of Appendix B is used, each individual intermediate state makes a contribution behaving at worst as $g_{0}^{4} \ln \left|q_{0}\right|^{1}$. The situation in the vector-gluon model is more complicated, since here the individual intermediate states contain terms behaving as $g_{F}{ }^{4}\left(\ln \left|q_{0}\right|^{2}\right)^{2}$, as well as terms $g^{4}{ }^{4} \ln \left|g_{0}\right|^{2}$. If our conjecture is correct, the $g_{r}{ }^{4}\left(\ln \left|g_{0}\right|^{2}\right)^{2}$ terms from the various intermediate states in the vector-gluon case must add up to zero. We have not checked whether this happens; it would clearly be worth doing.
5. As mentioned in Sec. I, one can try to save asymptotic sum rules by postulating that nonperturbative effects conspire to make asymptotic sum rules valid when all orders of perturbation theory are summed. A simple way that this could happen would be if our order $g_{r}{ }^{2}$ terms in $\Delta^{\text {Compt }}$ were the lowest-order terms in an expression

$$
\begin{equation*}
A \exp \left[-B g^{2} \ln \left|q_{0}\right|^{2}\right], \quad B>0 \tag{24}
\end{equation*}
$$

which damps to zero as $q_{\sigma} \rightarrow i \infty$. However, examination of our fourth-order result in Eq. (12) shows that exponentiation gives

$$
\begin{align*}
\frac{g_{r}^{2}}{16 \pi^{2}}+7\left(\frac{g_{r}^{2}}{16 \pi^{2}}\right)^{2} \ln \left|q_{0}\right| & \approx \frac{g_{r}^{2}}{16 \pi^{2}} \\
& \times \exp \left(7 \frac{g_{r^{2}}^{2}}{16 \pi^{2}} \ln \left|q_{0}\right|^{2}\right)+O\left(g_{r}^{0}\right) \tag{25}
\end{align*}
$$

which blows up exponentially rather than damping. In other words, the simple damping mechanism of Eq. (24) cannot be correct, although our fourth-order calculation obviously cannot rule out more complicated damping mechanisms.
6. In Eqs. (A14) and (A15) of Appendix A, we indicate that when the Bjorken limit $g_{\sigma \rightarrow i \infty}$ is taken before letting the regulator mass $\lambda$ go to infinity, one obtains just the naive commutator. Thus, it is tempting to try to "save" asymptotic sum rules by prescribing that, instead of using renormalized perturbation theory (limit $\lambda \rightarrow \infty$ taken first), one should always work with the unrenormalized quantities, with $\lambda$ very large but finite. ${ }^{14}$ We will now argue, however, that this is a spurious resolution of the difficulty. Let us consider the

[^133]sum rule, derived in Appendix $B$, connecting the $\left[\lambda^{a}, \lambda^{b}\right]$ term in Eq. (11) with an integral over the longitudinal current-nucleon cross section $L^{-}\left(q^{2}, \omega\right)$, with $\omega=-q^{2} / p \cdot q$. In the renormalized $(\lambda \rightarrow \infty)$ theory, where there is Bjorken-limit breakdown, we find to second order that
\[

$$
\begin{align*}
& \lim _{\operatorname{sovim}} \tilde{T}_{(1)(2)} * C^{\text {compt }}=g_{0}{ }^{-3} \frac{3}{2}\left[\lambda^{a}, \lambda^{b}\right] \\
& X\left[\gamma_{\mu} \gamma_{0} \gamma_{0}+\gamma_{0} \gamma_{0} \gamma_{\mu}+2\left(g_{\mu \nu \nu}-g_{\mu 0} g_{\Delta 0}\right) \gamma_{0} f\right] \\
& +(\text { term symmetric in } a, b)+O\left(q_{0}{ }^{-2} \ln q_{0}\right) \text {, }  \tag{26}\\
& f=\lim _{q^{2} \rightarrow \infty} 2 \int_{0}^{2} d \omega L_{n+a^{-}}\left(q^{2}, \omega\right), \tag{27}
\end{align*}
$$
\]

where the subscript $n+g$ is a reminder that to second order we need only retain the single neutron plus gluon intermediate-state contribution in calculating $L^{-}$. Our explicit calculation shows that

$$
\begin{gather*}
f=g_{r}^{2} / 16 \pi^{2} \\
\lim _{\sigma^{2}-\infty} L_{n+a^{-}}\left(q^{3}, \omega\right)=\left(g_{r}^{2} / 64 \pi^{2}\right) \omega \tag{28}
\end{gather*}
$$

in agreement with Eq. (27). As we noted in Ref. 6, Eq. (27) indicates that the breakdown of the Bjorzen limit in Eq. (26) is essentially the same phenomenon as the breakdown of the Callan-Gross relation, ${ }^{16}$ which states that

$$
\begin{equation*}
\lim _{q^{2} \rightarrow-\infty} L_{n+\theta^{-}}\left(q^{2}, \omega\right)=0 \tag{29}
\end{equation*}
$$

Let us now consider the analogs of Eqs. (26)-(29) in the regulated ( $\lambda$-finite) theory. Since, in order $g_{r}{ }^{2}$, matrix elements are always linear in the gluon propagator, to obtain the regulated matrix element in order $g_{r}{ }^{2}$ we simply subtract from the renormalized matrix element the corresponding expression with the gluon mass $\mu^{2}$ replaced by the regulator mass $\lambda^{2}$. Since $f$ in Eq. (28) is independent of $\mu^{2}$, we find that Eqs. (26)(28) become

$$
\begin{align*}
& +(\text { term symmetric in } a, b)+O\left(q_{0}^{-2} \ln q_{0}\right) \text {, }  \tag{30}\\
& 0=\lim _{q^{2} \rightarrow \infty} 2 \int_{0}^{t} d \omega L_{\text {tot }}-\left(q^{2}, \omega\right) ; \\
& \lim _{\substack{2 \\
\rightarrow \rightarrow \infty}} L_{\text {tot }}\left(q^{2}, \omega\right)=0 \text {, } \tag{31}
\end{align*}
$$

with

$$
\begin{equation*}
L_{\text {tot }}-\left(q^{2}, \omega\right)=L_{n+a^{-}}\left(q^{2}, \omega\right)-\left.L_{n+0^{-}}\left(q^{2}, \omega\right)\right|_{n^{2}+\lambda^{1}} \tag{32}
\end{equation*}
$$

As expected, in the regulated theory the Bjorken limit is normal and the Callan-Gross relation is satisfied. However, a disturbing problem arises when we examine in detail exactly how the Bjorken limit is satisfied. Let us suppose that the regulator mass $\lambda$ is much larger than

[^134]the fermion mass $m$ and the gluon mass $\mu$,
\[

$$
\begin{equation*}
\lambda^{2} \gg m^{2}, \quad \lambda^{2} \gg \mu^{2}, \tag{33}
\end{equation*}
$$

\]

and let us consider, for fixed $\omega$, two ranges of values of $-q^{2}$,
range 1: $\quad \mu^{2}, m^{2} \ll-q^{2}<\xi /\left(2 \omega^{-1}-1\right)$,
range 2: $\quad \xi /\left(2 \omega^{-1}-1\right) \leq-q^{2}, \quad \xi=(\lambda+m)^{2}-m^{2}$.

The dividing point between the two ranges is just the threshold for regulator particle production. For $\left.-q^{2}<\xi /(2 \omega)^{-1}-1\right)$, we have $(q+p)^{2}<(\lambda+m)^{2}$, and regulator particle production is forbidden. Thus, in range 1, the second term in Eq. (32) vanishes,

$$
\begin{equation*}
\left.L_{n+g^{-}}\left(q^{2}, \omega\right)\right|_{m^{\prime} \rightarrow \lambda^{\prime}}=0 \tag{35}
\end{equation*}
$$

while the first term has its asymptotic value

$$
\begin{equation*}
L_{n+\sigma^{-}}\left(q^{2}, \omega\right) \approx\left(g_{r}^{2} / 64 \pi^{2}\right) \omega \tag{36}
\end{equation*}
$$

and the Callan-Gross limit is not satisfied. In range 2 , we have $(q+p)^{2} \geq(\lambda+m)^{2}$, and regulator production is allowed; for $-q^{2} \gg \lambda^{2} /\left(2 \omega^{-1}-1\right)$, the second term in Eq. (32) attains the same asymptotic value as Eq. (36), and the Callan-Gross limit is satisfied. Thus, we see that in the regulator theory, the Callan-Gross limit is satisfied only in a region in which $-q^{2}$ is big on a scale determined by $\lambda^{2}$, and then only by virtue of the unphysical, negative contribution of regulator production to the lotal longitudinal cross section. We conclude that the regulator theory does not afford a satisfactory resolution of the breakdown of the Bjorken limit in perturbation theory.
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## APPENDIX A: CALCULATION OF $\Delta^{\text {Compt }}$

In this appendix we outline the calculation leading to Eq. (7) in the text. We recall that $T_{(1)(2)}{ }^{* C o m p t}$ is defined as the contribution to the current-fermion scattering amplitude of the diagrams shown in Fig. 1, consisting of the lowest-order current-fermion diagrams and the second-order diagrams obtained from the lowest-order ones by insertion of a single virtual gluon. We may write

$$
\begin{aligned}
& \tilde{T}_{(1)(2)} * \operatorname{Compt}^{\left(p, p^{\prime}, q\right)}=\tilde{\Gamma}\left(\gamma_{(0)} ; p, p+q\right) \tilde{S}(p+q) \\
& \times \Gamma\left(\gamma_{(2)} ; p+q, p^{\prime}\right)+\Gamma\left(\gamma_{(2)} ; p, p-q^{\prime}\right) \tilde{S}\left(p-q^{\prime}\right) \\
& \times \Gamma\left(\gamma_{(1)} ; p-q^{\prime}, p^{\prime}\right)+B_{(1)(2)}\left(p, p^{\prime}, q\right), \quad(\mathrm{A} 1)
\end{aligned}
$$

where $S$ and $\Gamma$ are the renormalized propagator and vertex functions and where $B_{(1)(2)}$ denotes the sum of the two box diagrams on the fifth line of Fig. 1. We shall calculate $\widetilde{T}_{(1)(2)}{ }^{* C o m p t}$ in the limit $q_{\sigma} \rightarrow i \infty$ and isolate the coefficient of the $q_{0}{ }^{-1}$ term. This is to be compared with the matrix element of the naive commutator between fermion states, given by $\bar{\Gamma}\left(C ; p, p^{\prime}\right)$.

The renormalized vertex function $\Gamma$ for the current $\Psi \gamma_{(1)} \psi$ is given, to second order in $g$, by
$\bar{\Gamma}\left(\gamma_{(1)} ; p, p^{\prime}\right)=Z_{2} \Gamma\left(\gamma_{(1)} ; p, p^{\prime}\right)=Z_{2} \gamma_{(1)}+\Lambda\left(\gamma_{(1)} ; p, p^{\prime}\right)$,
with $Z_{2}$ the fermion wave-function renormalization and with $\Lambda\left(\gamma_{(1)} ; p, p^{\prime}\right)$ the usual unrenormalized secondorder vertex part (arising from diagrams on the second and fourth lines of Fig. 1). Note that $\Gamma$ is obtained by multiplying the unrenormalized vertex function by the wave-function renormalization, with no further subtractions or rescaling. The renormalized propagator is given, to second order in $g_{r}$, by the usual expression ${ }^{18}$

$$
\begin{equation*}
\tilde{S}(p)^{-1}=Z_{2} S(p)^{-1}=Z_{2}\left(\gamma \cdot p-m_{0}\right)-\Sigma(p) \tag{A3}
\end{equation*}
$$

with $\Sigma(p)$ the unrenormalized proper fermion selfenergy part (arising from the diagrams on the third line of Fig. 1) and with $m_{0}=m+\delta m$ the fermion bare mass. Denoting the lowest-order current-fermion amplitude by $T_{(1)(2)}{ }^{\text {Bora, }}$, we see that the first two lines on the right-hand side of Eq (A1) may be rewritten as

$$
\begin{align*}
& Z_{2} T_{(1)(2)}{ }^{\text {Born }}+ {\left[\Lambda\left(\gamma_{(1)} ; p, p+q\right)(\gamma \cdot p+\gamma \cdot q-m)^{-1} \gamma_{(2)}\right.} \\
&+\gamma_{(1)}(\gamma \cdot p+\gamma \cdot q-m)^{-1}(\delta m+\Sigma(p+q)) \\
& \times(\gamma \cdot p+\gamma \cdot q-m)^{-1} \gamma_{(2)}+\gamma_{(1)}(\gamma \cdot p+\gamma \cdot q-m)^{-1} \\
&\left.\times \Lambda\left(\gamma_{(2)} ; p+q, p^{\prime}\right)+\left((1) \leftrightarrow(2), q \leftrightarrow-q^{\prime}\right)\right] . \tag{A4}
\end{align*}
$$

According to Eq. (A2), the matrix element of the naive commutator is

$$
\begin{equation*}
Z_{2} C+\Lambda\left(C ; p, p^{\prime}\right) \tag{A5}
\end{equation*}
$$

It is easy to see that, as $q_{0} \rightarrow i \infty$, the $q_{0}{ }^{-1}$ term of $Z_{2} T_{(1)(2)}{ }^{\text {Bro }}$ is precisely $Z_{2} C$. Our task is therefore reduced to comparing the $q_{0}{ }^{-1}$ term of

$$
\begin{align*}
& {\left[\Lambda\left(\gamma_{(1)} ; p, p+q\right)(\gamma \cdot p+\gamma \cdot q-m)^{-1} \gamma_{(2)}+\cdots\right.} \\
& \left.\quad+\left((1) \leftrightarrow(2), q \leftrightarrow-q^{\prime}\right)\right]+B_{(1)(2)}\left(p, p^{\prime}, q\right) \tag{A6}
\end{align*}
$$

with $\Lambda\left(C ; p, p^{\prime}\right)$.
The unrenormalized self-energy and vertex parts $\Sigma$ and $\Lambda$ are calculated by the usual technique of introducing a meson regulator of mass $\lambda$, giving

$$
\begin{equation*}
\Sigma(p)=\frac{-x_{r}^{2}}{16 \pi^{2}} \int_{0}^{1} d x \gamma(x \gamma \cdot p+m) \ln \gamma\left[\frac{x(1-x)\left(-p^{2}+m^{2}\right)+x \lambda^{2}+(1-x)^{2} m^{2}}{x(1-x)\left(-p^{2}+m^{2}\right)+x \mu^{2}+(1-x)^{2} m^{2}}\right] \tag{A7}
\end{equation*}
$$

[^135]and
\[

$$
\begin{align*}
& \Lambda\left(\gamma(t) ; p, p^{\prime}\right)=\frac{-g_{r}^{2}}{16-r^{2}} \int_{0}^{1} d x \int_{0}^{1-\infty} d y\left[\frac{1}{2} \gamma \gamma r \gamma(1) \gamma^{\prime} \gamma \ln \left[\frac{z \lambda^{2}-C\left(p, p^{\prime}, x, y\right)}{z \mu^{2}-C\left(p, p^{\prime}, x, y\right)}\right]\right. \\
& \left.\quad+\gamma\left[(1-x) \gamma \cdot p-\jmath \gamma^{\prime} \cdot p^{\prime}+m\right] \gamma(())\left[(1-y) \gamma \cdot p^{\prime}-x \gamma \cdot p+m\right] \gamma\left[\frac{1}{C\left(p, p^{\prime}, x, y\right)-z \mu^{2}}-\frac{1}{C\left(p, p^{\prime}, x, y\right)-2 \lambda^{2}}\right]\right\}, \tag{A8}
\end{align*}
$$
\]

where

$$
\begin{gather*}
z=1-x-y, \\
C\left(p, p^{\prime}, x, y\right)=x(1-x) p^{2}+y(1-y) p^{\prime 2}-2 x y p \cdot p^{\prime}-(x+y) m^{2} . \tag{A9}
\end{gather*}
$$

In order to obtain the renormalized propagator and vertex from Eqs. (A2) and (A3), we must calculate the $\lambda \rightarrow \infty$ limit of the unrenormalized self-energy and vertex parts, dropping all terms which vanish in this limit but retaining powers of $\ln \lambda$. [Note that the $\lambda \rightarrow \infty$ limits of $\Sigma$ and $\Lambda$ are nol the same as the renormalized self-energy and vertex parts $\bar{\Sigma}$ and $\overline{\boldsymbol{\Lambda}}$, which are defined, in the $\lambda \rightarrow \infty$ limit, by $Z_{2}\left(\gamma-p-m_{0}\right)-\Sigma(p)=\gamma \cdot p-m-\bar{\Sigma}(p), Z_{2} \gamma(\boldsymbol{1})$ $\left.+\Delta\left(\gamma_{(1)} ; p, p^{\prime}\right)=\gamma_{(1)}+\tilde{\Lambda}\left(\gamma_{(1)} ; p, p^{\prime}\right).\right]$ Taking the $\lambda \rightarrow \infty$ limit in Eqs. (A7)-(A9), we find

$$
\begin{align*}
\lim _{\lambda \rightarrow \infty} \Sigma(p)= & \frac{-g_{\gamma}^{2}}{16 \pi^{2}} \int_{0}^{1} d x \gamma(x \gamma \cdot p+m) \gamma \ln \left[\frac{x \lambda^{2}}{x(1-x)\left(-p^{2}+m^{2}\right)+x \mu^{2}+(1-x)^{2} m^{2}}\right], \\
\lim _{\lambda \rightarrow \infty} \Delta\left(\gamma_{(1)} ; p, p^{\prime}\right)= & \frac{-g_{r}^{2}}{16 \pi^{2}} \int_{0}^{1} d x \int_{0}^{1-x} d y\left\{\frac{1}{2} \gamma \gamma \gamma \gamma(0) \gamma^{\gamma} \gamma \ln \left[\frac{z \lambda^{2}}{2 \mu^{*}-C\left(\hat{p}, p^{\prime}, x, y\right)}\right]\right. \\
& \left.+\gamma\left[(1-x) \gamma \cdot p-y \gamma \cdot p^{\prime}+m\right] \gamma(1)\left[(1-y) \gamma \cdot p^{\prime}-x \gamma \cdot p+m\right] \gamma \frac{1}{C\left(p, p^{\prime}, x, y\right)-z \mu^{2}}\right\} . \tag{A10}
\end{align*}
$$

Finally, taking infinite-momentum limits of these expressions, we find

$$
\begin{gather*}
\lim _{p \rightarrow i \infty} \lim _{\lambda \rightarrow \infty} \Sigma(p)=\left(-g_{r}^{2} / 16 \pi^{2}\right) \gamma \gamma_{0} \gamma p_{0}\left[\frac{1}{2} \ln \left(\lambda^{2} /\left|p_{0}\right|^{2}\right)+\frac{3}{4}\right]+O\left(\ln p_{0}\right), \\
\lim _{p \rightarrow-i \infty} \lim _{\lambda \rightarrow \infty} \Lambda\left(\gamma_{(1)} ; p, p^{\prime}\right)=\left(g_{r}^{2} / 16 \pi^{2}\right)\left\{-\frac{1}{4} \gamma \gamma_{r} \gamma_{(1)} \gamma^{7} \gamma\left[\ln \left(\lambda^{2} /\left|p_{0}\right|^{2}\right)+\frac{1}{1}\right]+\frac{1}{2} \gamma \gamma_{0} \gamma_{(1)} \gamma_{0} \gamma+O\left(\ln p_{0} / p_{0}\right)\right\},  \tag{A11}\\
\left.\lim _{\infty} \lim _{0} \Lambda\left(\gamma_{(1)} ; p, p^{\prime}\right)=\left(g_{r}^{2} / 16 \pi^{2}\right) \left\lvert\,-\frac{1}{4} \gamma \gamma_{r} \gamma_{(1)} \gamma^{r} \gamma\left[\ln \left(\lambda^{2} /\left|p_{0}^{\prime}\right|^{2}\right)+\frac{1}{2}\right]+\frac{1}{2} \gamma \gamma_{0} \gamma_{(1)} \gamma_{0} \gamma+O\left(\ln p_{0}^{\prime} / p_{0}^{\prime}\right)\right.\right\} .
\end{gather*}
$$

The box diagram is convergent even without regularization. In the regulator theory, $B_{(1)(2)}$ is the difterence of two terms calculated with meson masses $\mu$ and $\lambda$, respectively, but the term with mass $\lambda$ does not contribute in the limit $\lambda \rightarrow \infty$. [The situation is similas to the second term on the right-hand side of Eq. (A8). $]$ A little care must be exercised in computing the Bjorken limit of $B_{(1)(2)}$. The reason is that, because of infrared singularities, the limit $q_{\sigma} \rightarrow i \infty$ cannot be naively taken under the integrals over the Feynman parameters. ${ }^{17}$ A detailed study yields

$$
\begin{equation*}
\left.-\frac{1}{2} \gamma_{\gamma} \gamma_{(1)} \gamma_{0} \gamma_{(2)} \gamma_{0} \gamma-[(1) \leftrightarrow(2)]\right\}+O\left(\ln q_{0} / q_{0}{ }^{2}\right) . \tag{A12}
\end{equation*}
$$

[^136]\[

$$
\begin{aligned}
& \lim _{\lim } \lim _{(1)(2)}\left(p, p^{\prime}, q\right)=q 0^{-1} \Lambda\left(C ; p, p^{\prime}\right) \\
& +\left(g_{r}^{2} / 16 \pi^{2}\right) q_{0}^{-1}\left(\frac{1}{2} \gamma \gamma_{r} \gamma_{(1)} \gamma_{0} \gamma_{(\Omega)} \gamma^{\gamma} \gamma \ln \left(\lambda^{2} / /\left.q_{0}\right|^{2}\right)\right. \\
& +\frac{1}{\boldsymbol{y}}\left[\gamma_{\gamma} \gamma_{(1)} \gamma^{\top} \gamma_{(2)} \gamma_{0}+\gamma_{o \gamma(1)} \gamma_{\boldsymbol{r}} \gamma_{(2)} \gamma^{*}\right] \mathbf{y}
\end{aligned}
$$
\]

Note that, according to Eqs. (3) and (A11), the $\ln \lambda^{2}$ dependence of $\Lambda\left(C ; p, p^{\prime}\right)$ precisely cancels the $\ln \lambda^{2}$ in the curly bracket in Eq. (A12), as required by the absence of $\ln \lambda^{2}$ dependence on the left-hand side. Substituting Eqs. (A11) and (A12) into Eq. (A6), we abtain, finally,
$\lim _{(0 \rightarrow i \infty} \widetilde{T}_{(q)(2)}{ }^{* \operatorname{comont}}\left(p, p^{\prime}, q\right)=\left(1 / q_{0}\right)$

$$
\begin{equation*}
X\left[\Gamma\left(C_{;} p, p^{\prime}\right)+\Delta^{C o m p t}\right]+O\left(q_{0}^{-2} \ln q_{0}\right), \tag{A13}
\end{equation*}
$$

with $\Delta^{\text {Compt }}$ as given by Eq. (7c) of the text.
To conclude this appendix we remark that if, starting from the regulated quantities of Eqs. (A7) and (A8) and the regulated box-diagram part $B_{(1)(2)}$, one took the Bjorken limit $q_{\sigma} \rightarrow i \infty$ before letting the regulator mass $\lambda$ go to infinity, one would obtain

$$
\begin{gather*}
\lim _{p-i \infty} \Sigma(p)=O\left(1 / p_{0}\right), \\
\lim _{p-i \infty} \Lambda\left(\gamma_{(1)} ; p, p^{\prime}\right)=O\left(1 / p_{0}\right), \\
\lim _{p \rightarrow+\infty} \Lambda^{\prime}\left(\gamma_{(1)} ; p, p^{\prime}\right)=O\left(1 / \hat{r}_{0}^{\prime}\right),  \tag{A14}\\
\lim _{n \rightarrow \operatorname{lic}} B_{(1)(2)}\left(p, p^{\prime}, q\right)=\left(1 / q_{0}\right) \Lambda\left(C ; p, p^{\prime}\right)+O\left(1 / q_{0}^{2}\right) .
\end{gather*}
$$

Tabie LII. Regions of phase space where denominators in Eq. (2.19) vanish as $\mu^{2} \rightarrow 0$. $n^{\prime}, g_{1}^{\prime}, \cdots$ denote the spatial compo nents $(s=1,2,3)$ of $n, g_{1}, \cdots$.

|  | Phase-space region | Denominators which vanish |
| :---: | :---: | :---: |
| (1) | $n^{1}=0$ | $\left(n+g_{2}\right)^{2},\left(n+g_{1}\right)^{2}$ |
| (2) | $81^{4}=0$ | $\left(n+s_{1}\right)^{\prime},\left(p-s_{1}\right)^{2}$ |
| (3) | $g_{1}{ }^{\prime}=0$ | $\left(n+g_{2}\right)^{2},\left(p-g_{2}\right)^{2}$ |
| (4) | $g_{1}{ }^{*}\| \|$ | $\left(p-g_{1}\right)^{3}$ |
| (5) | $g^{2}{ }^{\text {d }}$ \| $p^{\prime \prime}$ | $\left(p-g_{2}\right)^{2}$ |
| (6) |  | $\left(p-g_{2}\right)^{2},\left(p-g_{2}\right)^{2},\left(p-g_{1}-g_{2}\right)^{2}$ |
| (7) | $g_{1}{ }^{\text {a }} \\| n^{\text {d }}$ | $\left(n+g_{1}\right)^{2}$ |
| (8) | $g^{2}{ }^{\text {d }} \\| n^{0}$ | $(n+6)^{3}$ |

As a consequence, one finds

$$
\begin{equation*}
\lim _{p 0 \rightarrow i \infty} T_{(1)(2)} * C_{3 m p t}=\left(1 / q_{0}\right) \Gamma\left(C ; p, p^{\prime}\right)+O\left(1 / q_{0}^{2}\right) \tag{A15}
\end{equation*}
$$

that is, the Bjorken timit in the case of finite regulator mass agrees with the naive commutator. This result is expected for the regulator theory since the anomalous term $\Delta^{\text {Compt }}$ is independent of the gluon mass and is canceled by exactly the same term (with opposite sign) which must be present when the regulator mass is kept finite.

## APPENDIX B: FOURTH-ORDER CALCULATION

In this appendix we consider an extension of our previous results to order $\mathrm{gr}^{4}$. Unfortunately, repeating the general calculation of Appendix $A$ in the next order of perturbation theory would require a prohibitive amount of work, and therefore will not be attempted. Rather, we will content ourselves with the calculation of one special case, which is made tractable by a combination of tricks. The special case is the $S U_{3}$-antisym-
metric piece of the vector-vector commutator, in the scalar- and pseudoscalar-gluon models. There are two further restrictions. We consider only the leading logarithmic behavior in the Bjorken limit, and we limit ourselves to the part of the commutator which, like $\Delta^{\text {Compt, }}$ is independent of the three-momenta $\mathbf{q}, \mathbf{q}^{\prime}, \mathbf{p}$, and $\mathbf{p}^{\prime}$ and of the fermion mass $m$. This second restriction means that we can set $q=\mathbf{q}^{\prime}=\mathbf{p}=\mathbf{p}^{\prime}=\mathbf{0}$ at the outset, so that we are dealing with the forward Compton scattering amplitude, and that we can take the limit $m \rightarrow 0$ wherever In $m$ divergences do not appear. (We will verify that there are no $\ln m$ factors in the leading $\ln \left|q_{0}\right|^{2}$ term.) The restrictions allow us to employ the following two tricks, which make the calculation tractable: (i) We exploit a connection, provided by unitarity, between the Bjorken limit of the forward Compton amplitude and current-fermion cross sections. This connection becomes especially simple in the $m \rightarrow 0$ limit. (ii) For dimensional reasons, $\ln \left|\boldsymbol{q}_{0}\right|^{2}$ terms in the current-fermion cross section (at $m=0$ ) must be accompanied by $-\ln \mu^{2}$ terms, where $\mu$ is the gluon mass, so we can study the large- $\left|q_{0}\right|^{2}$ behavior by studying the small $-\mu^{2}$ singularities. The latter arise from readily identifiable regions of phase space, and are much more easily evaluated than the complete currentfermion cross section itself.

We begin by reviewing the unitarity connection ${ }^{6,9}$ between the current-fermion cross sections and the forward Compton amplitude. Since we are only interested in the commutator of two vector currents, we set $\gamma_{(1)}=\gamma_{\mu} \lambda^{a}, \gamma_{(2)}=\gamma_{\boldsymbol{p}} \lambda^{b}, J_{(1)}=J_{n}{ }^{a}$, and $J_{(n)}=J_{r}{ }^{b}$. It will further be convenient to restrict $a$ and $b$ to lie in the isospin $S U_{2}$ subspace of $S U_{8}(a, b=1,2)$; this has no effect on the part of the commutator antisymmetric in $a$ and $b$, and has the virtue of making the charge structure of our problem identical to the familiar case of pion-nucleon scattering. Denoting $\omega=-q^{2} / p \cdot q$, we may write for the spin-averaged, forward-scattering current-"proton" amplitude, ${ }^{18}$

$$
\begin{align*}
& =\frac{-3}{4} \operatorname{Tr}_{r}\left[\left(\frac{\gamma \cdot p+m}{2 m}\right)\left(\gamma, \lambda^{a} \frac{1}{\gamma \cdot p+\gamma \cdot q-m} \gamma_{\mu} \lambda^{b}+\gamma, \lambda^{b} \frac{1}{\gamma \cdot p-\gamma \cdot q-m} \gamma_{\mu} \lambda^{a}\right)\right] \\
& +T_{1}^{a b}\left(q^{2}, \omega\right)\left(-g_{\mu r}+\frac{q_{\mu} q_{v}}{q^{2}}\right)+T_{2}^{\alpha \Delta}\left(q^{2}, \omega\right)\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right)\left(p r-\frac{p \cdot q}{q^{2}} q_{v}\right) . \tag{B1}
\end{align*}
$$

On the third and fourth lines, we have explicitly separated off the Born approximation and made use of the vector Ward identities for $\tilde{T}_{(1)(3)}{ }^{*}(p, p, q)$, which imply that the non-Born part is divergenceless. The isospin structure of the non-Born amplitudes may be written in the form

$$
\begin{equation*}
T_{1,2^{a b}}\left(q^{2}, \omega\right)=T_{1,2}^{(+)}\left(q^{2}, \omega\right) \frac{1}{2}\left\{\lambda^{a}, \lambda^{b}\right\}+T_{1.2}(-)\left(q^{2}, \omega\right) \frac{1}{2}\left[\lambda^{a}, \lambda^{b}\right] . \tag{B2}
\end{equation*}
$$

The standard forward dispersion relations analysis for pion-nucleon scattering ${ }^{19}$ may now be taken over to show

[^137]that the amplitudes $T_{1,2}{ }^{(\dagger)}$ satisfy the following dispersion relations:
\[

$$
\begin{align*}
& T_{1}^{(+)}\left(q^{2}, \omega\right)=T_{1}^{(+)}\left(q^{2}, \infty\right)-\int_{0}^{1} d \omega^{\prime}\left[W_{1}^{-}\left(q^{2}, \omega^{\prime}\right)+W_{1}^{+}\left(q^{2},\left(\omega^{\prime}\right)\right]\left[\left(\omega^{\prime}-\omega\right)^{-1}+\left(\omega^{\prime}+\omega\right)^{-1}\right],\right. \\
& T_{1}^{(-)}\left(q^{2}, \omega\right)=-\int_{0}^{2} d \omega^{\prime}\left[W_{1}^{-}\left(q^{2}, \omega^{\prime}\right)-W_{1}^{+}\left(q^{2}, \omega^{\prime}\right)\right]\left[\left(\omega^{\prime}-\omega\right)^{-1}-\left(\omega^{\prime}+\omega\right)^{-1}\right], \\
& T_{2}^{(+)}\left(q^{2}, \omega\right)=-\omega \int_{0}^{2} \frac{d \omega^{\prime}}{\omega^{\prime}}\left[W_{2}^{-}\left(q^{2}, \omega^{\prime}\right)+W_{2}^{+}\left(q^{2}, \omega^{\prime}\right)\right]\left[\left(\omega^{\prime}-\omega\right)^{-1}-\left(\omega^{\prime}+\omega\right)^{-1}\right],  \tag{B3}\\
& T_{2}^{(-)}\left(q^{2}, \omega\right)=-\omega \int_{0}^{2} \frac{d \omega^{\prime}}{\omega^{\prime}}\left[W_{2}^{-}\left(q^{2}, \omega^{\prime}\right)-W_{2}^{+}\left(q^{2}, \omega^{\prime}\right)\right]\left[\left(\omega^{\prime}-\omega\right)^{-1}+\left(\omega^{\prime}+\omega\right)^{-1}\right],
\end{align*}
$$
\]

with absorptive parts given by

$$
\begin{align*}
& -(2 \pi)^{3 / 2} \sum_{\text {mpin }(p) N} \sum_{N}\langle p| 2^{-1 / 2}\left(J_{n}^{1} \mp J_{n}^{2}\right)|N\rangle\langle N| 2^{-1 / 2}\left(J_{2}^{1} \pm i J_{r}^{2}\right)|p\rangle \delta^{4}(p+q-N) \\
& =2 W_{1} \pm\left(q^{2}, \omega\right)\left(-g_{\mu}+\frac{q_{m} q_{v}}{q^{2}}\right)+2 W_{2^{2}}\left(q^{2}, \omega\right)\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{m}\right)\left(p_{r}-\frac{p \cdot q}{q^{2}} q_{v}\right) . \tag{B4}
\end{align*}
$$

In writing Eq. (B3), we have assumed one subtraction each for $T_{1}{ }^{( \pm)}$[ the subtraction constant $T_{1}{ }^{(-)}\left(q^{2}, \infty\right)$ vanishes by crossing symmetry] and no subtraction for $T_{2}{ }^{( \pm)}$. To second order in $g_{2}^{2}$ we have explicitly checked the validity of these assumptions. Since the asymptotic behavior as $\omega \rightarrow 0$ of higher orders of perturbation theory will differ from second order only by powers of $\ln \omega$, and not by powers of $\omega$, we expect these assumptions to be true to arbitrary order, and in particular, to order $\mathrm{gr}^{4}$.

Let us now set $\mathbf{q}=\mathbf{p}=\mathbf{0}, \mu=\nu=1$ in Eq. (B1) and take the limit $q \sigma+i \infty$. Using Eqs. (B2) and (B3), we find that the right-hand side of Eq. (B1) becomes

$$
\begin{align*}
& q_{0}^{-\frac{1}{2}\left[\lambda^{0}, \lambda^{0}\right]} \\
& \times\left\{1-\lim _{0^{2}-\infty} 2 m \int_{0}^{2} d \omega^{\prime}\left[W_{1}^{-}\left(q^{2}, \omega^{\prime}\right)-W_{1}^{+}\left(q^{2},\left(\omega^{\prime}\right)\right]\right\}\right. \\
&  \tag{B5}\\
& \\
& \quad+(\text { term symmetric in } a, b)+O\left(q_{0}^{-2} \ln q_{0}\right) .
\end{align*}
$$

We know that the Bjorken limit of $T_{(a)(a)}{ }^{*}(p, p, q)$ must have the general form

$$
\lim _{\infty-1 \infty} \tilde{T}_{(1)-\infty-\infty}(\lambda)^{*}=q_{0}^{-}-\frac{1}{2}\left[\lambda^{a}, \lambda^{b}\right]
$$

$$
\times\left[\gamma_{\mu} \gamma \sigma \gamma+\gamma_{\gamma} \gamma_{\mu}+2\left(g_{\infty}-g_{\mu g_{n}}\right) \gamma_{0} f\left(q^{2} / \mu^{2}, m^{2} / \mu^{2}\right)\right]
$$

$$
\begin{equation*}
+(\text { term symmetric in } a, b)+O\left(q_{0}^{-2} \ln q_{0}\right) \tag{B6}
\end{equation*}
$$

with $f$ the difference between the Bjorken limit and the naive commutator. Setting $\mu=\nu=1$ in Eq. (B6), substituting for the left-hand side of Eq. (B1), and comparing with Eq. (B5), we get a sum rule for $f$,

$$
\begin{align*}
f\left(q^{2} / \mu^{2}, m^{2} / \mu^{2}\right)= & \lim _{\boldsymbol{q}^{2}+\infty} 2 m \int_{0}^{2} d \omega^{\prime} \\
& \times\left[W_{1}^{-}\left(q^{2}, \omega^{\prime}\right)-W_{2}^{+}\left(q^{2}, \omega^{\prime}\right)\right] . \tag{B7}
\end{align*}
$$

Equation (B7) can be rewritten in a more useful form by recalling that the usual fixed $-q^{2}$ sum rule, following
from the Gell-Mann time-component algebra, is

$$
\begin{equation*}
0=\int_{0}^{2} \frac{d \omega^{\prime}}{\omega^{\prime 2}}\left[W_{1}^{-}\left(q^{2}, \omega^{\prime}\right)-W_{2}^{+}\left(q^{2}, \omega^{\prime}\right)\right] \tag{B8}
\end{equation*}
$$

and is valid to all orders in perturbation theory in our models. Multiplying Eq. (B8) by $2 m q^{2}$ and adding to Eq. (B7), we get the modified sum rule

$$
\begin{align*}
f\left(q^{2} / \mu^{2}, m^{2} / \mu^{2}\right)= & \lim _{\alpha^{2}+\infty} 2 \int_{0}^{\infty} d \omega^{\prime} \\
& \times\left[L^{-}\left(q^{2}, \omega^{\prime}\right)-L^{+}\left(q^{2}, \omega^{\prime}\right)\right], \tag{B9}
\end{align*}
$$

with

$$
\begin{equation*}
L^{\mp}\left(q^{2}, \omega\right)=2 m\left[W_{1}^{\mp}\left(q^{2}, \omega\right)+\left(q^{2} / \omega^{2}\right) W_{2}^{\mp}\left(q^{2}, \omega\right)\right], \tag{R10}
\end{equation*}
$$

the total longitudinal cross section for current-fermion scattering. The great virtue of Eq. (B9) is that, in the limit $m \rightarrow 0$, the longitudinal cross sections are given by the simple formula ${ }^{20}$

$$
\begin{align*}
L^{\mp} & =-\left(m \omega^{2} / q^{2}\right)(2 \pi)^{2} \\
& \left.\times \frac{1}{2} \sum_{\operatorname{vp}^{2}(p)} \sum_{N}\left|\langle p| p^{2} \frac{1}{2}\left(J_{\gamma^{2}}^{1} \pm \omega_{r}^{2}\right)\right| N\right\rangle\left.\right|^{24}(p+q-N), \tag{B11}
\end{align*}
$$

as may be readily verified by comparison of Eqs. (B11) and (B4). We will see that the factor $p^{r}$ in Eq. (Bii) enormously simplifies the subsequent calculation.
We are now ready to proceed with the calculation of $f$ to order $g$. Before doing this, however, let us illustrate the procedure and check the arithmetic done so far by using Eqs. (B9) and (B11) to recalculate the order $\mathrm{g}_{\mathrm{r}}{ }^{2}$ result contained in Eq. (11) of the text. To second order, the intermediate states which may contribute, are the single "neutron," $" \$=n$, and the "neutron" plus gluon, $N=n+\mathrm{g}$ (Fig. 5). Neither of these contributes to $L^{+}$, and the single "neutron" contribution to $L^{-}$vanishes to order $g_{r}^{2}$, because the zeroth-order

[^138]

Frg. 5. Diagrams of order gr contributing to the "neutron" plus gluon intermediate state.
part of $\langle p| p^{r}\left(J_{r}{ }^{1}+i J_{r}^{2}\right)|n\rangle$ is proportional to $\bar{u}(p) \gamma \cdot p u(n)=0$. So we have
$L^{+}=0$,

$$
\begin{align*}
L^{-}= & \frac{-m \omega^{2}}{\varphi^{0}}(2 \pi)^{\operatorname{di}} \sum_{d p \operatorname{in}(p)} \sum_{s p \operatorname{pin}(n)} \int \frac{d^{2} n}{(2 \pi)^{2}} \\
& \quad \times \frac{m}{n^{0}} \int \frac{d^{2} g}{(2 \pi)^{2}} \frac{1}{2 g^{0}} \delta^{4}(p+q-n-g)|\Re|^{2}, \quad(B 1  \tag{B12}\\
\Re= & g_{r} \bar{u}(n)\left(\frac{1}{\gamma \cdot p+\gamma \cdot q} \gamma \cdot p+\gamma \cdot p \frac{1}{\gamma \cdot p-\gamma \cdot g}\right) \mu(p),
\end{align*}
$$

with the factors $\boldsymbol{\gamma} \cdot p$ in $9 \mathbb{M}$ a result of the factor $p^{r}$ multiplying the current in Eq. (B11). ${ }^{21}$ The factor $(\gamma \cdot p+\gamma \cdot q)^{-1}=(\gamma \cdot p+\gamma \cdot q) /[p \cdot q(2-\omega)]$ in the first term in $9 \mathbb{K}$ would, if it survived, lead to a divergence in Eq. (B9) at the end point $\omega=2$, but it vanishes on account of the $\boldsymbol{r} \cdot \boldsymbol{p}$ in the numerator. The second term in $\mathscr{M}$ is also simplified by the presence of $\gamma \cdot p$, since it can be written as

$$
g r u(n)\left[-2 p \cdot g /\left(\mu^{2}-2 p \cdot g\right)\right] u(p)
$$

which approaches the finite quantity $g_{r} a(n) u(p)$ in the limit of vanishing gluon mass $\mu^{2}$. As a result, $L^{-}$remains finite in the limit as $\mu^{2} \rightarrow 0$ and, by the dimensional argument stated above, we expect $L^{-}$to be finite in the limit $q^{2} \rightarrow-\infty$. This reasoning can be confirmed by direct evaluation of Eq. (B12), which gives

$$
\begin{equation*}
\lim _{a^{2} \rightarrow \infty} L^{-}\left(q^{2}, a\right)=\left(g^{2} / 64 \pi^{2}\right) \omega ; \tag{B13}
\end{equation*}
$$

substituting into Eq. (B9) then gives

$$
\begin{equation*}
\lim _{\alpha^{2} \rightarrow-\infty ; m+0} f=g_{r}^{2} / 16 \pi^{2} \tag{B14}
\end{equation*}
$$

in agreement with the $\left[\lambda^{a}, \lambda^{b}\right]$ term in Eq. (11).
To order $g_{r}{ }^{4}$, we will not try to calculate the finite part of $f$, but only the part which diverges logarithmically as $q^{2}-\infty$. By our dimensional argument, this


Fig. 6. Diagram of order $g_{r}^{\prime \prime}$ contributing to the one "neutron" intermediate state.
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(b)


(e)


Fig. 7. Diagrams of order grt $^{3}$ contributing to the "neutron" plus gluon intermediate state.
can be accomplished by isolating the part of $f$ which diverges like $\ln \mu^{2}$ as $\mu^{2} \rightarrow 0$. There are four intermediate states which contribute in fourth order: (i) single "neutron", $N=n$ (Fig. 6); (ii) "neutron" plus one gluon, $N=n+g$ (Fig. 7); (iii) "neutron" plus two gluons, $N=n+g_{1}+g_{2}$ (Fig. 8); (iv) trident, $N=$ $n+p+\bar{p}, n+n+\bar{n}$, or $p+p+\bar{n}$ (Fig. 9). The first three contribute only to $L^{-}$, while the trident intermediate state contributes to both $L^{+}$and $L^{-}$. We consider the cases in turn.
(i) Single "neutron." The second-order part of $\langle n| p^{\gamma}\left(J_{\tau}{ }^{1}-i J_{r}^{2}\right)|p\rangle$ is proportional to $\bar{u}(n) \bar{\Lambda}(\gamma \cdot p$;


Fic. 8. Diagrams of order gr $^{\text {" contributing to the "neutron" plus }}$ two gluon intermediate state.

Thale IV. Phase-space regions and pieces of $|\mathfrak{M K}|^{1}$ which actually make divergent contributions to Eq. (2.18). $n^{\prime}, g_{1}, \cdots$ denote the spatial components $(s=1,2,3)$ of $n, g_{1} \ldots$.

|  | Phase-space region |  |
| :---: | :---: | :---: |
| (4) | $g_{1}{ }^{2} \\| p^{\prime}$ | $\left\|g_{1} L^{2}(n)\left(\gamma \cdot p\left[1 /\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{1}\right)\right]\left[1 /\left(\gamma \cdot p-\gamma \cdot g_{1}\right)\right]\right\}_{u}(p)\right\|^{2}$ |
| (5) | $g_{2}{ }^{\prime \prime} \\| \boldsymbol{p}^{\prime}$ | $\left.\left\|g^{2}-2(n)\right\| \gamma \cdot p\left[1 /\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{2}\right)\right]\left[1 /\left(\gamma \cdot p-\gamma \cdot g_{1}\right)\right]\right\}\left.u(p)\right\|^{2}$ |
| (7) | $\mathrm{g}^{\prime}{ }^{\prime}\| \| n^{4}$ | $\left\|g_{r}^{2} \frac{L}{L}(n)\left\{\left[1 /\left(\gamma \cdot n+\gamma \cdot g_{1}\right)\right] \gamma \cdot p\left[1 /\left(\gamma \cdot p-\gamma \cdot g_{2}\right)\right]\right\} u(p)\right\|$ |
| (8) | 8s ${ }^{1 \mid} n^{4}$ | $\left\|g_{r}^{2} 2(n)\left(\left[1 /\left(\gamma \cdot n+\gamma \cdot g_{2}\right)\right] \gamma \cdot p\left[1 /\left(\gamma \cdot p-\gamma \cdot g_{1}\right)\right]\right\} u(p)\right\|^{2}$ |

$n, p) u(p)$, where $\Delta$ is the renormalized vertex part. Using the fact that $p^{2}=0$, one sees from Eq. (A8) that $\Lambda(\boldsymbol{\gamma} \cdot \boldsymbol{p} ; \boldsymbol{n}, \boldsymbol{p})$ contains only a piece proportional to $\boldsymbol{\gamma} \cdot p$ and a piece proportional to $(\gamma \cdot n)(\gamma \cdot p)(\gamma \cdot n)$, both of which vanish when sandwiched between the spinors. So the single- "neutron" contribution is zero.
(ii) "Neutron" plus one gluon. The "neutron"-plus- one- gluon contribution, in fourth order, arises from the interference of the first-order diagrams in Fig. 5 with the third-order diagrams in Fig. 7. The third-order diagrams are clearly of the same structure as the diagrams in Fig. 1, which we have already evaluated in our general treatment of the order - $g_{r}{ }^{2}$ case. We note first that, because of the factor $\gamma \cdot p$, the contributions of Figs. 7(a) and 7(b) vanish. Thus, just as in the case of the first-order matrix element, the terms containing $(\gamma \cdot p+\gamma \cdot q)^{-1} \alpha(2-\omega)^{-1}$ vanish, and


(2)



(I), (3)

Fig. 9. Diagrams of order $g_{r}{ }^{2}$ contributing to the trident intermediate states.
as a result the integral over $\omega^{\prime}$ in Eq. (B9) converges, even for vanishing gluon mass $\mu^{2}$. This means that any $\ln \mu^{2}$ singularities in $f$ must result from $\ln \mu^{2}$ singularities in $L^{-}$itself.

To evaluate the contribution of Figs. 7(c)-7( f), we calculate the renormalized self-energy and vertex parts $\tilde{\Sigma}$ and $\tilde{\Lambda}$, by performing the usual mass and wavefunction renormalizations on the unrenormalized quantities of Eqs. (A10). Note that the renormalized quantities contain no dependence on the cutoff $\lambda$, guaranteeing the validity of our dimensional arguments. In the treatment of the gluon vertex correction in Fig. 7(f), a subtlety arises. Instead of subtracting the vertex part at $g^{2}=\mu^{2}$, as required by the WatsonLepore ${ }^{22}$ convention, we subtract at $g^{2}=0$. The difference between the two methods of subtraction makes a contribution to $L^{-}$which is proportional to $\ln \left(m^{2} / \mu^{2}\right)$, but which, for fixed $\omega$, is independent of $q^{2}$ and therefore can be dropped. This is the only place in the entire calculation where we encounter $\ln m^{2}$ terms and where the presence of a $\ln \mu^{2}$ term does not indicate the presence of a term $-\ln q^{2}$. When the gluon vertex part is subtracted at $g^{2}=0$, the $m \longrightarrow 0$ limit is finite, and our usual dimensional argument applies. On substituting the expressions for $\overline{\mathbf{\Sigma}}$ and $\bar{\Lambda}$ into the third-order matrix element, we find that the integration over the intermediate state ( $n+g$ ) variables is always convergent, so that $\ln \mu^{2}$ terms in $L^{-}$can only arise from the explicit $\ln \mu^{2}$ dependence of $\bar{\Sigma}$ and $\bar{\Lambda}$. We then find for the contributions of the various diagrams to $L^{-}$,

$$
\begin{align*}
& \lim _{\mu^{2}=0} L_{7(c)}=\text { finite }, \\
& \lim _{\mu^{2} \rightarrow 0} L_{\pi(d)^{-}}=\left(g_{r}^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right) \ln \mu^{2}+\text { finite },  \tag{B15}\\
& \lim _{\mu^{2} \rightarrow 0} L_{\pi(0)}^{-}=-\left(g_{r}^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right) \ln \mu^{2}+\text { finite, } \\
& \lim _{\mu^{2} \rightarrow 0} L_{\eta()^{-}}=-2\left(g_{r}^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right) \ln \mu^{2}+\text { finite. }
\end{align*}
$$

Next, we must examine the contribution of the box diagrams of Figs. 7(g) and 7(h). We deal with these diagrams by writing them in Feynman parametrized form and substituting into the expression for $L^{-}$. For example, the contribution of Fig. $7(\mathrm{~g})$ to $L^{-}$is pro-

[^140]portional to
\[

$$
\begin{aligned}
& \int_{a}^{i_{\text {max }}} d \bar{\nu} \int_{0}^{1} x^{2} d x \int_{0}^{1} z d z \int_{0}^{1} d y \\
& \quad \times\left\{( 1 / D _ { a } ^ { 2 } ) 2 x [ ( 1 - z + y z ) \nu - y z D ] \left[(1-x) \mu^{2}\right.\right. \\
& +2 x z(1-y) \nu]+\left(2 / D_{a}\right)[\nu[1-2 x(1-z+y z)] \\
& \quad+2 x y z \bar{\nu}]\}, \quad(B 16) \\
& D_{a}=\mu^{2}\left[x-1+x^{2} y z(1-z)\right]+x(1-x)(1-z)(p+q)^{2} \\
& -a_{2}^{2}(1-y) v\left[2(1-z+j z) \nu-2 y z \bar{\nu}-(1-z)(p+q)^{2}\right], \\
& v=p \cdot q, \quad p=p \cdot g .
\end{aligned}
$$
\]

For general values of $q \cdot p$ and $q^{2}$, a singularity of Eq.
(B16) at $\mu^{2}=0$ can only arise from the integration end points $D=0, x=0, x=1, \cdots, y=1 .^{23}$ A careful analysis of the behavior of Eq. (B16) at these end points in all possible combinations shows that there is no $\ln \mu^{2}$ term as $\mu^{2} \rightarrow 0$. A similar analysis yields the same result for Fig. 7(h), so we get, finally,

$$
\begin{equation*}
\lim _{r^{2} \rightarrow 0} L_{7(a)}^{-}=\lim _{n^{2} \rightarrow 0} L_{n(h)^{-}}=\text {finite } \tag{B17}
\end{equation*}
$$

This completes our analysis of the "neutron" plus one gluon intermediate state.
(iii) "Neutron" plus two gluons. The "neutron" plus two gluon contribution arises from the square of the second-order matrix element corresponding to the diagrams in Fig. 8. We have

with
$\mathfrak{T}=g_{r}^{2} \underline{Z}(n)\left(\frac{1}{\gamma \cdot n+\gamma \cdot g_{2}} \gamma \cdot p \frac{1}{\gamma \cdot p-\gamma \cdot g_{1}}+\frac{1}{\gamma \cdot n+\gamma \cdot g_{1}} \gamma \cdot p \frac{1}{\gamma \cdot p-\gamma \cdot g_{2}}+\gamma \cdot p \frac{1}{\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{2}} \frac{1}{\gamma \cdot p-\gamma \cdot g_{1}}\right.$

$$
\begin{equation*}
\left.+\gamma \cdot p \frac{1}{\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{2}} \frac{1}{\gamma \cdot p-\gamma \cdot g_{2}}\right) \boldsymbol{\omega}(p) \tag{B19}
\end{equation*}
$$

Only four terms appear in $9 /$ because the contributions of the two diagrams on the first line of Fig. 8 are proportional to $(\gamma \cdot p+\gamma \cdot q)^{-1} \gamma \cdot p u(p)$, and therefore vanish. Just as before, this means that the integral over $\omega^{\prime}$ in Eq. (B9) converges, and any $\ln \mu^{2}$ behavior in $f_{2}$ gluon must originate in $L_{2}^{-}$gluon itself. Possible divergences in $L_{2}^{-}$gluon as $\mu^{2} \rightarrow 0$ arise from the eight regions of three-particle phase space listed in Table III, where denominators in the matrix element of Eq. (B19) vanish. To extract the divergent part, we make a careful study of the behavior of the integral of Eq. (B18) in each of the eight regions. In this connection, the following simple inequality is very useful: Let $p$ be a null vector and let $Q\left(=g_{1}, g_{2}, g_{1}+g_{2}\right)$ be timelike with $p^{0}>0$ and $Q^{0}>0$. Then we may write

$$
\begin{gather*}
(\gamma \cdot p)(\gamma \cdot Q)=p \cdot Q+\frac{1}{2} \gamma_{\alpha} \gamma_{\beta} T^{\alpha A}, \\
T^{\alpha \beta}=p^{\alpha} Q^{\beta}-p^{\beta} Q^{\alpha}, \tag{B20}
\end{gather*}
$$

with the following simple bounds on $T^{\alpha s}$ :

$$
\begin{gather*}
\left|T^{A B}\right| \leq\left[4 p^{0} Q^{0} p \cdot Q\right]^{1 / 2}, \quad A, B,=1,2,3 \\
\left|T^{A 0}\right| \leq\left[2(p \cdot Q)^{2}+4 p^{0} Q^{0} p \cdot Q\right]^{1 / 2} . \tag{B21}
\end{gather*}
$$

In other words, for small $p \cdot Q$, the $\gamma$-matrix product $(\gamma \cdot p)(\gamma \cdot Q)$ is always bounded by $(p \cdot Q)^{1 / 2}$. Application of this inequality shows that many of the potentially divergent phase-space regions actually make a finite contribution to Eq. (B18), and that the only divergent contributions come from the phase-space regions and pieces of $|\Im K|^{2}$ shown in Table IV. Evaluation of the spin sums and phase-space integrals show
that regions (4) and (5) each make a contribution to $L^{-}$of
$-\frac{1}{2}\left(g^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right)\left[\ln \left(\frac{1}{2} \omega\right)+(2 / \omega)-1\right] \ln \mu^{2}+$ finite,
(B22)
while regions (7) and (8) each make a contribution of

$$
\begin{equation*}
-\frac{1}{4}\left(g^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right) \ln \mu^{2} \tag{B23}
\end{equation*}
$$

giving a total of
$\lim _{\mu^{2} \rightarrow 0} L_{2^{-}}{ }_{\text {gluon }}=-\left(g^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right)\left[\ln \left(\frac{3}{3} \omega\right)+(2 / \omega)-\frac{1}{2}\right]$
$X \ln \mu^{2}+$ finite. (B24)
(iv) Trident. The three trident contributions arise from the squares of the second-order matrix elements corresponding to the diagrams of Fig. 9. In Table V we list the momentum labeling for each of the three states and indicate to which $L$ it contributes. The

Table V. Four-momentum labeling for trident production.

| Trident state | Four-momentum labed |  |  | Contributes to |
| :---: | :---: | :---: | :---: | :---: |
|  | $g 1$ | $\mathrm{g}_{1}$ | g |  |
| (1) | \% | $p$ | $p$ | $L^{-}$ |
| (2) | * | 8 | $\pi$ | $L^{-}$ |
| (3) | p | $p$ | n | $L^{+}$ |

[^141]Table VI. Phase-space regions and pieces of $\mid$ gre $\left.{ }^{(1, y)}\right|^{2}$ which actually make divergent contributions to
Eq. (3.25). $\mathrm{gr}^{\prime \prime}, \mathrm{g}_{4}{ }^{4}$, and $\mathrm{ga}^{2}$ denote the spatial components ( $s=1,2,3$ ) of $\mathrm{g}_{1}, g_{1}$, and $\mathrm{ga}_{\mathrm{a}}$.

| Phase-space region | Piece of \| 9T |' | Occurs in |
| :---: | :---: | :---: |
| $\mathrm{ga}^{\text {a }}$ \| gat |  | $\left\|9 \pi^{(2)}\right\|^{2},\left\|\pi^{(x)}\right\|^{2}$ |
| $g_{1}{ }^{\prime}\| \| b_{1}{ }^{\prime}$ |  | $\left\|\Re^{(9)}\right\|^{2}$ |

matrix element for state $(j)(j=1,2,3)$ receives contributions from only those diagrams in Fig. 9 which are labeled below with ( $j$ ). We find [the factors of $\frac{1}{2}$ in Eq. (B26) are statistical]

$$
\begin{equation*}
L_{\text {trident }}^{\mp}=\frac{-m \omega^{2}}{q^{2}}(2 \pi)^{3} \frac{1}{4} \sum_{r p i n(p)} \sum_{\text {spin }\left(\rho_{1}, g_{1}, \rho_{3}\right)} \int \frac{d^{2} g_{1}}{(2 \pi)^{3}} \frac{m}{g_{1}^{0}} \int \frac{d^{3} g_{2}}{(2 \pi)^{3}} \frac{m}{g_{2}^{n}} \int \frac{d^{3} g_{3}}{(2 \pi)^{3}} \frac{m}{g_{a}^{0}} \delta^{4}\left(p+q-g_{1}-g_{2}-g_{3}\right)\left|\pi l^{\mp}\right|^{2}, \tag{B25}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\mathfrak{N}^{-}\right|^{2}=\left|\Re^{(1)}\right|^{2}+\frac{1}{2}\left|\mathscr{N}^{(2)}\right|^{2}, \quad\left|\mathscr{N}^{+}\right|^{2}=\frac{1}{2}\left|\mathfrak{N}^{(3)}\right|^{2}, \tag{B26}
\end{equation*}
$$

$\mathfrak{N i}^{(1)}=g_{V}{ }^{2}\left\{\bar{u}\left(g_{1}\right) \gamma \cdot p\left(\gamma \cdot p-\gamma \cdot g_{2}-\gamma \cdot g_{3}\right)^{-1} u(p)\left[\left(g_{2}+g_{9}\right)^{2}-\mu^{2}\right]^{-L} \bar{u}\left(g_{2}\right) v\left(g_{3}\right)\right.$

$$
+\bar{u}\left(g_{2}\right) u(p)\left[\left(p-g_{2}\right)^{2}-\mu^{2}\right]^{-1} \bar{u}\left(g_{1}\right)\left[-1 /\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{2}\right)\right] \gamma \cdot p v\left(g_{3}\right)
$$

$$
\left.+\bar{u}\left(g_{2}\right) u(p)\left[\left(p-g_{2}\right)^{2}-\mu^{2}\right]^{-1} \bar{u}\left(g_{1}\right) \gamma \cdot p\left(\gamma \cdot p-\gamma \cdot g_{2}-\gamma \cdot g_{3}\right)^{-1} v\left(g_{3}\right)\right\},
$$

$$
\mathfrak{m}^{(2)}=g_{r}^{2}\left\{u\left(g_{1}\right) \gamma \cdot p\left(\gamma \cdot p-\gamma \cdot g_{2}-\gamma \cdot g_{3}\right)^{-1} u(p)\left[\left(g_{2}+g_{3}\right)^{2}-\mu^{2}\right]^{-1} \bar{u}\left(g_{2}\right) v\left(g_{3}\right)\right.
$$

$$
\begin{equation*}
\left.+\bar{u}\left(g_{2}\right) \gamma \cdot p\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{3}\right)^{-1} u(p)\left[\left(g_{1}+g_{3}\right)^{2}-\mu^{2}\right]^{-2} \bar{u}\left(g_{1}\right) v\left(g_{3}\right)\right\}, \tag{B27}
\end{equation*}
$$

$\pi \pi^{(3)}=g_{r}^{2}\left\{\bar{u}\left(g_{1}\right) u(p)\left[\left(p-g_{1}\right)^{2}-\mu^{2}\right]^{-u}\left(g_{2}\right)\left[-1 /\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{2}\right)\right] \gamma \cdot p v\left(g_{3}\right)\right.$
$+\hat{u}\left(g_{2}\right) u(p)\left[\left(p-g_{2}\right)^{2}-\mu^{2}\right]^{2} \bar{u}\left(g_{1}\right)\left[-1 /\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{2}\right)\right] \gamma \cdot p v\left(g_{3}\right)$
$+\bar{u}\left(g_{1}\right) u(p)\left[\left(p-g_{1}\right)^{2}-\mu^{2}\right]{ }^{2} \bar{u}\left(g_{2}\right) \gamma \cdot p\left(\gamma \cdot p-\gamma \cdot g_{1}-\gamma \cdot g_{3}\right)^{-1} v\left(g_{s}\right)$

$$
\left.+\bar{u}\left(g_{2}\right) u(p)\left[\left(p-g_{2}\right)^{2}-\mu^{2}\right]-u^{2}\left(g_{1}\right) \gamma \cdot p\left(\gamma \cdot p-\gamma \cdot g_{2}-\gamma \cdot g_{a}\right)^{-1} v\left(g_{a}\right)\right] .
$$

The two diagrams on the first line of Fig. 9 make no contribution to the matrix elements since they contain the factor $(\gamma \cdot p+\gamma \cdot q)^{-1} \gamma \cdot p u(p)=0$, and as before, this means that divergences in $f_{\text {tridemt }}$ must originate in $L_{\text {tridea }}^{\top}$ themselves. Potential divergences in $L^{\mp}$ triddm are associated with special regions of three-body phase space where denominators in Eq. (B27) vanish. In studying the actual behavior of Eq. (B25) in these regions, we use the inequality of Eq. (B21) and the estimates

$$
\left.\begin{array}{l}
\left|\bar{u}\left(g_{1,2}\right) u(p)\right| \propto\left(g_{1,2} \cdot p\right)^{1 / 2} \quad \text { as } g_{1,2} \cdot p \rightarrow 0, \\
\left|\bar{u}\left(g_{1,2}\right) v\left(g_{1}\right)\right| \propto\left(g_{1,2} \cdot g_{3}\right)^{1 / 2}  \tag{B28}\\
\text { as } g_{1,2} \cdot g_{r} \rightarrow 0
\end{array}\right) .
$$

We find that most of the dangerous phase-space regions actually give finite results in the $\mu^{2} 20$ limit, with logarithmic divergences coming from the regions of phase space and pieces of $\mid$ sti $\left.{ }^{(\alpha, 2)}\right|^{2}$ shown in Table VI. Evaluation of the spin sums and phase-space integrals gives the result

$$
\begin{gathered}
\lim _{\mu^{2} \rightarrow 0} L^{+} \text {trident }=\text { finite, } \\
\lim _{\omega^{2} \rightarrow 0} L^{-} \operatorname{tridm} t=-4\left(\mathrm{gr}^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right) \ln \mu^{2}+\text { finite, (B29) }
\end{gathered}
$$

with $\frac{3}{4}$ of this result coming from the phase-space region $g_{2}{ }^{4} \| g_{0}{ }^{4}$ and $\frac{4}{4}$ from the region $g_{1}{ }^{4} \| g_{8}{ }^{\circ}$.

This completes our analysis of intermediate states which contribute in order $\mathrm{gr}_{r}^{4}$. Adding up the contributions from Eqs. (B15), (B24), and (B29), we find, for the total fourth-order contribution,

$$
\begin{gather*}
\lim _{\mu^{2}-0} L^{+}\left(q^{2}, \omega\right)=\text { n̂nite }, \\
\lim _{\omega^{2} \rightarrow 0} L^{-}\left(q^{2}, \omega\right)=-\left(g_{r}^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right)  \tag{S}\\
\times\left[\ln \left(\frac{1}{2} \omega\right)+(2 / \omega)+\frac{\mu}{2}\right] \ln \mu^{2}+\text { finite },
\end{gather*}
$$

which, by our dimensional argument, implies that

$$
\begin{gather*}
\lim _{\Omega^{2}+\infty} L^{+}\left(q^{2}, \omega\right)=\text { finite }, \\
\lim _{2^{2}+\infty} L^{-}\left(q^{2}, \omega\right)=\left(g_{r}^{2} / 4 \pi\right)^{2}\left(\omega / 64 \pi^{2}\right)  \tag{B31}\\
\times\left[\ln \left(\frac{1}{2} \omega\right)+(2 / \omega)+\frac{11}{2}\right] \ln \left(q^{2} / \mu^{2}\right)+\text { finite. }
\end{gather*}
$$

Substituting this result into Eqs. (B6) and (B9) yields the fourth-order Bjorken limit quoted in Eq. (12) of the text. ${ }^{24}$

[^142]Excerpt from S. L. Ader, Anomalies in Ward Identities and Current Commutation Relations, in Local Currents and Their Applications, Proceedings of an informal Conference, D. H. Sharp and A. S. Wightman, ods. (North-Holland, Amsterdam and American Elsevier, New York, 1974). Reprinted with permission from Elsevier.

### 2.4. Questions raised by the breakdown of the BJL limil

Experimentally, Bjorken scaling works very well and $\sigma_{S} / \sigma_{T}=0.18 \pm 0.05$, i.e. the longitudinal cross section is small. So renormalized perturbation theory seems to be a bad guide here. This state of affairs raises several questions.
(i) Is it only the perturbation expansion that is at fault, or does the trouble lie in local field theory itself? Bitar and Khuri[4] have studied the BJL limit using only analyticity and positivity. They find that class I intermediate state (fig. 10) violate the BJL limit for space-space commutators, but cannot rule out a cancelling contribution from class II intermediate states (fig. 11).

(ii) Can one make a consistent calculational scheme in which Bjorken limits, the Callan-Gross relation and scaling are all valid? This is a real challenge to theorists. The Lee-Wick theory, for example, doesn't do the job: The BIL limits are satisfied but complex singularities change dispersion relations in such a way that the Callan-Gross relation is still violated. Perhaps a successful approach would involve summation of perturbation theory graphs plus use of the Gell-Mann-Low eigenvalue condition (see sect. 3 ).
(iii) The same questions apply to light-cone algebra, which is basically the BJL limit in the $p_{0} \rightarrow \infty$ frame, as in the Callan-Gross derivation of their sum rules.

## 3. Anomalous scaling

Consider a field theory with a dimensionless coupling constant. When all energies become much greater than particle masses, one naively expects the $n$-point functions to scale - i.e. to become mass-independent apart from an overall factor. In this section we discuss the formal theory of scaling[5] and its breakdown in field theory.

### 3.1. Formal theory of scaling

The infinitesimal generator of dilations, $\delta_{n}$, transforms coordinates as follows:

$$
\begin{equation*}
\delta_{D} x^{\mu}=-x^{\mu} \tag{49}
\end{equation*}
$$

Under the transformations (49), a field $\varphi$ transforms as

$$
\begin{equation*}
\delta_{D} \varphi=\left(x_{\lambda} \partial^{\lambda}+d\right) \varphi, \tag{50}
\end{equation*}
$$

Where $d$ is the "scale dimension" of $\varphi$. Scale invariance for renormalizable field theories results if we take

$$
\begin{array}{ll}
d=1 & \text { for bosons, } \\
d=\frac{3}{2} & \text { for fermions } . \tag{51}
\end{array}
$$

In simple canonical field theories it is possible to find a conserved, symmetric energy-momentum tensor $\theta_{\mu \nu}$ which can be used to define a "dilation current" $D_{\mu} ;$

$$
\begin{equation*}
D_{\mu}=x^{y} \theta_{\mu \nu} \tag{52}
\end{equation*}
$$

The energy-momentum tensor $\theta_{\mu}$ is constructed so that its trace is proportional to the mass terms in the Lagranglan. Thus .

$$
\begin{equation*}
\partial^{\mu} D_{\mu}=\theta_{\mu}^{\mu}=\Sigma_{j} \frac{\partial \mathcal{L}_{m}}{\partial \varphi_{j}} d_{j} \varphi_{j}-4 \mathcal{L}_{m} \tag{53}
\end{equation*}
$$

where $\mathcal{L}_{m}=$ mass term in the Lagrangian (the only term which breaks scale invariance). Therefore, the dilation current $D_{j}$ is conserved when the theory is scale-invariant. Even when $D_{\mu}$ is not conserved, the "charge"

$$
\begin{equation*}
D(t)=\int \mathrm{d}^{3} \times D_{0}(x, t) \tag{54}
\end{equation*}
$$

acts as a generator of dilations:

$$
\begin{equation*}
i\left[D(t), \varphi_{j}(x, t)\right]=\left(x_{\lambda} \partial^{\lambda}+d_{j}\right) \varphi_{j}(x, t) . \tag{55}
\end{equation*}
$$

The relationship

$$
\begin{equation*}
\partial^{\mu} D_{\mu}=\theta_{\mu}^{\mu} \tag{56}
\end{equation*}
$$

is the scale-invariance analog of PCAC. Like PCAC, it can be used to derive low-energy theorems; in the present case for the emission of gravitons in an arbitrary process.

Now consider a single scalar-meson field $\varphi$ with a $\varphi^{4}$ self-interaction. Let $G(p)$ be the renormalized propagator and $\Gamma(p, q)$ the $\theta_{\mu}^{\mu}$ vertex function. From the usual definitions of these quantities we have

$$
\begin{align*}
& \left.G(p) \Gamma(p, q) G(p+q)\right|_{q=0} \\
& =\int \mathrm{d}^{4} x \mathrm{~d}^{4} y \mathrm{e}^{i q \cdot x} \mathrm{e}^{i p \cdot y}<0\left|\mathrm{~T}^{*}\left(\varphi(y) \varphi(0) \theta_{\mu}^{\mu}(x)\right)\right| 0>\left.\right|_{q=0}  \tag{57}\\
& =\int \mathrm{d}^{4} x \mathrm{~d}^{4} y \mathrm{e}^{i q \cdot x} \mathrm{e}^{i p-y}\left\{\partial^{\mu} \mathrm{T}^{*}\left(\varphi(y) \varphi(0) D_{\mu}\right)-\delta\left(x_{0}-y_{0}\right)\left[D_{0}(x), \varphi(y)\right] \varphi(0)\right. \\
& \left.\quad-\varphi(y) \delta\left(x_{0}\right)\left[D_{0}(x), \varphi(0)\right]\right\}\left.\right|_{q=0} \tag{58}
\end{align*}
$$

Integration by parts shows that the first term on the r.h.s. is zero when $q=0$, so eq. (58) becomes

$$
\begin{align*}
& G(p) \Gamma(p, 0) G(p)=-\int d^{4} y \mathrm{e}^{\mathrm{ip} \cdot y}\left\{\delta\left(x_{0}-y_{0}\right)<0\left|\left[D\left(x_{0}\right), \varphi(y)\right] \varphi(0)\right| 0\right\rangle \\
& \left.\left.\quad+\delta\left(x_{0}\right)<0\left|\varphi(y)\left[D\left(x_{0}\right), \varphi(0)\right]\right| 0\right\rangle\right\} . \tag{59}
\end{align*}
$$

The quantity in curly brackets on the r.h.s. can be related back to $G(p)$ using the dilation generator commutator [eq. (55)], and in this way one gets

$$
\begin{equation*}
-i \Gamma(p, 0)=p^{\nu} \partial_{\nu} G^{-1}(p)+(2 d-4) G^{-1}(p) \tag{60}
\end{equation*}
$$

Recall that $\Gamma(p, 0)$ is the three-point function shown in fig. 12, Weinberg's theorem says that $\Gamma(p, 0) \sim$ polynomial in $\log p^{2}$ as $p^{2} \rightarrow-\infty$. Thus, neglecting

$\Gamma(p, 0)$ as $p \rightarrow \infty$ in eq. (60), we find

$$
\begin{equation*}
p^{\nu} \partial_{\nu} G_{\infty}^{-1}(p)=(4-2 d) G_{\infty}^{-1}(p) \tag{61}
\end{equation*}
$$

This implies that $G_{\infty}^{-1}$ satisfies the scaling law

$$
\begin{align*}
G_{\infty}^{1} & =A\left(p^{2}\right)^{2-d} \\
& =A p^{2} \quad \text { when } d=1 . \tag{62}
\end{align*}
$$

One sees from this that the neglect of $\Gamma(p, 0)$ in eq. (60) was justified.
Unfortunately, we know that the scaling behavior for $G_{\infty}^{-1}$ predicted by the above chain of formal arguments is not correct in renormalized perturbation theory, where we find that

$$
\begin{equation*}
G_{\infty}^{-1}=p^{2} \times\left[\text { power series in } \log p^{2}\right] \tag{63}
\end{equation*}
$$

The reason for the breakdown of the formal theory of scaling is not hard to find.

To make the formal manipulations valid, we need to put in regulators. But the regulators involve large masses, which necessarily break scale invariance. The trouble arises because ( $\left.\theta_{\mu}\right)^{\text {reg }}$ does not go to zero as the regulator masses go to infinity. This behavior is of course analogous to what one finds when one looks at the VVA Ward identity from the regulator viewpoint.

### 3.2. Correct scaling relations: The Callan-Symanzik equations

Straightforward dimensional arguments require that $G^{-1}(p)$ depend on the particle mass as follows

$$
\begin{equation*}
G^{-1}(p)=\mu^{2} G^{-1}\left[p^{2} / \mu^{2}\right] \tag{64}
\end{equation*}
$$

so that we have the identity

$$
\begin{equation*}
p_{\nu} \frac{\partial}{\partial p_{\nu}} G^{-1}(p)=2 G^{-1}(p)-\mu \frac{\mathrm{d}}{\mathrm{~d} \mu} G^{-1}(p) . \tag{65}
\end{equation*}
$$

The naive scaling relation, eq. (60), can thus be written

$$
\begin{equation*}
-i \Gamma(p, 0)=\left(-\mu \frac{\partial}{\partial \mu}+2 \gamma\right) G^{-1}(p), \quad G^{-1}(p) \tag{66}
\end{equation*}
$$

where $\gamma=d-1$ ( $=0$ when the "scale dimension" $d$ equals the naive canonical dimension =1).

Callan and Symanzik [6] have shown that a correct version of the scaling law (66) is given by

$$
\begin{equation*}
-i \Gamma(p, 0)=\left(-\mu \frac{\partial}{\partial \mu}+2 \gamma(\lambda)+\beta(\lambda) \frac{\partial}{\partial \lambda}\right) G^{-1}(p) \tag{67}
\end{equation*}
$$

where $\lambda$ is the renormalized coulping constant, $\gamma(\lambda)=d(\lambda)-1$ and $d(\lambda)$ is the "anomalous" scaling dimension of the theory. If the $\beta$ term were zero, one would find

$$
\begin{equation*}
G_{\infty}^{-1}=A\left(p^{2}\right)^{2-d(\lambda)}=A\left(p^{2}\right)^{1-\gamma(\lambda)}, \tag{68}
\end{equation*}
$$

i.e., scaling with anomalous dimension $d(\lambda)$.

A simple scaling law like eq. (68) does not result from eq. (67) with $\beta \neq 0$. The $p \rightarrow \infty$ limit of eq. (67) then becomes

$$
\begin{equation*}
0 \sim\left(-\mu \frac{\partial}{\partial \mu}+2 \gamma(\lambda)+\beta(\lambda) \frac{\partial}{\partial \lambda}\right) G_{\infty}^{-2}(p), \tag{69}
\end{equation*}
$$

which can be integrated and gives only the much less restrictive asymptotic predictions of renormalization group theory.

### 3.3. Remarks

We conclude with several comments on the foregoing results.
(i) The statement $\beta(\lambda)=0$ is closely related to the Gell-Mann-Low eigenvalue condition ${ }^{*}$.
(ii) If $\beta(\lambda)=0$, with a simple zero $\lambda_{0}$, then

$$
\begin{equation*}
G_{\infty}^{-1}(p)=A\left(p^{2}\right)^{1-\gamma\left(\lambda_{0}\right)} \tag{70}
\end{equation*}
$$

In other words, the asymptotic behavior is determined by the bare coupling constant $\lambda_{0}$, independent of the value of the renormalized coupling constant $\lambda[7]$.
(iii) Several models with $\beta=0$ show scaling properties. For example, this is the case for both the Johnson-Baker-Willey model[8] of quantum electrodynamics and for the Thirring model [9] (with massless or massive fermions). Note that neither of these models has a vacuum-polarization structure, which for a fermion theory implies $\beta \equiv 0$.
(iv) The Callan-Symanzik equation (67) can be used to prove the momentum space version of Wilson's operator product expansion (in perturbation theory), and this can be used to study the anomalous BJL limit[10].
(v) An interesting question is whether the Callan-Symanzik relations can be used to do graph summations for objects more complicated than propagators, for example, for fermion inelastic structure functions [11].
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# Energy-momentum-tensor trace anomaly in spin-1/2 quantum electrodynamics 
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We relate the energy-momentum-tensor trace anomaly in spin-1/2 quantum electrodynamics to the functions E(a). \&(a) defined through the Callan-Symanzik equations, and prove finiteness of $\theta_{p m}$ when the anomaly is taken into account.

## I. INTRODUCTION

Spin- $\frac{1}{2}$ quantum electrodynamics, characterized by the Lagrangian density ${ }^{1}$

$$
\begin{align*}
\mathcal{L}_{1 \mathrm{Iv}}(x)= & \bar{\psi}(x)\left(i \gamma \cdot \partial-m_{0}\right) \psi(x)-\frac{1}{4} F_{\mu \nu}(x) F^{\mu \nu}(x) \\
& -e_{0} \bar{\psi}(x) \gamma_{\mu} \psi(x) A^{u}(x), \tag{1.1}
\end{align*}
$$

is one of the simplest field theory models in which to study anomalies. The axial-vector divergence anomaly in this theory has been extensively analyzed ${ }^{2}$; we wish in this note to discuss some properties of the energy-momentum-tensor trace anomaly. ${ }^{3}$ Taking for the energy-momentum tensor $\theta_{u \nu}$ the symmetric form

$$
\begin{align*}
& \theta_{\mu \nu}=\theta_{\mu \nu}^{e}+\theta_{\mu \nu}^{\gamma}, \\
& \theta_{\mu \nu}^{\gamma}=\frac{1}{4} \eta_{\mu \nu} F_{\lambda \varepsilon} F^{2 \omega}-F_{\lambda \mu} F_{\nu}^{2},  \tag{1.2}\\
& \theta_{\mu \nu}^{r y}=\frac{1}{\alpha} i\left[\bar{\psi} \bar{\psi}_{\mu}\left(\vec{\partial}_{\nu}+i e_{0} A_{\nu}\right) \psi+\bar{\psi} \gamma_{\nu}\left(\vec{\partial}_{\mu}+i e_{0} A_{\mu}\right) \psi\right. \\
& \left.\quad-\bar{\psi}\left(\bar{\partial}_{\nu}-i e_{0} A_{\nu}\right) \gamma_{\mu} \psi-\bar{\psi}\left(\stackrel{\rightharpoonup}{\partial}_{\mu}-i e_{0} A_{\mu}\right) \gamma_{\nu} \psi\right],
\end{align*}
$$

a simple application of the equations of motion gives the so-called "naive" trace formula

$$
\begin{equation*}
\theta_{\mu}{ }^{\mu}=m_{0} \bar{\psi} \psi . \tag{1.3}
\end{equation*}
$$

As has been shown by the authors of Ref. 3, Eq. (1.3) is not correct as it stands, but instead must be modified by the addition of an anomalous term ${ }^{4}$ proportional to $Z_{3}{ }^{-1} F_{20} F^{2 \sigma}$. Our aim in this paper is to derive an explicit formula for the trace anomaly, valid to all orders in perturbation theory, expressed in terms of the functions $\beta(\alpha)$ and $\delta(\alpha)$ of the fine-structure constant defined through the Callan-Symanzik equations.

In Sec. In we give a simple heuristic derivation of our result, which, as we shall see, is most naturally written in terms of a subtracted operator $N\left[F_{\lambda a} F^{\lambda \sigma}\right]$. There, we will be thinking in terms of using massive regulator fields. Some related
details are given in the appendixes.
Then in Sec. III we will give a more careful derivation using normal-product methods ${ }^{5}$ and dimensional regularization. ${ }^{\text {a }}$ In $n$ space-time dimensions, we have

$$
\begin{equation*}
\theta_{\mu}{ }^{\mu}=-(n-4) \mathcal{L}_{\ln \nabla}-3\left(\frac{1}{2} i \bar{\psi} \overline{\bar{b}} \psi-m_{0} \bar{\psi} \psi\right)+m_{0} \bar{\psi} \psi . \tag{1.4}
\end{equation*}
$$

The anomaly is the term - $(n-4) \mathcal{L}_{\text {anv }}$, which would vanish if $\mathcal{L}_{1 \text { ar }}$ were finite. We wish to express the anomaly in terms of renormalized operators.

Our derivation will give as a byproduct a proof that $\theta_{\mu \nu}$ as defined by Eq. (1.2) is finite to all orders of perturbation theory even when the trace anomaly is taken into account. The earlier proof by Callan, Coleman, and Jackiw ${ }^{7}$ is incomplete, while the one by Freedman, Muzinich, and Weinberg ${ }^{4}$ is not directly applicable to our case.

## II. HEURISTIC DERIVATION

The heuristic derivation is obtained by writing down an operator formula for the trace equation and then determining the unknown coefficients appearing in this formula by studying its electron-to-electron and vacuum-to-two-photon matrix elements. As our initial operator ansatz let us write the most general linear combination of gauge-invariant scalar C-even operators with the correct dimensionality,

$$
\begin{align*}
\theta_{\mu}{ }^{\psi}= & C_{1} m_{0} \bar{\psi} \psi+C_{2} z_{3}^{-1} F_{2 \sigma} F^{2 \omega} \\
& +C_{3} \frac{1}{2} i\left[\bar{\psi} \gamma \cdot\left(\stackrel{\rightharpoonup}{a}+i e_{0} A\right) \psi-\bar{\psi} \gamma \cdot\left(\bar{\theta}-i e_{0} A\right) \psi\right. \\
& \left.-2 m_{0} \bar{\psi} \psi\right] . \tag{2.1}
\end{align*}
$$

The coefficient of $C_{3}$ is formally zero by use of the equations of motion; it represents a discontinuous contribution which is present at zero momentum transfer, but which vanishes for nonzero mo-
mentum transfers, and hence does not contribute to physical matrix elements. The precise structure of this term will be determined in Sec. II, but we will ignore it in the heuristic discussion which follows. Focussing on the first two terms, it is easy to see that either $C_{1}$ or $C_{2}$ is infinite, or Eq. (2.1) cannot be correct as it stands. The reason is that both $\theta_{\mu}{ }^{\mu}$ and $m_{0} \bar{\psi} \psi$ are finite operators ${ }^{9}$ (that is, their matrix elements are made finite by the usual electron and photon wave-function renormalizations), whereas a simple calculation shows that the lowest-order diagrams (illustrated in Fig. 1) contributing to the electron-to-electron and vacuum-to-two-photon matrix elements of $Z_{3}{ }^{-1} F_{20} F^{2 \sigma}$ are logarithmically divergent, and hence cannot be made finite by wave-function renormalizations alone. This problem is analyzed in more detail in Appendix $A$, where it is shown that if a photon regulator is introduced to make the diagrams of Fig. 1 finite, then energy-mo-mentum-tensor conservation requires the introduction of extra contributions, proportional to the mass squared of the regulator field, in the $\theta_{u \nu}$ regulator photon vertex. These terms may be thought of as arising from the energy-momentum tensor of the regulator field. In the limit of infinite photon regulator mass these contributions survive and, in lowest relevant order, give a second logarithmic divergence, which just cancels the logarithmic divergence of the diagrams in Fig. 1. Thus, $C_{1}$ and $C_{2}$ remain finite, and the correct form of Eq. (2.1) is actually

$$
\begin{align*}
\theta_{\mu}{ }^{\mu}= & C_{1} m_{0} \bar{\psi} \psi+C_{2} N_{0}\left[F_{\lambda \sigma} F^{\lambda 0}\right] \\
& + \text { discontinuous terms }, \tag{2.2}
\end{align*}
$$

with $N_{0}\left[F_{\lambda \sigma} F^{\lambda \sigma}\right]$ a subtracted form of the operator $Z_{3}^{-1} F_{\lambda \sigma} F^{\lambda \sigma}$. Once it is apparent that a subtracted operator appears in Eq. (2.2), it is convenient to reexpress this operator in terms of another subtracted operator $N\left[F_{2 \rho} F^{2 \rho}\right]$ defined by

$$
\begin{aligned}
\left(e(p) \mid N\left[F_{20}^{\prime} F^{\lambda e}\right]\right. & \left|e\left(p^{\prime}\right)\right\rangle \\
& =\langle e(p)| Z_{3}^{-1} F_{\lambda 0} F^{\lambda 0}|e(p)\rangle_{\mathrm{trec}}=0
\end{aligned}
$$

$$
\begin{align*}
&\langle 0| N\left[F_{\lambda \sigma} F^{\lambda \sigma}\right]\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p^{\prime}, \epsilon_{2}\right)\right\rangle  \tag{2.3}\\
&=\langle 0| z_{3}^{-1} F_{\lambda \sigma} F^{\lambda \sigma}\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle_{\text {tree }}
\end{align*}
$$

through a relation of the form

$$
\begin{equation*}
N_{0}\left[F_{\lambda \sigma} F^{\lambda \sigma}\right]=a N\left[F_{2 \sigma} F^{\lambda \sigma}\right]+b m_{0} \bar{\psi} \psi \tag{2.4}
\end{equation*}
$$

+ discontinuous term .


FIG. 1. (a). (b) Logarithmically divergent electron and photon vertex parts, respectlvely, of the operator $Z_{j}{ }^{-1} F_{\lambda \sigma} F^{\lambda o}$, the coupling of which is denoted by $\otimes$. Wavy lines indicate photon propagators, and solid lines Indlcate electron propagatora.

This leads to the final operator form for the trace equation

$$
\begin{align*}
\theta_{\mu}^{\mu}= & K_{1} m_{0} \bar{\psi} \psi+K_{2} N\left[F_{2} F^{\lambda \rho}\right] \\
& + \text { discontinuous term } \tag{2.5}
\end{align*}
$$

with the subtracted operator $N\left[F_{\lambda \sigma} F^{\lambda \sigma}\right]$ uniquely specified by the conditions of Eq. (2.3).
We proceed now to determine the coefficients $K_{1}$ and $K_{2}$ in Eq. (2.5) by taking matrix elements of Eq. (2.5) between appropriate sets of states. Taking first the matrix element between electron states in the limit of zero momentum transfer, and using ${ }^{10}$

$$
\begin{equation*}
\langle e(p)| \theta_{\mu}{ }^{\mu}\left|e\left(p^{\prime}\right)\right\rangle_{p,} \equiv \eta^{u v}\left(\frac{p_{u} p_{v}+p_{v} p_{u}}{2 m}\right)=m \tag{2.6}
\end{equation*}
$$

and Eq. (2.3) we find

$$
\begin{equation*}
K_{1}\langle e(p)| m_{0} \bar{\psi} \psi|e(p)\rangle=m \tag{2.7}
\end{equation*}
$$

However, as shown by Sato $0^{21}$ and as explained in Appendix $B$, it is easy to see from the CallanSymanzik equation for the electron propagator that

$$
\begin{equation*}
\langle e(p)| m_{0} \bar{\psi} \psi|e(p)\rangle=\frac{m}{1+\delta(\alpha)}, \tag{2.8}
\end{equation*}
$$

with $\delta(\alpha)$ the function of the fine-structure constant $\alpha$ defined by ${ }^{12}$

$$
\begin{equation*}
1+\delta(\alpha)=\frac{m}{m_{0}} \frac{\partial m_{e}}{\partial m} \tag{2.9}
\end{equation*}
$$

Combining Eqs. (2.7) and (2.8), we conclude that ${ }^{10}$

$$
\begin{equation*}
K_{1}=1+\delta(\alpha)=1+\frac{3 \alpha}{2 \pi}+\cdots \tag{2.10}
\end{equation*}
$$

Next we take the matrix element of Eq. (2.2) between the vacuum and the two-photon state, again in the limit of zero momentum transfer. Now as Iwasaki ${ }^{14}$ has shown, the general form of the vertex $\langle 0| \theta_{u \nu}\left|\gamma\left(p_{1}, \epsilon_{1}\right) \gamma\left(p_{2}, \epsilon_{2}\right)\right\rangle$ is

$$
\begin{align*}
&\langle 0| \theta_{\mu \nu}\left|\gamma\left(p_{1}, \epsilon_{1}\right) \gamma\left(p_{2}, \epsilon_{2}\right)\right\rangle= {\left[\frac{1}{2}\left(F_{\nu}^{1 \rho} F_{\nu A}^{2}+F_{\nu}^{1 \rho} F_{\mu \rho}^{2}\right)-\frac{1}{4} \eta_{\mu \nu} F^{1 \lambda \sigma} F_{\lambda \theta}^{2}\right] A\left(q^{2}\right) } \\
&+F^{1 \lambda \sigma} F_{\lambda \sigma}^{2}\left(p_{1}-p_{2}\right)_{\mu}\left(p_{1}-p_{2}\right)_{\nu} B\left(q^{2}\right)+\frac{1}{2}\left(F_{\mu a}^{1} F_{\nu \Delta}^{2}+F_{\nu \alpha}^{1} F_{\mu A}^{2}\right) q^{\alpha} q^{A} C\left(q^{2}\right),  \tag{2.11}\\
& q=p_{1}+p_{2}, \quad p_{1}^{2}=p_{2}^{1}=0, \quad F_{\alpha \Delta}^{1}=\left(p_{1}\right)_{a}\left(\epsilon_{1}\right)_{1}-\left(p_{1}\right)_{\Delta}\left(\epsilon_{i}\right)_{\alpha} \quad i=1,2 .
\end{align*}
$$

As Iwasaki notes, Eq. (2.11) implies that the vacuum-to-two-photon matrix element of $\theta_{u}{ }^{u}$ is

$$
\begin{align*}
&\langle 0| \theta_{2}=\left|\gamma\left(p_{1}, \epsilon_{1}\right) \gamma\left(p_{2}, \epsilon_{2}\right)\right\rangle \\
&=\left(\epsilon_{1} \cdot \epsilon_{2} p_{1} \cdot p_{2}-\epsilon_{1} \cdot p_{2} \epsilon_{2} \cdot p_{1}\right) \\
& \times q^{2}\left[-2 B\left(q^{2}\right)+\frac{1}{2} C\left(q^{2}\right)\right], \tag{2.12}
\end{align*}
$$

which vanishes at $q^{2}=0$. Hence, from the vacuum-to-two-photon matrix element of Eq. (2.5) we get, using Eq. (2.6),

$$
\begin{align*}
0= & {[1+\delta(\alpha)]\langle 0| m_{0} \bar{\psi} \phi\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle } \\
& +K_{2}\left(0\left|Z_{3}^{-1} F_{2 a} F^{2 e}\right| \gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle_{t r e \theta} . \tag{2.13}
\end{align*}
$$

Now as shown by Adler et al. ${ }^{15}$ and again as explained in Appendix B, from the Callan-Sy manzik equation for the photon propagator one sees that
$\langle 0| m_{0} \bar{\psi} \psi\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle$

$$
\begin{align*}
=- & \frac{1}{4} \frac{\beta(\alpha)}{1+\delta(a)} \\
& \times\langle 0| z_{3}{ }^{-1} F_{2 a} F^{2 a}\left|\gamma\left(p, c_{1}\right) \gamma\left(-p, c_{2}\right)\right\rangle_{\text {tree }}, \tag{2.14}
\end{align*}
$$

with $\beta(\alpha)$ defined hy ${ }^{12,14}$

$$
\begin{align*}
\rho(\varepsilon) & =\frac{1}{\alpha} m \frac{\theta \alpha}{\theta m} \\
& =\frac{1}{\alpha}[1+\delta(\alpha)] m_{0} \frac{\partial \alpha}{\partial m_{0}} \\
& =\frac{2 \alpha}{3 \pi}+\frac{\alpha^{2}}{2 \pi^{2}}+\cdots . \tag{2.15}
\end{align*}
$$

Comparing Eq. (2.13) with Eq. (2.14), we learn that

$$
\begin{equation*}
K_{2}=\frac{1}{4} \beta(\alpha), \tag{2.16}
\end{equation*}
$$

and thus our final result for the trace equation is

$$
\begin{align*}
\theta_{\mu}{ }^{\mu}= & {[1+\delta(\alpha)] m_{0} \bar{\psi} \psi+\frac{1}{8} \beta(\alpha) N\left[F_{\lambda \omega} F^{\lambda \sigma}\right] } \\
& + \text { discontinuous term } . \tag{2.17}
\end{align*}
$$

The first two terms in the power-series expansion of the coefficient of the $F_{\lambda 0} F^{20}$ term in Eq. (2.17) agree with the fourth-order calculation of Chanowitz and Eliss. ${ }^{17}$

The above derivation is evidently closely analogous to the derivation, ${ }^{\text {18 }}$ by use of the CallanSymanzik equations, of the nonrenormalization theorem for the axial-vector divergence anomaly

$$
\begin{align*}
\frac{\partial}{\partial x_{\mu}} j_{\Delta}^{3}(x)= & 2 i m m_{0} J^{\prime}(x) \\
& +\frac{\alpha_{0}}{4 \pi} F^{\delta o}(x) F^{\top \rho}(x) \epsilon_{\ell a r b} . \tag{2.18}
\end{align*}
$$

However, there are two important ways in which the trace anomaly differs from the axial-vector divergence anomaly. First, the trace anomaly is
renormalized in higher orders of perturbation theory, and in fact would vanish, leaving only the "soft" operator $[1+\delta(\alpha)] m_{0} \bar{\psi} \psi$ as the trace, if $\beta(\alpha)$ satisfied the eigenvalue condition ${ }^{12,10}$

$$
\begin{equation*}
\beta(\alpha)=0 . \tag{2.19}
\end{equation*}
$$

Second, whereas the axial anomaly involves the divergent operator $Z_{s}^{-1} F^{10} F^{\top 0}$ < $_{8 \sigma}$ roj with the consequence that matrix elements of $j_{u}^{s}$ are not renormalized by wave-function renormalization factors alone, the trace anomaly involves the convergent (once-subtracted) operator $N\left[F_{\lambda \sigma} F^{2 \sigma}\right]$, consistent with the finiteness of matrix elements of the energy-momentum tensor. The appearance of a subtracted operator in Eq. (2.17), as well as closely analogous results of Lowenstein and Schroer in $\phi^{4}$ scalar field theory, ${ }^{19}$ suggests that it should be natural to derive Eq. (2.17) within the framework of the normal-product formalism. ${ }^{5}$ This is the subject to which we now turn.

## III. NORMAL-PRODUCT DERIVATION

In all subsequent discussion we assume that the vacuum expectation value of any operator we consider has been implicitly subtracted off.

In this section we will express $\theta_{\mu}{ }^{\mu}$ as a linear combination of normal-product operators. Underlying this derivation are the following two observations:
(1) The expression for $\theta_{\psi}{ }^{4}$ in terms of normal products is determined entirely by its insertions at zero momentum into Green's functions: The only operators that can occur are gauge invariant and of dimension at most 4; but the only such operator which vanishes at zero momentum is $\varepsilon^{\mu}\left(\bar{\psi} \gamma_{\mu} \psi\right)$, and this operator has the wrong chargeconjugation properties.
(2) The Callan-Symanzik equation is the Ward identity which expresses the nonconservation of the dilatation current ${ }^{20}$ and the divergence of the dilation current is essentially $\theta_{\mu}{ }^{4}$. So, if we express this Ward identity in terms of an insertion of $\int \theta_{\mu}^{\mu} d^{4} x$, then comparison with the CallanSymanzik equation in its standard form will give $\boldsymbol{\theta}_{\boldsymbol{u}}{ }^{\mu}$ (at zero momentum) in terms of renormalized operators.
We will use dimensional renormalization ${ }^{21}$ to define both the normal products and the renormalized Green's functions. This is by no means essential: All that is required is that the subtractions performed implicitly by the normal products agree with those obtained by an explicit redefinition of the fields and parameters of the bare theory.
We will frequently consider insertions at zero momentum of operators in Green's functions. In

Lowenstein' ${ }^{22}$ terminology these are differential vertex operations (DVO's).

First we must define the theory by adding a gauge-fixing term

$$
\begin{equation*}
\mathcal{L}_{\varepsilon f} \equiv-\frac{1}{2}(\partial \cdot A)^{2} / \xi_{0} \tag{3.1}
\end{equation*}
$$

to the Lagrangian so the theory is given by

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{Iap}}+\mathcal{L}_{\mathrm{ef}} \tag{3.2}
\end{equation*}
$$

As usual $\xi_{0}$ is renormalized by writing

$$
\begin{equation*}
\xi_{0}=Z_{3} \xi_{12} \tag{3.3}
\end{equation*}
$$

We are now ready to start the proof.
Consider the equation of dimensional analysis for an unrenormalized (but dimensionally regularized) Green's function $G_{0}$ :

$$
\begin{equation*}
0=\left(\kappa \frac{\partial}{\partial \kappa}-D_{G}+m_{0} \frac{\theta}{\partial m_{0}}+\left(2-\frac{1}{2} n\right) e_{0} \frac{\partial}{\partial e_{0}}\right) G_{0} \tag{3.4}
\end{equation*}
$$

Here $D_{G}$ is the mass dimension of $G_{0}$.
By the action principle we can express $a / 8 e_{0}$ and $a / a \prime_{0}$ in terms of operator insertions. Thus,

$$
\begin{align*}
& m_{0} \frac{\partial}{\partial m_{0}}=-i m_{0} \bar{\psi} \psi^{-}(0),  \tag{3.5}\\
& e_{0} \frac{\partial}{\partial e_{0}}=-i \varepsilon_{0} \bar{\psi} \bar{x}^{-}(0), \tag{3,6}
\end{align*}
$$

where the superscript tilde means that the operator hag been Fourier transformed into momentum space. Then

$$
\begin{equation*}
0=\left(\kappa \frac{\partial}{\partial \kappa}-D_{G}-i\left[m_{0} \overline{\psi \psi}+\left(2-\frac{1}{2} n\right) e_{0} \bar{\psi} \hbar \psi\right](0)\right) G_{R}, \tag{3.7}
\end{equation*}
$$

where we have multiplied the equation by $Z_{2}^{-1 / 2}$ for each external fermion line of $G_{0}$, and by $Z_{3}{ }^{-1 / 2}$ for each external photon. Thus, Eq. (3.7) is an equation for the renormalized Green's function $G_{R^{\prime}}$

To rewrite (3.7) in terms of $6_{\mu}{ }^{\mu}$ we will need the counting identities. ${ }^{27}$ These are simple consequences of the equations of motion, and can be written in terms of either bare fields or normal products. In QED these identities are

$$
\begin{align*}
N_{e}= & \left(\frac{1}{2} \bar{\psi} \bar{b} \psi+i m_{0} \bar{\psi} \psi\right)^{-}(0) \\
= & \left(\frac{1}{2} N[\bar{\psi} \bar{b} \psi]+i n N[\bar{\psi} \psi]\right)^{-}(0),  \tag{3.8}\\
N_{\gamma}= & {\left[\frac{1}{2} i F_{m \omega^{2}}+i(\theta \cdot A)^{2} / \xi_{0}+i e_{0} \bar{\psi} A \psi\right]^{-}(0) } \\
= & \left\{\frac{1}{2} i N\left[F_{u \psi^{2}}\right]+i N\left[(\theta \cdot A)^{2}\right] \xi_{R}\right. \\
& \left.+i e \mu^{2-n / 2} N[\bar{\psi} A \psi]\right\}^{-}(0) . \tag{3.9}
\end{align*}
$$

Here $N_{a}$ and $N_{\gamma}$ denote respectively the number of external electron lines of a Green's function and
the number of external photon lines. Also, $\mu$ is the unit of mass, ${ }^{21}$ which is used by dimensional regularization to make explicit the dimension of $e_{0}$, while keeping dimensionless the renormalized charge $e$; thus we have $e_{0}=\mu^{2-n / 2} e Z_{3}(e, n)^{-1 / 2}$. These identities are for operations applied to Green's functions, i.e., for DVO's.

We can now write

$$
\begin{align*}
\bar{\theta}_{\mu}{ }^{\mu}(0)= & \left(2-\frac{1}{2} n\right) i N_{y}+\frac{1}{2}(1-n) i N_{e} \\
+ & \left\{\left(2-\frac{1}{2} n\right)(\partial \cdot A)^{2} / \xi_{0}+m_{0} \bar{\psi} \psi\right. \\
& \left.+\left(2-\frac{1}{2} n\right) e_{0} \bar{\psi} A \psi\right\}^{-}(0) . \tag{3.10}
\end{align*}
$$

Notice that the right-hand side of (3.10) contains (a) the operators occurring in Eq. (3.7), (b) $N$. and $N_{r}$, which have been expressed in terms of renormalized operators, and (c) $(n-4)(0 \cdot A)^{2} / \xi_{0}$. The only operator in an inconvenient form is the last one.

However, ${ }^{23}$ an application of the gauge Ward identities to each $0 \cdot A$ in turn proves that $(0 \cdot A)^{2} /$ $\xi_{0}$ has only a single-loop divergence, and that

$$
\begin{align*}
\frac{1}{2 \xi_{0}}(\partial \cdot A)^{2}= & \frac{1}{2 \xi_{R}} N\left[(\partial \cdot A)^{2}\right] \\
& -\frac{i e^{2} \xi_{R}}{16 \pi^{2}(n-4)}\left(\bar{\phi} \overline{\bar{\phi}} \phi+2 i m_{0} \bar{\psi} \psi\right) \tag{3.11}
\end{align*}
$$

Hence,

$$
\begin{align*}
0= & {\left[\kappa \frac{\theta}{\partial_{K}}-D_{G}-i \tilde{\theta}_{\mu}{ }^{\mu}(0)+\left(\frac{3}{2}-\frac{e^{2} \xi_{R}}{8 \pi^{2}}\right) N_{\epsilon}\right] G_{R} } \\
& +O(n-4) \tag{3.12}
\end{align*}
$$

We have not yet proved $\theta_{\mu}{ }^{\mu}$ to be finite, so we cannot set $n=4$ here.
Next, we recall the Callan-Symanzik equation ${ }^{24,29}$ for $G_{R}$ :

$$
\begin{align*}
& 0=\left(\kappa \frac{\theta}{\partial K}-D_{G}-\beta \frac{\partial}{\partial e}+\left(1+\gamma_{m}\right) m \frac{\partial}{\partial m}\right. \\
&\left.+\gamma_{3} \xi_{R} \frac{\partial}{\partial \xi_{R}}-\frac{1}{2} \gamma_{2} N_{G}-\frac{1}{2} \gamma_{3} N_{V}\right) G_{R} \tag{3.13}
\end{align*}
$$

Comparison of the last two equations shows that $\tilde{8}_{\mu}{ }^{\mu}(0)$ is finite at $n=4$, and that

$$
\begin{align*}
\bar{\theta}_{\mu}{ }^{m}(0)= & -i \beta \frac{\partial}{\theta e}+i\left(1+\gamma_{m}\right) m \frac{\theta}{\theta m}+i \gamma_{3} \xi_{R} \frac{\theta}{\partial \xi_{R}} \\
& -i\left(\frac{1}{2} \gamma_{2}+\frac{\lambda}{2}-\frac{e^{2} \xi_{R}}{16 \pi^{2}}\right) N_{e}-\frac{i}{2} \gamma_{3} N_{r} \\
= & {\left[-\beta N[\bar{\psi} k \psi]+\left(1+\gamma_{m}\right) m_{0} \bar{\psi} \psi-\frac{1}{2} \gamma_{3} N\left[(\theta \cdot A)^{2}\right] / \xi_{R}\right.} \\
& \left.-i\left(\frac{1}{2} \gamma_{2}+\frac{3}{2}-\frac{e^{2} \xi_{R}}{16 \pi^{2}}\right) N_{e}-\frac{1}{2} i \gamma_{3} N_{r}\right]^{*}(0) . \tag{0}
\end{align*}
$$

Here the renormalized action principle has been used to express derivatives with respect to $e$ etc. in terms of normal products. Also, we have used the result ${ }^{9}$ that $m_{0} \bar{\psi} \psi=m N[\bar{\psi} \psi]$.

Finally, we use (a) the identities (3.8) and (3.9) to express $N_{a}$ and $N_{y}$ in terms of normal products, (b) the result $\beta=e \gamma_{g} / 2$, and (c) the observation made earlier that the zera-momentum expression for $\sigma_{\mu}{ }^{4}$ determines the expression at all momenta. We get ${ }^{28}$

$$
\begin{align*}
\theta_{u}^{u}= & \frac{1}{2} \gamma_{3} N\left[F_{\mu \nu}^{2}\right]+\left(1+\gamma_{\pi}\right) m_{0} \bar{\psi} \psi \\
& -\left[\gamma_{2}+3-e^{2} \xi_{R} /\left(6 \pi^{2}\right)\right] \\
& \times\left(\frac{1}{2} i N[\bar{\psi} \bar{D} \psi]-m_{n} N[\bar{\psi} \psi]\right) . \tag{3.15}
\end{align*}
$$

Use of the fermion equations of motion gives ${ }^{27}$

$$
\begin{equation*}
\theta_{\mu}^{\mu}=\frac{1}{4} \gamma_{s} N\left[F_{\mu \nu}{ }^{2}\right]+\left(1+\gamma_{m}\right) m_{0} \bar{\psi} \psi, \tag{3.16}
\end{equation*}
$$

the same operator formula as was found in Eq. (2.17) above.

Note added in proof. After this work was completed, we learned that essentially identical results have been obtained by N. K. Nielsen (unpublished).
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## APPENDIX A

We analyze here the consequences of including a photon regulator to make finite the divergent diagrams of Figs. 1(a) and 1(b). It proves convenient to use a regulator scheme similar to that used ${ }^{28}$ in studying the axial-vector divergence anomaly, and specified as follows:
(i) The smallest closed fermion loaps illustrated in Fig. 2 (a) are given their usual gauge-invariant, renormalized values.
(ii) The :arger fermion loops, such as illustrated in Fig. 2 (b), are calculated to be photon gauge-invariant and hence finite.
(iii) All photon propagators are regularized: Photon propagators emerging singly from vertices, as in Fig. 2(c), are regularized by the replacement

$$
\begin{equation*}
\frac{1}{p^{2}}-\frac{1}{p^{2}}-\frac{1}{p^{2}-M^{2}}=\frac{-M^{2}}{p^{2}\left(p^{2}-M^{2}\right)}, \tag{A1}
\end{equation*}
$$



(b)

(c)

(d)

(e)

FIG. 2. (a) Smallest closed fermion loops which are given their gauge-invarlant fully renormalized values. (b) Larger fermion loops whlch are evaluated to be gauge Invariant. (c) Photons emerging from singlephoton vertices, which are regulated according to Eq. (A1). (d) Photon pair emerging from $\theta_{\mu \nu}$, which is regulated according to Eq. (A2). (e) Fermion-loop diagrams with photon radiative corrections.
with $M$ the regulator mass. Pairs of photon propagators emerging from the energy-momentum tensor $\theta_{\text {uv, }}$ as in Fig. 2(d), are regularized by the replacement

$$
\begin{align*}
& \frac{1}{p_{1}^{2}} V_{\mu v a d}\left(p_{1}, p_{2}\right) \frac{1}{p_{2}^{2}} \\
&-\frac{1}{p_{1}^{2}} V_{\mu v a A}\left(p_{1}, p_{2}\right) \frac{1}{p_{2}^{2}} \\
&-\frac{1}{p_{1}^{2}-M^{2}} V_{m \alpha a}^{u}\left(p_{1}, p_{2}\right) \frac{1}{p_{2}^{2}-M^{2}}, \tag{A2}
\end{align*}
$$

With the regulator vertex $V_{\mu \nu a s}^{M}$ chosen so that (apart from photon gauge terms, which do not contribute to on-shell matrix elements) the algebraic structure of the gravitational Ward identities fm plied by conservation of $\theta_{\mu v}$ is preserved. Specifically, the Feynman rules for vertices of $\theta_{\mu \nu}$ give

$$
\begin{align*}
V_{\mu v a d}\left(p_{1}, p_{2}\right)=-\frac{1}{2} \eta_{\mu \nu}\left(p_{1} \cdot p_{2} \eta_{\alpha \Delta}-p_{1 B} p_{2 \alpha}\right) & +\frac{1}{2}\left(p_{1} \cdot p_{2} \eta_{\mu \alpha} \eta_{\nu B}+p_{1 \mu} p_{2 \nu} \eta_{\alpha B}-p_{1 \mu} p_{2 \alpha} \eta_{\nu A}-p_{s \nu} p_{1 B} \eta_{\mu \alpha}\right. \\
& \left.+p_{1} \cdot p_{2} \eta_{\nu \alpha} \eta_{\mu B}+p_{1 \nu} p_{2 \mu} \eta_{\alpha G}-p_{1 \nu} p_{2 \alpha} \eta_{\mu Q}-p_{2 \mu} p_{1 Q} \eta_{\nu \alpha}\right), \tag{A3}
\end{align*}
$$

which when contracted with $\left(p_{1}+p_{2}\right)$ gives

$$
\begin{equation*}
\left(p_{1}+p_{2}\right)^{u} V_{u v a s}\left(p_{1}, p_{2}\right)=\text { gauge terms }+\frac{1}{2} p_{1}^{2}\left(p_{2 \nu} \eta_{a s}-p_{2 a} \eta_{\nu A}\right)+\frac{1}{2} p_{2}^{2}\left(p_{1 \nu} \eta_{\alpha A}-p_{1 a} \eta_{\nu a}\right) . \tag{A4}
\end{equation*}
$$

We wish to construct $V_{\mu \text { vas }}^{\mu}\left(p_{1}, p_{2}\right)$ so that

$$
\begin{equation*}
\left(p_{1}+p_{2}\right)^{\mu} V_{\mu v a B}^{M}\left(p_{1}, p_{2}\right)=\text { gauge terms }+\frac{1}{2}\left(p_{1}^{2}-M^{2}\right)\left(p_{2 \nu} \eta_{a B}-p_{2 a} \eta_{v A}\right)+\frac{1}{2}\left(p_{2}^{2}-M^{2}\right)\left(p_{1 \nu} \eta_{a \Delta}-p_{1 \Delta} \eta_{v a}\right), \tag{A5}
\end{equation*}
$$

which gives for the divergence of Eq. (A2)

$$
\begin{align*}
&\left.\left(p_{1}+p_{2}\right)\right)^{\mu}\left(\frac{1}{p_{1}^{2}} V_{\mu \nu \alpha A}\left(p_{1}, p_{2}\right) \frac{1}{p_{2}^{2}}-\frac{1}{p_{1}^{2}-M^{2}} V_{\mu \nu a \Delta}^{\mu}\left(p_{1}, p_{2}\right) \frac{1}{p_{2}^{2}-M^{2}}\right) \\
&=\text { gauge terms }+\frac{1}{2}\left(p_{2 \mu} \eta_{\alpha A}-p_{2 \alpha} \eta_{\nu A}\right)\left(\frac{1}{p_{2}^{2}}-\frac{1}{p_{2}^{2}-M^{2}}\right)+\frac{1}{2}\left(p_{1 \nu} \eta_{\alpha B}-p_{1 A} \eta_{\nu \alpha}\right)\left(\frac{1}{p_{1}^{2}}-\frac{1}{p_{1}^{2}-M^{2}}\right), \tag{A6}
\end{align*}
$$

which has the same structure as the divergence of $\left(1 / p_{1}^{2}\right) V_{\mu v a s}\left(1 / p_{2}^{2}\right)$, apart from the replacement of the photon propagators by regularized propagators. One easily finds that the lowest-order polynomial in momenta satisfying Eq. (A5) is

$$
\begin{align*}
V_{\mu \nu a s}^{u}\left(p_{1}, p_{2}\right)= & V_{u v a s}\left(p_{1}, p_{2}\right) \\
& -\frac{1}{2} M^{2}\left(\eta_{v u} \eta_{a s}-\eta_{u \alpha} \eta_{v e}-\eta_{\mu s} \eta_{v a}\right) \tag{A7}
\end{align*}
$$

Thus, the requirement that the regularization scheme respect gravitational Ward identities introduces an explicit $M^{2}$ dependence into the $\theta_{u \nu^{-}}$ photon vertex. This is, of course, just the contribution to $\theta_{\mu v}$ expected from the mass term in the regulator field Lagrangian.
(iv) The regularization prescription adopted above makes radiative correction diagrams such as illustrated in Fig. 2(e) finite for finite $M$, but divergent as $M-\infty$, with the divergences canceled by appropriate counterterms appearing in the renormalization constant $Z_{3}(M)$. We note, however, that since explicitly renormalized values for the single-loop diagrams of Fig. 2 (a) are always used, $Z_{3}$ contains no counterterms referring to these diagrams. In effect, we have adopted a type of intermediate renormalization procedure, in which $Z_{3}$ contains counterterms only for those vacuum polarization graphs which involve internal virtual photons.
Having specified the regularization procedure, we can now turn to a study of the lowest-order divergent $\theta_{山}{ }^{\mu}$ insertions of Fig. 1. It suffices to consider these insertions at zero four-momentum transfer, since the difference between zero and nonzero four-momentum transfer will converge. Focussing on the trace-to-two-photon vertex on the left-hand side of the dashed line in Fig. 3(a), we find in one-fermion-loop order that there are two classes of $\theta_{\mu r}$ couplings which contribute, as
illustrated in Fig. 2 (b) and Fig. 2(c). [We note in passing that an explicit check of $\theta_{\mu \nu}$ conservation for the diagrams of Figs. 2(b) and 2(c) shows that the structure of the Ward identities is guaranteed by the regularization scheme sketched above, with no need for any additional vertex modifications beyond that given by Eq. (A7).] Taking the trace on $\boldsymbol{\omega}$ of Fig. 3 (b), using the trace anomaly formula of Eq. (2.17) to leading order, and dropping gauge terms gives

$$
\begin{equation*}
\eta^{n v}[3(b)]=\frac{-2 \alpha}{3 \pi} \eta_{\operatorname{ses}} \frac{M^{4}}{\bar{p}^{2}\left(p^{2}-M^{2}\right)^{2}} \tag{A8}
\end{equation*}
$$

In the absence of regulators, the trace of Fig. 3(c) would vanish, but when regulators are included it is nonvanishing, on account of the term propor-
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FIG. 3. (a) The divergent diagrams of Fig. 1, at zero four-momentum transfer. We focus on the trace-to-twophoton vertex on the left-hand alde of the dashed line. (b), (c) Classes of one-fermion-loop diagrams which contribute to the left-band aide of the dashed line in (a).
tional to $M^{2}$ in Eq. (A7), and one finds

$$
\begin{equation*}
\eta^{\mu \nu}[s(c)]=\frac{-4 M^{4} \eta_{\alpha \beta} \bar{\Pi}^{(2)}\left(p^{2} / m^{2}, \alpha\right)}{\left(\dot{p}^{2}-M^{2}\right)^{3}} \tag{A9}
\end{equation*}
$$

Setting $-p^{2}=x$, and using the fact that

$$
\begin{equation*}
\bar{\Pi}^{(2)}\left(p^{2} / m^{2}, \alpha\right)_{x} \sim-\frac{\alpha}{3 \pi} \ln x-c \tag{A10}
\end{equation*}
$$

with $c$ a constant, the sum of Eqs. (A8) and (A9) becomes

$$
\begin{align*}
\eta^{\mu v}[3(\mathrm{~b})] & +\eta^{\wedge}\lfloor 3(\mathrm{c})] \\
& =\frac{2 \alpha}{3 \pi} \eta_{\alpha \&} \frac{M^{4}}{x\left(x+M^{2}\right)^{2}}-\frac{4 \eta_{\kappa \beta} M^{4}(\alpha / 3 \pi \ln x+c)}{\left(x+M^{2}\right)^{3}} \\
& =2 \eta_{\alpha \beta} M^{4} \frac{d}{d x}\left(\frac{\alpha / 3 \pi \ln x+c}{\left(x+M^{2}\right)^{2}}\right) . \quad \text { (A11) } \tag{A11}
\end{align*}
$$

Now the leading single logarithmic divergence of either of the diagrams in Fig. 3(a) comes from an integral of the form

$$
\begin{equation*}
\int^{\bullet} x d x\left\{\eta^{\mu \nu}[3(\mathrm{~b})]+\eta^{\mu \nu}[3(\mathrm{c})]\right\} \psi(x) \tag{A12}
\end{equation*}
$$

where $\psi(x) \sim c_{1} / x+\cdots$ represents the right-hand side of the dashed line. But substituting Eq. (A11) and the leading term of $\psi(x)$ into Eq. (A12), we get a result proportional to
$M^{4} \int^{-} d x \frac{d}{d x}\left(\frac{\alpha / 3 \pi \ln x+c}{\left(x+M^{2}\right)^{2}}\right)$

$$
\begin{equation*}
=M^{4}\left(\frac{\alpha / 3 \pi \ln x+c}{\left(x+M^{2}\right)^{2}}\right)_{y=1 \operatorname{lat}]^{\prime}}^{x=0} \tag{A13}
\end{equation*}
$$

which approaches a finite limit as the regulator mass $M$ approaches infinity. In other words, the logarithmically divergent contributions to the trace coming from Figs. 3(b) and Figs. 3(c) precisely cancel: in effect, the extra $M^{2}$ term in the $\theta_{\mu \nu}$-regulator photon vertex of Eq. (A7) generates, in the limit as $M-\infty$, a subtraction counterterm for the divergent operator $Z_{3}{ }^{-1} F_{20} F^{20}$. The mechanism operating here is evidently a photon analog of the fermion regulator behaviors which can be thought of as producing the trace anomaly in the first place.

## APPENDIX B

We give here the derivation of Eqs. (2.8) and (2.14), and also illustrate Iwasaki's theorem on the vanishing of $\langle 0| \theta_{\mu}{ }^{4}|\gamma \gamma\rangle$ in a special case. To derive Eq. (2.8) we follow the method of Sato. ${ }^{11}$ Introducing the scalar vertex part $\bar{\Gamma}_{s}\left(p_{1}, p_{2}\right)$, we have

$$
\begin{equation*}
\langle e(p)| m_{0} \bar{\psi} \psi|e(p)\rangle=\left.\bar{\Gamma}_{\Omega}(p, p)\right|_{\ldots \ldots} . \tag{B1}
\end{equation*}
$$

Writing

$$
\begin{align*}
\tilde{\Gamma}_{s}(p, p) & =-i Z_{2} m_{0} \frac{\partial}{\partial m_{0}}\left[S_{F}^{\prime}(p)\right]^{-1} \\
& =-Z_{2} m_{0} \frac{\partial}{\partial m_{0}} Z_{2}^{-1}[p-n-\tilde{\Sigma}(p\rangle] \tag{B2}
\end{align*}
$$

with $S_{F}^{\prime}$ the unrenormalized electron propagator and $\sum$ the renormalized electron proper selfenergy, and substituting into Eq. (B1), we get

$$
\begin{equation*}
\left.\bar{\Gamma}_{s}(p, p)\right|_{e=m}=m_{0} \frac{\partial m}{\partial m_{0}}+\left.\left(m_{0} \frac{\partial}{\partial m_{0}} \tilde{\Sigma}(p)\right)\right|_{\ldots m} . \tag{B3}
\end{equation*}
$$

Now by the chain rule we have

$$
\begin{align*}
&\left.\left(m_{0} \frac{\partial}{\partial m_{0}} \bar{\Sigma}(p)\right)\right|_{\ldots m} \\
&=\left(m_{0} \frac{\partial m}{\partial m_{0}} \frac{\partial \bar{\Sigma}}{\partial m}+m_{0} \frac{\partial \alpha}{\partial m_{0}} \frac{\partial \bar{\Sigma}}{\partial \alpha}\right)_{\ldots m^{\prime}} \tag{B4}
\end{align*}
$$

while from the fact that $\tilde{\Sigma}$ is homogeneous of degree 1 in $p$ and $m$ we get

$$
\begin{equation*}
\tilde{\Sigma}=\left(m \frac{\partial}{\partial m}+\frac{\partial}{\partial \rho}\right) \tilde{\Sigma} . \tag{B5}
\end{equation*}
$$

Combining Eqs. (B4) and (B5), we see that the renormalization conditions on $\vec{\Sigma}$,

$$
\begin{equation*}
\left.\bar{\Sigma}\right|_{0 .=}=\left.\frac{\partial \bar{\Sigma}}{\partial p}\right|_{0, m}=0 \tag{B6}
\end{equation*}
$$

imply that

$$
\begin{equation*}
\left.\left(m_{0} \frac{\partial}{\partial m_{0}} \tilde{\Sigma}(p)\right)\right|_{r=m}=0 . \tag{B7}
\end{equation*}
$$

[In Eq. (B6) we have assumed the Yennie gauge, in which $S_{r}^{\prime}(\phi)$ has a true pole at $\phi=m$; this restriction is immaterial, since the final result of Eq. (B8) is manifestly gauge invariant.] Thus, the second term in Eq. (B3) vanishes, giving the desired result

$$
\begin{equation*}
\langle e(p)| m_{0} \bar{\psi} \psi|e(p)\rangle=m_{0} \frac{\partial m}{\partial m_{0}}=\frac{m}{1+\delta(\alpha)} . \tag{B8}
\end{equation*}
$$

To derive Eq. (2.14) we follow a similar procedure. Introducing the zero-momentum-transfer scalar to two-photon vertex $\bar{\Gamma}_{y, s}\left(p^{2} / m^{2}, \alpha\right)$, we have

$$
\begin{align*}
& \langle 0| m_{0} \bar{\psi} \psi\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle \\
& =\frac{1}{4} \alpha \bar{\Gamma}_{m a}(0, \alpha) \\
& \quad \times\langle 0| Z_{3}^{-1} F_{\lambda 0} F^{\lambda 0}\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle_{t r \infty} . \tag{B9}
\end{align*}
$$

However, $\bar{\Gamma}_{r r a}\left(p^{2} / m^{2}, \alpha\right)$ is related to the photon renormalized proper seli-energy $\bar{h}\left(p^{2} / m^{2}, \alpha\right)$ by the Callan-Symanzik equation ${ }^{12}$

$$
\begin{align*}
\frac{1}{1+\delta(\alpha)}\left(m \frac{\partial}{\partial m}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}\right) & \frac{1}{\alpha}\left[1+\overline{\mathrm{I}}\left(p^{2} / m^{2}, \alpha\right)\right] \\
& =\bar{\Gamma}_{r m s}\left(p^{2} / m^{2}, \alpha\right) \tag{B10}
\end{align*}
$$

On setting $p^{2}=0$ in Eq. (B10) and using the renormalization condition

$$
\begin{equation*}
\mathrm{f}(0, \alpha)=0 \tag{B11}
\end{equation*}
$$

we get

$$
\begin{equation*}
\alpha \bar{\Gamma}_{r r s}(0, \alpha)=-\frac{\beta(\alpha)}{1+\delta(\alpha)}, \tag{B12}
\end{equation*}
$$

which when substituted into Eq. (B9) gives the desired relation

$$
\begin{align*}
& \left.\langle 0| m_{0} \bar{\psi} \psi \mid \gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right) \\
& =- \\
& \quad \frac{1}{4} \frac{\beta(\alpha)}{1+\delta(\alpha)}  \tag{B13}\\
& \quad \times\langle 0| Z_{3}^{-1} F_{\lambda \sigma} F^{2 \omega}\left|\gamma\left(p, \epsilon_{1}\right) \gamma\left(-p, \epsilon_{2}\right)\right\rangle_{\text {tree }}
\end{align*}
$$

It is also instructive to rearrange Eq. (B10) into a slightly different form by writing

$$
\begin{align*}
& \Pi^{\mu \nu}(p,-p)=\left(p^{\mu} p^{\nu}-p^{2} \eta^{\mu \nu}\right) \bar{\Pi}\left(p^{2} / m^{2}, \alpha\right) \\
& \Delta^{\mu \nu}(p,-p)=\left(p^{\mu} p^{\nu}-p^{2} \eta^{\mu v}\right) \alpha \overline{\Gamma_{m}}\left(p^{2} / m^{2}, \alpha\right) \tag{B14}
\end{align*}
$$

giving

$$
\begin{aligned}
\Delta^{\mu \nu}(p,-p)= & \frac{1}{1+\delta(\alpha)}\left[\left(2-p \cdot \frac{\partial}{\partial p}\right)+\beta(\alpha)\left(\alpha \frac{\theta}{\partial \alpha}-1\right)\right] \\
& \times \pi^{u n}(p,-p)-\frac{\beta(\alpha)}{1+\delta(\alpha)}\left(p^{u} p^{v}-p^{2} \eta^{u v}\right) .
\end{aligned}
$$

(B15a)
An equivalent form, suggested by Eq. (2.17), is

$$
\begin{align*}
& {[1+\delta(\alpha)] \Delta^{\mu \nu}(p,-p)+\beta(\alpha)\left(p^{\mu} p^{\nu}-p^{2} \eta^{\mu \nu}\right)} \\
& \quad=\left[2-p \cdot \frac{\partial}{\partial p}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right)\right] \Pi^{\mu \nu}(p,-p) . \tag{B15b}
\end{align*}
$$

Equation (B15) is an exact expression, at zero momentum transfer, for the vacuum-to-two-photon matrix element of the "naive" or canonical trace $m_{0} \bar{\psi}_{\psi}{ }^{29}$ Substituting the second-order perturbation formula

$$
\begin{align*}
& \Pi^{(2)}\left(p^{2} / m^{2}, \alpha\right) \\
& \quad=\frac{-2 \alpha}{\pi} \int_{0}^{1} d x x(1-x) \ln \left(1-\frac{p^{2} x(1-x)}{m^{2}}\right) \tag{B16}
\end{align*}
$$

into Eqs. ( B 10 ) or (B16), we recover the usual second-order perturbation theory formula

$$
\alpha \bar{\Gamma}_{r r s}^{(2)}\left(p^{2} / m^{2}, \alpha\right)
$$

$$
\begin{equation*}
=-\frac{4 \alpha}{\pi} \int_{0}^{1} d x x(1-x) \frac{m^{2}}{m^{2}-p^{2} x(1-x)} \tag{B17}
\end{equation*}
$$

As a simple, explicit check on Iwasaki's theorem we have calculated the second-order vacuum-to-two-photon matrix element of $\theta_{u \nu}$ at zero momentum transfer. (This can either be done directly by diagrammatic techniques, or more simply by using the Ward identities ${ }^{\text {so }}$ following from conservation of $\theta_{\mu v}$.) Denoting this matrix element by $T_{\mu \nu a}^{(2)}(p)$, with $p,-p$ the (virtual) photon fourmomenta and with $\alpha$ and $\beta$ the photon polarization indices, we find that

Taking the trace we obtain

$$
\begin{align*}
\eta^{\Delta \nu} T_{\mu \nu a d}^{(2)}(p)= & \left(p_{a} p_{\mathrm{a}}-p^{2} \eta_{\alpha s}\right) 2 p^{2} \\
& \times \frac{\partial}{\partial p^{2}} \bar{\Pi}^{(2)}\left(p^{2} / m^{2}, a\right) \tag{B19}
\end{align*}
$$

which evidently vanishes for on-shell photons ( $p^{2}=0$ ) as asserted by Iwasaki's general argument. To exhibit the splitting of Eq. (B19) into "naive" and anomalous trace terms, we substitute Eq. (B16) and rearrange by comparison with Eq. (B17), giving

$$
\begin{align*}
\eta^{\mu v} T_{* v a s}^{(a)}(p)=- & \left(p_{\alpha} p_{\beta}-p^{2} \eta_{\alpha \beta}\right) \\
& \times\left(\alpha \Gamma_{m=1}^{(2)}\left(p^{2} / m^{2}, \alpha\right)+\frac{2 \alpha}{3 \eta}\right) \tag{B20}
\end{align*}
$$

as expected from Eqs. (2.17) and (B9) in second order.

$$
\begin{align*}
& T_{\mu \nu \text { vad }}^{(2)}(p)=t_{\text {uvad }}(p) \bar{n}^{(2)}\left(p^{2} / m^{2}, \alpha\right) \\
& +\left(p_{a} p_{A}-p^{2} \eta_{a B}\right) p_{\mu} p_{L} 2 \frac{\partial}{\partial p^{2}} \Pi^{(2)}\left(p^{2} / m^{2}, \alpha\right), \\
& t_{\mu v a d}=p^{2}\left(\eta_{\mu \nu} \eta_{a B}-\eta_{\mu a} \eta_{\nu A}-\eta_{\nu a} \eta_{\mu B}\right)  \tag{B18}\\
& -2 \eta_{a S} p_{\mu} p_{\nu}-\eta_{\mu \nu} p_{a} p_{\Delta}+\eta_{\mu a} p_{\nu} p_{\Delta} \\
& +\eta_{\nu a} p_{\mu} p_{a}+\eta_{\nu A} p_{u} p_{\alpha}+\eta_{\mu \Delta} p_{\nu} p_{a} .
\end{align*}
$$
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We determine the absorption coefflclent and polarization selection rules for photon spliting in a strong magnetic field, and describe the possible application of our results to pulsars.

Recent work on pulsars suggests the presence of trapped magnetic fields within an order of magnitude in either direction of the electrodynamic critical field $B_{c t}=m^{2} / e=4.41 \times 10^{19} \mathrm{G} .{ }^{1}$ (Here $m$ and $e$ are, respectively, the electronic mass and charge.) In such intense fields, electrodynamic processes which are unobservable in
the laboratory can become important. One such process, for photons with energy $\omega>2 m$, is photopalr production, for which both the photon absorption coefficient and the corresponding vacuum dispersion have been calculated by Toll. ${ }^{2}$ For $\omega<2 m$ the photopair process is kinematically forbidden, and the only ${ }^{3}$ photon absorption
mechanism which does not require the presence of matter is photon splitting, i.e.,

$$
\begin{align*}
& \gamma(k)+\text { external magnetic field } \\
& \qquad-\gamma\left(k_{1}\right)+\gamma\left(k_{2}\right) . \tag{1}
\end{align*}
$$

We present in this note the results of calculations of the absorption coefficient and the polarization selection rules for this reaction, in the case of a constant and spatially uniform external magnetic field $\mathbf{B E}^{4}$

To begin, let us consider photon splitting when dispersive effects caused by the external field are neglected, so that the photon four-momenta satisfy the vacuum dispersion relation

$$
\begin{equation*}
k^{2}=k_{1}^{2}=k_{2}^{2}=0 . \tag{2}
\end{equation*}
$$

Because the external field $\bar{B}$ is constant and spatially uniform, it cannot transfer four-momentum to the photons, and so the four-vectors $k_{1} k_{1}, k_{2}$ must satisfy four-momentum conservation by themselves,

$$
\begin{equation*}
k=\omega(1, \hat{k})=k_{1}+k_{2}=\omega_{1}\left(1, \hat{k}_{1}\right)+\omega_{2}\left(1, \hat{k}_{2}\right) . \tag{3}
\end{equation*}
$$

It is easily seen that Eqs. (2) and (3) can be satisfied only if the three propagation directions $\hat{k}$, $\hat{k}_{1}$, and $\hat{k}_{2}$ are identical, which implies that the photon four-vectors are proportional,

$$
\begin{equation*}
k_{1}=\left(\omega_{1} / \omega\right) k, \quad k_{2}=\left(\omega_{2} / \omega\right) k . \tag{4}
\end{equation*}
$$

We will use Eq. (4) to simplify considerably the matrix elements for photon splitting. To leading order in $e$, the matrix element involving $2 n+1$ interactions with the external field comes from the ring diagrams with $2 n+4$ vertices which are illustrated in Fig. 1. When all permutations of the vertices are summed over, the matrix element is gauge-invariant, and therefore must couple the three photons and the external field only through their respective field-strength tensors $F_{\mu \nu}, F_{\mu \nu}{ }^{1}, F_{\mu \nu}{ }^{2}$, and $F_{\mu \nu}$. Because Eq. (4) tells us that only one four-momentum is present in the problem, the matrix element for Fig. 1 is
a sum of terms of the form

$$
\begin{equation*}
F F^{1} F^{2} \times \underbrace{\bar{F} \cdots F}_{2 n+1 \text { factors }} \times \underbrace{k \cdots k}_{2 l \text { factors }} \tag{5}
\end{equation*}
$$

with the Lorentz indices contracted to form a Lorentz scalar (which is why the number of factors $k$ must be even). Since $k^{\mu} F_{\mu \nu}=k^{\mu} F_{\mu \nu}{ }^{1}$ $=k^{\mu} F_{\mu \nu}{ }^{2}=k^{\mu} F_{\mu \nu} k^{\nu}=0$, a nonvanishing contribution is obtained only if each factor $k$ is contracted with a different $\bar{F}$, which means that we must have $l \leqslant n$. We will now show further that when $l=n$, the contribution to the matrix element still vanishes. Writing $v_{\mu}=\bar{F}_{\mu \nu} k^{\nu}$, a term with $2 n$ factors $k$ has the form

$$
\begin{equation*}
F F^{1} F^{2} F \times \underbrace{v \cdots v}_{2 n \text { factors }}, \tag{6}
\end{equation*}
$$

again with Lorentz indices contracted to form a Lorentz scalar. Because of the antisymmetry of the field strength, the number of factors $v$ which can be contracted with field strengths can only be 0,2 , or 4 . An enumeration of these contractions ${ }^{5}$ shows that they must always contain at least one factor of the following five types:
 $v_{\alpha} F^{\alpha \beta} F_{B y}{ }^{1} F^{2} \gamma^{\gamma} \bar{F}_{\delta e} v^{\gamma}$, or $v_{\alpha} F^{\alpha \beta} F_{\beta \gamma}{ }^{1 /}{ }^{\gamma} \gamma^{\delta} F_{\delta \varepsilon}{ }^{2} v^{\varepsilon}$, or factors obtained from these by permuting the photon field strengths $F, F^{1}$, and $F^{2}$. A simple direct calculation shows that for free photons propagating along the same direction, the five factors always vanish, irrespective of the orientations of the photon polarizations. We conclude, then, that the term with $2 n$ factors $k$ vanishes, so that at most $2 n-2$ factors $k$ can be present (for $n \geqslant 1$ ) in the term in the photon-splitting matrix element involving $2 n+1$ external field factors $F$.

Let us now apply this result to the two smallest ring diagrams: the box diagram ( $n=0$ ) and the hexagon diagram ( $n=1$ ). We immediately learn that the box contribution to photon splitting vanishes identically, ${ }^{6,7}$ so that the leading diagram which contributes is the hexagon. Further-


FIG. 1. Ring diagram for photon splitilng involving $2 n+1$ interactions with the external field.
more, the hexagon contains at most $2 \times 1-2=0$ factors of $k$ in addition to those contained in the field strengths, which means that the hexagon diagram is given exactly by its constant-field-strength limit, which can in turn be easily calculated from the Heisenberg-Euler ${ }^{8}$ effective Lagrangian. Larger ring diagrams will, of course, also be present, but for purposes of rough order-of-magnitude estimates the leading dependence on $\bar{B} / B_{c r}$ and $\omega / m$ given by the hexagon should be sufficient. Carrying out the effective-Lagrangian calculation for the hexagon gives the following formulas for the photon-spliting absorption coefficients in the various photon polarization states:

$$
\begin{align*}
& \kappa\left[(\|)-(\|)_{1}+(\|)_{2}\right]=\frac{\alpha^{3}}{60 \pi^{2}}\left(\frac{48}{315}\right)^{2}\left(\frac{\omega}{m}\right)^{3}\left(\frac{\bar{B} \sin \theta}{B_{\mathrm{cr}}}\right)^{\theta} m=0.39\left(\frac{\omega}{m}\right)^{s}\left(\frac{B \sin \theta}{B_{\mathrm{cr}}}\right)^{0} \mathrm{~cm}^{-1}, \\
& \kappa\left[(\|)-(\perp)_{1}+(\perp)_{2}\right]=\frac{\alpha^{3}}{60 \pi^{2}}\left(\frac{26}{315}\right)^{2}\left(\frac{\omega}{m}\right)^{3}\left(\frac{B \sin \theta}{B_{\mathrm{cr}}}\right)^{0} m=0.12\left(\frac{\omega}{m}\right)^{s}\left(\frac{\bar{B} \sin \theta}{B_{\mathrm{cr}}}\right)^{0} \mathrm{~cm}^{-1}, \\
& \kappa\left[(\perp)-(\|\rangle_{1}+(\perp)_{2}\right]+\kappa\left[(\perp)-(\perp)_{1}+(\|)_{2}\right]=2 \kappa\left[(\|)-(\perp)_{2}+(\perp)_{2}\right] . \tag{7}
\end{align*}
$$

Here $\alpha=e^{2} \approx 1 / 137$ is the fine structure constant, $\theta$ is the angle between the photon propagation direction $\hat{k}$ and the direction $\hat{\delta}$ of the external magnetic field, and the linear polarization eigenmodes are labeled \| or 1 according to whether the $\bar{B}$ vector of the eigenmode lies in, or is normal to, the $\hat{k}-\hat{b}$ plane. Only formulas for processes involving an even number of 1 photons have been given; the absorption coefficients for processes involving an odd number of 1 photons vanish by a simple $C P$ argument. To see this, we note that for each || photon, the matrix element will contain a CP-even factor हैphoron $^{\boldsymbol{b}}$ [the only other possible scalar product, B ${ }^{\text {photon }}$ $-\bar{k}$, vanishes by transversality], while for each 1 photon it will contain a $C P$-odd factor ${ }^{\text {E }}$ photon $\cdot \hat{b}$. Since the only scalar not involving the photon fields is $\hat{k} \cdot \bar{\delta}$, which is $C P$ even, the matrix elements for the odd-1-photon processes are $C P$ odd, and hence vanish.

So far we have assumed that the photons satisfy the vacuum dispersion relation of Eq. (2). Actually, because of the absorptive processes taking place in the external field, there will be dispersive effects which modify Eq. (2). A simple CP argument shows that the photon eigenmodes remain linearly polarized, with the parallel and perpendicular characters described above, but with the ratio of wave number to frequency changed from unity to

$$
\begin{equation*}
k / \omega=n_{\|, 1} \tag{8}
\end{equation*}
$$

The indices of refraction $n_{\|, \perp}$ can be calculated from the total absorption coefficients $k_{\|, 1}$ by Kramers-Kronig (dispersion) relations, with the dominant contribution coming from photopair production [the contribution from photon splitting is smaller by a factor $\sim(\alpha / \pi)^{2}\left(B \sin \theta / B_{c r}\right)^{4}$, and can be neglected]. For small $\bar{B} / B_{c}$ the calcula-
tion has been carried out numerically by Toll, ${ }^{2}$ who gives curves for $n_{\|, 1}$ as a function of frequency $\omega$. When we have $\omega<2 m$, so that the parameter $x=(\omega / 2 m)\left(\bar{B} \sin \theta / B_{c r}\right)$ is also small, Toll's results can be approximated analytically by

$$
\begin{align*}
& n_{\|, \perp}=1+\frac{\alpha}{\pi}\left(\frac{\bar{B} \sin \theta}{2 B_{\mathrm{cr}}}\right)^{*} N_{\|, 1}(x), \\
& N_{\|}(x) \sim 0.18+0.24 x^{2}, \\
& N_{\perp}(x) \sim 0.31+0.44 x^{2} . \tag{9}
\end{align*}
$$

When dispersive effects are taken into account, the equations of conservation of four-momentum become

$$
\begin{align*}
& \omega=\omega_{1}+\omega_{2} \\
& n(\omega) \omega \hat{k}=n\left(\omega_{1}\right) \omega_{1} \hat{k}_{1}+n\left(\omega_{2}\right) \omega_{2} \hat{k}_{2}, \tag{10}
\end{align*}
$$

with each $n$ the refractive index appropriate to the respective photon polarization state. These conditions can be simultaneously satisfied only if

$$
\begin{align*}
0 \leqslant \Delta=n\left(\omega_{1}\right) \omega_{1}+n\left(\omega_{2}\right) & \omega_{2} \\
& -\left(\omega_{1}+\omega_{2}\right) n\left(\omega_{1}+\omega_{2}\right), \tag{11}
\end{align*}
$$

in which case the photon propagation directions are not precisely parallel, but rather diverge from one another by small angles $\sim(\Delta / \omega)^{1 / 2}$. As a result of this nonparallelism, the box diagram is no longer precisely zero, but a careful estimate shows that it is still much smaller than the hexagon. When $\Delta$ is negative, the photon-splitting reaction is forbidden. Substituting the in dices of refraction of Eq. (9) into Eq. (11) shows, indeed, that for small $x$ the only reaction in Eq. (7) which is kinematically allowed is $(\|)-(\perp)_{2}$ $+(\perp)_{2}$, and that this reaction occurs without restriction on the photon frequencies $\omega_{1}$ and $\omega_{2}$.

Table I. Selection rules for photon splitting. $C P$-forbidden reactions are suppressed by a factor $\sim(\alpha / \pi)^{2}\left(B \sin \theta / B_{c r}\right)^{4}$ relative to $C P$-allowed cases.

| Reaction | $\begin{gathered} C P \\ \text { selection rule } \end{gathered}$ | Small-x kinematic selection rule |
| :---: | :---: | :---: |
| $(\\|) \rightarrow(\\|)_{1}+(\\|)_{2}$ | Allowed | Forbdden |
| $\left.(\\|) \rightarrow(\\|)_{1}+(L)_{2},(1)_{2}+(\\|)\right)_{2}$ | Forbidden | Allowed |
| $(\\|)-(L)_{1}+(L)_{2}$ | Allowed | Allowed |
| (L) $\rightarrow(\\|)_{1}+(\\|)_{2}$ | Forbidden | Forbldden |
| $\left(\right.$ (L) $-(\\|)_{1}+(\mathcal{L})_{21}(\mathcal{L})_{1}+(\\|)_{2}$ | Allowed | Forbldden |
| $(\mathrm{L}) \rightarrow()_{1}+()_{2}$ | Forbidden | Forbidden |

The various polarization selection rules for photon splitting are summarized in Table I. Because of the small nonparallelism of the photons in the kinematically allowed regions, the " $C P$ forbidden" reactions are not precisely forbidden, but are down by a factor $\sim(\alpha / \pi)^{2}\left(B \sin \theta / B_{c r}\right)^{4}$ relative to the " $C P$-allowed" cases. We see that for small $x$, all reactions by which perpendicularly polarized photons might split are kinematically forbidden, while parallel-polarized photons split predominantly into perpendicularly polarized photons. Hence photon splitting provides a mechanism for the production of linearly polarized $\gamma$ rays. ${ }^{9}$

To conclude, let us briefly discuss the possible application of our results to pulsars. We assume that the hexagon-diagram absorption coefficients in Eq. (7) can be used for order-of-magnitude estimates even when the parameters $\bar{B} / B_{c r}$ and $\omega / m$ are of order unity. ${ }^{10}$ Taking, for illustration, $\bar{B} / B_{c r} \sim \omega / m \sim \sin \theta \sim 1$, we find $k\left[(\|) \rightarrow(\perp)_{1}\right.$ $\left.+(\perp)_{2}\right] \sim 0.1 \mathrm{~cm}^{-1}$. This gives $10^{5}$ absorption lengths in the characteristic distance $R_{\text {pulsar }}$ $\sim 10^{6} \mathrm{~cm}$ over which the trapped magnetic field has its maximum strength, indicating that photon splitting can be an important absorption mechanism for $\gamma$ rays emitted near the pulsar surface. Before we can apply the kinematic polarization selection rules to the pulsar problem, two questions must be dealt with. First, since Toll's curves for the indices of refraction were obtained assuming $\bar{B} / B_{c r}$ small, an extrapolation is involved in extending the selection rules forbidding perpendicular-photon decay and parallel-photon decay into parallel photons to the region where $B / B_{c r}$ is of order unity. However, Toll's photopair production curves show that $\kappa_{\perp}>\kappa_{\|}$when $\bar{B} / B_{c r}$ is unity. By combining this fact with the Kramers-Kronig relations, one easily sees that the selection rules in Table I hold as long as $\omega<2 m$, and hence the extrapolation is justified. Second, one expects a plasma to be present near
the pulsar surface which will contribute additional dispersive terms to the inequality of Eq. (11). For a plasma-electron density of $10^{17}-10^{-19} \mathrm{~cm}^{-5}$ (in rough accord with current pulsar models ${ }^{10}$ ), a detailed estimate shows that plasma-induced splitting of perpendicularly polarized photons occurs with an absorption coefficient of at most $10^{-9}-10^{-7}$ times the absorption coefficient for the allowed reaction $(\|)-(\perp)_{1}+(\perp)_{2}$, and therefore will be completely negligible. ${ }^{11}$ We conclude that if $\gamma$ rays in the range $0.5-1 \mathrm{MeV}$ are emitted near the pulsar surface, and if the surface magnetic field is as large as $B_{c r}$, only those gammas with perpendicular polarization will escape. A distant observer would see linearly polarized gammas, with their $\vec{B}$ vector perpendicular to the plane containing the line of sight and the traversed pulsar magnetic field. ${ }^{1 a}$

A detailed account of the calculations summarized here will be presented elsewhere. ${ }^{10}$ The authors wish to thank P. Goldreich (who first brought this problem to our attention), E. P. Lee, and M. Rassbach for informative conversations. After this manuscript was completed, we learned that some of our results have been obtained independently by Z. Bialynicka-Birula and I. Bialynicki-Birula. ${ }^{19}$

[^144]antiaymmetric tensor $\boldsymbol{\epsilon}_{\text {a }} \mathrm{ayb}_{\mathrm{f}}$, because by parity the number of auch factors must be even, and they can be ellminated pairwise in terms of Kronecker deltas by means of the identity
$$
\epsilon_{a \theta \gamma \delta^{\prime}} \epsilon_{a^{\prime} B^{\prime} y^{\prime} \delta^{\prime}}=\sum_{\text {Perm }\left(\alpha^{\prime} B^{\prime} \gamma^{\prime} \delta^{\prime}\right)}(-1)^{P} g_{a a^{\prime}} g_{88^{\prime}} g_{\gamma \gamma^{\prime} g_{\delta \delta} .}
$$
${ }^{6}$ This result for the box diagram has been obtained independently by M. Rassbach.
${ }^{\text {T}}$ This disagrees with the conclusion of V. G. Skobov, Zh. Eksp. Teor. Fyz. 35, 1315 (1958) [Sov. Phys. JEtP 8, 919 (1959)], who falled to make a properly gaugeinvariant calculation of the box. Skobov's result is quoted in the review article of T. Erber, Rev. Mod. Phys. 38, 626 (1966).
${ }^{8}$ W. Helsenberg and E. Euler, Z. Phys. 38, 714 (1936).
${ }^{2}$ Toll (Ref. 2) points out that in a frequency Interval $\Delta \omega \sim_{e} \bar{B} / m$ just above the photopair threshold at $\omega=2 m_{1}$
the photopair process acts as a Inear polarizer of the opposite sense, absorbing photons of perpendicular polarization, but not those of parallel polarization.
${ }^{10}$ For further diecuseion, see S. L. Adler, to be pubHshed.
${ }^{11}$ In a plasma, the propagation eigenmodes become elliptically polarized, but are still "almost plane ||" and "almost plane $\perp$ " in nature. Faraday rotation, which arises from interference between two unattenuated propagation eigenmodes of different phase velocities, cannot occur in our case since only the "almost plane + " eigenmode propagates without attenuation. As a result of photon aplitting the "almost plane ل" eigenmode is rapidly absorbed.
${ }^{12}$ Solid-state Linear-polarization analyzers for gammas In this energy range have been deacribed by G. T. Ewan et al., Phys. Lett. 29B, 352 (1969).
${ }^{19}$ Z. Bialynicka-Birula and I. Blalynickd-Birula, to be publlshed.
annals of physics: 67, 599-647 (1971)
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#### Abstract

We determine the refractive indices for photon propagation, and the absorption coefficient and polarization selection rules for photon spiitting, in a strong constant magnetic field. Results are presented both in the effective Lagrangian (low frequency) approximation and in a more accurate approximation which exactly sums the vacuum polarization ring diagrams, neglecting only internal virtual photon radiative corrections. Our principal conclusion is that photon splitting can provide a mechanism for the production of linearly polarized gamma rays.


## 1. Introduction and Summary

Recent work on pulsars has suggested the presence of trapped magnetic fields within an order of magnitude (in either direction) of the electrodynamic critical field $B_{C R}=m^{2} / e=4.41 \cdot 10^{13}$ gauss ${ }^{1}$ (with $m$ and $e$, respectively, the electronic mass and charge)[1]. In such intense fields, electrodynamic processes which are unobservable in the laboratory can become important. One such process, for photons with energy $\omega>2 m$, is photo-pair production, for which both the photon absorption coefficient (inverse absorption length) and the corresponding vacuum dispersion have been calculated by Toll [2]. For $\omega<2 m$, the photo-pair process is kinematically forbidden, and the only photon absorption mechanism in the absence of matter is photon splitting, i.e.,

$$
\begin{equation*}
\gamma(k)+\text { external magnetic field } \rightarrow \gamma\left(k_{1}\right)+\gamma\left(k_{2}\right) . \tag{1}
\end{equation*}
$$

We give in this paper detailed calculations of the absorption coefficient and polarization selection rules for this reaction, in the case of a constant and spatially uniform external magnetic field $\bar{B}$. A summary of our results, and a brief discussion of their possible application to pulsars, have already been given in [3].

In Section 2, we consider photon splitting in the absence of dispersion, so that the three photons are strictly collinear. We find that the box diagram matrix
${ }^{1}$ We use unrationalized Gaussian units, with $h=c=1$.
element vanishes, while the hexagon matrix element is nonvanishing and is given exactly by its constant-field-strength (small $\omega / m$ ) limit. Using the HeisenbergEuler effective Lagrangian [4], we calculate the sum of the constant field strength limits of all ring diagrams for photon splitting involving arbitrary numbers of interactions with the external field. Then, we use proper-time techniques to exactly calculate the photon splitting matrix element to all orders in the external field, without the restriction to constant photon field strengths. (The details of this latter calculation, which neglects only internal virtual photon radiative corrections, are given in Appendix 1). The magnitude of the resulting photon splitting absorption coefficient, for photon propagation normal to the external field, is $\kappa \sim 0.1\left(\bar{B} / B_{C R}\right)^{6}(\omega / m)^{5} \mathrm{~cm}^{-1}$. Thus, if pulsar fields are as large as $B_{C R}$, for photon frequencies $\omega$ of order $m$, there are many photon splitting absorption lengths in a characteristic pulsar distance of $10^{6} \mathrm{~cm}$. A comparison of the photon splitting and photo-pair absorption coefficients shows that when the photo-pair process is kinematically allowed it dominates over photon splitting as a photon absorption mechanism. To complete our discussion of the no-dispersion case, we estimate the leading corrections arising from the fact that the magnetic field $\bar{B}$ is not strictly uniform, but varies over characteristic distances of order $10^{f} \mathrm{~cm}$. A nonuniform magnetic field can transfer momentum to the photons, with the result that the final photons emerge at small but finite angles with respect to the initial photon direction. This means that the argument for the vanishing of the box diagram no longer holds, but an estimate shows that the resulting box diagram contribution is negligibly small compared with the hexagon diagram absorption coefficient.

In Section 3 we discuss dispersion effects and polarization selection rules. Because of photon absorption processes which take place in the presence of the external magnetic field $\bar{B}$, the vacuum in the presence of the field $\bar{B}$ acquires an index of refraction $n$, and the photon dispersion relation is modified from $k / \omega=1$ to $k / \omega=n$. There are actually two different indices of refraction $n$ corresponding to the two photon propagation eigenmodes. A general argument based on the $C P$ invariance of electrodynamics shows that the eigenmodes are linearly polarized, with the $\mathbf{B}$-vector of the eigenmode either parallel to ( $\| \mid$ mode) or perpendicular to ( $\perp$ mode) the plane containing the external field and the direction of propagation. The indices of refraction $n_{\|_{, \perp}}$ can be calculated in the constant field strength (small $\omega / m$ ) limit from the Heisenberg-Euler effective lagrangian, and can be calculated without the constant field strength restriction, by the proper time methods of Appendix 1. They can also be obtained from the absorption coefficients $\kappa_{\| I}, \ldots$ by Kramers-Kronig relations, with the dominant contribution coming from photo-pair production. When dispersive effects are taken into account, we find that energy-momentum conservation in the photon splitting process can be satisfied only if the inequality $0 \leqslant \Delta=n\left(\omega_{1}\right) \omega_{1}+n\left(\omega_{2}\right) \omega_{2}-n\left(\omega_{1}+\omega_{2}\right)\left(\omega_{1}+\omega_{2}\right)$, holds, with $\omega=\omega_{1}+\omega_{2}$ and with each $n$ the refractive index appropriate to the
respective photon polarization state. The photon polarization directions are no longer precisely parallel, but rather diverge from one another by small angles of order $(\Delta / \omega)^{1 / 2}$. Again, as a result of this nonparallelism, the box diagram is no longer precisely zero, but a careful estimate shows that it is only an order $\alpha\left(\alpha=e^{2}=\right.$ fine structure constant $)$ correction to the hexagon. When $\Delta<0$, the photon splitting reaction is forbidden. Using our expressions for the refractive indices, we analyze the sign of $\Delta$ for the various photon polarization cases. We find that when $\omega$ is below the pair production threshold at $2 m$, only the photon splitting reactions $(\|) \rightarrow(\perp)_{1}+(\perp)_{2}$ and $(\|) \rightarrow(\|)_{1}+(\perp)_{2},(\perp)_{1}+(\|)_{2}$ are kinematically allowed. Furthermore, when the small angles between the photon propagation directions are neglected, a simple $C P$-invariance argument shows that the photon splitting reactions involving an odd number of $(\perp)$ photons are forbidden. Hence the only allowed polarization case is $(\|) \rightarrow(\perp)_{1}+(\perp)_{2}$, indicating that photon splitting provides a mechanism for the production of polarized photons: perpendicular-polarized photons do not split, and parallel-polarized photons split predominantly into perpendicular photons.
Finally, in Section 4 we discuss corrections to our results arising when a plasma with electron density $n_{\varepsilon}$ is present in the region containing the strong magnetic field. We show that for $n_{e}$ of order $10^{17}-10^{19} \mathrm{~cm}^{-3}$ (in rough accord with current pulsar models) the plasma-induced splitting of perpendicular-polarized photons occurs with an absorption coefficient of at most $10^{-9}-10^{-7}$ times the absorption coefficient for the allowed reaction $(11) \rightarrow(\perp)_{1}+(1)_{2}$, and hence will be completely negligible.

## 2. No-Dispersion Case ${ }^{2}$

## A. Kinematics

We consider photon splitting in the presence of a time-independent, spatially uniform external magnetic field $\bar{B}$. Because of the constancy of the external field it can absorb no four-momentum, and as a result the four-vectors $k, k_{1}, k_{2}$ of the initial and final photons must satisfy energy and momentum conservation by themselves,

$$
\begin{equation*}
k=\omega(1, \hat{k})=k_{1}+k_{2}=\omega_{1}\left(1, \hat{k}_{2}\right)+\omega_{2}\left(1, \hat{k}_{2}\right) \tag{2}
\end{equation*}
$$

It is easily seen that this condition can be satisfied only if the propagation directions of the three photons are identical,

$$
\begin{equation*}
k=\hat{k}_{1}=\hat{k}_{2} \tag{3}
\end{equation*}
$$

[^145]external field direction. The vanishing of all matrix elements involving an odd number of perpendicular photons results from the $C P$ invariance of quantum electrodynamics, as will be explained in detail below.

Finally, doing the phase space integrals gives us the following expressions for the photon splitting absorption coefficients:

$$
\begin{align*}
& \kappa\left[\left(\|\|) \rightarrow(\|)_{1}+(\|)_{2}\right]\right. \\
& \left.=\frac{1}{32 \pi \omega^{2}} \int_{0}^{\omega} d \omega_{1} \int_{0}^{\omega} d \omega_{2} \delta\left(\omega-\omega_{1}-\omega_{2}\right) \right\rvert\, \mathscr{M}\left[(\|) \rightarrow(\|)_{2}+(\|)_{2}\right]^{2} \\
& =\frac{\alpha^{6}}{2 \pi^{2}} \frac{\bar{B}^{6} \sin ^{6} \theta}{m^{16}} C_{1}\left(\bar{B} / B_{C R}\right)^{2} J, \\
& \kappa\left[(\|) \rightarrow(\perp)_{1}+(\perp)_{2}\right] \\
& =\frac{1}{32 \pi \omega^{2}} \int_{0}^{\omega} d \omega_{1} \int_{0}^{\omega} d \omega_{2} \delta\left(\omega-\omega_{1}-\omega_{2}\right)\left|\mathscr{A}\left[(| |) \rightarrow(\perp)_{1}+(\perp)_{2}\right]\right|^{2} \\
& =\frac{\alpha^{6}}{2 \pi^{2}} \frac{\bar{B}^{6} \sin ^{6} \theta}{m^{16}} C_{2}\left(\bar{B} / B_{C R}\right)^{2} J,  \tag{23}\\
& \kappa\left[(\perp) \rightarrow(\|)_{1}+(\perp)_{2}\right]+\kappa\left[(\perp) \rightarrow(\perp)_{1}+(\|)_{2}\right] \\
& =\frac{1}{32 \pi \omega^{2}} \int_{0}^{\omega} d \omega_{1} \int_{0}^{\omega} d \omega_{2} \delta\left(\omega-\omega_{1}-\omega_{2}\right) \\
& \times\left\{\left|\mathscr{M}\left[(\perp) \rightarrow(\|)_{1}+(\perp)_{2}\right]^{2}+\left|\mathscr{M}\left[(\perp) \rightarrow(\perp)_{1}+(\|)_{2}\right]\right|^{2}\right\}\right. \\
& =\frac{\alpha^{6}}{2 \pi^{2}} \frac{B^{6} \sin ^{6} \theta}{m^{16}} 2 C_{2}\left(\bar{B} / B_{C R}\right)^{2} J,
\end{align*}
$$

with

$$
\begin{equation*}
J=\int_{0}^{\infty} d \omega_{1} \int_{0}^{\omega} d \omega_{2} \delta\left(\omega-\omega_{1}-\omega_{2}\right) \omega_{1}^{2} \omega_{2}^{2}=\frac{\omega^{5}}{30} \tag{24}
\end{equation*}
$$

Eqs. (15), (17), (23) and (24) constitute our results for photon splitting in the small $\omega / / n$ limit when dispersive effects are neglected $[3,8]$. We will see below that when dispersive effects are taken into account, the reactions $(\|) \rightarrow(\|)_{1}+(\|)_{2}$, $(\perp) \rightarrow\left(|\mid)_{1}+(\perp)_{2}\right.$ and $(\perp) \rightarrow(\perp)_{1}+(\|)_{2}$ are kinematically forbidden, while the reaction $(\mid) \rightarrow(L)_{1}+(\perp)_{2}$ still occurs with the absorption coefficient given by Eq. (23).

## D. Exact Calculation

As we have noted, the effective Lagrangian formulas of Eq. (23) give the sum of ring diagrams shown in Fig. 4, in the limit of constant photon field strength
(small $\omega / m$ ). It is possible, by using the proper-time techniques developed by Schwinger [7], to exactly calculate this sum of ring diagrams, without the small $\omega / m$ restriction. (Virtual photon radiative corrections to the ring diagrams, such as shown in Fig. 6, are still neglected, but these are expected to be strictly an order


Fig. 6. Typical virtual photon radiative corrections to the hexagon diagram for photon splitting (cf. Fig. 3).
$\alpha$ correction to our results.) Leaving calculational details to Appendix 1, we present here only the results for the kinematically allowed reaction $(\|) \rightarrow(\perp)_{1}+(\perp)_{2}$. We find that the matrix element $\mathscr{M}\left[(\|) \rightarrow(\perp)_{1}+(\perp)_{2}\right]$ appearing in Eq. (23) is now given by the rather complicated expression

$$
\begin{align*}
& \mathscr{M}\left[\left(|\mid) \rightarrow(\perp)_{1}+(\perp)_{2}\right]\right. \\
& =\frac{\alpha^{3}}{2 \pi^{2} m^{3}}\left[\bar{B} \sin \theta(4 \pi)^{1 / 2}\right]^{3} \omega \omega_{1} \omega_{2} C_{2}\left[\omega \sin \theta, \omega_{1} \sin \theta, \omega_{2} \sin \theta, \bar{B}\right],  \tag{25a}\\
& C_{2}\left[\omega, \omega_{1}, \omega_{2}, \bar{B}\right] \\
& =\frac{m^{8}}{16 \omega \omega_{1} \omega_{2}} \int_{0}^{\infty} \frac{s d s \exp \left(-m^{2} s\right)}{(e s \bar{B})^{2} \sinh (e s \bar{B})}\left\{-8 \int_{0}^{s} d t \int_{0}^{t} d u\right. \\
& \left.\times\left[\omega \omega_{1} \omega_{2} \tilde{A}+\left(\omega_{1}-\omega_{2}\right) \omega_{1} \omega_{2} \tilde{B}+s^{-1} \omega \bar{C}+s^{-1}\left(\omega_{1}-\omega_{2}\right) \tilde{D}\right]+8 \int_{0}^{t} d t \omega \bar{E}\right\}, \\
& A=\left\{\exp \left[\omega_{2}{ }^{2} R(s, t)+\omega_{1}{ }^{2} R(s, u)\right]+\exp \left[\omega_{1}{ }^{2} R(s, t)+\omega_{2}{ }^{2} R(s, u)\right]\right\} \\
& \times \exp \left[\omega_{1} \omega_{2} \Delta(s, t, u)\right] \sinh [e \bar{B}(t-u)] \\
& \times\left\{\frac{C_{+}(s, t, u)-\cosh (e \bar{B} s)}{\sinh (e \bar{B} s)} \sinh [e \bar{B}(s-t+u)]\right. \\
& +2 \sinh [e \bar{B}(s-t)] \sinh (e \bar{B} u)\} \text {, } \\
& \delta=\left\{\exp \left[\omega_{2}{ }^{2} R(s, t)+\omega_{1}{ }^{2} R(s, u)\right]-\exp \left[\omega_{1}{ }^{2} R(s, t)+\omega_{2}{ }^{2} R(s, u)\right]\right\} \\
& \times \exp \left[\omega_{1} \omega_{2} \Delta(s, t, u)\right] \sinh [e \bar{B}(t-u)] \frac{C_{-}(s, t, u)}{\sinh (e \bar{B} s)} \sinh [e \bar{B}(s-t+u)] \text {, } \\
& \bar{C}=\left\{\left[\exp \left[\omega_{2}{ }^{2} R(s, t)+\omega_{1}{ }^{2} R(s, u)\right]+\exp \left[\omega_{1}{ }^{2} R(s, t)+\omega_{2}{ }^{2} R(s, u)\right]\right]\right. \\
& \left.\times \exp \left[\omega_{1} \omega_{2} \Delta(s, t, u)\right]-2\right\}\left[\sinh (e \bar{B} s)+\frac{C_{+}(s, t, u)-\cosh (e \bar{B} s)}{\sinh (e \bar{B} s)} \cosh (e B s)\right],
\end{align*}
$$

$$
\begin{aligned}
D= & \left\{\exp \left[\omega_{2}^{2} R(s, t)+\omega_{1}{ }^{2} R(s, u)\right]-\exp \left[\omega_{1}{ }^{2} R(s, t)+\omega_{2}{ }^{2} R(s, u)\right]\right\} \\
& \times \exp \left[\omega, \omega_{2} \Delta(s, t, u)\right] C_{-}(s, t, u) \operatorname{coth}(e \bar{B} s), \\
\tilde{E}= & \left\{\exp \left[\omega^{2} R(s, t)\right]-1\right\} \\
& \times\left[\sinh (e \bar{e} s)+\frac{\cosh [(e \bar{B} s)(2 t / s-1)]-\cosh (e \bar{B} s)}{\sinh (e \bar{B} s)} \cosh (e \bar{B} s)\right],
\end{aligned}
$$

with

$$
\begin{align*}
C_{ \pm}(s, t, u)= & \frac{1}{2}\left\{\cosh \left[(e \bar{B} s)\left(\frac{2 u}{s}-1\right)\right] \pm \cosh \left[(e \bar{B} s)\left(\frac{2 t}{s}-1\right)\right]\right\}, \\
R(s, t)= & \frac{1}{2}\left[2 i\left(1-\frac{t}{s}\right)+\frac{\cosh [e \bar{B} s(2 t / s-1)]-\cosh (e \bar{B} s)}{e \bar{B} \sinh (e \bar{B} s)}\right],  \tag{25b}\\
\Delta(s, t, u)= & 2 u\left(1-\frac{t}{s}\right)-\frac{\sinh (2 e \bar{B} u)}{2 e \bar{B}}\left[1-\frac{\sinh [(e \bar{B} s)(2 t / s-1)]}{\sinh (e \bar{B} s)}\right] \\
& +\frac{[1-\cosh (2 e \bar{B} u)]}{2 e \bar{B}}\left[\frac{\cosh [(e \bar{B} s)(2 t / s-1)]-\cosh (e \bar{B} s)}{\sinh (e \bar{B} s)}\right] .
\end{align*}
$$

We make some remarks on various features of this formula:
(1) Bose symmetry, which states that $\mathscr{M}\left[(\|) \rightarrow(\mathrm{L})_{1}+(\perp)_{2}\right]$ is symmetric under the interchange $\omega_{1} \leftrightarrow \omega_{2}$, is explicitly evident.
(2) The small $\omega / m$ limit of Eq. (25) is obtained by replacing $A$ by the zeroth order term and $\bar{C}, \bar{D}$ and $\bar{E}$ by the (leading) second order terms in their respective expansions in powers of photon frequency. (The term $\tilde{B}$ does not contribute to the constant field-strength limit.) Doing the $u$ and $t$ integrations then shows that, in the small $\omega / m$ limit, $C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]$ reduces to the effective Lagrangian expression $C_{2}\left(\bar{B} / B_{C R}\right)$, in just the form given in Eq. (15).
(3) From Eq. (25b), we easily see that $R(s, t)$ and $\Delta(s, t, u)$ are even functions of the external field $\bar{B}$, both of which vanish like $\bar{B}^{2}$ when $\bar{B}$ is small. Therefore, the small $B$-limit of Eq. (25) is obtained by expanding out the curly-bracketed exponential terms in $\bar{A}, \ldots, \dot{E}$, just as in the small $\omega / m$ case. The leading small $\bar{B}$ contribution to $C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]$ is of order $\bar{B}^{3}$, as expected for the hexagon diagram, and is found to be frequency-independent, confirming our above-stated result that the hexagon diagram is given exactly by its constant field strength limit. When higher order terms in the expansions of the curly-bracketed exponentials are kept, we see that the general term in $C_{2}$ with $2 n$ powers of photon frequency contains at least $2 n+3$ powers of $\bar{B}$, in agreement with the theorem of Subsection $2 B$.

ADLER
(4) Because Eq. (25) contains infinite multiple integrals, it is necessary to look carefully at the question of convergence. By making the rescalings

$$
\begin{array}{ll}
t=\frac{s}{2}(1+v), & \int_{0}^{t} d t=\frac{s}{2} \int_{-1}^{1} d v \\
u=\frac{s}{2}(1+z), & \int_{0}^{t} d u=\frac{s}{2} \int_{-1}^{v} d z \tag{26}
\end{array}
$$

the $t$ and $u$ integrals are transformed into integrals over finite intervals, with only the $s$ integral still extending to infinity. To examine the large-s behavior of the rescaled integrand, we use the fact that when $s \rightarrow \infty$ with $t / s$ and $u / s$ fixed, the quantities $R(s, t)$ and $\Delta(s, t, u)$ are simply approximated by

$$
\begin{align*}
R(s, t) & \approx t(1-t / s)+\text { finite } \\
\Delta(s, t, u) & \approx 2 u(1-t / s)+\text { finite } \tag{27}
\end{align*}
$$

On substituting these expressions into Eq. (25), and making similar large-s approximations in the factors multiplying the curly brackets, we obtain the following result for the region of convergence: When $\omega$ is below the pair production threshold at $\omega=2 m$, Eq. (25) converges at least as fast as

$$
\begin{equation*}
\int^{\infty} d s e^{-\alpha\left(m^{2}-\omega^{2} / 4\right)} \times(\text { power of } s) \tag{28}
\end{equation*}
$$

for all values of the secondary photon frequencies $\omega_{1}$ and $\omega_{2}$. When $\omega$ is above the pair production threshold, there are values of $\omega_{1}$ and $\omega_{2}$ for which the integral diverges. Thus, Eq. (25) gives a valid expression for the photon splitting matrix element only in the photon energy region where this matrix element is real, but fails when the photon splitting matrix element becomes complex, as a result of absorptive contributions such as the one pictured in Fig. 7. This failure is no real problem, since we will see below that when $\omega>2 m$, the photopair production process is a far more important photon absorption mechanism than is photon


Fig. 7. Lowest-lying absorptive contribution to photon splitting, corresponding to an electronpositron intermediate state. The doubled lines indicate the presence of interactions to all orders with the external field $\vec{F}$. (Such interactions were individually denoted by an $\times$ in Figs. 2, 3, 4, and 6.)
splitting, and so an exact formula for the photon splitting matrix element in this region is not really of interest.
(5) As we noted above, in the limit of small $\bar{B}$ the matrix element $C_{2}\left[\omega, \omega_{1}, \omega_{2}, \bar{B}\right]$ vanishes as $\bar{B}^{3}$. However, a glance at Eq. (25) shows that there are individual terms which vanish with lower powers of $\bar{B}$; the $\bar{B}^{3}$ behavior is a result of cancellations. It is easy to see, though, that these cancellations are entirely contained in the integrands $A, \ldots, E$, and do not involve the $s, t, u$ integrations. As a result, reliable numerical results for the photon splitting matrix element and absorption coefficient can be obtained with rather coarse integration meshes. Typical numerical results are shown in Fig. 8, which gives the ratio of the exact photon


Fig. 8. Ratio of the exact photon splitting absorption coefficient $\left.\kappa[0 \|) \rightarrow(\perp)_{\mathbf{1}}+(\perp)_{\mathbf{2}}\right]$ to the hexagon diagram value for the same quantity.
splitting absorption coefficient calculated from Eq. (25) to the absorption coefficient obtained from the hexagon diagram alone (Eq. (23) with $C_{2}\left(\bar{B} / B_{C R}\right)$ replaced by $\left.C_{2}(0)=6 \cdot 13 / 945\right)$. The upper curve is the result for $\omega / m=1$, while the lower curve, giving the low frequency limit, is identical to a plot of $C_{2}\left(\bar{B} / B_{C R}\right)^{2}$ (cf. Fig. 5 which gives a plot of $C_{2}\left(\bar{B} / B_{C R}\right)$ ). We see that in the range $0 \leqslant \bar{B} / B_{C R} \leqslant 1$, $0 \leqslant \omega / m \leqslant 1$ the leading power dependence given by the bexagon diagram alone suffices for rough order of magnitude estimates. Furthermore, the effective Lagrangian calculation of $C_{2}\left(\bar{B} / B_{C R}\right)$ gives the bulk of the corrections coming from higher ring diagrams, with the $\omega$-dependent effects contained in the complicated formulas of Eq. (25) (i.e., the spread between the two curves in Fig. 8) being fairly small.

As expected, substituting the Taylor expansions

$$
\begin{align*}
& K^{\prime \prime}(z)=-8 z^{2} / 45+O\left(z^{4}\right)  \tag{50}\\
& K^{\perp}(z)=-14 z^{2} / 45+O\left(z^{4}\right)
\end{align*}
$$

into Eq. (49) gives back the box diagram result of Eq. (46b) in the limit of small $\bar{B} / B_{C R}$. The calculation can be further improved by using the proper-time techniques discussed in Appendix 1 to exactly sum the ring diagrams involving arbitrary numbers of interactions with the external field $\bar{B}$, without the restriction to small $\omega / m$. This gives the following formulas for the refractive indices,

$$
\begin{align*}
n^{\prime \prime \cdot \perp}= & 1-\frac{1}{2} \sin ^{2} \theta A^{\prime \prime \cdot 1}[\omega \sin \theta, \bar{B}], \\
A^{\prime \prime \cdot \perp}[\omega, \bar{B}]= & \frac{\alpha}{2 \pi} \int_{0}^{\infty} \frac{d s}{s^{2}} \exp \left(-m^{2} s\right) \int_{0}^{t} d t \exp \left[\omega^{2} R(s, t)\right] J^{\prime \prime \cdot 1}(s, v), \\
v= & 2 t / s-1,  \tag{51}\\
J^{\prime \prime}(s, v)= & \frac{-e \bar{B} s \cosh (e \bar{B} s v)}{\sinh (e \bar{B} s)}+\frac{e \bar{B} s v \sinh (e \bar{B} s v) \operatorname{coth}(e \bar{B} s)}{\sinh (e \bar{B} s)} \\
& -\frac{2 e \bar{B} s[\cosh (e \bar{B} s v)-\cosh (e \bar{B} s)]}{\sinh { }^{3}(e \bar{B} s)}, \\
J^{1}(s, v)= & \frac{e \bar{B} s \cosh (e \bar{B} s v)}{\sinh (e \bar{B} s)}-e \bar{B} s \operatorname{coth}(e \bar{B} s)\left[1-v^{2}+v \frac{\sinh (e \bar{B} s v)}{\sinh (e \bar{B} s)}\right],
\end{align*}
$$

and with $R(s, t)$ given by Eq. (25b). When $\omega$ is set equal to zero, the integral over $t$ (or equivalently, over $v$ ) is readily done, giving $\int_{0}^{1} d v J^{\|, \perp}(s, v)=K^{\|} \cdot \perp(e \bar{B} s)$, and so Eq. (51) reduces directly to Eq. (49). To examine the region of convergence of Eq. (51), we substitute Eq. (27) for $R(s, t)$ and replace $J \|^{1,1}(s, v)$ by their dominant large-s behavior, giving

$$
\begin{equation*}
n^{\| \perp \perp}-1 \propto \int^{\infty} d s \int_{0}^{t} d t \exp \left[W^{\|!\perp}\right] \times(\text { power of } s) \tag{52}
\end{equation*}
$$

with

$$
\begin{align*}
W^{\prime \prime} & =\omega^{2} t\left(1-\frac{t}{s}\right)-m^{2} s+e \vec{B}(|2 t-s|-s)  \tag{53}\\
W^{\perp} & =\omega^{2} t\left(1-\frac{t}{s}\right)-m^{2} s
\end{align*}
$$

Maximizing $W^{\perp}$ and $W^{I}$ with respect to $t$, we find that the integral for $n^{\perp}$ con-
verges for $\omega<2 m$, while that for $n^{\prime l}$ converges in the somewhat larger region $\omega<m\left[1+\left(1+2 B / B_{C R}\right)^{1 / 2}\right]$. As Toll [2] has shown, these are just the thresholds for photopair production by perpendicular-polarized and by parallel-polarized photons, respectively. Thus, Eq. (51) is valid when the refractive indices are real, but fails when the refractive indices become complex, as a result of the presence of the absorptive processes pictured in Fig. 12.


Fig. 12. Lowest-lying absorptive contributions to the refractive indices for parallel (I|)- and perpendicular ( $\perp$ )-polarized photons. The doubled lines indicate the presence of interactions to all orders in the external field $\vec{F}$.

An alternative method for calculating the indices of refraction uses the fact that for each eigenmode the refractive index $n$ is related to the corresponding absorption coefficient $\kappa$ by the Kramers-Kronig (dispersion) relation

$$
\begin{equation*}
n(\omega)=1+\frac{P}{\pi} \int_{0}^{\infty} \frac{k\left(\omega^{\prime}\right)}{\omega^{\prime 2}-\omega^{2}} . \tag{54}
\end{equation*}
$$

The dominant contribution to Eq. (54) comes from photo-pair production, which gives

$$
\begin{equation*}
(n-1)^{\mathrm{pair}} \sim \frac{\alpha}{\pi}\left(\frac{\vec{B} \sin \theta}{B_{C R}}\right)^{2}=\frac{\alpha^{2} \bar{B}^{2} \sin ^{2} \theta}{\pi m^{4}}, \tag{5s}
\end{equation*}
$$

as found in Eq. (46b); in comparison to this, the photon-splitting contribution, which can be estimated to be of order

$$
\begin{equation*}
(n-1)^{\text {photon spiltting }} \sim\left(\frac{\alpha}{\pi}\right)^{3}\left(\frac{\bar{B} \sin \theta}{B_{C R}}\right)^{2}, \tag{56}
\end{equation*}
$$

can be neglected. The contribution of other absorptive processes to the index of refraction will be even smaller. Thus, substituting into Eq. (54) the actual thresholds for photopair production by parallel and perpendicular polarized photons, we get

$$
\begin{align*}
& \left.n_{11}(\omega)=1+\frac{P}{\pi} \int_{m(1+(1+2 B / B C R}^{\infty}\right)^{1 / 3} \frac{\kappa_{11}^{\text {palt }}\left(\omega^{\prime}\right) d \omega^{\prime}}{\omega^{\prime 2}-\omega^{2}}  \tag{57}\\
& n_{\perp}(\omega)=1+\frac{P}{\pi} \int_{2 m}^{\infty} d \omega^{\prime} \frac{\kappa_{\perp}^{\text {pair }}\left(\omega^{\prime}\right) d \omega^{\prime}}{\omega^{\prime 2}-\omega^{2}} .
\end{align*}
$$

We will not actually evaluate these formulas numerically, but will make use below of the computational results of Toll [2], which show that for $\bar{B} / B_{C R} \leqq 1$ the perpen-

Region 4. In this region $\left|n^{\text {TOT }}-1\right|$ can become as big as unity, so we have

$$
\begin{equation*}
\frac{\text { forbidden decays }}{\text { allowed decay }} \sim \frac{\omega^{2}\left(\Omega_{C}^{i}\right)^{2} 10^{-7}}{\omega^{5} / 30}\left(\frac{B_{C R}}{B \sin \theta}\right)^{4} \sim 10^{-11} . \tag{87c}
\end{equation*}
$$

Region 5. According to Eq. (74), $n^{\text {TOT }}-1$ can become arbitrarily large in region 5 because $\omega_{1}$ can come arbitrarily close to $\Omega_{c}{ }^{*}$. But thermal effects, which have so far been neglected, prevent the effective value of $\left|\omega_{1}-\Omega_{c}{ }^{e}\right|$ in Eq. (74) from becoming greater than the thermal spread $\Delta \Omega_{c}{ }^{*}$ in the electron cyclotron frequency, which is
$\Delta \Omega_{C}{ }^{c} \sim\left\langle\frac{e \bar{B}}{m}-\frac{e \bar{B}}{\left(p^{2}+m^{2}\right)^{\Gamma^{2}}}\right\rangle_{A V} \approx \Omega_{C}{ }^{e} \frac{\left\langle\boldsymbol{p}^{2} / 2 m\right\rangle_{A V}}{m}=\Omega_{C}{ }^{e} \frac{(3 / 2) k T}{m}$.
Even for $T$ as low as $10^{-1}{ }^{\circ} K$ we have $\Delta \Omega_{c}{ }^{a} \gtrsim 2 \cdot 10^{-12} m$, which limits $\left|n^{\text {TOT }}-1\right|$ to $10^{-2}$ at most and makes Eq. (86) smaller than one. Hence we get

$$
\begin{equation*}
\frac{\text { forbidden decay }}{\text { allowed decay }} \sim \frac{\omega^{2}\left(\Omega_{c}^{8}\right)^{2} 10^{-7}}{\omega^{5} / 30} \sim 3 \cdot 10^{-8}<10^{-7} . \tag{87d}
\end{equation*}
$$

We conclude, then, that the reactions of Eq. (83) have absorption coefficients which are at most $10^{-2}$ of the absorption coefficient of the allowed reaction $(\mathrm{II}) \rightarrow(\perp)_{1}+(\perp)_{2}$. A more detailed analysis shows that this upper band of $10^{-7}$ applies particularly to the decay $(\|) \rightarrow(\|)_{1}+(\|)_{2}$; in the case of all of the decays of an initially perpendicular photon, the upper bound can be reduced at least another two orders of magnitude, to $10^{-9}$. Although all of our estimates have assumed $\bar{B} / B_{C R} \approx 0.1$, as $\bar{B}$ is further increased the electrodynamic terms in Eq. (81) rapidly increase in size relative to the plasma terms, causing our upper bound to get even smaller. On the other hand, if the plasma density $n_{e}$ is increased by a moderate factor the upper bound only increases proportionally. For example a factor of 100 increase in density to $n_{0} \sim 1 \mathbf{0}^{19} \mathrm{~cm}^{-3}$ leads to an upper bound on perpendicular photon splitting of $10^{-7}$ relative to the allowed case. We conclude, that plasma induced violations of our selection rule against perpendicular photon decay should be negligibly small.

## Appendix I: Proper-Time Calculation of the Refractive Indices and Photon Splitting Matrix Element

We outline here the calculations leading to Eq. (51) for the refractive indices and Eq. (25) for the photon splitting matrix element. As noted in the text, we work to all orders in the strong external field $\bar{B}$, without restrictions on $\omega / m$ (other than
those needed to assure convergence of the final formulas), but we neglect virtual photon radiative corrections. This means that we are dealing with the problem of vacuum polarization effects produced by a $c$-number (unquantized) electromagnetic field, which is a superposition of the strong, constant field $\bar{B}$ and of the plane wave fields of the photons. Diagrammatically, we are discussing the problem of a single virtual electron loop, with arbitrary numbers of interactions with the external fields and either with two photon vertices (refractive index calculation, Figs. 9 and 11) or with three photon vertices (photon splitting calculation, Fig. 4).
Very powerful techniques for dealing with the vacuum polarization of $c$-number fields were developed some time ago by Schwinger [7], and we will follow his methods quite closely. We begin by finding an expression for the electromagnetic current density $\left\langle j_{\mu}(x)\right\rangle$ induced by vacuum polarization effects at point $x$ when an external $c$-number electromagnetic field $A_{\mu}$ is applied to the vacuum. Denoting the electron field by $\psi$, and the electron-positron vacuum expectation by $\left\rangle_{0}\right.$, we have

$$
\begin{align*}
j_{\mu}(x) & =\frac{1}{2} e\left[\psi(x), \gamma_{\mu} \psi(x)\right],  \tag{A1.1}\\
\left\langle j_{\mu}(x)\right\rangle & =\frac{1}{2} e\left\langle\left[\psi(x), \gamma_{\mu} \psi(x)\right]\right\rangle_{0} .
\end{align*}
$$

In order to evaluate Eq. (A1.1), we introduce the electron Green's function $G\left(x, x^{\prime}\right)$,

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=i\left\langle T\left(\psi(x) \psi\left(x^{\prime}\right)\right)\right\rangle_{0} \tag{A1.2}
\end{equation*}
$$

which satisfies the differential equation

$$
\begin{equation*}
\left[m-\gamma^{\mu}\left(i \frac{\partial}{\partial x^{\mu}}-e A_{\mu}(x)\right)\right] G\left(x, x^{\prime}\right)=\delta^{4}\left(x-x^{\prime}\right) \tag{A1.3}
\end{equation*}
$$

It is easy to see that $\left\langle j_{u}(x)\right\rangle$ is just the limit of the Green's function in which $x$ symmetrically approaches $x^{\prime}$,

$$
\text { ie } \begin{align*}
\operatorname{Tr}\left[\gamma_{\mu} G(x, x)\right] & \equiv \frac{1}{2} i e \operatorname{Tr}\left[\left.\gamma_{\mu} G\left(x, x^{\prime}\right)\right|_{x_{0}=x_{0}^{\prime}+\epsilon}+\left.\gamma_{\mu} G\left(x, x^{\prime}\right)\right|_{\left.x_{0}-x_{0}^{\prime}-\epsilon\right]}\right] \\
& =\frac{1}{2} i e \operatorname{Tr}\left[\gamma_{\mu} i\langle\psi(x) \Psi(x)\rangle_{0}-\gamma_{\mu} i\langle\psi(x) \psi(x)\rangle_{0}^{\text {drac index transpose }}\right] \\
& =\frac{1}{2} e\left\langle\left[\psi(x), \gamma_{\mu} \psi(x)\right]\right\rangle_{0}=\left\langle j_{\mu}(x)\right\rangle . \tag{A1.4}
\end{align*}
$$

Thus, to calculate the induced current it suffices to calculate the Green's function $G\left(x, x^{\prime}\right)$.

As Schwinger shows, this calculation is facilitated if we introduce a condensed notation in which $G\left(x, x^{\prime}\right)$ is regarded as the $\left(x|\cdots| x^{\prime}\right)$ matrix element of an operator $G$,

$$
\begin{align*}
G\left(x, x^{\prime}\right) & =\left(x|G| x^{\prime}\right),  \tag{Al.5}\\
\delta\left(x-x^{\prime}\right) & =\left(x \mid x^{\prime}\right) .
\end{align*}
$$

Introducing the additional operator $\pi_{\mu}$,

$$
\begin{equation*}
\pi_{\mu} \equiv i \frac{\partial}{\partial x^{\mu}}-e A_{\mu}(x) \tag{A1.6}
\end{equation*}
$$

the differential equation (A1.3) for the Green's function can be rewritten as the algebraic operator equation

$$
(m-\gamma \cdot \pi) G=1
$$

Inverting Eq. (A1.7) and substituting into Eq. (A1.4), we get

$$
\begin{align*}
& \left\langle j_{\mu}(x)\right\rangle \\
& =i e \operatorname{Tr}\left[\gamma_{\mu}\left(x\left|\frac{1}{m-\gamma \cdot \pi}\right| x\right)\right] \\
& =\frac{1}{2} i e \operatorname{Tr}\left[\gamma_{\mu}\left(x\left|(m+\gamma \cdot \pi) \frac{1}{m^{2}-(\gamma \cdot \pi)^{2}}+\frac{1}{m^{2}-(\gamma \cdot \pi)^{2}}(m+\gamma \cdot \pi)\right| x\right)\right] \\
& =\frac{1}{2} i e \operatorname{Tr}\left[\gamma_{\mu}\left(x\left|\gamma \cdot \pi \frac{1}{m^{2}-(\gamma \cdot \pi)^{2}}+\frac{1}{m^{2}-(\gamma \cdot \pi)^{2}} \gamma \cdot \pi\right| x\right)\right], \tag{A1.8}
\end{align*}
$$

where we have used the fact that the trace of an odd number of $\gamma$ matrices is zero. The next step is to exponentiate the operator $\left[m^{2}-(\gamma \cdot \pi)^{2}\right]^{-1} u$ sing the identity

$$
\begin{gather*}
\frac{1}{m^{2}-(\gamma \cdot \pi)^{2}}=i \int_{0}^{\infty} d s e^{-i\left[m^{2}-(\gamma \cdot m)^{2}\right]}=i \int_{0}^{\infty} d s e^{-i m^{2} s} U(s)  \tag{A1.9}\\
U(s)=e^{i(\gamma \cdot n)^{2} s},
\end{gather*}
$$

which on substitution into Eq. (A1.8) gives

$$
\begin{equation*}
\left\langle j_{\mu}(x)\right\rangle=-\frac{1}{2} e \int_{0}^{\infty} d s e^{-i m^{2} s} \operatorname{Tr}\left[\gamma_{\mu} \gamma_{\nu}\left(x\left|\pi^{\nu} U(s)\right| x\right)+\gamma_{\nu} \gamma_{\mu}\left(x\left|U(s) \pi^{v}\right| x\right)\right] . \tag{A1.10}
\end{equation*}
$$

Let us now exploit the fact that $U(s)$ is just the "proper-time evolution" operator $U(s)=\exp [-i \mathscr{H} s]$ for the quantum mechanics problem with Hamiltonian

$$
\begin{gather*}
\mathscr{H}=-(\gamma \cdot \pi)^{2}=-\pi^{2}-\frac{1}{2} e \sigma \cdot F, \quad \sigma \cdot F \equiv \sigma_{u v} F_{u v}, \\
\sigma_{u v}=\frac{1}{2} i\left[\gamma_{u}, \gamma_{\nu}\right], \quad F_{u v}(x)=\partial_{\nu} A_{\mu}-\partial_{u} A_{v}, \tag{A1.11}
\end{gather*}
$$

and with "proper time" $s$. Introducing the definitions

$$
\begin{gather*}
\mid x(0)) \equiv \mid x),(x(s) \mid \equiv(x(0)!U(s) \\
\pi(0) \equiv \pi, \quad x(0) \equiv x  \tag{A1.12}\\
\pi(s)=U^{-1}(s) \pi(0) U(s), x(s) \equiv U^{-1}(s) x(0) U(s)
\end{gather*}
$$

we can rewrite Eq. (A1.10) as

$$
\begin{align*}
\left\langle j_{\mu}(x)\right\rangle= & -\frac{1}{2} e \int_{0}^{\infty} d s e^{-i m^{2} s} \operatorname{Tr}\left[\gamma_{\mu} \gamma_{\nu}\left(x(s)\left|\pi^{\nu}(s)\right| x(0)\right)\right. \\
& \left.+\gamma_{\nu} \gamma_{\mu}\left(x(s)\left|\pi^{\nu}(0)\right| x(0)\right)\right], \tag{A1.13}
\end{align*}
$$

or equivalently, as

$$
\begin{align*}
\left\langle j_{\mu}(x)\right\rangle= & -\frac{1}{2} e \int_{0}^{\infty} d s e^{-i m^{2} s} \operatorname{Tr}\left[\left(x(s)\left|\pi_{\mu}(s)+\pi_{\mu}(0)\right| x(0)\right)\right. \\
& \left.-i \sigma_{\mu}^{\nu}\left(x(s)\left|\pi_{\nu}(s)-\pi_{\nu}(0)\right| x(0)\right)\right] \tag{A1.14}
\end{align*}
$$

which is our final expression for the induced current. Using the commutation relations

$$
\begin{align*}
& {\left[x_{\mu}, \pi_{v}\right]=-i g_{\nu v}}  \tag{A1.15}\\
& {\left[\pi_{\mu}, \pi_{\nu}\right]=i e F_{\mu \nu}(x)}
\end{align*}
$$

we deduce from Eq. (A1.12) the following equations of motion satisfied by $x_{\mu}(s)$ and $\pi_{\mu}(s)$,

$$
\begin{align*}
\frac{d x_{\mu}(s)}{d s} & =U^{-1}(s)\left[i \mathscr{H}, x_{\mu}\right] U(s)=2 \pi_{\mu}(s) \\
\frac{d \pi_{\mu}(s)}{d s} & =U^{-1}(s)\left[\mathscr{H}, \pi_{\mu}\right] U(s)  \tag{Al.16}\\
& =-e\left[\pi^{\nu}(s) F_{\mu \nu}(x(s))+F_{\mu \nu}(x(s)) \pi^{\mu}(s)+\frac{1}{2} \Sigma_{\alpha \beta}(s) F_{. \mu}^{\alpha \beta}(x(s))\right],
\end{align*}
$$

with

$$
\begin{align*}
F_{\Delta}^{a \beta}(x) & =\partial F^{\alpha \beta}(x) / \partial x^{\alpha},  \tag{A1.17}\\
\Sigma_{\alpha \beta}(s) & \equiv U^{-1}(s) \sigma_{\alpha \beta} U(s) .
\end{align*}
$$

So far we have made no assumptions about the nature of the external field $F_{\mu \nu}(x)$. Now, let us specialize to the case in which $F_{\mu \nu}$ is the superposition of a strong constant magnetic field $\bar{F}$ and a plane wave of amplitude a and field strength $f$,

$$
\begin{equation*}
F_{u v}(x)=\bar{F}_{u v}+f_{u v}(\xi), \xi=n \cdot x \tag{Al.18}
\end{equation*}
$$

with $n=(1, \tilde{n})$ a null vector defining the direction of propagation of the wave. Taking our constant magnetic field to point along the 3 axis, we have

$$
\begin{equation*}
\bar{F}_{21}=-\bar{F}_{12}=\bar{B} ; \text { all other components }=0 \tag{A1.19}
\end{equation*}
$$

## ADLER

To calculate the refractive indices, we will take

$$
\begin{align*}
a_{\mu}(\xi) & =\epsilon_{\mu} e^{i \omega \xi}  \tag{Al.20}\\
f_{\mu \nu}(\xi) & =i \omega\left(n_{\nu} \epsilon_{\mu}-n_{\mu} \epsilon_{\nu}\right) e^{i \omega \xi}
\end{align*}
$$

and compute the term in $\left\langle j_{\mu}(x)\right\rangle$ linear in $\epsilon$, while to calculate the photon splitting matrix element, we will take

$$
\begin{align*}
& a_{\mu}(\xi)=\epsilon_{1 \mu} e^{i \omega_{1} \xi}+\epsilon_{2 \mu} e^{i \omega_{2} \xi}  \tag{Al.2l}\\
& f_{\mu \nu}(\xi)=i \omega_{1}\left(n_{\nu} \epsilon_{1 \mu}-n_{\mu} \epsilon_{1 \nu}\right) e^{i \omega_{1} \xi}+i \omega_{2}\left(n_{\nu} \epsilon_{2 \mu}-n_{\mu} \epsilon_{2 \nu}\right) e^{i \omega_{2} \xi}
\end{align*}
$$

and compute the term in $\left\langle j_{\mu}(x)\right\rangle$ bilinear in $\epsilon_{1}$ and $\epsilon_{2}$.
The procedure now is as follows. First, we substitute Eqs. (A1.18) and (A1.19) into the equations of motion, Eq. (Al.16). We then perform two integrations which give us expressions for $\pi_{\mu}(s) \pm \pi_{\mu}(0)$ as linear combinations of a quantity $\Phi_{u}$, which is entirely of first order in the plane wave field $f_{u v}$, and of $x_{\mu}(s)-x_{\mu}(0)$ :

$$
\begin{align*}
& \Phi_{\mu}(s)=-e\left[\pi^{\nu}(s) f_{\mu \nu}(\xi(s))+f_{\mu \nu}(\xi(s)) \pi^{\nu}(s)+\frac{1}{2} \Sigma_{\alpha \beta}(s) f_{\mu \mu}^{\alpha \theta}(\xi(s))\right], \\
& \pi_{\mu}(s)-\pi_{u}(0)=C_{\mu}^{(-), y}\left[x_{\mu}(s)-x_{\nu}(0)\right]+\int_{0}^{s} d t \Phi_{\mu}(t), \\
& \pi_{\mu}(s)+\pi_{\mu}(0)=C_{\mu}^{(+) v}\left[x_{\nu}(s)-x_{\nu}(0)\right]+\int_{0}^{3} d t T(s, t)_{\mu}^{\nu} \Phi_{\nu}(t), \\
& C^{(\mp)}=c \text {-no. matrices, }  \tag{Al.22}\\
& T(s, t)_{u}{ }^{\circ}=\left[\begin{array}{cccc}
v & 0 & 0 & \\
0 & C(s, t) & -S(s, t) & 0 \\
0 & S(s, t) & C(s, t) & 0 \\
0 & 0 & 0 & v
\end{array}\right]=\left[\begin{array}{cccc}
T_{0}{ }^{0} & T_{0}{ }^{1} & \cdots & T_{0}{ }^{3} \\
T_{1}{ }^{0} & & & \vdots \\
\vdots & & & \vdots \\
T_{3}{ }^{0} & \cdots & & T_{3}{ }^{3}
\end{array}\right], \\
& v=2 t / s-1 \text {, } \\
& C(s, t)=\frac{\sin (e \bar{B} s v)}{\sin (e \bar{B} s)}, \quad S(s, t)=\frac{\cos (e \bar{B} s v)-\cos (e \bar{B} s)}{\sin (e \bar{B} s)} .
\end{align*}
$$

Substituting Eq. (A1.22) into Eq. (A1.14), we find that the terms proportional to $x_{\nu}(s)-x_{\nu}(0)$ vanish, since $\left(x(s)\left|x_{\nu}(s)-x_{\nu}(0)\right| x(0)\right)=x_{\nu}-x_{\nu}=0$, giving
$\left\langle j_{\mu}(x)\right\rangle=-\frac{1}{2} e \int_{0}^{D} d s e^{-i m^{2} s} \int_{0}^{s} d t \operatorname{Tr}\left\{\left[T(s, t)_{\mu}{ }^{\mu}-i \sigma_{\mu}{ }^{\nu}\right]\left(x(s)\left|\Phi_{\nu}(t)\right| x(0)\right)\right\}$. (A 1.23$)$
Our next step is to systematically develop Eq. (Al.23) in a power series in the plane wave amplitude. This is done by going over to an interaction picture in
which the zeroth order approximation describes the constant magnetic field alone, with no plane waves present. Thus, we write

$$
\begin{gather*}
U^{(0)}(s)=e^{-i \mathscr{H}^{(0)}} s \\
\mathscr{H}(0)=-\pi^{(0) 2}-\frac{1}{2} e \sigma \cdot \bar{F}, \\
{\left[x_{\mu}^{(0)}, \pi_{\nu}^{(0)}\right]=-i g_{\mu \nu},}  \tag{A1.24}\\
\pi^{(0)}(0)=\pi^{(0)}, \quad x^{(0)}(0)=x^{(0)}, \\
\pi^{(0)}(s)=U^{(0)-1}(s) \pi^{(0)}(0) U^{(0)}(s), \quad x^{(0)}(s) \equiv U^{(0)-1}(s) x^{(0)}(0) U^{(0)}(s) .
\end{gather*}
$$

As Schwinger has shown, the proper time evolution problem defined by Eq. (A1.24) can be simply and exactly integrated, giving

$$
\begin{align*}
\pi_{\mu}^{(0)}(s) & =R(s)_{\mu}{ }^{\nu} \pi_{\nu}^{(0)}(0), \\
x_{\mu}^{(0)}(s) & =x_{\mu}^{(0)}(0)+I(s)_{\mu}{ }^{\nu} \pi_{\nu}^{(0)}(0), \\
R(s)_{\mu}{ }^{\nu} & =\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos (2 e \bar{B} s) & -\sin (2 e \bar{B} s) & 0 \\
0 & \sin (2 e \bar{B} s) & \cos (2 e \bar{B} s) & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
I(s)_{\mu}{ }^{\prime \prime} & =\left[\begin{array}{cccc}
2 s & 0 & 0 & 0 \\
0 & \frac{\sin (2 e \bar{B} s)}{e \bar{B}} & \frac{\cos (2 e \bar{B} s)-1}{e \bar{B}} & 0 \\
0 & \frac{1-\cos (2 e \bar{B} s)}{e \bar{B}} & \frac{\sin (2 e \bar{B} s)}{e \bar{B}} & 0 \\
0 & 0 & 0 & 2 s
\end{array}\right],  \tag{A1.25}\\
\left(x^{(0)}(s) \mid x^{(0)}(0)\right) & =-i(4 \pi \tau)^{-2} \frac{e s \bar{B}}{\sin (e s \bar{B})} s^{-2} e^{\frac{1}{i} e s o \cdot F} .
\end{align*}
$$

We now develop the problem in the presence of the plane wave field in a perturbation expansion around the zeroth order solution of Eq. (A1.25). At zero proper time, the exact and zeroth order coordinate are the same, while the exact and zeroth order canonical momenta differ just by the plane wave amplitude,
$x_{\mu}(0)=x_{\mu}^{(0)}(0), \quad \pi_{\mu}(0)=\pi_{\mu}^{(0)}(0)-e a_{\mu}(\xi(0))=\pi_{\mu}^{(0)}(0)-e a_{\mu}\left(\xi^{(0)}(0)\right)$.
To find the relation between the exact and zeroth order time evolution operators, we use Eq. (A1.26) to write

$$
\begin{align*}
\mathscr{H}= & \mathscr{H}(0)+e\left[a_{\mu}\left(\xi^{(0)}\right) \pi^{(0) \mu}+\pi^{(0) \mu} a_{\mu}\left(\xi^{(0)}\right)\right. \\
& \left.-e a_{\mu}\left(\xi^{(0)}\right) a^{u}\left(\xi^{(0)}\right)-\frac{1}{2} \sigma_{\alpha \theta} f^{a \theta}\left(\xi^{(0)}\right)\right] . \tag{A1.27}
\end{align*}
$$

Defining $A=-i \mathscr{H}^{(0)} s, B=-i\left(\mathscr{H}^{\mathscr{H}}-\mathscr{H}^{(0)}\right) s$, we apply the identity

$$
\begin{equation*}
e^{A+B}=e^{A} T \exp \left[\int_{0}^{1} d t e^{-A t} B e^{A t}\right] \tag{Al.28}
\end{equation*}
$$

where $T$ is the time ordering operation. Making a change of variable $u=s t$, this gives

$$
\begin{align*}
U(s)= & U^{(0)}(s) U_{l}(s) \\
U_{l}(s)= & T \exp \left\{-i e \int_{0}^{s} d u\left[a_{\mu}\left(\xi^{(0)}(u)\right) \pi^{(0) u}(u)+\pi^{(0) u}(u) a_{\mu}\left(\xi^{(0)}(u)\right)\right.\right. \\
& \left.\left.-e a_{\mu}\left(\xi^{(0)}(u)\right) a^{\mu}\left(\xi^{(0)}(u)\right)-\frac{1}{2} \sum_{\alpha \beta}^{(0)}(u) f^{\alpha \theta}\left(\xi^{(0)}(u)\right)\right]\right\} \tag{A1.29}
\end{align*}
$$

where $\sum_{\Delta \beta}^{(0)}(u)$ is defined by

$$
\begin{equation*}
\Sigma_{\alpha B}^{(0)}(u) \equiv U^{(0)-1}(u) \sigma_{\alpha B} U^{(0)}(u)=e^{-t i e u \sigma \cdot F_{\sigma_{\alpha B}} e^{t i e u \sigma \cdot F} .} \tag{A1.30}
\end{equation*}
$$

As expected, the time evolution operator in the interaction picture is constructed from dynamical variables $\xi^{(0)}(u), \pi^{(0)}(u)$ and $\sum_{\alpha \beta}^{(0)}(u)$ which have the proper-time dependence of the unperturbed problem.

We now use Eq. (Al.29) to rewrite our expression for $\left\langle j_{\mu}(x)\right\rangle$ in final form. Referring back to Eq. (A1.23), we write

$$
\begin{align*}
\left(x(s)\left|\Phi_{\nu}(t)\right| x(0)\right) & =\left(x(0)\left|U(s) U^{-1}(t) \Phi_{\nu}(0) U(t)\right| x(0)\right) \\
& =\left(x(0)\left|U^{(0)}(s) U_{I}(s) U_{I}^{-1}(t) U^{(0)-1}(t) \Phi_{\nu}(0) U^{(0)}(t) U_{l}(t)\right| x(0)\right) \tag{A1.31}
\end{align*}
$$

Making use of the explicit expression for $\Phi_{\nu}$ in Eq. (A1.22), recalling Eq. (Al.26) and substituting Eq. (A1.31) back into Eq. (Al.23), we get

$$
\begin{align*}
\left\langle j_{\mu}(x)\right\rangle= & \frac{1}{2} e^{2} \int_{0}^{\infty} d s e^{-i n^{2} \delta} \int_{0}^{s} d t \operatorname{Tr}\left\{\left[T(s, t)_{\mu}^{\nu}-i \sigma_{\mu}{ }^{v}\right]\right. \\
& \times\left(x^{(0)}(s) \mid U_{I}(s) U_{l}^{-1}(t)\left[\pi^{(0) \nu}(t) f_{u \nu}\left(\xi^{(0)}(t)\right)+f_{u v}\left(\xi^{(0)}(t)\right) \pi^{(0) v}(t)\right.\right. \\
& \left.\left.\left.-2 e a^{\nu}\left(\xi^{(0)}(t)\right) f_{u \nu}\left(\xi^{(0)}(t)\right)+\frac{1}{2} \sum_{\alpha B}^{(0)}(t) f_{A}^{\alpha \beta}\left(\xi^{(0)}(t)\right)\right] U_{l}(t) \mid x^{(0)}(0)\right)\right\} \tag{A1.32}
\end{align*}
$$

By expanding the operators $U_{I}$ in this equation to the requisite order in the plane
wave amplitude, we can obtain expressions for both the refractive indices and the photon splitting matrix element, as follows:
(i) Refractive indices. We take the plane wave amplitude as in Eq. (A1.20) and keep only first order terms in Eq. (A1.32), giving

$$
\begin{align*}
\left\langle j_{u}(x)\right\rangle= & \frac{1}{3} e^{2} \int_{0}^{\infty} d s e^{-i m^{2}} \int_{0}^{0} d t \operatorname{Tr}\left\{[ T ( s , t ) _ { \mu } { } ^ { \nu } - i \sigma _ { u } { } ^ { \nu } ] \left(x^{(0)}(s) \mid \pi^{(0) v}(t) f_{u v}\left(\xi^{(0)}(t)\right)\right.\right. \\
& \left.\left.\left.+f_{u v}\left(\xi^{(0)}(t)\right) \pi^{(0) \nu}(t)+\frac{1}{2} \sum_{\alpha \beta}^{(0)}(t) f_{. \mu}^{\alpha \beta}\left(\xi^{(0)}(t)\right) \right\rvert\, x^{(0)}(0)\right)\right\} . \tag{Al.33}
\end{align*}
$$

To evaluate the matrix element in Eq. (A1.33), we use Eqs. (A1.25) to express $\pi^{(0)}(t)$ and $\exp \left[i \omega \xi^{(0)}(t)\right]$ in terms of $x^{(0)}(s)$ and $x^{(0)}(0)$,

$$
\begin{align*}
\pi^{(0)}(t)= & R(t) \cdot I^{-1}(s) \cdot\left[x^{(0)}(s)-x^{(0)}(0)\right] \\
\exp \left[i \omega \xi^{(0)}(t)\right]= & \exp \left[i \omega n \cdot x^{(0)}(t)\right]  \tag{A1.34}\\
= & \exp \left\{i \omega \left[n \cdot\left(1-I(t) \cdot I^{-1}(s)\right) \cdot x^{(0)}(0)\right.\right. \\
& \left.\left.+n \cdot I(t) \cdot I(s)^{-1} \cdot x^{(0)}(s)\right]\right\}
\end{align*}
$$

Since the commutator

$$
\begin{equation*}
\left[x_{\mu}^{(0)}(s), x_{\nu}^{(0)}(0)\right]=i I(s)_{\mu \nu} \tag{A1.35}
\end{equation*}
$$

is a $c$-number, we can then use the identities

$$
\begin{align*}
e^{a} e^{b} & =e^{b} e^{a} e^{[a, b]}  \tag{A1.36}\\
e^{a} b & =b e^{a}+[a, b] e^{a}
\end{align*}
$$

(valid when $[a,[a, b]]=[b,[a, b]]=0)$ to bring all factors $x^{(0)}(s)$ to the left and all factors $x^{(0)}(0)$ to the right in Eq. (A1.33), where they act on the left- and righthand states to give $c$-numbers,

$$
\begin{align*}
& \left(x^{(0)}(s) \mid x^{(0)}(s)=\left(x^{(0)}(s) \mid x\right.\right.  \tag{A1.37}\\
& \left.\left.x^{(0)}(0) \mid x^{(0)}(0)\right)=x \mid x^{(0)}(0)\right)
\end{align*}
$$

This leaves a completely $c$-number expression multiplied by the transformation function ( $x^{(0)}(s) \mid x^{(0)}(0)$ ). which is given by Eq. (Al.25). Note that the matrix
element $\left(x^{(0)}(s)\left|\sum_{\alpha \beta}^{(0)}(t)\right| x^{(0)}(0)\right)$ is equal to $\left(x^{(0)}(s) \mid x^{(0)}(0)\right) \sum_{\alpha \beta}^{(0)}(t)$ but not to $\sum_{a \beta}^{(0)}(t)\left(x^{(0)}(s) \mid x^{(0)}(0)\right)$, since the state $\left.\mid x^{(0)}(0)\right)$ has no $\gamma$-matrix dependence, while the state $\left(x^{(0)}(s) \mid\right.$ has the $\gamma$-matrix dependence of $U^{(0)}(s)$. Evaluating the $\gamma$-matrix traces, contracting tensor indices and making the change of integration variable (contour rotation) $s \rightarrow-i s, t \rightarrow-i t$ gives the final result. A particularly simple answer is obtained for the cases in which the plane wave is linearly polarized in the $(\|)$ or $(\perp)$ senses defined in the text. Taking, for $\operatorname{simplicity,~} \sin \theta=1$, we get
|| case: $\quad\left\langle j_{\mu}{ }^{\prime \prime}\right\rangle=-\omega^{2} d^{\prime \prime}[\omega, \bar{B}] a_{\mu}$,
$\perp$ case: $\quad\left\langle j_{\mu}{ }^{\perp}\right\rangle=-\omega^{2} A^{\perp}[\omega, B] a_{\mu}$,
with $A^{11,1}$ expressions given in Eq. (51) of the text.
To relate the refractive indices to $A^{I l}, \perp$, we note that in the self-consistent field approximation, the propagation eigenmodes satisfy the equation

$$
\begin{align*}
& \square^{2} a_{\mu}^{\Pi \cdot \perp}=\square^{2} \epsilon_{\mu}^{\|, \perp} e^{i \omega\left(x_{0}-n_{\|, L}, \lambda \cdot x\right)}=-\omega^{2}\left(1-n_{\|, \perp}^{2}\right) a_{\mu}^{\Pi l . \perp} \\
& =\left\langle j_{\mu}^{\| \cdot \perp}\right\rangle \approx-\omega^{2} A^{I l .1}[\omega, \bar{B}] a_{\mu}^{I I \cdot \perp} . \tag{A1.39}
\end{align*}
$$

This gives $n_{1 \mid . \perp}^{2} \approx 1-A^{\|} \perp[\omega, B]$, or taking the square root,

$$
\begin{equation*}
n_{I I . \perp} \approx 1-\frac{1}{2} A^{11 \cdot \perp}[\omega, \bar{B}] \tag{A1.40}
\end{equation*}
$$

as stated in the text. Note that in deriving Eq. (Al.40), we have in two places assumed that $\eta_{11, \perp}$ are not much different from unity. The first place is in Eq. (A1.39), where we have used the coefficients $A^{11, \perp}[\omega, \bar{B}]$ computed for plane waves satisfying the usual vacuum dispersion relation, rather than satisfying $k / \omega=n_{11 . \perp}$. (Recall that in Eq. (A1.18) we took $\xi=n \cdot x$, with $n$ a null-vector.) The second place is, of course, in taking the square root to get Eq. (Al.40). Referring back to Eq. (55) of the text, we see that $\|_{I . \perp}$ will be close to unity provided that

$$
\begin{equation*}
\frac{\alpha}{\pi}\left(\frac{\bar{B}}{B_{C R}}\right)^{2} \ll 1 \tag{A1.41}
\end{equation*}
$$

a condition which is still well satisfied even when $\bar{B} / B_{C R}$ is of order unity. Our final formulas for the refractive indices are nearly identical with those obtained previously by Minguzzi [2], whose procedure we have followed rather closely. The only difference is that for the first term in $J^{11,1}(s, v)$ (see Eq. (51)) Minguzzi has

Fl instead of $\mp e B s \cosh (e B s v) / \sinh (e \bar{B} s)$, an error which results ${ }^{5}$ from his incorrectly replacing $\sum_{\alpha \beta}^{(c)}(t)$ in Eq. (A1.33) by its average $s^{-1} \int_{0}^{*} d t \sum_{\alpha \beta}^{(0)}(t) .^{6}$
(ii) Photon splitting matrix element. To calculate the photon splitting matrix element, we take the plane wave amplitude as in Eq. (A1.21) and compute the second order terms in Eq. (A1.32), using the expression in Eq. (A1.29) for $U_{I}$. This gives

$$
\begin{align*}
& \left\langle j_{\mu}(x)\right\rangle=\frac{1}{2} e^{3} \int_{0}^{\infty} d s e^{-i m^{2} s} \int_{0}^{s} d t \operatorname{Tr}\left\{\left[T(s, t)_{\mu}{ }^{y}-i \sigma_{\mu}{ }^{\nu}\right]\right. \\
& \times\left(x^{(0)}(s) \mid-2 a^{\nu}\left(\xi^{(0)}(t)\right) f_{\mu \nu}\left(\xi^{(0)}(t)\right)\right. \\
& -i \int_{1}^{s} d u\left[a_{o}\left(\xi^{(0)}(u)\right) \pi^{(0) o}(u)+\pi^{(0) \sigma}(u) a_{o}\left(\xi^{(0)}(u)\right)-\frac{1}{2} \sum_{b i}^{(0)}(u) f^{\delta_{c}}\left(\xi^{(0)}(u)\right)\right] \\
& \times\left[\pi^{(0) v}(t) f_{\mu \nu}\left(\xi^{(0)}(t)\right)+f_{u \nu}\left(\xi^{(0)}(t)\right) \pi^{(0) v}(t)+\frac{1}{2} \Sigma_{\alpha B}^{(0)}(t) f_{\mu}^{\alpha \beta}\left(\xi^{(0)}(t)\right)\right] \\
& -i\left[\pi^{(0)} v(t) f_{\omega u}\left(\xi^{(0)}(t)\right)+f_{\mu \nu}\left(\xi^{(0)}(t)\right) \pi^{(0) v}(t)+\frac{1}{2} \sum_{4 \alpha B}^{(0)}(t) f_{, 山}^{\alpha \beta \theta}\left(\xi^{(0)}(t)\right)\right] \\
& \times \int_{0}^{t} d u\left[a_{0}\left(\xi^{(0)}(u)\right) \pi^{(0) o}(u)+\pi^{(0) c}(u) a_{0}\left(\xi^{(0)}(u)\right)\right. \\
& \left.\left.-\frac{1}{2} \Sigma_{b=}^{(0)}(u) f^{b c}\left(\xi^{(0)}(u)\right)\right] \mid x^{(0)}(0)\right) . \tag{A1.42}
\end{align*}
$$

${ }^{4}$ The error first appears in Minguzri's analysis when, in his version of Eq. (Al. 16), he writes $\frac{1}{2} \sigma_{\alpha \beta} F_{\alpha,}^{\alpha \beta}(s)$ instead of $\frac{1}{2} \Sigma_{a \beta}(s) F_{i}^{a \beta}(s)$. This makes the final term of the matrix element in Eq. (Al. 33) read ( $x^{(0)}(s)\left|\frac{1}{2} \sigma_{\alpha \beta} f_{i=1}^{00}\left(\xi^{(0)}(f)\right)\right| x^{(0)}(0)$ ). Then, when evaluating $\left(x^{(0)}(s)\left|\sigma_{\alpha \beta}\right| x^{(0)}(0)\right.$ ), instead of simply equating this to $\left(x^{(0)}(s) \mid x^{(0)}(0)\right) \sigma_{\alpha A}$, Munguzzi notes that $\left(x^{(0)}(s) \mid x^{(0)}(0)\right) \propto \exp \left(\frac{1}{2}\right.$ ieso $\left.\cdot F^{\prime}\right)$ $\times$ ( $\gamma$-matrix independent factors) and then regards $\left(x^{(01}(s)\left|\sigma_{\alpha \beta}\right| x^{(0)}(0)\right)$ as the variational derivative of $\left(x^{(01)}(s) \mid x^{(0)}(0)\right)$ with respect to a small change in the constant field $F$. Thus, he writes,

$$
\begin{aligned}
& =\frac{\delta}{\delta e^{2 \beta}} \exp \left(\frac{1}{\underline{2}} i e s a \cdot F+\epsilon \cdot a\right) \times(\gamma \text {-matrix independent factors })
\end{aligned}
$$

$$
\begin{aligned}
& =\left(x^{(0)}(s) \mid x^{(0)}(0)\right) s^{-1} \int_{0}^{1} d t \Sigma_{\alpha \beta}^{(0)}(t),
\end{aligned}
$$

where use has been made of Eqs. (A1. 28) and (Al. 30) and where, in the final line, the change of variable $s t \rightarrow I$ has been made. So we see that Munguzzi's two errors result in his replacing ( $\left.x^{(0)}(s) \mid x^{(0)}(0)\right) \Sigma_{\text {rad }}^{(a)}(1)$ by the $t$-average of this quantity. As a result of this error, in Munguzzi's version of Eq. (51), the function $W^{\text {l }}$ governing the convergence of the representation is $W^{\| l}=$ $\omega^{2} t(1-1 / s)-m^{2} s$, rather than the expression given in Eq. (53). This leads Munguzzi to the incorrect conclusion that absorptive contributions to $n_{\|}$begin at $\omega=2 m$, rather than at the larger value $\omega=m\left[1+\left(1+2 B / B_{C R}\right)^{1 / 2}\right]$ obtained from Eq. (53). As we have noted, the larger value is the one which agrees with the parallel-photon photopair production threshold found by Toll.
'As we have implied in the text, the refractive index calculation is $\operatorname{simplest}$ when $\sin \theta=1$. To obtain the answer for general $\sin \theta$, we note that the only Lorentz scalars on which the refractive
 matrix element $\mathscr{M}$ for photon splitting is

$$
\begin{equation*}
\mathscr{M}=-i(4 \pi)^{3 / 2} \epsilon^{\mu}\left\langle j_{\mu}^{\text {billnear }}\right\rangle, \tag{A1.43}
\end{equation*}
$$

with $\epsilon$ the initial photon polarization. The evaluation of Eq. (A1.42) can be carried out by the same methods used to obtain the refractive indices, and leads to the result quoted in Eq. (25) of the text for the physically interesting case (I|) $\rightarrow(\perp)_{1}+$ $(\perp)_{2} .{ }^{6}$

## APpendiX II: Small Opening Angle Corrections to the Box Diagram

We estimate here the nonvanishing box diagram contribution to photon splitting which arises when spatial variation of the external magnetic field causes the three photon momenta to be nonparallel. With trivial modifications, as explained below, the calculation also applies to the case in which the external magnetic field is strictly constant and the nonparallelism results from vacuum dispersion effects. Our aim is to show that, in both of these cases, all terms in the box diagram matrix element are at least quadratic in the small angles $\phi_{1}, \phi_{2}, \phi_{12}$ between the photon wave vectors.

We proceed by considering the most general momentum-dependent term appearing in the part of the photon splitting matrix element which has one external field factor $\bar{F}$, when $\bar{F}$ carries nonvanishing four-momentum $p$. This is

$$
\begin{equation*}
F F^{1} F^{2} \bar{F} \underbrace{k \cdots k}_{\ell \text { factors }} \underbrace{k_{1} \cdots k_{1}}_{m \text { factors }} \underbrace{k_{2} \cdots k_{2}}_{n \text { factors }} \underbrace{p \cdots p}_{r \text { factors }} \tag{A2.1}
\end{equation*}
$$

with $\ell+m+n+r$ even and with all Lorentz indices contracted to form a Lorentz scalar. We consider various cases in turn:
(i) $r>0$. Since $p=(0, \mathrm{p})$ and, according to Eq. (36) in the text, $|\mathrm{p}| \sim \phi^{2}$, Eq. (A2.1) is of order $\phi^{2}$ at least.
(ii) $r=0$. We distinguish three principal subcases.
(a) Two photon four-momenta are contracted with $\bar{F}$. Since the photon four-momenta are proportional, apart from terms of order $\phi$, and since $\bar{F}$ is an
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PACS numbers: 12.20.Ds, $95.30 . \mathrm{Cq}$

Photon splitting in a strong magnetic field is an interesting process, both from a theoretical viewpoint because of the relatively sophisticated methods needed to do the calculation, and because of its potential astrophysical applications. The first calculation to exactly include the corrections arising from nonzero photon frequency $\omega$ was given by Adler [1], who obtained the amplitude as a triple integral that is strongly convergent below the pair production threshold at $\omega=2 \mathrm{~m}$, and who included a numerical evaluation for the special case $\omega=m$. Subsequently, the calculation was repeated by Stoneham [2] using a different method, leading to a different expression as a triple integral, that has never been compared to the formula of Ref. [1] either analytically or numerically. Recently, a new calculation has been published by Mentzel, Berg, and Wunner [3] in the form of a triple infinite sum, and numerical evaluation of their formula by Wunner, Sang, and Berg [4] claims photon splitting rates roughly 4 orders of magni-
tude larger than those found in Ref. [1]. Since this result, if correct, would have important astrophysical implications, a recalculation by an independent method seems in order. We report the results of such a recalculation here, together with a numerical comparison of the resulting amplitude with those of Adler and of Stoneham, as well as with a recent recalculation independently carried out by Baier. Milstein, and Shaisultanov [5]. The comparison shows that these four independent calculations give precisely the same amplitude, showing no evidence of the dramatic energy dependent effects claimed in Refs. [3] and [4].
Our recalculation of the photon splitting amplitude uses a variant of the world line path integral approach to the Hern-Kosower formalism [6-9]. As is well know:?, the one loop QED effective action induced for the photon field by a spinor loop can be represented by the following civuble path integral:

$$
\begin{equation*}
\Gamma[A]=-2 \int_{0}^{\infty} \frac{d s}{s} e^{-m^{2} s} \int \mathcal{D} x \mathcal{D} \psi \exp \left[-\int_{0}^{s} d \tau\left(\frac{1}{4} \dot{x}^{2}+\frac{1}{2} \psi \dot{\psi}+i e A_{\mu} \dot{x}^{\mu}-i e \psi^{\mu} F_{\mu \nu} \psi^{\nu}\right)\right] . \tag{1}
\end{equation*}
$$

Here $s$ is the usual Schwinger proper-time parameter, the $x^{\mu}(\tau)$ 's are the periodic functions from the circle with circumference $s$ into spacetime, and the $\psi^{\mu}(\tau)$ 's are antiperiodic and Grassmann valued.
Photon scattering amplitudes are obtained by specializing the background to a sum of plane waves with definite polarizations. Both path integrals are then evaluated
by one-dimensional perturbation theory; i.e., one obtains an integral representation for the $N$-photon amplitude by Wick-contracting $N$ "photon vertex operators"

$$
\begin{equation*}
V=\int_{0}^{\tau} d \tau\left[\dot{x}^{\mu} \varepsilon_{\mu}-2 i \psi^{\mu} \psi^{\nu} k_{\mu} \varepsilon_{\nu}\right] \exp [i k x(\tau)] \tag{2}
\end{equation*}
$$

The appropriate one-dimensional propagators are

$$
\begin{align*}
& \left\langle y^{\mu}\left(\tau_{1}\right) y^{\nu}\left(\tau_{2}\right)\right\rangle=-g^{\mu \nu} G_{B}\left(\tau_{1}, \tau_{2}\right)=-g^{\mu \nu}\left[\left|\tau_{1}-\tau_{2}\right|-\frac{\left(\tau_{1}-\tau_{2}\right)^{2}}{s}\right], \\
& \left\langle\psi^{\mu}\left(\tau_{1}\right) \psi^{\nu}\left(\tau_{2}\right)\right\rangle=\frac{1}{2} g^{\mu \nu} G_{F}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{2} g^{\mu \nu} \operatorname{sign}\left(\tau_{1}-\tau_{2}\right) . \tag{3}
\end{align*}
$$

The bosonic Wick contraction is actually carried out in the relative coordinate $y(\tau)=x(\tau)-x_{0}$ of the closed loop, while the (ordinary) integration over the average position $x_{0}=\frac{1}{s} \int_{0}^{s} d \tau x(\tau)$ yields energy-momentum conservation.

To take the additional constant magnetic background field $B$ into account, one chooses Fock-Schwinger gauge, where its contribution to the world line Lagrangian becomes

$$
\begin{equation*}
\Delta \mathcal{L}=\frac{1}{2} i e y^{\mu} F_{\mu \nu} \dot{y}^{\nu}-i e \psi^{\mu} F_{\mu \nu} \psi^{\nu} \tag{4}
\end{equation*}
$$

Being bilinear, those terms can be simply absorbed into the kinetic part of the Lagrangian $[9,10]$. This leads to generalized world line propagators defined by

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial^{2}}{\partial \tau^{2}}-2 i e F \frac{\partial}{\partial \tau}\right) G_{B}\left(\tau_{1}, \tau_{2}\right)=\delta\left(\tau_{1}-\tau_{2}\right)-\frac{1}{s} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial}{\partial \tau}-2 i e F\right) G_{F}\left(\tau_{1}, \tau_{2}\right)=\delta\left(\tau_{1}-\tau_{2}\right) \tag{6}
\end{equation*}
$$

The solutions to these equations can be written in the form [11]

$$
\begin{align*}
& G_{B}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{2(e F)^{2}}( \frac{e F}{\sin (e s F)} e^{-i e s F \dot{G} \dot{G}_{I 2}} \\
&\left.+i e F \dot{G}_{B 12}-\frac{1}{s}\right),  \tag{7}\\
& G_{F}\left(\tau_{1}, \tau_{2}\right)-G_{F 12} \frac{e^{-i e s F \dot{G}_{B 12}}}{\cos (e s F)} \tag{8}
\end{align*}
$$

(we have abbreviated $G_{B_{i j}} \equiv G_{B}\left(\tau_{i}, \tau_{j}\right)$, and a dot always denotes a derivative with respect to the first variable).

Those expressions should be understood as power series in the field strength matrix. To obtain the photon splitting amplitude, we will use them for the Wick contraction of three vertex operators $V_{0}$ and $V_{1.2}$, representing the incoming and the two outgoing photons.

The calculation is greatly simplified by the special kinematics of this process. Energy-momentum conservation, $k_{0}+k_{1}+k_{2}=0$, forces collinearity of all three fourmomenta, so that, writing $-k_{0}=k \equiv \omega n$,

$$
\begin{align*}
k_{1} & =\frac{\omega_{1}}{\omega} k, \quad k_{2}=\frac{\omega_{2}}{\omega} k ; \quad k^{2}=k_{1}^{2}=k_{2}^{2} \\
& =k \cdot k_{1}=k \cdot k_{2}=k_{1} \cdot k_{2}=0 \tag{9}
\end{align*}
$$

Moreover, a simple CP invariance argument together with an analysis of dispersive effects [1] shows that there is only one allowed polarization case. This is the one where the incoming photon is polarized parallel to the plane containing the external field and the direction of propagation, and both outgoing ones are polarized perpendicular to this plane. This choice of polarizations leads to the further vanishing relations

$$
\begin{equation*}
\varepsilon_{1,2} \cdot \varepsilon_{0}=\varepsilon_{1,2} \cdot k=\varepsilon_{1,2} \cdot F=0 \tag{10}
\end{equation*}
$$

In particular, we cannot Lorentz contract $\varepsilon_{\mathrm{I}}$ with anything but $\varepsilon_{2}$. This leaves us with only a small number of nonvanishing Wick contractions,

$$
\begin{align*}
\left\langle V_{0} V_{1} V_{2}\right\rangle= & \left.\prod_{i=0}^{2} \int_{0}^{\tau} d \tau_{i} i \exp \left[\frac{1}{2} \sum_{i, j=0}^{2} \bar{\omega}_{i} \bar{\omega}_{j} n G_{B i j} n\right] \right\rvert\,\left[\varepsilon_{1} \mathcal{G}_{B 12} \varepsilon_{2}+\varepsilon_{1} G_{F 12} \varepsilon_{2} \bar{\omega}_{1} \bar{\omega}_{2} n \mathcal{G}_{F 12} n\right] \\
& \times\left[-\sum_{i=0}^{2} \bar{\omega}_{i} \varepsilon_{0} \dot{G}_{B 0 i} n+\bar{\omega}_{0} \varepsilon_{0} G_{F 00} n\right]-\bar{\omega}_{0} \bar{\omega}_{1} \bar{\omega}_{2} \varepsilon_{1} G_{F 12} \varepsilon_{2}\left[n G_{F 10} \varepsilon_{0} n G_{F 20} n-(1 \leftrightarrow 2)\right] \mid \tag{11}
\end{align*}
$$

For compact notation we have defined $\bar{\omega}_{0}=\omega, \bar{\omega}_{1,2}=-\omega_{1,2}$. This result has still to be multiplied by an overall factor of $(e s B) \cosh (e s B) /(4 \pi s)^{2} \sinh (e s B)$, which by itself would just produce the Euler-Heisenberg Lagrangian, and here appears as the product of the two free Gaussian path integrals [8].

It is then a matter of simple algebra to obtain the foliowing representation for the matrix element $C_{2}\left[\omega_{,} \omega_{1}, \omega_{2}, B\right]$ appearing in Eq. (25) of [1]:

$$
\begin{align*}
C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]= & \frac{m^{8}}{4 \omega \omega_{1} \omega_{2}} \int_{0}^{\infty} d s s \frac{e^{-m^{2} s}}{(e s B)^{2} \sinh (e s B)} \int_{0}^{s} d \tau_{1} \int_{0}^{s} d \tau_{2} \\
& \left.\times \exp \left\lvert\,-\frac{1}{2} \sum_{i, j=0}^{2} \bar{\omega}_{i} \bar{\omega}_{j}\left[G_{B i i}+\frac{1}{2 e B} \frac{\cosh \left(e s B \dot{G}_{B i j}\right)}{\sinh (e s B)}\right]\right.\right\} \\
& \times \mid\left[-\cosh (e s B) \ddot{G}_{B 12}+\omega_{1} \omega_{2}\left(\cosh (e s B)-\cosh \left(e s B \dot{G}_{B 12}\right)\right)\right] \\
& \times\left[\omega(\operatorname{coth}(e s B)-\tanh (e s B))-\omega_{1} \frac{\cosh \left(e s B \dot{G}_{B 01}\right)}{\sinh (e s B)}-\omega_{2} \frac{\cosh \left(e s B \dot{G}_{B 02}\right)}{\sinh (e s B)}\right] \\
& \left.+\omega \omega_{1} \omega_{2} \frac{G_{F 12}}{\cosh (e s B)}\left[\sinh \left(e s B \dot{G}_{B O 1}\right)\left(\cosh (e s B)-\cosh \left(e s B \dot{G}_{B 02}\right)\right)-(1 \multimap 2)\right]\right\} \tag{12}
\end{align*}
$$

Here translation invariance in $\tau$ has been used to set the position $\tau_{0}$ of the incoming photon equal to $s$. Coincidence limits have to be treated according to the rules $\dot{G}_{B}(\tau, \tau)=0, \dot{G}_{B}^{2}(\tau, \tau)=1$.

Alternatively, one may remove $G_{B 12}$ by partial integration on the circle. This leads to the equivalent formula

$$
\begin{align*}
C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]= & \frac{m^{8}}{4} \int_{0}^{\infty} d s s e^{-m^{2} s} \frac{\cosh (e s B)}{(e s B)^{2} \sinh (e s B)} \int_{0}^{s} d \tau_{1} \int_{0}^{s} d \tau_{2} \\
& \left.\times \exp \left[-\frac{1}{2} \sum_{i, j=0}^{2} \bar{\omega}_{i} \bar{\omega}_{j}\left[G_{B i j}+\frac{1}{2 e B} \frac{\cosh \left(e s B \dot{G}_{B i j}\right)}{\sinh (e s B)}\right]\right]\right\} \\
& \times\left\{\left[\dot{G}_{B 12}\left(\dot{G}_{B 12}-\frac{\sinh \left(e s B \dot{G}_{B 12}\right)}{\sinh (e s B)}\right)-\left(i-\frac{\cosh \left(e s B \dot{G}_{B 12}\right)}{\cosh (e s B)}\right)\right]\right. \\
& \times\left[-\operatorname{coth}(e s B)+\tanh (e s B)+\frac{\omega_{1}}{\omega} \frac{\cosh \left(e s B \dot{G}_{B 01}\right)}{\sinh (e s B)}+\frac{\omega_{2}}{\omega} \frac{\cosh \left(e s B \dot{G}_{B 02}\right)}{\sinh (e s B)}\right] \\
& +\dot{G}_{B 12}\left[\left(\frac{\cosh \left(e s B \dot{G}_{B 02}\right)}{\sinh (e s B)}-\frac{1}{e s B}\right)\left(\dot{G}_{B 01}-\frac{\sinh \left(e s B \dot{G}_{B B 11}\right)}{\sinh (e s B)}\right)-(1 \leftrightarrow 2)\right] \\
& +\frac{1}{2} \dot{G}_{B 12}\left[\frac{\omega}{\omega_{2}}\left(\dot{G}_{B 01}-\frac{\sinh \left(e s B \dot{G}_{B 01}\right)}{\sinh (e s B)}\right)-(1 \leftrightarrow 2)\right]\left(-\operatorname{coth}(e s B)+\frac{1}{e s B}+\tanh (e s B)\right) \\
& \left.+G_{F 12}\left[\frac{\sinh \left(e s B \dot{G}_{B 01}\right)}{\cosh (e s B)}\left(1-\frac{\cosh \left(e s B \dot{G}_{B n 2}\right)}{\cosh (e s B)}\right)-(1 \leftrightarrow 2)\right]\right\} . \tag{13}
\end{align*}
$$

This form of the amplitude is less compact, but the integrand (apart from the exponential) is homogeneous in the $\omega_{i}$.

Finally, let us remark that the analogous expression for scalar QED would be obtained by deleting all terms in Eq. (11) containing a $\mathcal{G}_{F}$, as well as the $\cosh ($ esB) appearing in the overall factor and the global factor of -2 in En. (1).
In order to compare the amplitudes of Eqs. (12) and (13) to those of Refs. [1], [2], and [5], we observe that both Eqs. (12) and (13) can be written in the form

$$
\begin{align*}
C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]= & \frac{m^{8}}{4 B^{2} \omega \omega_{1} \omega_{2}} \\
& \times \int_{0}^{\alpha} \frac{d s}{s} e^{-m^{2} s} J_{2}\left(s, \omega, \omega_{1}, \omega_{2}, B\right), \tag{14}
\end{align*}
$$

in which $J_{2}$ is independent of the electron mass $m$. Inspection shows that the amplitude expressions of Adler [1] and Baier, Milstein, and Shaisultanov [5] are already in the form of Eq. (14), while that of Stoneham [2] can be put in this form by doing an integration by parts in the proper time parameter $s$, using the identity

$$
\begin{equation*}
m^{2} e^{-m^{2} s}=-\frac{d}{d s} e^{-m^{2} s} \tag{15}
\end{equation*}
$$

to eliminate a term proportional to $\mathrm{m}^{2}$ in the amplitude. In rewriting Stoneham's formulas in this form, we note that his $M_{1}(B)$ is what we are calling $C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]$, and that there is an error of an overall minus sign in either his Eq. (37) or the first line of his Eq. (40). Similarly, in rewriting the formulas of Baier, Milstein, and Shaisultanov in this form, we note that their amplitude $T$ is related to $C_{2}$ by

$$
\begin{equation*}
C_{2}\left[\omega, \omega_{1}, \omega_{2}, B\right]=\frac{\pi^{1 / 2} m^{8}}{4 a^{3} B^{3} \omega \omega_{1} \omega_{2}} T . \tag{16}
\end{equation*}
$$

Once all amplitudes are put in the form of Eq. (14). we can compare them by comparing the proper time integrand $J_{2}\left(s, \omega, \omega_{1}, \omega_{2}, B\right)$, which in each case involves only a double integral over a bounded domain. The only remaining subtlety is that we must remember that $I_{2}$ vanishes as $\omega \omega_{1} \omega_{2}$ for small photon energy; this is mamfest in Eq. (13) above, but in Eq. (12) and the corresponding equations obtained from Refs. [1], [2], and [5], there is an apparent linear term in the frequencies which vanishes when the double integral is done exactly. In order to get robust results for small photon frequency when the double integral is done numerically, this linear term must fi:st be subtracted away, by replacing expressions of the form

$$
\begin{equation*}
\iint e^{Q}(L+C) \tag{17a}
\end{equation*}
$$

with $L, Q$, and $C$, respectively, linear, quadratic, and cubic in the photon frequencies, by the subtracted expression

$$
\begin{equation*}
\iint\left[\left(e^{Q}-1\right) L+e^{\varrho} C\right] \tag{17b}
\end{equation*}
$$

This subtraction is already present in the expression of Eq. (25) of Ref. [1], and is discussed in the form of Eqs. (17a) and (17b) in Ref. [5], and it also nuust be applied to Eqs. (37) and (39) of Ref. [2] after the integration by parts of Eq . (15) has been carried our. While in principle this subtraction should be appliced to Eq. (12) above, it turns out not to be needed there. because the linear term in the frequencies involves only integrals of the general form

$$
\begin{equation*}
\int_{0}^{x} d \tau_{1} f\left(s, \tau_{1}\right) \int_{0}^{s} d \tau_{2}\left[\delta\left(\tau_{1}-\tau_{2}\right)-1 / s\right] \tag{18}
\end{equation*}
$$

which is exactly zero using a discrete center-of-bin integration method when the $\delta$ function is discretized as a Kronecker delta. Thus Eq. (12) is robust for small photon
frequencies as it stands, when used in conjunction with center-of-bin integration.

With these preliminaries out of the way, it is then completely straightforward to program the functions $J_{2}\left(s, \omega, \omega_{1}, \omega_{2}, B\right)$ for the five cases represented by the formulas of Adler [2], Stoneham [3], Eq. (12) of this paper, Eq. (13) of this paper, and Baier, Milstein, and Shaisultanov [5], with the result that they are all seen to be precisely the same; the residual errors approach zero quadratically as the integration mesh spacing approaches zero, as expected for trapezoidal integration. We have not carried out the $s$ and $\omega_{1}$ integrals needed to get the photon splitting absorption coefficient, since this was done in Ref. [1], with results confirmed by the more extensive numerical analysis given in Ref. [5]. However, anyone wishing to do this further computation can obtain our programs for calculating the proper time integrand $J_{2}$ by accessing S.L.A.'s home page at the Institute for Advanced Study [12].
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#### Abstract

In a seriea of recent papars. Johnson, Baker, and Willey atudy quantum electrodynamice with internal photon self-energy parts omitted. They find that in this model the asymptotic electron and photon propagators have remarkable, simple properties. In the present note we show that these properties can be derived in a very economical fashion by using the CallanSymanzik scaling equations.


In a series of recent papers, Johnson, Baker, and Willey ${ }^{1}$ (JBW) have examined the question of whether quantum electrodynamics can be a selfconsistent, finite theory. They start from the assumption that the Gell-Mann-Low eigenvalue condition ${ }^{2}$ has a finite root $e_{0}$, giving the renormalized photon propagator the asymptotic behavior ${ }^{3}$

$$
\begin{equation*}
e^{2} \tilde{D}_{r}^{\prime}(q)_{\mu \nu}{ }_{{ }^{2}>m_{m}^{2}} \frac{-g_{\mu} e_{0}^{2}}{q^{2}}+\text { gauge terms } \tag{1}
\end{equation*}
$$

$m=$ electron mass,
$e_{0}=$ finite bare charge
A simple application of Weinberg's theorem' then shows that the asymptotic behavior of the renormalized electron propagator $\hat{S}_{f}^{\prime}(p)$ is correctly obtained's by replacing all internal photon propagators by their asymptotic form, Eq. (1). Thus, one is led to consider quantum electrodynamics without internal photon self-energy parts. In this model, Baker and Johnson ${ }^{1}$ find, using renormalizationgroup methods, that the asymptotic electron propagator has the remarkably simple form

$$
\begin{equation*}
\hat{S}_{f} ;(p)^{-1} \underset{2 \times m^{2}}{\sim} C\left[\gamma \cdot p+a m\left(m n^{2} /-p^{2}\right)^{l}\right] \tag{2}
\end{equation*}
$$

Here $\epsilon$ is a power series in $\alpha_{0}=e_{0}^{2} /(4 \pi)$,

$$
\begin{equation*}
\epsilon=\frac{3}{2}\left(\frac{\alpha_{0}}{2 \pi}\right)+\frac{3}{8}\left(\frac{\alpha_{0}}{2 \pi}\right)^{2}+\cdots \tag{3}
\end{equation*}
$$

$a$ is a constant, and (in the Landau gauge where the electron wave-function renormalization $Z_{2}$ is finite) $C$ is another constant. According to Eq. (2), if $\epsilon>0$ [as suggested by the leading terms in the expansion of Eq. (3)], the asymptotic electron propagator is identical to the propagator of a free, massless fermion. This means that the electron bare mass $m_{0}$ is zero in the limit of infinite cutoff,
and not divergent, as would be indicated by expanding $\left(m^{2} /-p^{2}\right)^{e}$ in a perturbation expansion in $\alpha_{0}$ and truncating at a finite order.
Johnson, Baker, and Willey ${ }^{1}$ have also studied the photon propagator in the model with no internal photon self-energy insertions. Introducing a cutoff $\Lambda^{2}$ to define the unrenormalized photon propagator and photon proper self-energy $D_{f}^{\prime}(q)_{\mu \omega}$ and $\pi\left(q^{2}\right)$,

$$
\begin{equation*}
e_{0}^{2} D_{p}^{\prime}(q)_{w v}=\frac{-g_{w v} e_{0}^{2}}{q^{2}\left[1+e_{0}^{2} \pi\left(q^{2}\right)\right]}+\text { gauge terms } \tag{4}
\end{equation*}
$$

they find that, asymptotically,

$$
\begin{equation*}
\pi\left(q^{2}\right) \underset{,^{2 \gg m^{2} \Lambda^{2} \gg m^{2}}}{\sim} h\left(\alpha_{0}\right)+f\left(\alpha_{0}\right) \ln \left(-q^{2} / \Lambda^{2}\right) . \tag{5}
\end{equation*}
$$

For Eq. (5) to be consistent with the ansatz of Eq. (1) the logarithmically divergent term in Eq. (5) must vanish. This gives the simplified eigenvalue condition

$$
\begin{equation*}
f\left(\alpha_{0}\right)=0 \tag{6}
\end{equation*}
$$

which involves only vacuum-polarization graphs without internal photon self-energy parts. Equation (6) has been shown ${ }^{1}$ to be equivalent to the Gell-Mann-Low eigenvalue condition (which involves all vacuum-polarization graphs), so the discussion starting from Eq. (1) is self-consistent.

The purpose of the present paper is to consider quantum electrodynamics without internal photon self-energy parts from the viewpoint of the CallanSymanzik scaling equations. The basic idea which we exploit is that when photon self-energy parts are omitted, the troublesome coupling-constantderivative terms, which would destray scaling behavior, do not appear in the Callan-Symanzik scaling equations for quantum electrodynamics. ${ }^{7}$ As a result, application of the scaling equations in asymptotic situations leads to simple scaling be-
havior with an "anomalous" dimension. But this is just the type of behavior which Baker and Johnson find for the mass term in Eq. (2), so it is not surprising that the Callan-Symanzik equations lead to an economical derivation of Eq. (2). The same methods, we find, lead to a simple derivation of Eq. (5) 28 well.

In deriving the Callan-Symanzik equations, we follow closely a method due to Coleman. ${ }^{\text {a }}$ We first make the unrenormalized quantities $m_{0}, Z_{2}$, and $\pi\left(q^{2}\right)$ finite by introducing an ultraviolet cutoff $\Lambda^{2}$ and an infrared cutoff $\mu^{2}$ in the following manner:
(i) We take the propagator for internal photons to be

$$
\begin{equation*}
D_{\Gamma}^{\varphi}(q)_{\mu}=\left(\frac{\xi q_{\mu} q_{\mu}}{q^{2}}-g_{\mu \mu}\right) \frac{1}{q^{2}-\mu^{2}+i \epsilon} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}+i \epsilon} \tag{7}
\end{equation*}
$$

This means that we are working in massive electrodynamics with photon mass $\mu^{2}$. Since internal photon self-energy parts are omitted in our model, there is no distinction between bare and physical photon mass.
(ii) We calculate the lowest-order vacuumpolarization contribution to $\boldsymbol{\pi}\left(q^{2}\right)$ [see Fig. 1(a)] in the following manner. First we impose gauge invariance to remove the quadratic divergence, and then we regulate the fermion loop, with fermion regulator mass $\Lambda$, to remove the logarithmic divergence.
(iii) All vacuum-polarization loops with four or more vertices [see Fig. 1(b)] are calculated by imposing gauge invariance, which makes them finite. The requirement of gauge-invariant calculation of loops, together with the photon-propagator cutoff specified in (i), renders convergent the vacuumpolarization contributions to $\pi\left(q^{2}\right)$ of the type illustrated in Fig. 1(c). As a result of this cutoff scheme, the quantities $m_{0}, Z_{2}$, and $\pi\left(q^{2}\right)$ become $\Lambda$-dependent. On the other hand, because we omit internal photon self-energy parts, the photon cou-


FIG. 1. (a) Lowast-order vacumm-polarization contribution to $\pi\left(q^{2}\right)$. (b) Vacurm-polarization loope with four or more vertices. (c) Vacuum-polarization cantributions to $\pi\left(q^{2}\right)$ which Involve the loops with four or more verticen Illustrated in (b).
pling constant $e_{0}$ is a fixed number, independent of $\Lambda$ and of the physical electron and photon masses $m$ and $\mu$.
Having precisely specified our model, we are ready to discuss the scaling behavior of the electron propagator. The renormalized and unrenormalized electron propagators are related by the equation

$$
\begin{equation*}
\bar{S}_{F}^{\prime}(p)^{-1}=Z_{2} S_{F}^{\prime}(p)^{-1}=Z_{2}\left[\gamma \cdot p-m_{0}-\Sigma(p)\right], \tag{8}
\end{equation*}
$$

with $\Sigma(p)$ the unrenormalized electron proper selfenergy. Let us consider the change in Eq. (8) when the physical electron and photon masses $m$ and $\mu$ are varied, with the ratio $\mu / m$, with $\Lambda$, and with $e_{0}$ all held fixed. This is described by acting on Eq. ( 8 ) with the differential operator $m(a / \theta m)$ $+\mu(a / 8 \mu)$, giving

$$
\begin{equation*}
\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}\right) \tilde{S}_{F}^{\prime}(p)^{-3}=\left[\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}\right) Z_{2}\right]\left[\gamma \cdot p-m_{0}-\Sigma(p) \left\lvert\,-Z_{2}\left[\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}\right) m_{0}\right]\left[1+\frac{\partial \Sigma(p)}{\partial m_{0}}\right]-Z_{2} \mu \frac{\partial \Sigma(p)}{\partial \mu}\right.\right. \tag{9}
\end{equation*}
$$

On the right-hand side of Eq. (9) the operator $m(8 / 8 m)+\mu(\theta / \theta \mu)$ is underatood to act only on the quantity enclosed with it in square brackets; in deriving this equation, we have used the fact that $\Sigma(p)$ can depend on the physical mass $m$ only through the bare mass $m_{0}$. The second and third terms on the right-hand side can be simply interpreted as follows: The quantity $1+\theta \Sigma(p) / \theta m_{0}$ ap-
pearing in the second term is just the zero-momentum-transfer verter of the scalar electron current $j_{s}=\bar{\psi} \psi$,

$$
\begin{equation*}
1+\frac{\partial \Sigma(p)}{\partial m_{0}}=\Gamma_{s}(p, p) \tag{10}
\end{equation*}
$$

Typical diagrams contributing to $\Gamma_{s}(p, p)$ are illustrated in Fig. 2(a). Because internal photon self-
energy parts are omitted from $S_{F}^{\prime}(p)^{-1}$, they are omitted from $\Gamma_{s}(p, p)$ as well; absent in addition are diagrams of the type shown in Fig. 2(b), which would arise from electron-mass differentiation of an internal photon self-energy part. The quantity $\mu \partial \Sigma(p) / \partial \mu$ appearing in the third term is a second type of scalar vertex at zero momentum transfer,

$$
\begin{equation*}
\mu \frac{\partial \Sigma(p)}{\partial \mu}=\mu^{2} \Gamma_{s}(p, p) \tag{11}
\end{equation*}
$$

Diagramatically, it is the sum of contributions obtained by replacing successively each internal photon propagator (of four-momentum, say, q) by

$$
\begin{equation*}
\text { photon propagator }(q) \times \frac{2 \mu^{2}}{q^{2}-\mu^{2}+i \epsilon} \tag{12}
\end{equation*}
$$

as illustrated in Fig. 3.
The next step is to reexpress the right-hand side of Eq. (9) in terms of renormalized quantities.
Since the skeleton graphs for $\Gamma_{s^{\prime}}(p, p)$ are all convergent, this vertex is made finite by multiplication by $Z_{21}$

$$
\begin{align*}
Z_{2} \Gamma_{S^{\prime}}(p, p) & =\Gamma_{S^{\prime}}(p, p) \\
& =\text { cutoff-independent as } \Lambda \rightarrow \infty \tag{13}
\end{align*}
$$

By contrast, the vertex $\Gamma_{s}(p, p)$ has divergent skeleton graphs [see Fig. 2(a)], and so needs a vertexrenormalization factor in addition to the wavefunction renormalization $Z_{2}$. In Appendix A we show that this factor is just the bare mass $m_{0}$,

$$
\begin{align*}
m_{0} Z_{2} \Gamma_{s}(p, p) & =m \bar{\Gamma}_{s}(p, p) \\
& =\text { cutoff-independent as } \Lambda-\infty \tag{14}
\end{align*}
$$

Hence Eq. (9) Lakes the final form

$$
\begin{align*}
\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\gamma\right) & \bar{S}_{F}^{\prime}(p)^{-1} \\
& =-m(1+\alpha) \bar{\Gamma}_{s}(p, p)-\mu^{2} \bar{\Gamma}_{s^{\prime}}(p, p) \tag{15a}
\end{align*}
$$

with

$$
\begin{align*}
& \gamma=-Z_{2}^{-1}\left[\left(m \frac{8}{\partial m}+\mu \frac{8}{\partial \mu}\right) Z_{2}\right], \\
& 1+\alpha=m_{0}^{-1}\left[\left(m \frac{8}{\partial m}+\mu \frac{\partial}{\partial \mu}\right) m_{0}\right] . \tag{15b}
\end{align*}
$$

Equation (15) is a typical Callan-Symanzik scaling equation, as simplified by the neglect of internal photon self-energy parts. ${ }^{\text {" }}$

Let us now consider the behavior of Eq. (15a) as $p$ becomes infinite in a spacelike direction. We will keep all terms which are constant or which grow as powers of $\ln p^{2}$, but will drop terms which vanish as $\left(p^{-1}, p^{-2}, \ldots\right) \times\left(\right.$ powers of $\left.\ln p^{2}\right)$. By a simple application of Weinberg's theorem to the


FIG. 2. (a) Typical diagrams contributing to $\Gamma_{s}(p, p)$. (b) Type of diagrams which are omitted from $\Gamma_{s}(p, p)$, because they could ariae only from electron-mass differentiation of an internal photon self-energy part.
graphs which contribute to $\bar{\Gamma}_{s}$ and $\bar{\Gamma}_{s^{\prime}}$ (see Figs. 2 and 3) we find that, to any finite order of perturbation theory,

$$
\begin{align*}
& \bar{\Gamma}_{s}(p, p) \approx\left(\text { powers of } \ln p^{2}\right),  \tag{16}\\
& \bar{\Gamma}_{s} \cdot(p, p) \approx p^{-1} \times\left(\text { powers of } \ln p^{2}\right) .
\end{align*}
$$

Thus, in the asymptotic limit, $\bar{\Gamma}_{s}$ must be retained in Eq. (15) but $\bar{\Gamma}_{s}(p, p)$ may be dropped. Furthermore, introducing the general functional forms

$$
\begin{align*}
\bar{S}_{F}^{\prime}(p)^{-1}= & \gamma \cdot p F\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \\
& +m G\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right),  \tag{17}\\
m \bar{I}_{s}(p, p)= & \gamma \cdot p H\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \\
& +m J\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right),
\end{align*}
$$

and applying Weinberg's theorem again, we find that $F, G, H, J$ have, to any finite order of perturbation theory, the asymptotic behavior

$$
\begin{align*}
& F, G, J \approx\left(\text { powers of } \ln p^{2}\right)  \tag{18}\\
& H \cong p^{-1} \times\left(\text { powers of } \ln p^{2}\right)
\end{align*}
$$

Substituting Eq. (17) into Eq. (15), equating separately the coefficients of $\gamma \cdot p$ and $m$, and dropping terms which vanish asymptotically, we get

$$
\begin{equation*}
\left(m \frac{\partial}{\partial m}+\mu \frac{8}{\partial \mu}+\gamma\right) F\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \approx 0 \tag{19a}
\end{equation*}
$$

$$
\begin{array}{rl}
\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\gamma\right) m & G\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \\
& \simeq-m(1+\alpha) J\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right)
\end{array}
$$

(19b)
From Eq. (19a) we learn a number of things.


FiG. 3. A typical diagram contributing to $\Gamma_{s} \cdot(p, p)$. The doubled photon propagator denotes $2 \dot{i_{u}} u^{\Lambda^{2} \mu^{2}}\left(q^{2}-\mu^{2}+2 \epsilon\right)^{-2}\left(q^{2}-\Lambda^{2}+i \epsilon\right)^{-1}$.

First, since everything in this equation except $\gamma$ is cutoff-independent, $\gamma$ must be cutoff-independent, ${ }^{10}$ i.e.,

$$
\begin{equation*}
\gamma=\gamma\left(\mu^{2} / m^{2}, e_{0}\right) \tag{20}
\end{equation*}
$$

Comparing with Eq. (15a), we then learn that $\alpha$ is cutoff-independent also, ${ }^{10}$ i.e.,

$$
\begin{equation*}
\alpha=\alpha\left(\mu^{2} / m^{2}, e_{0}\right) \tag{21}
\end{equation*}
$$

[We will see shortly that there is actually no dependence on $\mu^{2} / m^{2}$ in Eqs. (20) and (21).] Integrating Eq. (15b), we find that the $\Lambda$ dependence of $Z_{z}$ and $m_{0}$ is given by

$$
\begin{align*}
& Z_{2}=C_{1}\left(\mu^{2} / m^{2}, e_{0}\right)\left(\Lambda^{2} / m^{2}\right)^{2 / 2}  \tag{22}\\
& m_{n}=C_{2}\left(\mu^{2} / m^{2}, e_{0}\right) m\left(\Lambda^{2} / m^{2}\right)^{-\alpha / 2}
\end{align*}
$$

with $C_{1}$ and $C_{2}$ dimensionless functions. Finally, integrating Eq. ( 19 a) we find that $F$ has a power dependence on $p^{2}$ for large spacelike $p$,

$$
\begin{equation*}
F\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \simeq f_{1}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-\mu^{2} / m^{2}\right)^{7 / 2} \tag{23}
\end{equation*}
$$

To obtain the equation satisfied by $G$ which is analogous to Eq. (23), we must study the asymptotic behavior of the quantity $d$ appearing on the right-hand side of Eq. (19b). We do this by calculating the Callan-Symanzik scaling equation satisfied by $\bar{\Gamma}_{s}(p, p)$. Starting from Eq. (14), and proceeding in analogy with the calculation of Eqs. (9)(15), we find

$$
\begin{align*}
\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\gamma-\alpha\right) & \bar{\Gamma}_{s}(p, p) \\
& =m(1+\alpha) \bar{T}_{s s}(p, p)+\mu^{2} T_{s s}(p, p) \tag{24}
\end{align*}
$$

with the electron-scalar four-point functions $\bar{T}_{\text {ss }}$ and $T_{s s}$. defined by

$$
\begin{align*}
& m^{2} \bar{T}_{s s}(p, p)=m_{0}^{2} Z_{2} \frac{\partial}{\theta m_{0}} \Gamma_{s}(p, p) \\
& m \mu^{2} \dot{T}_{s s^{\prime}}(p, p)=m_{0} Z_{2} \mu \frac{\partial}{\partial \mu} \Gamma_{s}(p, p) \tag{25}
\end{align*}
$$

Again applying Weinberg's theorem, we find that the entire right-hand side of Eq. (25) vanishes asymptotically as $p^{-1} \times$ (powers of $\ln p^{2}$ ), and so substituting Eqs. (17) and (18) we get

$$
\begin{equation*}
\left(m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\gamma-\alpha\right) J\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \simeq 0 . \tag{26}
\end{equation*}
$$

Equation (26) may be immediately integrated to give

$$
\begin{align*}
J\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) & \\
& \simeq f_{3}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{2} / m^{2}\right)^{(\gamma-\alpha) / 2} \tag{27}
\end{align*}
$$

Substituting into Eq. (19b) and doing a final integration, we get

$$
\begin{align*}
& G\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \\
& \quad \simeq K\left(p^{2} / m^{2}\right)^{\gamma+1) / 2}-f_{3}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{2} / m^{2}\right)^{(\gamma-a) / 2} \tag{28}
\end{align*}
$$

with the first term a solution of the homogeneous equation

$$
\begin{equation*}
\left(m \frac{\partial}{\theta m}+\mu \frac{\partial}{\partial \mu}+\gamma\right) m G\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \simeq 0 \tag{29}
\end{equation*}
$$

To determine $K$, we note that $\gamma \propto e_{0}{ }^{2}$ [see Eq. (15b)]. Hence when expanded in powers of $e_{0}{ }^{2}$ the first term in Eq. (28) has, to any finite order in $e_{0}{ }^{2}$, the form

$$
\begin{equation*}
K\left(\frac{p^{2}}{m^{2}}\right)^{1 / 2} \times\left(\text { powers of } \ln p^{2}\right) \tag{30}
\end{equation*}
$$

which violates the Weinberg-theorem asymptotic behavior of G stated in Eq. (18). So we conclude that $K=0$, giving
$G\left(p^{2} / m^{2}, \mu^{2} / m^{2}, e_{0}\right) \approx-f_{3}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{2} / m^{2}\right)^{(\gamma-\alpha) / 2}$.

Defining

$$
f_{2}\left(\mu^{2} / m^{2}, e_{0}\right)=\frac{f_{3}\left(\mu^{2} / m^{2}, e_{0}\right)}{f_{1}\left(\mu^{2} / m^{2}, e_{0}\right)},
$$

we may combine our results for the asymptotic behavior of $S_{F}^{\prime}(p)^{-8}$ into the form

$$
\begin{align*}
S_{p}^{\prime}(p)^{-1} \approx & f_{1}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{2} / m^{2}\right)^{\gamma / 2} \\
& \times\left[\gamma \cdot p-m f_{2}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{1} / m^{2}\right)^{-\alpha / 2}\right] \tag{32}
\end{align*}
$$

Our final step is to show that $\gamma$ and $\alpha$ are independent of $\mu^{2} / m^{2}$. We do this by writing down the analogs of Eq. (15a) and Eq. (24) obtained by differentiating with respect to the photon mass $\mu$ only, with the electron mass $m$ held fixed. These are
$\left(\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}\right) S_{F}^{\prime}(p)^{-1}=-m \alpha_{\mu} \bar{\Gamma}_{s}(p, p)-\mu^{2} \bar{\Gamma}_{s^{\prime}}(p, p)$,
$\left(\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}-\alpha_{\mu}\right) \bar{\Gamma}_{s}(p, p)=m \alpha_{\mu} \bar{T}_{s s}(p, p)+\mu^{2} \bar{T}_{s S}(p, p)$,
$\gamma_{\mu}=-Z_{2}^{-1} \mu \frac{\partial}{\partial \mu} Z_{2}, \quad \alpha_{\mu}=m_{0}{ }^{-1} \mu \frac{\partial}{\partial \mu} m_{0}$.
Evaluating Eq. (33) asymptotically, substituting the
results of Eqs. (27) and (32), and separating the terms proportional to $\gamma \cdot p$ and $m$, we find the two equations ${ }^{11}$
$\left(\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}\right) f_{1}+f_{1} \ln \left(\frac{p^{2}}{m^{2}}\right) \mu \frac{\partial}{\partial \mu}\left(\frac{1}{2} \gamma\right) \approx 0$,
$\left(\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}-a_{\mu}\right) f_{1} f_{2}+f_{1} f_{2} \ln \left(\frac{p^{2}}{m^{2}}\right) \mu \frac{\partial}{\partial \mu} \frac{1}{2}(\gamma-\alpha) \approx 0$.
These equations can be satisfied only if the logarithmic terms vanish separately, which implies

$$
\begin{equation*}
\frac{\partial}{\partial \mu} \gamma=\frac{\partial}{\partial \mu} \alpha=0, \tag{35a}
\end{equation*}
$$

giving the desired result

$$
\begin{equation*}
\gamma=\gamma\left(e_{0}\right), \quad \alpha=\alpha\left(e_{0}\right) . \tag{35b}
\end{equation*}
$$

The vanishing of the constant terms in Eq. (34) then implies

$$
\begin{align*}
& \left(\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}\right) f_{1}=0 \\
& \left(\mu \frac{\partial}{\partial \mu}-\alpha_{\mu}\right) f_{2}=0 \tag{36}
\end{align*}
$$

On substituting Eq. (22) for $m_{0}$ and $Z_{2}$ into Eq. (33) for $\gamma_{\mu}$ and $\alpha_{\mu}$, and then inserting the resulting expressions into Eq. (36), we find the equations

$$
\begin{align*}
& \frac{\partial}{\partial \mu}\left(f_{1} / C_{1}\right)=\frac{\partial}{\partial \mu}\left(f_{2} / C_{2}\right)=0  \tag{37}\\
& f_{2} / C_{1}=F_{1}\left(e_{0}\right), \quad f_{2} / C_{2}=F_{2}\left(e_{0}\right) .
\end{align*}
$$

Hence our final result for the asymptotic behavior of the electron propagator is

$$
\begin{equation*}
\hat{S}_{F}^{\prime}(p)^{-2} \approx F_{1}\left(e_{0}\right) C_{1}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{2} / m^{2}\right)^{r\left(e_{0}\right) / 2}\left[r \cdot p-m F_{2}\left(e_{0}\right) C_{2}\left(\mu^{2} / m^{2}, e_{0}\right)\left(-p^{2} / m^{2}\right)^{-a\left(e_{0}\right) / 2}\right], \tag{38}
\end{equation*}
$$

with $C_{1}$ and $C_{2}$ the same functions as appear in Eq. (22) for $Z_{2}$ and $m_{0}$.
The result of Eq. (38) is valid for arbitrary values of the gauge parameter $\xi$ in Eq. (7). ${ }^{12}$ Under the change of gauge

$$
\begin{align*}
\left(\frac{\xi q_{\mu} q_{\nu}}{q^{2}}-g_{\mu}\right) & \frac{1}{q^{2}-\mu^{2}+i \epsilon} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}+i \epsilon} \\
& -\left(\frac{\xi^{\prime} q_{\mu} q_{\nu}}{q^{2}}-g_{\mu \nu}\right) \frac{1}{q^{2}-\mu^{2}+i \epsilon} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}+i \epsilon} \tag{39}
\end{align*}
$$

it is easily shown ${ }^{13}$ that the unrenormalized posi-tion-space electron propagator transforms in the simple fashion

$$
\begin{align*}
& S_{F}^{\prime}(x)-\exp \left\{\left(\xi^{\prime}-\xi\right)[\lambda(x)-\lambda(0)]\right\} S_{F}^{\prime}(x) \\
& \lambda(x)=\frac{i e_{0}^{2}}{(2 \pi)^{4}} \int \frac{d^{4} q}{7^{2}} \frac{1}{q^{2}-\mu^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} e^{-i \cdot \cdot x} \tag{40}
\end{align*}
$$

By studying the large $-x$ and small- $x$ behavior of Eq. (40), we can find the behavior under gauge transformation of the quantities $F_{1}, C_{1}, F_{2}, C_{2}, \alpha$, and $\gamma$ appearing in Eqs. (22) and (38). Suppressing the dependence on $\mu^{2} / m^{2}$ and $e_{0}$, and letting primed quantities denote those computed with gauge parameter $\xi^{\prime}$ and unprimed quantities those computed with gauge parameter $\xi$, we find

$$
\begin{align*}
& \gamma^{\prime}-\gamma=\left(\alpha_{0} / 2 \pi\right)\left(\xi^{\prime}-\xi\right), \\
& \alpha^{\prime}-\alpha=0, \\
& \frac{C_{1}^{\prime}}{C_{1}}=\left(\frac{m^{2}}{\mu^{2}}\right)^{\left(\alpha_{0} / \alpha \tau\right)\left(r^{\prime}-\xi\right)}, \frac{C^{\prime}}{C_{2}^{\prime}}=1,  \tag{41a}\\
& \frac{Z_{2}^{\prime}}{Z_{2}}=\left(\frac{\Lambda^{2}}{\mu^{2}}\right)^{\left(\alpha_{0} / 4 v\right)(c-\xi)}, \frac{m_{0}^{\prime}}{m_{0}}=1
\end{align*}
$$

$$
\begin{align*}
& \frac{F_{1}^{\prime}}{F_{1}}=\frac{1-\frac{1}{2} \gamma^{\prime}}{1-\frac{1}{2} \gamma} \frac{\Gamma\left(1+\frac{1}{2} \gamma\right) \Gamma\left(1-\frac{1}{2} \gamma^{\prime}\right)}{\Gamma\left(1-\frac{1}{2} \gamma\right) \Gamma\left(1+\frac{1}{2} \gamma^{\prime}\right)} \\
& \quad \times \exp \left[\left(-\alpha_{0} / 4 \pi\right)\left(2 \gamma_{B}-1\right)\left(\xi^{\prime}-\xi\right)\right\},  \tag{41b}\\
& \frac{F_{2}^{\prime}}{F_{2}} \frac{F_{1}}{F_{1}^{\prime}}=\frac{\Gamma\left(1-\frac{1}{2} \gamma-\frac{1}{2} \alpha\right) \Gamma\left(1+\frac{1}{2} \gamma^{\prime}+\frac{1}{2} \alpha^{\prime}\right)}{\Gamma\left(1+\frac{1}{2} \gamma+\frac{1}{2} \alpha\right) \Gamma\left(1-\frac{1}{2} \gamma^{\prime}-\frac{1}{2} \alpha^{\prime}\right)} \\
& \quad \times \exp \left[\left(\alpha_{0} / 4 \pi\right)\left(2 \gamma_{B}-1\right)\left(\xi^{\prime}-\xi\right)\right],
\end{align*}
$$

with $\gamma_{B}=0.57721 \ldots=$ Euler's constant and with $\Gamma$ the usual T function. The derivation leading to Eq. (41) is given in Appendix B.
According to Eqs. (22) and (41a), if we choose $\xi^{\prime}$ to satisfy $\left(\alpha_{0} / 2 \pi\right)\left(\xi^{\prime}-\xi\right)+\gamma\left(e_{0}, \xi\right)=0$, then we have $\gamma^{\prime} \equiv \gamma\left(e_{0}, \xi^{\prime}\right)=0$ and the wave-function renormalization $Z_{2}^{\prime}$ becomes finite as $\Lambda-\infty$. This choice of gauge (the Landau gauge) is the one used by Baker and Johnson in their work. In the Landau gauge, Eq. (38) becomes

$$
\begin{align*}
& \bar{S}_{F}^{\prime}(p)_{\text {Landa gavge }}^{-1} \simeq C\left[\gamma \cdot p+a m\left(m^{2} /-p^{2}\right)^{t}\right],  \tag{42}\\
& C=F_{i}^{\prime} C_{1}^{\prime}, \quad a=-F_{2}^{\prime} C_{2}^{\prime}, \quad \in=\frac{1}{2} \alpha\left(e_{0}\right),
\end{align*}
$$

in agreement with the Baker-Johnson result stated in Eq. (2). We note also that the gauge-independent quantity $m_{0}=m-\left.\Sigma\right|_{\gamma \cdot p=m}$ is finite as $\mu \rightarrow 0$ [only $Z_{2}$ $=1-a \Sigma /\left.a(\gamma \cdot p)\right|_{\gamma \cdot p=m}$ is infrared-divergent); hence the function $C_{2}\left(\mu^{2} / m^{2}, e_{0}\right)$ appearing in Eqs. (22) and (38) has a finite limit as $\mu>0$. Let us give two simple second-order calculations which illustrate Eqs. (42) and (38). Firat, we calculate $\epsilon$ in Eq. (42) by noting that to second order

$$
\begin{align*}
& 1+\alpha\left(e_{0}\right)=\frac{m}{m_{0}}\left(\frac{\partial}{\partial m}+\frac{\mu}{m} \frac{\partial}{\partial \mu}\right) m_{0} \\
& \\
& =1+\frac{\Sigma(m)}{m}-\left(\frac{\partial}{\partial m}+\frac{\mu}{m} \frac{\partial}{\partial \mu}\right) \Sigma(m)  \tag{43}\\
& \Sigma(m)=\left.\Sigma\right|_{\gamma \cdot p=m_{0}=m}
\end{align*}
$$

Explicit calculation in an arbitrary covariant gauge shows that

$$
\Sigma(m)=m\left[\left(3 \alpha_{0} / 4 \pi\right) \ln \left(\Lambda^{2} / m^{2}\right)+\text { function of }\left(\mu^{2} / m^{2}\right)\right]
$$

which on substitution into Eq. (43) gives

$$
\begin{equation*}
\alpha\left(e_{0}\right)=3 \alpha_{0} / 2 \pi, \quad \epsilon=\frac{3}{2} \alpha_{0} / 2 \pi \tag{45}
\end{equation*}
$$

in agreement with the second-order term in Eq. (3). As our second illustration we show that, to second order, $m_{0}, Z_{2}$, and the full renormalized electron propagator $\tilde{S}_{F}^{\prime}(p)^{-1}$ in the Feynman gauge do satisfy Eqs. (22) and (38). A straightforward calculation gives

$$
\begin{align*}
\bar{S}_{r}^{\prime}(p)^{-1}= & Z_{2}\left(\gamma \cdot p-m_{0}\right)-\frac{\alpha_{0}}{2 \pi} \int_{0}^{1} d z[(1-z) \gamma \cdot p-2 m] \ln \left(\frac{z m^{2}+(1-z) \mu^{2}-z(1-z) p^{2}}{(1-z) \Lambda^{2}}\right) \\
= & {\left[1+\frac{\alpha_{0}}{2 \pi} \int_{0}^{1} d z \frac{z\left(1-z^{2}\right) z m^{2}}{z^{2} m^{2}+(1-z) \mu^{2}}-\frac{\alpha_{0}}{2 \pi} \int_{0}^{1} d z(1-z) \ln \left(\frac{z m^{2}+(1-z) \mu^{2}-z(1-z) p^{2}}{z^{2} m^{2}+(1-z) \mu^{2}}\right)\right] } \\
& \times\left\{\gamma \cdot p-m\left[1-\frac{\alpha_{0}}{2 \pi} \int_{0}^{1} d z(1+z) \ln \left(\frac{z m^{2}+(1-z) \mu^{2}-z(1-z) p^{2}}{z^{2} m^{2}+(1-z) \mu^{2}}\right)\right]\right\}, \tag{46}
\end{align*}
$$

from which we can identify the quantities appearing in Eqs. (22) and (38),

$$
\begin{align*}
& \gamma\left(e_{0}\right)=-\alpha_{0} / 2 \pi, \quad \alpha\left(e_{0}\right)=3 \alpha_{0} / 2 \pi, \quad F_{1}\left(e_{0}\right)=1+3 \alpha_{0} / 8 \pi \\
& C_{1}\left(\mu^{2} / m^{2}, e_{0}\right)=1+\frac{\alpha_{0}}{2 \pi} \int_{0}^{1} d z\left[(1-z) \ln \left(\frac{z^{2} m^{2}+(1-z) \mu^{2}}{(1-z) m^{2}}\right)+\frac{z\left(1-z^{2}\right) 2 m^{2}}{z^{2} m^{2}+(1-z) \mu^{2}}\right] \\
& F_{2}\left(e_{0}\right)=1+5 \alpha_{0} / 8 \pi,  \tag{47}\\
& C_{2}\left(\mu^{2} / m^{2}, e_{0}\right)=1+\frac{\alpha_{0}}{2 \pi} \int_{0}^{1} d z(1+z) \ln \left(\frac{z^{2} m^{2}+(1-z) \mu^{2}}{(1-z) m^{2}}\right) .
\end{align*}
$$

As $\mu-0$, we see that $C_{2}\left(\mu^{2} / m^{2}, e_{0}\right)$ approaches a finite limit, as expected.
This completes our treatment of the electron propagator. Let us next turn briefly to the asymptotic behavior of the photon propagator. ${ }^{14}$ Because renormalization of the photon propagator is subtractive, i.e.,

$$
\begin{equation*}
\ddot{\eta}\left(q^{2}\right)=\pi\left(q^{2}\right)-\pi(0) \tag{48}
\end{equation*}
$$

the renormalized photon self-energy involves, even for asymptotically large $q^{2}$, the nonasymptotic piece $\pi(0)$. As a result, the asymptotic behavior of the renormalized photon propagator cannot be calculated by replacing all internal photon propagators by their asymptotic form, Eq. (1). On the other hand, the asymptotic unrenormalized photon self-energy $\pi\left(q^{2}\right)$ does involve only the asymptotic behavior of the internal photon propagator, and thus can be calculated in our model in which internal photon lines are replaced by Eq. (1). To proceed, we write down the two Callan-Symanzik scaling equations obtained by differentiating $\pi$ with respect to $m$ and with respect to $\mu$. These are

$$
\begin{aligned}
& m \frac{\partial}{\partial m} \pi\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \\
& =m\left(1+\alpha-\alpha_{\mu}\right) r_{s}\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \\
& \mu \frac{\partial}{\partial \mu} \pi\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \\
& \\
& =m \alpha_{\mu^{\prime}} \pi_{s}\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \\
& \\
& \quad+\mu^{2} \pi_{S^{\prime}}\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right)
\end{aligned}
$$

with $\alpha$ and $\alpha_{\mu}$ given by Eqs. (15b) and (33) above and with the photon-photon-scalar three-point functions $\pi_{s}$ and $\pi_{s}$ given by

$$
\begin{align*}
& m m_{s}=m_{0} \frac{\partial}{\partial m_{0}} \pi, \\
& \mu^{2} \pi_{s^{*}}=\mu \frac{\partial}{\partial \mu} \pi, \tag{50}
\end{align*}
$$

Let us now consider the asymptotic limit in which $q$ and $\Lambda$ both become large. Application of Weinberg's theorem ${ }^{13}$ shows that $\pi_{s}$ and $\pi_{s}$. vanish as $q^{-1} \times\left(\right.$ powers of $\ln q^{2}$ ) and $q^{-2} \times$ (powers of $\ln q^{2}$ ), respectively, so that the right-hand sides of the scaling equations can be neglected, giving

$$
\begin{align*}
& m \frac{\theta}{\partial m} \pi\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right)_{, ~} \sim 0,  \tag{51}\\
& \mu \frac{B}{\partial \mu} \pi\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \underset{\sim}{\sim} 0 .
\end{align*}
$$

This tells us that the asymptotic unrenormalized photon self-energy has no dependence on $m$ and $\mu$, that is,

$$
\begin{equation*}
\pi\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \underset{0}{ } \sim \pi\left(q^{2} / \Lambda^{2}, e_{0}\right) \tag{52}
\end{equation*}
$$

Furthermore, since to any finite order of perturbation theory the dependence of $\pi$ on $\Lambda^{2}$ can only be through powers of $\ln \Lambda^{2}$, then $\pi\left(q^{2} / \Lambda^{2}, e_{0}\right)$ must have the form

$$
\begin{equation*}
\pi\left(q^{2} / \Lambda^{2}, e_{0}\right)=\sum_{n=0}^{\infty} B_{n}\left(e_{0}\right)\left[\ln \left(-q^{2} / \Lambda^{2}\right)\right]^{n} \tag{53}
\end{equation*}
$$

We now invoke the fact that since $\pi$ is gauge-independent we are free to choose the gauge which makes $Z_{2}$ finite, and since $\pi$ contains no internal photon self-energy parts, the subintegrations of $\pi$ which do not involve all lines in the graph are finite. But the single subintegration which does involve all lines is made finite by a single differencing of $\mathrm{g}_{\mathrm{J}}$

$$
\begin{equation*}
\pi\left(q^{2} / \Lambda^{2}, e_{0}\right)-\pi\left(q_{1}^{2} / \Lambda^{2}, e_{0}\right)=\text { cutof } \mathrm{-independent} \tag{54}
\end{equation*}
$$

which tells us that only the $n=0$ and $n=1$ terms can be present in Eq. (53). Thus,

$$
\begin{align*}
& \pi\left(q^{2} / \Lambda^{2}, q^{2} / \mu^{2}, q^{2} / m^{2}, e_{0}\right) \\
& \sim B_{0}\left(e_{0}\right)+B_{1}\left(e_{0}\right) \operatorname{in}\left(-q^{2} / \Lambda^{2}\right) \tag{55}
\end{align*}
$$

in agreement with the result of JBw stated in Eq. (5), with $f\left(\alpha_{0}\right)=B_{1}\left(e_{0}\right)$ the function which determines the eigenvalue condition.

We wish to acknowledge the hospitality of the Aspen Center for Physics, where this work was done.

## APPENDIX A

We give here a proof that $m \bar{\Gamma}_{s}(p, p)=m_{0} Z_{2} \Gamma_{s}(p, p)$ is finite (cutoff-independent as $\Lambda-\infty$ ) to all orders of perturbation theory. Let us define $\Gamma^{5}(p, p)$ to be the zero-mamentum-transfer vertex of the pseudoscalar electron current $j^{6}=\bar{\psi} \gamma^{5} \psi$. We have previously shown, ${ }^{18}$ by using the axial-vector-vertex Ward identity, that $m \bar{\Gamma}^{5}(p, p) \equiv m_{0} Z_{2} \Gamma^{5}(p, p)$ is finite to all orders of perturbation theory. ${ }^{17}$ Let us define

$$
\begin{equation*}
\Delta(p, p)=\bar{\Gamma}_{s}(p, p) y^{5}-\bar{\Gamma}^{s}(p, p) \tag{A1}
\end{equation*}
$$

To zeroth order in perturbation theory, $\Delta(p, p)=0$ is finite. Let us now make the inductive hypothesis that, to order $n-2$ in perturbation theory, (i)
$\Delta(p, p)$ is finite and (ii) as $p \rightarrow \infty, \Delta(p, p) \sim p^{-1}$ $x$ (powers of $\ln p^{2}$ ). To prove that these hypotheses are satisfied in order $n$ as well, we follow very closely the procedure used in Chap. 19 of Ref. 3 to prove that the usual renormalizations of electrodynamics make the vector vertex finite. We begin by observing that $m \bar{\Gamma}_{s}$ and $m \bar{\Gamma}^{5}$ satisfy the integral equations (see Fig. 4)

$$
\begin{align*}
& m \bar{\Gamma}_{s}=m_{0} Z_{2}-\int m \tilde{\Gamma}_{s} \bar{S}_{p}^{\prime} \tilde{S}_{r}^{\prime} \bar{K}  \tag{A2}\\
& m \bar{\Gamma}^{s}=m_{0} Z_{2} \gamma^{s}-\int m \ddot{\Gamma}^{s} \tilde{S}_{p}^{\prime} \bar{S}_{p}^{\prime} \bar{K}
\end{align*}
$$

with K the connected, renormalized electron-positron scattering kernel, obtained by excluding the class of graphs shown in Fig. 5. Substituting Eq. (A2) into Eq. (A1), we find that the inhomogeneous terms cancel, giving the following expression for $\Delta$ :

$$
\begin{equation*}
\Delta=\int \Gamma^{3} \mathcal{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K}-\int \bar{\Gamma}_{s} \bar{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \mathcal{K}^{\mathbf{s}} \tag{A3}
\end{equation*}
$$

Since the perturbation expansion of $\bar{K}$ begins in second order, to calculate $\Delta$ to order $n$ we need only insert $\Gamma^{3}$ and $\Gamma_{s}$ to order $n-2$ on the right-hand side of Eq. (A3). But these are known to be finite by the inductive hypothesis, so the individual factors appearing on the right-hand side of Eq. (A3) are finite. According to Weinberg's theorem, to see whether $\Delta$ is finite to order $n$, and to determine its large- $p$ asymptotic behavior, we must determine the naive degree of divergence $D$ of each subintegration contributing to the right-hand side of Eq. (A3). As is shown on pp. 330-334 of Ref. 3, all subintegrations have $D \leqslant-1$, except possibly those involving both electron propagators $\bar{S}_{F}^{\prime}$ and all lines in the kernel $\mathcal{K}$. These are of two basic types, according to whether the electron-positron lines emerging from $\bar{\Gamma}_{s}$ and $\bar{\Gamma}^{5}$ do [Fig. 6(a)] or do not [Fig. 6(b)] connect directly with the external electron-positron lines entering the kernel $\hat{K}$. Clearly, the diagrams shown in Fig. 6(b) involve a closed electron loop with a single scalar or pseudoscalar vertex. Charge-conjugation invariance implies that such a loop can have only an even number of photon vertices and an odd number of electron propagators; the fact that the trace of an odd number of $\gamma$ matrices vanishes then implies that such loops are proportional to the electron mass


FIG. 4. Integral equations satisfled by the scalar and paeudnacalar vertex parts.


FIG. 5. Clase of graphs excluded from the kernel $\bar{K}$.
$m$. So the diagrams shown in Fig. 6(b) are all proportional to $m$, which improves the convergence by one power of momentum and gives them $D \leqslant-1$. The contribution to Eq. (A3) of the diagrams shown in Fig. 6(2) can be written symbolically as

$$
\begin{align*}
\varepsilon^{d(\mathrm{a})}= & \int\left(\bar{\Gamma}^{s}-\bar{\Gamma}_{s} \gamma^{s}\right) \bar{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K} \\
& -\int \bar{\Gamma}_{S}\left[\bar{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K}_{\gamma}^{s}-\gamma^{s} \bar{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K}\right] \\
= & \int \Delta \bar{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K}-\int \bar{\Gamma}_{s}\left[\bar{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K}^{s}-\gamma^{s} \tilde{S}_{F}^{\prime} \bar{S}_{F}^{\prime} \bar{K}\right] \tag{A4}
\end{align*}
$$

The first term in Eq. (A4) has $D \leqslant-1$ because (to order $n-2$ ) $\Delta$ satisfies assumption (ii) of the inductive hypothesis. The second term in Eq. (A4) is the residue obtained when the matrix $\gamma^{5}$ is commuted from its original position on the far right of Fig. 6(a), through the string of electron propagators and photon vertices, to a position immediately to the right of the vertex $\tilde{r}_{s}$. The square bracket in this term is easily seen to be proportional to the electron mass $m$, giving the second term an extra power of convergence with the result that it, too, has $D \leqslant-1$. This completes the demonstration that, to order $n$, all subintegrations

(b)

FIG. 6. (a) Diagrams in which the electron-poaltron lines emerging from $\vec{\Gamma}_{s}$ and $\mathrm{C}^{\text {s }}$ connect directly with the external electron-positron If ine entering the kerael $k$. Internal photon lines in $\hat{K}$ are not ahown. (b) Diggrams In which the electron-poaitron Unes emerging from $\stackrel{F}{s}_{s}$ and $\bar{\Gamma}^{5}$ do rot connect directly with the external electronpoaitron lines entering the kernel $\mathbb{R}$. Again, internal photon lines in $\mathbb{K}$ are not ahown.
contributing to the right-hand side of Eq. (A3) have $D \leqslant-1$. By Weinberg's theorem, this implies that, to order $n, \Delta$ bas the properties (i) and (ii) stated above, thereby completing the induction.

We note that in making the proof we have not assumed the omission of internal photon self-energy parts. Our result, that $\Delta$ is finite, is a fortiori still valid when this simplification is made.

## APPENDIX $\quad$ -

We derive here the results quoted in Eq. (41) of the text, giving the behavior under gauge transformation of the quantities $F_{1}, C_{1}, F_{2}, C_{2}, a_{1}$ and $y$. Our starting point is Eq. (40), which we repeat for convenience:

$$
\begin{align*}
& S_{F}^{\prime}\left(x, \xi^{\prime}\right)=\exp \left\{\left(\xi^{\prime}-\xi\right)[\lambda(x)-\lambda(0)]\right\} S_{F}^{\prime}(x, \xi) \\
& \lambda(x)=\frac{i e_{0}^{2}}{(2 \pi)^{4}} \int \frac{d^{4} q}{q^{2}} \frac{1}{q^{2}-\mu^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} e^{-i * \cdot x} \tag{B1}
\end{align*}
$$

Before proceeding with the derivation, we give some useful properties of $\lambda(x)$. Letting $x$ be spacelike, and using the symmetrical integration formula

$$
\begin{equation*}
\int d \Omega_{\varepsilon} e^{-i e \cdot x}=\frac{4 \pi^{2}}{\left(-q^{2}\right)^{1 / 2}\left(-x^{2}\right)^{1 / 2}} J_{1}\left(\left(-q^{2}\right)^{1 / 2}\left(-x^{2}\right)^{1 / 2}\right) \tag{B2}
\end{equation*}
$$

( $J_{1}=$ Bessel function of order unity), we find the following representation for $\boldsymbol{\lambda}(\boldsymbol{x})$ :

$$
\begin{equation*}
\lambda(x)=\frac{-\alpha_{0}}{\pi} \int_{0}^{\infty} \frac{d \rho}{\rho^{2}-x^{2} \mu^{2}}\left(\frac{-x^{2} \Lambda^{2}}{\rho^{2}-x^{2} \Lambda^{2}}\right) J_{1}(\rho) \tag{B3}
\end{equation*}
$$

From Eqs. (B1) and (B3) we learn that

$$
\begin{aligned}
& \lambda(x) \underset{x}{\approx} 0 \\
& \lambda(x) \underset{x=0}{\approx} \frac{-a_{0}}{4 \pi} \ln \left(\Lambda^{2} / \mu^{2}\right)+O\left(\mu^{2} / \Lambda^{2}\right)+O\left(x^{2} \ln x^{2}\right) ; \\
& \lambda(x)=\lim _{\Lambda \rightarrow \infty} \lambda(x)=\frac{-\alpha_{g}}{\pi} \int_{0} \frac{d \rho}{\rho^{2}-x^{2} \mu^{2}} J_{1}(\rho), \\
& \bar{\lambda}(x) \underset{x \rightarrow 0}{\approx} \frac{\alpha_{0}}{4 \pi}\left[\ln \left(-\frac{1}{4} x^{2} \mu^{2}\right)+2 \gamma_{z}-1\right]+O\left(x^{2} \ln x^{2}\right), \\
& \gamma_{E}=\text { Euler's constant. }
\end{aligned}
$$

We begin by deriving the resulta of Eq. (41a), giving the gauge-transformation behavior of the renormalization constants $m_{0}$ and $Z_{2}$. Introducing the wave-function renormalization $Z_{2}(\xi)$ and the renormalized electron propagator $S_{F}^{\prime}(x, \xi)$,

$$
\begin{equation*}
S_{F}^{\prime}(x, \xi)=Z_{2}(\xi)^{-1} S_{F}^{\prime}(x, \xi) \tag{B5}
\end{equation*}
$$

we can rewrite Eq. (BI) in the form

$$
\begin{align*}
\bar{S}_{F}^{\prime}\left(x, \xi^{\prime}\right)= & Z_{2}(\xi) Z_{2}\left(\xi^{\prime}\right)^{-1} \\
& \times \exp \left\{\left(\xi^{\prime}-\xi\right)[\lambda(x)-\lambda(0)]\right\} \xi_{F}^{\prime}(x, \xi) \tag{B6}
\end{align*}
$$

Let us consider the limit of Eq . ( B 6 ) as $x-\infty$.

Because we have supplied an infrared cutoff $\mu$, the renormalized electron propagator approaches in this limit the free electron propagator for physical mass $m$,

$$
\begin{equation*}
\bar{S}_{F}^{\prime}(x, \xi) \Longrightarrow S_{F}^{0}(x)=\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i p \cdot x}}{\gamma \cdot p-m} \tag{B7}
\end{equation*}
$$

Since the right-hand side of Eq. (B7) is independent of gauge, we get, using the results of Eq. (B4),

$$
\begin{align*}
\frac{Z_{2}^{\prime}}{Z_{2}}=\frac{Z_{2}\left(\xi^{\prime}\right)}{Z_{2}(\xi)} & =\exp \left[-\left(\xi^{\prime}-\xi\right) \lambda(0)\right] \\
& =\left(\frac{\Lambda^{2}}{\mu^{2}}\right)^{\left(\alpha_{0} / 4 \pi\right)\left(\xi^{\prime}-\xi\right)} \tag{B8}
\end{align*}
$$

Comparing Eq. (B8) with Eq. (22) in the text, we learn that

$$
\begin{align*}
& \gamma^{\prime}-\gamma=\left(\alpha_{0} / 2 \pi\right)\left(\xi^{\prime}-\xi\right), \\
& \frac{C_{1}^{\prime}}{C_{1}}=\left(\frac{m^{2}}{\mu^{2}}\right)^{\left(\alpha_{0} / 4 x\right)\left(\xi^{\prime}-v\right)} \tag{B9}
\end{align*}
$$

To get the gauge transformation properties of the bare mass $m_{0}$, we consider the small- $x$ limit of the unrenarmalized equation, Eq. (B1). The small-x behavior of the unrenormalized position-space propropagator is determined by the large-p behavior of the unrenormalized momentum-space propagator by the Fourier-transform relation

$$
\begin{equation*}
S_{F}^{\prime}(x, \xi)=\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i \gamma-\pi}}{\gamma \cdot p-m_{0}(\xi)-\Sigma(p, \xi)}, \tag{B10}
\end{equation*}
$$

But as $p-\infty$ for fixed cutoff $\Lambda$, we have

$$
\begin{equation*}
\Sigma(p, \xi) \underset{\Delta \gg A}{\sim} p^{-1} \times\left(\text { powers of } \operatorname{In} p^{2}\right) \tag{B11}
\end{equation*}
$$

so we get from Eq. (B10)

$$
\begin{align*}
S_{F}^{\prime}(x, \xi) & =\int \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{-i p-x}}{\gamma \cdot p-m_{0}(\xi)+O\left(p^{-2} \times\left(\text { powers of } \ln p^{2}\right)\right)} \\
& =\int \frac{d^{4} p}{(2 \pi)^{4}} e^{-1 p-x\left[\frac{\gamma \cdot p}{p^{2}}+\frac{m_{0}(\xi)}{p^{2}}+O\left(p^{-3} \times\left(\text { powers of } \ln p^{2}\right)\right)\right]} \\
& =\frac{1}{2 \pi^{2}} \frac{\gamma \cdot x}{\left(x^{2}\right)^{2}}+\frac{i}{4 \pi^{2}} \frac{m_{0}(\xi)}{x^{2}}+O\left(x^{-1} \times\left(\text { powers of } \ln x^{2}\right)\right) . \tag{B12}
\end{align*}
$$

Substituting Eq. (B12) into the small-x limit of Eq. (B1), and using Eq. (B4) for a small-x estimate of $\lambda(x)$ $-\lambda(0)$, we get

$$
\begin{equation*}
\frac{m_{0}^{\prime}}{m_{0}}=\frac{m_{0}\left(\xi^{\prime}\right)}{m_{0}(\xi)}=1 . \tag{B13}
\end{equation*}
$$

Comparing with Eq. (22) in the text, we find

$$
\begin{equation*}
\alpha^{\prime}=\alpha, \frac{\bar{c}_{2}^{\prime}}{c_{2}}=1 \tag{B14}
\end{equation*}
$$

Next, we derive the results of Eq. (41b), giving the gauge-transformation behavior of the functions $F$, and $F_{2}$ appearing in the asymptotic form of the renormalized propagator. To proceed, we need the renormalized version of Eq. (B1), obtained by eliminating $Z_{2}(\xi) Z_{2}\left(\xi^{\prime}\right)^{-1}$ from Eq. (B6) by use of Eq. (B8) and then dropping terms in $\lambda(x)$ which, for fixed $x$, vanish as $\Lambda-\infty$. This gives

$$
\begin{equation*}
\tilde{S}_{F}^{\prime}\left(x, \xi^{\prime}\right)=\exp \left[\left(\xi^{\prime}-\xi\right) \bar{\lambda}(x)\right] \tilde{S}_{F}^{\prime}(x, \xi), \tag{B15}
\end{equation*}
$$

with $\bar{\lambda}(x)$ given in Eq. (B4). We now take the small-x limit of Eq. (B15), using Eq. (B4) for the small-x behavior of $\lambda(x)$ and extracting the small-x behavior of $\xi_{p}^{\prime}(x, \xi)$ from the large- $p$ asymptotic form of $\mathcal{S}_{F}^{-1}(p, \xi)$ given in Eq. (38),

$$
\begin{equation*}
\tilde{S}_{r}(x, \xi)=\int \frac{d^{4} p}{(2 \pi)^{4}} e^{-1-1}\left[\frac{\left(-p^{2} / m^{2}\right)-\gamma / 2}{F_{1} C_{1}} \frac{\gamma \cdot p+m F_{2} C_{2}\left(-\hbar^{2} / m^{2}\right)^{-a / 2}}{p^{2}}+O\left(p^{-3} \times\left(\text { powers of } \ln p^{2}\right)\right)\right] \tag{B16}
\end{equation*}
$$

We can evaluate the integrals appearing in Eq. (B15) by using Eq. (B2) and the formula ${ }^{\text {is }}$

$$
\begin{equation*}
\int_{0}^{-} d x x^{-\gamma} J_{1}(x)=2^{-\gamma} \frac{\Gamma\left(1-\frac{1}{2} \gamma\right)}{\Gamma\left(1+\frac{1}{2} \gamma\right)} . \tag{B17}
\end{equation*}
$$

Substituting the result into Eq. (B4) and equating the coefficients on left and right of the two most singular terms as $x-0$, we get the gauge-transformation formulas quoted in Eq. (41b) of the text.
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#### Abstract

We review and extend earlier work deallag with the short-distance behavior of quantum electrodynamics. We ahno that if the renormalized photon propagator is asymptotically finite, then in the limit of zaro fermion mase all of the single-fermion-loop $2 n$-point functions, regarded as functions of the coupling constant, must have a common infinite-order zero. In the usual class of asymptotically finite solutions introduced by Gell-Mannand Low, the asymptotic coupling $\alpha_{0}$ is fixed to be this infinite-order zero and the physical coupling $\alpha<\alpha_{j}$ is a free parameter. We show that if the single-fermion-loop diagrams actually possess the required infinite-order zero, there is a unique, additional solution in which the physical coupling a is fixed to be the infinite-order zero. We conjecture that this is the solution chosen by nature. According to our conjechure, the fine-structure constant is determined by the elgenvalus oondition $F^{4}\left(\underset{(x)}{ }=0\right.$, where $F^{(1)}$ is a function related to the single-fermion-loop vactum-dolarization diagrams. The eigenvalue condition is independent of the number of fundamental fermion species which are assumed to be present.


## I. INTRODUCTION AND SUMMARY

The fundamental constant regulating all microscopic electronic phenomena, from atomic physics to quantum electrodynamics, is the fine-structure constant $\alpha$. Experimentaliy, the current value ${ }^{1}$ $\alpha=1 /(137.03602 \pm 0.00021)$ is one of the best determined numbers in physics. Theoretically, the reason why nature selects this particular numerical value has remained a mystery, and has provoked much interesting speculation. The speculations may be divided roughly into three general types: (a) those in which $\alpha$ is cosmologically determined, either as a cosmological boundary condition (which makes $\alpha$ undeterminable) or as a function of time-varying cosmological parameters (which makes $\alpha$ a function of time) ${ }^{2}$; (b) theories in which $\alpha$ is a constant which is determined microscopically through the interplay of the electromagnetic interaction with interactions of other types, either strong, weak, or gravitallonal.s Since these interactions are currently even less well understood than is the electromagnetic interaction, such theories seem at present to offer little promise of an actual computation of $\alpha$; (c)
finally, theories in which $\alpha$ is microscopically determined through properties of the electromagnetic Interaction alone, considered in isolation from other interactions. It is this restricted class of theories to which we will address ourselves in the present paper.
The idea that $\alpha$ may be determined electromagnetically is an old one. In the early days of renormalization theory there were hopes that $\alpha$ could be fixed by requiring the logarithmic divergences appearing in higher orders of perturbation theory to cancel or "compensate" the second-order divergence in the photon wave-function renormalization $\boldsymbol{Z}_{3}$, so that the renormalized photon propagator would be asymptotically finite. These hopes received a setback, however, when Jost and Luttinge $r^{5}$ calculated the order $-a^{2}$ logarithmicaliy divergent contribution to $Z_{3}$ and found that it has the same sign as the order- $\alpha$ divergence. Of course, it was obvious that the question could not be settled by calculations to any finite order of perturbation theory. A systematic nonperturbative attack on the problem was made by Gell-Mann and Low in their classic 1954 paper on renormaliza-tion-group methods. They showed that there is
indeed an eigenvalue condition imposed by requiring that the renormalized photon propagator behave as

$$
\begin{equation*}
\alpha d_{e}\left(-q^{2} / m^{2}, \alpha\right)=\alpha_{0}+h\left(-q^{2} / m^{2}, \alpha\right) \tag{1}
\end{equation*}
$$

with $\alpha_{0}$ finite and with $h$ vanishing as $-q^{2} / m^{2}-\infty$. However, the condition takes the form $\psi\left(\alpha_{0}\right)=0$, and determines the asymptotic coupling $\alpha_{0}$ rather than the physical coupling $\alpha$. Their analysis leaves $\alpha$ a free parameter of the theory, restricted only by the condition $\alpha<\alpha_{0}$ coming from spectral-function positivity. This essential conclusion was retained in the subsequent important work of Johnson, Baker, and Willey, ${ }^{7}$ who showed that if the eigenvalue condition is satisfied all the renormalization constants of electrodynamics ( $m_{0}$ and $Z_{2}$ as well as $\mathcal{Z}_{3}$ ) can be finite, and who applied a simple argument based on the Federbush-Johnson theorem ${ }^{8}$ to obtain a greatly simplified form of the elgenvalue equation for $\alpha_{0}$. Thus, the prevalling view since 1954 has been that it is not possible to determine $\alpha$ within a purely electrodynamical context.

Our aim in the present paper is to give a reexamination and extension of the work of Gell-Mann and Lov: and of Johnson, Baker, and Willey, which, we believe, reopens the possibility of an electrodynamic determination of $\alpha$. We continue to work within the same basic framework as these previous authors in that we assume, as they do, that asymptotically vanishing terms encountered in each order of perturbation theory do not sum to give an aspmptotically dominant result. Our basic observation is that the work of Johnson et al. assumes that $\alpha_{0}$ is both a simple zero, and a point of regularity, of the Gell-Mann-Low function $\psi(y)$. In actual fact, we find that an extension of the argument given by Baker and Johnson to obtain their simplified eigenvalue condition indicates that neither of these assumptions is correct. We show that if $\psi$ has a zero at all it must be a zero of infinite order-i.e., an essential singularity. This infinite-order zero in the coupling constant must also appear in all of the single-fermion-loop 2npoint functions calculated in electrodynamics with zero fermion mass. The presence of an essential singularity has the important consequence that different orders of summing perturbation theory can lead to inequivalent forms of the eigenvalue condition. One natural method of summing perturbation theory is to proceed "vacuum-polarization-insertion-wise'. One first sums all internal-photon self-energy parts, and then inserts the resulting full photon propagators in the vacuum-polarization skeleton graphs. This order of summation is the one used by Johnson, Baker, and Willey, and leads naturally to the class of asymptotically finite
solutions introduced by Gell-Mann and Low, in which $\alpha_{0}$ is fixed to be the infinite-order zero and $\alpha<\alpha_{0}$ is undetermined. An alternative summation method is to proceed 'loopwise': One first sums all single-fermion-loop vacuum-polarization graphs, then one sums all two-fermion-loop vacu-um-polarization graphs, and so forth. If we assume that the aingle-fermion-loop $2 n$-point functions do actually have the infinite-order zero in the coupling constant as described above, then by using loopwise summation we show that there is a unique additional asymptotically finite solution, in which the physical coupling $\alpha$ is fixed to be the infiniteorder zero. We conjecture that this is the solution actually chosen by nature. According to our conjecture, the fine-slructure constant $\alpha$ may be compuled as follows. Let $F^{[1]}(y)$ be the coefficient of the logarithmically divergent part of the sum of single-fermion-loop vacuum-polarization diagrams illustraled in Fig. 1. We conjecture that $F^{[1]}(y)$ is analytic in an interval extending from $y=0$ to $y=\alpha$, where it has an infinite-order zero as $y$ approaches $\alpha$ from below along the real axis. If the function $F^{[1]}(y)$ has no infinite-order zero, then the renormallzed photon propagator cannot be asymptotically finite. Our conjecture has the obvious virtue that it stands or falls according to the outcome of the mathematical probiem of calculating the function $F^{[1]}(y)$. This problem will be well posed in perturbation theory if $F^{[1]}(y)$ is a function of the class which is uniquely defined by the coefficients of its formal power-series development in $y$. ${ }^{\text {a }}$

The paper is organized as follows. In Sec. II we give a review of previous work on the short-distance behavior of electrodynamics. We derive the Gell-Mann-Low equation for the asymptotic behavior of the photon propagator, discuss its properties, and establish its relation to the recent work of Callan and Symanzik. ${ }^{10}$ We then review the program of Johnson, Baker, and Willey for the removal of infinities from electrodynamics. In Sec. III we show that the zero of the Gell-MannLow function must be an essential singularity and discuss the implications of this for the conventional


FIG. 1. Sum of aligle-fermien-loop vacuum-polarization ilagrama which determines the function $F[i](y)$, with the dependence on the coupling constant $y$ indicated explicitly. Throughout the paper we will adhere to the convention of using solid lines to denote fermions, wavy lines to denote photons.
eigenvalue condition on $\alpha_{0}$ and for the asymptotic behavior of the renormalized electron propagator. In Sec. IV we introduce the idea of "loopwise" summation and show that, assuming the presence of the essential singularity, there is an asy mptotically finite solution of electrodynamics in which $\alpha$, rather than $\alpha_{0}$ is fixed to be the infinite order zero. In Sec. V we motivate our conjecture that nature picks the solution in which $a$ is fixed, and we suggest a possible connection of our work with a conjecture of Dyson concerning singularities in electrodynamics at $\alpha=0$. We also point out that our conjecture leads to a determination of $\alpha$ which is independent of the number of fundamental fermion species, and based on this lact, give a speculative argument justifying the neglect of the strong interactions in formulating our eigenvalue condition for $\alpha$. In Appendix A we give a summary of notation, while in Appendix $B$ we derive the CallanSymanzik equations for massive photon (i.e., in-frared-cutoff) spinor electrodynamics in an arbitrary covariant gauge, and briefly sketch the application of these equations to deriving the Johnson-Baker-Willey asymptotic form for the electron propagator.

## 11. REVIEW OF PREVIOUS WORK

We begin with a survey of the papers of GellMann and Low, of Callan and Symanzik and of Johnson, Baker and Willey dealing with the short distance behavior of electrodynamics. Our particular aim will be to examine the underlying assumptions which these authors make and to discuss the connections between their approaches.
(a)

(b)

permutalians
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FIG. 2. (a) Lowest-order vacuum-polarization contribution to $\Gamma\left(a^{2}\right)_{\mu \nu}$. (b) Vacuum-polarization loope with four or more vertices. (c) Vacuum-polarization contributions to $\pi\left(q^{2}\right)$ which involve the loops with four or more vertices illuatrated in (b).

## A. Cutoff (Unrenarmalized) and Ranormalized Qunntum Electrodynamics

In order for the renormalization constants and the unrenormalized propagators and vertex parts to be well-defined, it is necessary to introduce cutoffs. In addition to an ultraviolet cutoff $\Lambda$, we will eliminate infrared divergences by giving the photon a nonzero mass $\mu$. The infrared cutoff will be needed for the derivation of the CallanSymanzik equations for the electron propagator given in Appendix B. Where no infrared divergences are encountered, such as in the discussion of the asymptotic photon propagator which occupies the bulk of the paper, the photon mass $\mu$ will be set to zero. Specifically, we introduce the cutoffs as follows:
(i) The propagator for a bare photon of fourmomentum $q$ is given by

$$
\begin{align*}
D_{r}^{0}(q)_{\mu \nu}= & \left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \frac{1}{q^{2}-\mu_{0}^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} \\
& +Z_{3}(\xi-1) \frac{q_{u} q_{\nu}}{q^{2}} \frac{1}{q^{2}-\mu^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} \tag{2}
\end{align*}
$$

with $\mu_{0}$ the bare photon mass and $\xi$ a guage parameter. The reason for the peculiar choice of the longitudinal term in Eq. (2) will become apparent very soon.
(ii) The lowest-order vacuum-polarization contribution to the photon proper self-energy $\pi\left(\sigma^{2}\right)_{\mu \nu}$ comes from the fermion loop diagram illustrated in Fig. 2(a). We calculate this contribution in the following manner: First we impose gauge invariance to remove the quadratic divergence, and then we regulate the fermion loop, with fermion regu lator mass $\Lambda$, to remove the logarithmic divergence.
(iii) All vacuum polarization loops with four or more vertices [see Fig. 2(b)] are calculated by imposing gauge invariance, which makes them findte. The requirement of gauge-invariant calculation of fermion loops, together with the photon propagator cutoff specified in (i), renders convergent the vacuum polarization contribution to $\pi\left(q^{2}\right)_{\mu \nu}$ of the type illustrated in Fig. 2(c). The photon propagator cutoff also makes finite all electron self-energy parts and vertex parts, so our cutoff procedure is sufficient to make the unrenormalized theory well defined.

We can now proceed to define renormalization constants and renormalized (i.e., $\Lambda$-independent In the limit $\Lambda-\infty$ ) $n$-point functions. The renormallzed electron propagator and electron-photon vertex are introduced in the standard " manner; we review in detall only the construction of the renormalized photon propagator. Since rules (ii)
and (iii) guarantee the gauge invariance of the photon proper self-energy part, we may write

$$
\begin{equation*}
\pi\left(q^{2}\right)_{u \nu}=\left(-g_{\mu \nu}+\frac{q_{u} q_{\nu}}{q^{2}}\right) q^{2} \pi\left(q^{2}\right) \tag{3}
\end{equation*}
$$

Letting $\alpha_{b}$ denote the canonical (bare) coupling and summing the series illustrated in Fig. 3 to get the full unrenormalized photon propagator $D_{r}^{\prime}(q)_{\mu \nu,}$ we get

$$
\begin{align*}
D_{\mu}^{\prime}(q)_{\mu \nu}= & \left(-g_{\mu \nu}+\frac{q_{u} q_{v}}{q^{2}}\right) \\
& \times \frac{1}{q^{2}-\mu_{0}^{2}+a_{v} q^{2} \pi\left(q^{2}\right)\left[1+O\left(q^{2} / \Lambda^{2}\right)\right]} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} \\
& +Z_{3}(\xi-1) \frac{q_{u} q_{v}}{q^{3}} \frac{1}{q^{2}-\mu^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} . \tag{4}
\end{align*}
$$

We fix the unrenormalized photon mass $\mu_{0}{ }^{2}$ by requiring Eq. (4) to have a pole at $\boldsymbol{q}^{2}=\mu^{2}$, i.e.,

$$
\begin{equation*}
\mu^{2}-\mu_{0}^{2}+\alpha_{b} \mu^{2} \pi\left(\mu^{2}\right)=0 . \tag{5}
\end{equation*}
$$

We then make the algebraic rearrangement

$$
\begin{align*}
& q^{2}-\mu_{0}^{2}+\alpha_{b} q^{2} \pi\left(q^{2}\right) \\
&=q^{2}-\mu^{2}+\alpha_{b}\left[q^{2} \pi\left(q^{2}\right)-\mu^{2} \pi\left(\mu^{2}\right)\right] \\
&=\left(q^{2}-\mu^{2}\right)\left[1+\alpha_{b} \pi\left(\mu^{2}\right)\right]+\alpha_{b} q^{2}\left[\pi\left(q^{2}\right)-\pi\left(\mu^{2}\right)\right] \\
&=Z_{3}{ }^{-1}\left\{q^{2}-\mu^{2}+\alpha q^{2}\left[\pi\left(q^{2}\right)-\pi\left(\mu^{2}\right)\right]\right\}, \tag{6}
\end{align*}
$$

which introduces the photon wave-function renormalization constant $Z_{3}$,

$$
\begin{equation*}
Z_{3}^{-1}=1+\alpha_{b} \pi\left(\mu^{2}\right), \tag{7a}
\end{equation*}
$$

and the renormalized coupling constant $\alpha$,

$$
\begin{equation*}
\alpha=\alpha_{\mathrm{a}} Z_{3}=\frac{\alpha_{b}}{1+\alpha_{b} \pi\left(\mu^{2}\right)} \tag{7b}
\end{equation*}
$$

Comparing Eq. (7) with Eq. (5), we note that the photon bare mass can be reexpressed as

$$
\begin{equation*}
\mu_{0}^{2}=Z_{3}^{-1} \mu^{2}, \tag{8}
\end{equation*}
$$

indicating that it is not an independent renormalization constant. To get the full renormalized photon propagator, we multiply Eq. (4) by $\alpha_{b}$ and let the cutoff $\Lambda$ become infinite, giving


FIG. 3. Serfes which defines the full unrenormalized photon propagator $D_{F}^{\prime}(Q)_{\mu \nu}$.

$$
\begin{align*}
\alpha \bar{D}_{p}^{\prime}(q)_{\mu \nu}= & \lim _{\Delta \rightarrow-} \alpha_{\nu} D_{f}^{\prime}(q)_{u \nu} \\
= & \left(-g_{u v}+\frac{q_{u} q_{\nu}}{q^{2}}\right) \frac{\alpha}{q^{2}-\mu^{2}+\alpha q^{2} \bar{v}_{c}\left(q^{2}\right)} \\
& +\alpha(\xi-1) \frac{q_{u} q_{\nu}}{q^{2}} \frac{1}{q^{2}-\mu^{2}} \tag{9}
\end{align*}
$$

with

$$
\begin{equation*}
\pi_{c}\left(q^{2}\right)=\lim _{\Lambda \rightarrow \infty}\left[\pi\left(q^{2}\right)-\pi\left(\mu^{2}\right)\right] \tag{10}
\end{equation*}
$$

We can now see why the longitudinal part of the bare propagator had to be chosen as in Eq. (2): Because of the transversality of $\mathbb{m}\left(q^{2}\right)_{\mu \nu}$, the liongitudinal part of the full propagator [Eq. (4)] is the same as the longitudinal part of the bare propagator. Therefore, in order for the longitudinal part of the renormalized propagator to be finte, the longitudinal part of the bare propagator must become finite when multiplied by $\alpha_{0}$. This dictates the overall factor of $Z_{3}$, and the use of $\mu^{2}$ rather than $\mu_{0}{ }^{2}$ in the denominator. The fact that the gauge parameter $\xi$ always occurs in the combination ( $\xi-1$ ) $Z_{3}$ will be of importance in the derivation of the Callan-Symanzik equations for the electron propagator given in Appendix B. On the other hand, the form of the longitudinal terms is irrelevant to the subsequent discussion of the Gell-Mann-Low and Callan-Symanzik equations for the photon propagator, because the photon proper selfenergy is strictly gauge-invariant (rather than being merely gauge-covariant, as is the case for the electron propagator and the electron-photon vertex) and hence recelves no contribution from the longitudinal terms.

To conclude this section, we state the specialization of Eqs. (7)-(10) to the case of masslessphoton electrodynamics ( $\mu^{2}=\mu_{\mathrm{a}}{ }^{2}=0$ ). We have

$$
\begin{align*}
\alpha \bar{D}_{p}^{\prime}\left(q_{\mu \nu}^{\prime}=\right. & \left(-g_{\mu u}+\frac{q_{\mu} q_{u}}{q^{2}}\right) \frac{\alpha d_{c}\left(-q^{2} / m^{2}, \alpha\right)}{q^{2}} \\
& +\alpha(\xi-1) \frac{q_{u} q_{\nu}}{(q)^{\prime}} \tag{11}
\end{align*}
$$

with

$$
\begin{equation*}
d_{r}\left(-q^{2} / m^{2}, a\right)=\left[1+\alpha \pi_{\varepsilon}\left(q^{2}\right)\right]^{-1} \tag{12}
\end{equation*}
$$

a dimensionless function which contains all the dynamical effects of vacuum polarization, and with $\bar{u}_{c}\left(q^{2}\right)$ now given by

$$
\begin{equation*}
\pi_{c}\left(q^{2}\right)=\lim _{A \rightarrow \infty}\left[\pi\left(q^{2}\right)-\pi(0)\right] \tag{13}
\end{equation*}
$$

## B. The Gell-Mann-Low Equation

We turn next to a review of the Gell-Mann-Low equation, which describes the asymptotic properties of the photon propagator. It will be useful to define an "asymptotic part" of the renormalized photon
propagator, which we denote by ${\alpha d_{c}^{-1}}_{-\left(-q^{2} / m^{2}, \alpha\right) \text {, in }}$ the following manner: We develop $a d_{c}\left(-q^{2} / m^{2}, \alpha\right)$, in a perturbation expansion in powers of $\alpha$ and in each order of perturbation theory drop terms which vanish as $-q^{2} / m^{2} \rightarrow \infty$, while retaining terms which are constant or which increase logarithmically. ${ }^{12}$ The resulting sum of constant and logarithmic terms is the "asymptotic part" and clearly has the form

$$
\begin{align*}
\alpha_{-}^{*}\left(-q^{2} / m^{2}, \alpha\right)= & q(\alpha)+p(\alpha) \ln \left(-q^{2} / m^{2}\right) \\
& +r(\alpha) \ln ^{2}\left(-q^{2} / m^{2}\right)+\cdots \tag{14}
\end{align*}
$$

Throughout the analysis which follows we will make the assumption that the nomasymptotic terms which we have neglected in each order of perturbation theory do not sum to give a resull which dominates asymptotically over the logarithmic series in Eq.
(14). That is. we assume that the asymptotic behavior of the "asymptotic part" ade correctly describes the asymptotic behavior of the exact propagator ad ${ }^{13}{ }^{13}$
To faciutate the derivation of the Gell-Mann-
Low equation we introduce a notation which explicitly indicates the point where the subtraction in the photon proper self-energy is made. Thus, letting $x=-q^{2} / m^{2}$, we write

$$
\begin{align*}
& \alpha d_{c}[x, w, \alpha] \equiv \alpha\{1+\alpha(\pi[x]-\pi[w])\}^{-1}, \\
& \mathbb{\Psi}[x] \equiv \pi\left(-m^{2} x\right)=\mathbb{(}\left(q^{2}\right) . \tag{15}
\end{align*}
$$

In terms of the new notation, the usual renormalized photon propagator is

$$
\begin{equation*}
d_{c}(x, \alpha)=d_{d}[x, 0, \alpha] \tag{16}
\end{equation*}
$$

with the renormalized charge a given by

$$
\begin{equation*}
\alpha=\alpha d[0,0, \alpha] \tag{17}
\end{equation*}
$$

Let us now imagine that, instead of making expansions in powers of the usual fine-structure constant $\alpha$, we use as expansion parameter a new fine-structure constant $\alpha_{1 \infty}$ defined by

$$
\begin{equation*}
\alpha_{\infty}=\alpha d[w, 0, \alpha]=\alpha\{1+\alpha(\pi[w]-\pi[0])\}^{-1} \tag{18}
\end{equation*}
$$

From the definition of Eq. (15), we may write

$$
\begin{align*}
\alpha_{\infty} d_{d}\left[x, w, \alpha_{\omega}\right] & =\alpha_{\infty}\left\{1+\alpha_{\infty}(\pi[x]-\pi[w])\right\}^{-1} \\
& =\left(\alpha_{w}^{-1}+\pi[x]-\pi[w]\right)^{-1} \tag{19}
\end{align*}
$$

which on substitution of Eq. (18) becomes

$$
\begin{align*}
\left.\alpha_{w} d d x, w, \alpha_{w}\right] & =\left\{\alpha^{-1}+\pi[y]-\pi[0]+\pi[x]-\pi[w]\right\}^{-1} \\
& =\alpha d_{c}[x, 0, \alpha]=\alpha d_{c}(x, \alpha) . \tag{20}
\end{align*}
$$

On the right-hand side we have the usual photon propagator, which involves a subtraction at the nonasymptotic point zero; Eq. (20) states that this can be reexpressed in terms of the new charge $\alpha_{n}$ and the photon propagator subtracted at $w$, with no
further reference to the point zero.
Let us now let $x$ and $w$ both become large. Ac cording to our earlier discussion, the right-hand side of Eq. (20) becomes the logarithmic series $\alpha d_{v}^{-\prime}(x, \alpha)$. For the left-hand side, we introduce the asymptotic assumption that the only dependence on $x$ and $w$, when both are large, is through the ratio $x / w$. An equivalent statement of the asymptotic assumption is that when $x=-q^{2} / m^{2}$ and $\omega=-q^{\prime 2} / m^{2}$ are both large, the quantity $\alpha_{v} d_{c}\left[x, y, \alpha_{w}\right]$, regarded as a power series in $\alpha_{\omega}$, becomes independent of the electron mass $m^{14}$ This assumption can actually be justified order-by-order in perturbation theory, either by using the analyais of Callan and Symanzik (see below) or by invoking the theorem on cancellation of infrared singularities of Kinoshita ${ }^{15}$ and Lee and Nauenberg. ${ }^{15}$ Equation (20) now becomes

$$
\begin{equation*}
\alpha_{\infty} D\left[x / w, \alpha_{w}\right]=\alpha d_{v}^{-}(x, \alpha), \tag{21}
\end{equation*}
$$

where, since $w$ is large, we may rewrite Eq. (18) for $\alpha_{n}$ as

$$
\begin{align*}
\alpha_{w} & =\alpha d_{c}^{*}(w, \alpha) \\
& =q(\alpha)+p(\alpha) \ln w+r(\alpha) \ln ^{2} w+\cdots \tag{22}
\end{align*}
$$

Equation (21) gives a functional relation for $d_{c}^{*}$, which may be rewritten in a more useful form as follows: We introduce the function $\psi(z)$ by the definition

$$
\begin{equation*}
\psi(z)=\left.\frac{\partial}{\partial v} z D[v, z]\right|_{\left.\right|_{v=1}} \tag{23}
\end{equation*}
$$

Differentiating Eq. (21) with respect to $x$, and then setting $x=w$, we get the differential equation

$$
\begin{equation*}
\frac{1}{w} \psi\left(\alpha_{\infty}\right)=\frac{d \alpha_{w}}{d w} . \tag{24a}
\end{equation*}
$$

Rewriting this as

$$
\begin{equation*}
\frac{d w}{w}=\frac{d \alpha_{w}}{\psi\left(a_{w}\right)}, \tag{24b}
\end{equation*}
$$

integ rating with respect to $w$ from $I$ to $x$ and using the boundary condition

$$
\begin{equation*}
\left.\alpha_{w}\right|_{\omega=1}=q(\alpha)=\alpha d_{c}^{\infty}(1, \alpha) \tag{25}
\end{equation*}
$$

we get finally the Gell-Mann-Low equation,

$$
\begin{equation*}
\ln x=\int_{d(\alpha)}^{\alpha \alpha_{e}^{-}(x, a)} \frac{d z}{\psi(z)} \tag{26}
\end{equation*}
$$

It is also useful to have the inversion formula relating the coefficients $q(\alpha), p(\alpha), \ldots$, in the $\log -$ arithmic expansion of Eq. (22) to the Gell-MannLow function $\psi(z)$. To get this, we write $z=\alpha_{s}$ - $\alpha d_{c}^{-}(x, \alpha)$ and make a Taylor expansion of $z$ with respect to $\ln x$,

$$
\begin{equation*}
z=\left.\sum_{n=0}^{\infty} \frac{(\ln x)^{n}}{n l} \frac{d^{n}}{d(\ln x)^{2}} z\right|_{\min =0} \tag{27a}
\end{equation*}
$$

According to Eq. (24), the derivative $d / d(\ln x)$ may be rewritten as

$$
\begin{align*}
\frac{d}{d(\ln x)} & =\frac{d z}{d(\ln x)} \frac{d}{d z} \\
& =\psi(z) \frac{d}{d z} \tag{2~Tb}
\end{align*}
$$

giving the desired formula ${ }^{\text {a }}$

$$
\begin{equation*}
a u d_{c}^{+\prime \prime}(x, \alpha)=\left.\sum_{n=0}^{\infty} \frac{(\ln x)^{n}}{n!}\left\{\left[\psi(z) \frac{d}{d z}\right]^{n} z\right\}\right|_{\pi=\alpha(\alpha)} . \tag{28}
\end{equation*}
$$

The function $\psi(z)$ appearing in these formulas is not explicitly known beyond its expansion to sixth order of perturbation theory, which is ${ }^{10}$

$$
\begin{equation*}
\psi(z)=z\left(\frac{z}{3 \pi}+\frac{z^{2}}{4 \pi^{2}}+\frac{z^{9}}{8 \pi^{9}}\left[\frac{4}{5} \xi(3)-\frac{120}{30}\right]+\cdots\right), \tag{29}
\end{equation*}
$$

with $\zeta(3)$ the Riemann $\zeta$ function.
As Gell-Mann and Low have shown, Eq. (26) provides a powerful tool for analyzing the asymptotic behavior of the photon propagator, and leads one naturally to distinguish the following two possibilities: (a) The integral $\int d z / \psi(2)$ in Eq. (26) does not diverge until the upper limit becomes infinite. In this case $\alpha d_{\varepsilon}^{\infty}(x, \alpha) \rightarrow \infty$ as $x-\infty$, and so the photon propagator is asymptotically divergent. (b) For some finite value $z=\alpha_{0}$, the function $\psi(z)$ develops a sufficiently strong zero for $\int^{a_{0}} d z / \psi(z)$ to diverge. In this case $\alpha d_{c}^{\infty}(x, \alpha)-\alpha_{0}$ as $x \rightarrow \infty$ and the photon propagator is asymptotically finite. We will restrict our attention from here on exclusively to case (b), for which, as noted In the Introduction, we may write

$$
\begin{equation*}
\alpha d_{\varepsilon}^{\infty}(x, \alpha)=\alpha_{0}+h(x, \alpha), \tag{30}
\end{equation*}
$$

$\lim _{1} h(x, a)=0$.
Within the category of case (b), we wish to further distinguish between two different types of possible asymptotic behavior of the theory:
Type 1. The physical fine-structure constant $\alpha$ is equal to the particular value $a_{1}$ which satisfies

$$
\begin{equation*}
q\left(\alpha_{1}\right)=\alpha_{n} \tag{31a}
\end{equation*}
$$

According to Eq. (21), the coefficient of $(\ln x)^{n}$ with $n \geq 1$ is then

$$
\begin{align*}
\left.\left\{\left[\psi(z) \frac{d}{d z}\right]^{n} z\right\}\right|_{z=\alpha(\alpha)} & =\left.\psi(q(\alpha))\left\{\frac{d}{d z}\left[\psi(z) \cdot \frac{d}{d z}\right]^{n-1} z\right\}\right|_{z=o(\alpha)} \\
& =\psi\left(\alpha_{0}\right)\{\cdots\}=0 \tag{31b}
\end{align*}
$$

and the logarithmic series reduces to its constant term alone,

$$
\begin{equation*}
\alpha d_{e}^{-}(x, \alpha)=\alpha_{0} \tag{31c}
\end{equation*}
$$

In this case the Gell-Mann-Low equation degenerates to an integral over an interval of vanishing size located at the point where $\psi^{-1}$ is infinite.

Type 2. The physical tine-structure constant $\alpha$ differs from $\alpha_{1}$. The coefficients of the logarithmic terms In Eq. (28) then do not vanish and $\alpha d_{e}^{\circ}(x, \alpha)$ is a nontrivial function of $x$ which approaches $\alpha_{0}$ in the limit as $x-\infty$. In this case the Gell-Mann-Low equation is nondegenerate, with the integral extending over an interval of finite size, and $\alpha$ is an undetermined parameter.

Clearly, as far as behavior of the photon propagator is concerned, the more general class of asymptotically finite solutions with type-2 behatior is just as satisfactory physically as the solution with type-1 behavior. (We will find additional evidence for this statement when we study the asymptotic electron propagator below.) Hence following Gell-Mann and Low, we conclude that requiring asymptotic finiteness of the renormalized photon propagator fixes $\alpha_{0}$, but does not determine the fine-structure constant $\alpha$.

To conclude this discussion of the Gell-MannLow equation we give a simple, concrete illustration of type -2 asymptotic behavior. Let us make the customary assumption that $\psi(z)$ is regular and vanishes with a simple zero and negative slope at $z=\alpha_{0}$. We ignore the fact that $\psi(z)$ also vanishes for small $z$ and replace $\psi$ by a linear approximation over the integration interval in the Gell-MannLow equation,

$$
\begin{equation*}
\psi(z) \approx \psi^{\prime}\left(\alpha_{0}\right)\left(\alpha_{0}-z\right), \quad \psi^{\prime}\left(\alpha_{0}\right)<0 \tag{32}
\end{equation*}
$$

Then Eq. (26) can be immediately integrated to give

$$
\begin{equation*}
\ln x=\frac{1}{\psi^{\prime}\left(\alpha_{0}\right)} \ln \left[\frac{\alpha d_{r}^{-}(x, \alpha)-\alpha_{0}}{q(\alpha)-\alpha_{0}}\right], \tag{33}
\end{equation*}
$$

which can be rewritten as

$$
\begin{align*}
\alpha d_{c}^{-}(x, \alpha) & =\alpha_{0}+\left[q(\alpha)-\alpha_{0}\right] x^{\prime \prime}\left(\alpha_{0}\right) \\
& =q(\alpha)+\left[q(\alpha)-\alpha_{0}\right] \sum_{n=1}^{\infty} \frac{\psi^{\prime}\left(\alpha_{0}\right)^{n}(\ln x)^{n}}{n!} \tag{34}
\end{align*}
$$

We gee that the logarithmic series for $\alpha d_{e}^{-}(x, \alpha)$ is nontrivial, with all powers of $\ln x$ present, but that it sums to a function which approaches $\alpha_{0}$ asymptotically. The nonasymptotic plece $h$, which is given in our example by

$$
\begin{equation*}
h(x, \alpha)=\left[q(\alpha)-\alpha_{0}\right] x^{f\left(\alpha_{0}\right)} \tag{35}
\end{equation*}
$$

vanishes asymptotically as a power of $x$ independently of the value of $\alpha$.

## C. The Callan-Symanrik Equation

A very powerful and elegant method for studying the asymptotic behavior of renormalized perturbation theory has recently been developed by Callan and Symanzik. ${ }^{10}$ We briefly review here the derivation of the Callan-Symanzlk equation for the renormalized photon propagator, ${ }^{17}$ and indicate its connection with the Gell-Mann-Low equation discussed above. Our starting point is the formula relating the renormalized and unrenormalized photon propagators,

$$
\begin{equation*}
d_{c}\left(-q^{2} / m^{2}, \alpha\right)^{-1}=Z_{9}\left(\Lambda^{2} / m^{2}, \alpha\right)\left[1+\alpha_{b} \pi\left(q^{2}\right)\right], \tag{36}
\end{equation*}
$$

where we have explicitly indicated the cutofi dependence of $Z_{3}$. Since the photon propagator is gauge invariant, the quantities appearing in Eq. (36) have no dependence on the gauge parameter $\xi$. Let us now vary the physical electron mass $m$,
with the canonical (bare) coupling $a_{b}$ and the cutoff $\Lambda$ held fixed. Under this variation the bare electron mass $m_{0}$ and the physical coupling a both change, since the renormalization conditions give both of them an implicit dependence on $m$. Thus, insofar as $d_{c}$ and $Z_{3}$ are concerned, variation of $m$ is described by

$$
\begin{equation*}
m \frac{d}{d m}=m \frac{\partial}{\partial m}+m \frac{d \alpha}{\partial m} \frac{\partial}{\partial \alpha}, \tag{37}
\end{equation*}
$$

while for the bare propagator $1+\alpha_{\Delta} \pi\left(q^{2}\right)$, which depends on $m$ only through $m_{0}$, the mass variation is described by

$$
\begin{equation*}
m \frac{d}{d m}=m \frac{d m_{0}}{d m} \frac{\partial}{\partial m_{0}} . \tag{38}
\end{equation*}
$$

Equating the mass variations of the left- and righthand sides of Eq. (36) gives

$$
\begin{align*}
\left(m \frac{d}{\partial m}+m \frac{d a}{d m} \frac{\partial}{\partial \alpha}\right) \alpha_{c}^{-1} & =m \frac{d}{d m} d_{c}^{-1} \\
& =m \frac{d}{d m} Z_{2}\left[1+\alpha_{b} \pi\right]+Z_{3} m \frac{d}{d m}\left[1+\alpha_{b} \pi\right] \\
& =Z_{3}^{-1} m \frac{d}{d m} Z_{3} d_{c}^{-1}+\alpha m \frac{d m_{0}}{d m} \frac{\partial}{8 m_{0}} \tag{39}
\end{align*}
$$

The term $\partial \pi / \partial m_{0}$ on the right-hand side of Eq. (39) is aimply interpreted as a photon-photon-scalar vertex part, with the scalar current carrying zero four-momentum. It can be shown ${ }^{1}$ that this vertex part is made finite by multiplication by the renormalization constant $m_{0}$, and so we can write

$$
\begin{equation*}
m_{0} \frac{\partial}{\partial m_{0}} \pi=\tilde{r}_{n s}\left(q^{2} / m^{2}, \alpha\right) . \tag{40}
\end{equation*}
$$

It can be further shown ${ }^{10.10}$ that the quantities $\beta(\alpha)$ and $\delta(\alpha)$ defined by

$$
\begin{align*}
& \beta(\alpha)=Z_{3}-1 m \frac{d}{d m} Z_{3}, \\
& 1+\delta(\alpha)=m_{0}^{-1} m \frac{d}{d m} m_{0} \tag{41}
\end{align*}
$$

are cutoff-independent and therefore, as indicated, are functions of $\alpha$ alone. Finally, we can relate the quantity $m d a / d m$ appearing on the left-hand side of Eq. (39) to $\beta(\alpha)$, 28 follows:

$$
\begin{align*}
m \frac{d a}{d m} & =m \frac{d}{d m}\left(\alpha_{2} Z_{3}\right)=\alpha_{2} m \frac{d}{d m} Z_{2} \\
& =\alpha Z_{3}-\frac{d}{d m} \frac{d}{d,} Z_{3}=\alpha(\alpha) . \tag{42}
\end{align*}
$$

Putting everything together we get the CallanSymanzik equation for the photon propagator,

$$
\begin{align*}
{\left[m \frac{\partial}{\partial m}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right)\right] } & d_{e}\left(-q^{2} / m^{2}, \alpha\right)^{-3} \\
& =\alpha[1+\delta(\alpha)] \Gamma_{\eta s}\left(q^{2} / m^{2}, \alpha\right) \tag{43}
\end{align*}
$$

Let us now let $-q^{2} / m^{2}$ become infinite. Order by order in perturbation theory, the left-hand side of Eq. (43) becomes

$$
\begin{equation*}
\left[m \cdot \frac{\partial}{\partial m}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right)\right] d_{c}^{-}\left(-q^{2} / m^{2}, a\right)^{-1} \tag{44}
\end{equation*}
$$

while a simple application of Weinberg's theorem ${ }^{18}$ shows that, again order by order in perturbation theory, the right-hand side of Eq. (43) vanishes. So we learn that $d_{c}^{\text {e }}$ satisfies the differential equation

$$
\begin{equation*}
\left[m \frac{\partial}{\partial m}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right)\right] d_{c}^{-}\left(-q^{2} / m^{2}, \alpha\right)^{-1}=0 . \tag{45a}
\end{equation*}
$$

Interestingly, when we substitute Eq. (37) for $m d / d m$ into Eq. (42), we learn ${ }^{17}$ that $Z_{j}\left(\Lambda^{2} / m^{2}, ~ a\right)$ satisfies a differential equation identical in form to Eq. (45a),

$$
\begin{equation*}
\left[m \frac{\partial}{\partial m}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right)\right] Z_{3}\left(\Lambda^{2} / m^{2}, \alpha\right)=0 \tag{45b}
\end{equation*}
$$

For the subsequent discussion, it will be useful to reexpress Eq. (45a) as a differential equation for $d_{c}^{*}$,

$$
\begin{equation*}
\left[m \frac{\partial}{\partial m}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}+1\right)\right] d_{c}^{\infty}\left(-\alpha^{2} / m^{2}, \alpha\right)=0 \tag{46}
\end{equation*}
$$

We will now show that Eq. (46) is completely equivalent to Eq. (26), the Gell-Mann-Low equation. Letting $x$, as before denote $-q^{2} / m^{2}$, we rewrite Eq. (46) in the form

$$
\begin{equation*}
\left[-2 x \frac{\partial}{\partial x}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}\right] \alpha d_{c}^{-}(x, \alpha)=0 . \tag{47}
\end{equation*}
$$

This equation has the integral

$$
\begin{equation*}
\alpha d_{s}^{-}(x, \alpha)=\Phi^{-1}\left[\ln x+\int_{0}^{\alpha} \frac{2 d z}{z \beta(z)}\right] \tag{48}
\end{equation*}
$$

with the function $\Phi$ determined by the $x=1$ boundary condition

$$
\begin{equation*}
\Phi\left[\alpha d_{e}^{-}(1, \alpha)\right]=\Phi[q(\alpha)]=\int_{e}^{a} \frac{2 d z}{z \beta(z)} \tag{49}
\end{equation*}
$$

and with $c$ an arbitrary constant of integration.
(The presence of $c$ merely reflects the freedom of changing $\Phi$ by an arbitrary additive constant.) Inverting Eq. (48), we thus can write

$$
\begin{equation*}
\ln x=\Phi\left[\alpha d_{c}^{-}(x, \alpha)\right]-\Phi[q(\alpha)] \tag{50}
\end{equation*}
$$

which, if we write $\Phi[u]$ In the integral form

$$
\begin{align*}
& \Phi[u]=\int_{c^{\prime}}^{\prime}, \frac{d z}{\psi(z)},  \tag{51}\\
& \psi(z)=\left[\phi^{\prime}(z)\right]^{-1},
\end{align*}
$$

can be further recast as

$$
\begin{equation*}
\ln x=\int_{\varepsilon(\alpha)}^{\alpha d_{e}^{\alpha( }(x, \alpha)} \frac{d z}{\psi(z)}, \tag{52}
\end{equation*}
$$

which is just the Gell-Mann-Low equation. Clearly, the derivation which we have just given does not involve the asymptotic assumption made in the discussion immediately following Eq. (20); in effect, the Callan-Symanzik route to the Gell-Mann-Low equation replaces a statement about infrared behavior ( $m$ independence of $\alpha_{\infty} d\left[x, w_{1} \alpha_{w}\right]$ as $m-0$ ) with a statement about ultraviolet behavior (asymptotic vanishing of $\dot{\Gamma}_{n s}$ ) which can be justifled in perturbation theory by the use of Weinberg's theorem.

Comparing Eq. (51) with Eq. (49), we can read off the following functional relationship between the Callan-Symanzik function $\alpha(\alpha)$ and the Gell-Mann-Low function $\psi(2)$,

$$
\begin{equation*}
\beta(\cdots)=\frac{2 \psi(q(\alpha))}{\alpha q^{\prime}(\alpha)} \tag{53}
\end{equation*}
$$

Thus, in the case of type-1 asymptotic behavior,
where $\alpha=\alpha_{1}$, we have $\beta(\alpha)=0$. Equation (47) then reduces to

$$
\begin{equation*}
x \frac{\partial}{\partial x} \alpha d_{c}^{-}(x, \alpha)=0 \tag{54}
\end{equation*}
$$

which has, as expected, the integral

$$
\begin{equation*}
\alpha \alpha^{\infty}(x, \alpha)=\alpha_{0} \tag{55}
\end{equation*}
$$

Similarly, Eq. (45b) tells us that when $\beta(\alpha)=0$, the photon wave-function renormalization $Z_{3}$ is cutoff-independent. As shown in Appendix B, the Callan-Symanzik equation for the renormalized electron propagator also has the function $\beta(\alpha)$ as coefficient of the $\mathrm{a} / \mathrm{a} \alpha$ term. Consequently, in the case of type-1 asymptotic behavior this equation also simplifies, and leads, by a simple argument, ${ }^{18}$ to an elementary scaling form for the asymptotic electron propagator. Clearly, in the case of type-2 asymptotic behavior we have $\beta(\alpha) \neq 0$ and must deal with the Callan-Symanzik equations in their full complexity. Even so, we find in Appendix $B$ that the scaling form for the asymptotic electron propagator still holds, again indicating, as asserted above, that there is no reason for favoring the type- 1 solution over the more general class of asymptotically finite solutions with type-2 asymptotic behavior.

## D. The Johnson-Baker-Willey Program

We conclude our revtew by surveying the recent work of Johnson, Baker, and Willey (JBW) dealing with the asymptotic properties of electrodynamics. As noted in Sec. I, this work has led to two principal results: a simplified form of the Gell-MannLow eigenvalue condition for $\alpha_{0}$, and a demonstration that if the eigenvalue condition is satisfled, then the electron bare mass $m_{0}$ and wave-function renormalization constant $Z_{2}$ can be finite. We discuss these two aspects in turn.

## 1. Simplified Eigenvalue Condition

A key ingredient in the JBW formulation of the eigenvalue condition is the use of "vacuum-polar-ization-insertion-wise" summation of the photon proper self-energy part $\pi$. The basic idea is to first write down a modified skeleton expansion for the photon proper self-energy in which all diagrams with Internal vacuum polarization insertions are omitted. Some typical diagrams which appear in this expansion are illustrated in Fig. 4; note that they still contain internal electron self-energy and electron-photon vertex parts. The next step is to replace all internal photon lines appearing in the expansion by full renormalized photon propagators $\alpha \bar{D}_{F}^{\prime}(q)_{\mu \nu}$ (we indicate explicitly the coupling constant $\alpha$ associated with the ends of the photon line).
(a)



(b)


FIG. 4. Typical diagrama which appear in the modified akeleton expansion for the photon proper aelf-energy part 1. All proper diagrams are included which do not have internal photon self-energy insertions. Dhagrams (a) have a single fermion loop, while those labeled (b) contain two or more fermion loops.

This recipe leads to a "vacuum-polarization-in-sertion-wise" summed expression for the photon proper self-energy $\pi_{1}$ which, it is easy to see, correctly includes all of the relevant Feynman diagrams.
We next introduce the assumption that the renormalized photon propagator is asymptotically finite, which allows us to write it in the form

$$
\begin{align*}
\alpha \tilde{D}_{r}^{\prime}(q)_{\mu \nu}= & \left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \frac{1}{q^{2}}\left[\alpha_{0}+h\left(-q^{2} / m^{2}, \alpha\right)\right] \\
& +\alpha(\xi-1) \frac{q_{\mu} q_{\nu}}{\left(q^{2}\right)^{2}} \tag{56}
\end{align*}
$$

with $h$ vanishing asymptotically. In order for this assumption to be self-consistent, we require that the renormalized photon proper self-energy part $r_{e}$, obtained by inserting Eq. (56) in the skeleton expansion as outlined above, must itself be asymptotically finite. That is, no powers of $\ln \left(-q^{2} / m^{2}\right)$ may be present in the asymptotic behavior of $\pi_{c}$. To determine the asymptotic properties of $\pi_{c}$, we must consider each contributing graph (or more exactly, each gauge-invariant set of graphs related by permutation of photon vertices) and examine the convergence properties of both the over-all integration, involving all lines in the graph, and the subintegrations involving subsets of these lines. In doing this we malntain our "vacuum-polarization-insertion-wise" summation by treating internal photon propagators as complete entities, described by Eq. (56), rather than also breaking these up into contributing graphs. By our assumption of Eq. (56), the internal photon propagators cannot give rise to any logarithmic terms. Subintegrations associated with electron-self-energy and electronphoton vertex parts also lead to no logarithms, because as shown in Sec. IID 2, there is a gauge (the Landau gauge) which makes these asymptotically finite. It can be shown' ${ }^{28}$ that there are no other troublesome subintegrations; hence logarithmic behavior of a graph contributing to $\pi_{c}$ can only be associated with the over-all integration involving
all lines in the graph. Referring to Eq. (56), we see that each internal photon line in the over-all integration contributes two parts, a part proportional to $\alpha_{0}$ and a part proportional to $h$. As we have seen in Eqs. (32)-(35) above, the conventional assumptions about the nature of the zero of $\psi(z)$ imply that $h$ decreases as a power of $-q^{2} / m^{2}$ as $-q^{2} / m^{2} \rightarrow \infty$. As a result, any contribution to the over-all integration involving one or more factors $h$ converges, and leads to an asymptotically finite contribution to $\pi_{c}$. Hence the asymptotically logarithmic part of $\pi_{c}$ is correctly obtained by neglecting $h$ in each internal photon propagator, so that Eq. (56) becomes

$$
\begin{equation*}
\alpha \bar{D}_{F}^{\prime}(q)_{\mu \nu}=-g_{\mu \nu} \frac{\alpha_{\eta}}{q^{2}}+\text { gauge term. } \tag{57}
\end{equation*}
$$

Thus, we are led to a simplified model for $\pi_{c}$ (the so-called JBW model) in which no internal photon self-energy insertions appear; all internal photons are described by free propagators coupling with the asymptotic coupling strength $\alpha_{0}$. An anal$y$ sis $^{1}$, 18 of the asymptotic behavior of $\pi_{c}$ in this model shows that a single logarithm is present (corresponding to the fact that a single subtraction suffices to make the over-all integration converge), so we get finally

$$
\begin{equation*}
\pi_{e} \underset{-\alpha^{2} / m^{2}+\sigma^{2}}{ } g\left(\alpha_{0}\right)+f\left(\alpha_{0}\right) \ln \left(-q^{2} / m^{2}\right) . \tag{58}
\end{equation*}
$$

Self-consistency of the assumption of asymptotic fintteness of $\pi_{c}$ now requires

$$
\begin{equation*}
f\left(\alpha_{n}\right)=0, \tag{59}
\end{equation*}
$$

which is the JBW form of the eigenvalue condition. Let us reiterate that Eq. (59) does not involve all vacuum polarization graphs [as does the Gell-Mann-Low eigenvalue condition $\psi\left(\alpha_{0}\right)=0$ ] but rather only the restricted class, illustrated in Fig. 4, which have no internal photon self-energy insertions.

Implicit in the derivation of Eq. (59) are rather stringent convergence assumptions. These arise because the argument leading to Eq. (59) involves replacing the limit of an infinite sum [the exact $\pi_{e}\left(q^{2}\right)$ is an infindte sum of skeleton graphs with photon self-energy insertions] by the sum of the limits of the individual terms. [Eq. (58) is the sum of skeletons with the photon self-energy insertions replaced by their asymptotic limits.] A necessary, but by no means sufficient, condition for the interchange of limit with sum to be valld is that the resulting serles $f\left(\alpha_{0}\right)$ be convergent. This fact will be of importance in the discussion of "loopwise" summation glven in Sec. IV below.
In their recent papers, ${ }^{7}$ Baker and Johnson have extended in two respects the treatment of the eigen-
value equation sketched above: First, they have shown that $f\left(\alpha_{0}\right)=0$ implies that $\alpha_{0}$ is also a zero of the Gell-Mann-Low function $\psi(y)$, and secondly, they have shown (again assuming "vacuum-polar-ization-insertion-wise" summation) that Eq. (59) can be replaced by the much simpler eigenvalue condition

$$
\begin{equation*}
F^{[1]}\left(\alpha_{0}\right)=0, \tag{60}
\end{equation*}
$$

where $F^{[1]}(y)$ is the single fermion loop part of $f(y)$ introduced in Sec. I. The first assertion is proved by an argument (which we omit) based on propertles of the modified skeleton expansion, showing that $\psi(y)$ and $f(y)$ are functionally related,

$$
\begin{align*}
\psi(y) & =\sum_{==1}^{\infty}[f(y)]^{n} c_{n}(y) \\
& =f(y) c_{2}(y)+f^{2}(y) c_{2}(y)+\cdots \tag{61}
\end{align*}
$$

Hence a zero of $f$ is necessarily a zero of $\psi$. The second assertion follows from a simple argument based on the Federbush-Johnson theorem; we give detalls in the case, since the results are central to the discussion of Sec. III below. We assume that the Gell-Mann-Low eigenvalue equation $\psi(y)=0$ has a solution $y=\alpha_{b}$ so that the renormalized photon propagator takes the form of Eq. (1). If we now let the electron mass $m$ approach zero, we learn from Eq. (1) that the renormalized photon propagator $d_{c}$ approaches its asymptotic value $\alpha_{0}$ for any $q^{2} \neq 0$. This means that in a theory of massless spin- $\frac{1}{2}$ electrodynamics satisfying the eigenvalue condition, the full renormalized photon propagator is exactly equal to the free photon propagator, with coupling constant $\alpha_{0}$. Consequently, the absorptive part of the photon proper self-energy vanishes; i.e., we have

$$
\begin{equation*}
\langle 0| j_{\mu}(x) j_{\nu}(y)|0\rangle=0 \tag{62}
\end{equation*}
$$

where $j_{\mu}$ is the electromagnetic current operator. By exploiting positivity of the absorptive part of the full photon propagator, Federbush and Johnson ${ }^{8} \cdot{ }^{20}$ have shown that the vanishing of the twopoint function in Eq. (62) implies that $j_{\mu}(x)$ annihilates the vacuum, and hence the general $2 n$-point current correlation function vanishes as well,

$$
\begin{equation*}
\langle 0| T\left[j_{\mu_{1}}\left(x_{1}\right) j_{\mu_{2}}\left(x_{2}\right) \cdots j_{\mu_{2 n}}\left(x_{2_{n}}\right)\right]|0\rangle=0, \quad n \geqslant 2 \tag{63}
\end{equation*}
$$

Equation (63) is the essential tool which allows us to simplify the eigenvalue condition. Let us take the difference between the photon self-energy part $\pi_{c}$ evaluated at four-momenta $q^{2}$ and $q^{\prime 2}$. Since the full photon propagator is equal to the free photon propagator in the massless theory, this difference may be calculated from the skeleton diagrams of Fig. 4, and according to Eq. (58) is given by

$$
\begin{equation*}
\pi_{c}\left(q^{2}\right)-\pi_{c}\left(q^{\prime 2}\right)=f\left(\alpha_{0}\right) \ln \left(q^{2} / q^{\prime 2}\right) \tag{64}
\end{equation*}
$$

The contributions to Eq. (64) may be divided into two basic types: those containing a single closed fermion loop [Fig. 4(a)] and those containing two or more closed fermion loops [Fig. 4(b)]. The sum of contributions of the second type can be recast as a sum involving current correlation functions which have been linked together by photon lines, and therefore vanishes by Eq. (63). Thus, the vanishing of the logarithmic term in Eq. (64) Implies that the sum of contributions of the first type must vanish by itself, which gives the simplified eigenvalue condition

$$
\begin{equation*}
F^{[1]}\left(\alpha_{0}\right)=0 \tag{65}
\end{equation*}
$$

Clearly, the same argument applied to Eq. (63) shows that the sum of single closed fermion loop contributions to the general $2 n$-point current correlation function ( $n \geq 2$ ) must vanish by itself when the coupling is $\alpha_{0}$ and the fermion is massless, a result which will be of great utility in the next section. We stress in closing that the powerful results which we have fust described are consequences of positivity of the spectral function of the photon propagator. In particular, since the single closed fermion loop contributions to $\pi_{c}$ do not by themselves have a positive spectral function, the methods which we have used cannot be used to prove the converse result that a zero of $F^{[1]}[y]$ is necessarily a zero of $f(y)$ and $\psi(y){ }^{21}$

## 2. Asymptotic Electron Propagator and Finiteness of $Z_{2}$ and $m_{0}$

To analyze the asymptotic electron propagator, JBW emplay the simplified model described above, in which the asymptotically vanishing part $h$ of the photon propagator is neglected. Each internal photon is thus represented by a free propagator, caupling with the asymptotic coupling strength $a_{0}$. In this model it is straightforward to determine the asymptotic behavior of the renormalized electron propagator and of the renormalization constants $Z_{2}$ and $m_{0,}$ either by using renormalization group methods ${ }^{7}$ or by use of the Callan-Symanzik equation, ${ }^{18}$ with the results

$$
\begin{align*}
\bar{S}_{F}^{\prime}(p)^{-1} \underset{\sim}{\sim} & F_{1}\left(\alpha_{1}\right) C_{1}\left(\mu^{2} / m^{2}, \alpha_{1}\right)\left(-\frac{p^{2}}{m^{2}}\right)^{r\left(\alpha_{1}\right) / 2} \\
& \times\left[\phi-m F_{2}\left(\alpha_{1}\right) C_{2}\left(\mu^{2} / m^{2}, \alpha_{1}\right)\left(-\frac{p^{2}}{m^{2}}\right)^{-\delta\left(\alpha_{1}\right) / 2}\right] \tag{66}
\end{align*}
$$

$Z_{2}=C_{1}\left(\mu^{2} / m^{2}, \alpha_{1}\right)\left(\frac{\Lambda^{n}}{m^{2}}\right)^{\gamma\left(\alpha_{1}\right) / 2}$,
$m_{0}=C_{2}\left(\mu^{2} / m^{2}, \alpha_{1}\right) m\left(\frac{\Lambda^{2}}{m^{2}}\right)^{-\delta\left(\alpha_{1}\right) / 2}$.
In writing Eq. (66) we have used the fact that in the

JBW model the mapping $q(\alpha)$ is effectively the unit mapping $q(\alpha)=\alpha$, and so Eq. (30) tells us that

$$
\begin{equation*}
\alpha_{0}=q\left(\alpha_{1}\right)=\alpha_{1} \tag{67a}
\end{equation*}
$$

The function $\delta\left(\alpha_{1}\right)$ is defined in Eq. (41), while the definition of $\gamma\left(\alpha_{1}\right)$ is given in Appendix B. The transformation properties of Eq. (17) under changes in the gauge parameter $\xi$ can be explicitly worked out, ${ }^{11}$ and for the exponents $\gamma$ and 5 we find (primed quantitles refer to gauge parameter $\xi^{\prime}$, unprimed to gauge parameter $\xi$ )

$$
\begin{align*}
& \gamma^{\prime}-\gamma=\frac{\alpha_{1}}{2 \pi}\left(\xi^{\prime}-\xi\right), \\
& \delta^{\prime}-\delta=0 . \tag{67b}
\end{align*}
$$

Thus, if we choose $\xi^{\prime}$ to satisfy

$$
\left(\alpha_{1} / 2 \pi\right)\left(\xi^{\prime}-\xi\right)+\gamma\left(\alpha_{1}, \xi\right)=0,
$$

then we have $\gamma^{\prime} \equiv \gamma\left(\alpha_{1}, \xi^{\prime}\right)=0$ and the electron wave function renormalization $Z_{2}^{\prime}$ remains finite as $\Lambda \rightarrow \infty$. Furthermore, if $\delta\left(\alpha_{1}\right)>0$, the electron bare mass $m_{0}$ vanishes in the limit of infinite cutoff, indicating that the physical mass of the electron is entirely electromagnetic in origin. The apparent logarithmic divergence of $m_{0}$ in perturbation theory results only when

$$
\begin{equation*}
m_{0}=C_{2}\left(\mu^{2} / m^{2}, \alpha_{1}\right) m \exp \left[-\frac{1}{2} b\left(\alpha_{1}\right) \ln \left(\Lambda^{2} / m^{2}\right)\right] \tag{68}
\end{equation*}
$$

is expanded in a power series in $\alpha_{1}=\alpha_{0}$ and illegally truncated at a finite order. Thus, in the model with the photon propagator replaced by its finite asymptotic part, all perturbation theory infinities can be eliminated, provided only that $\delta\left(\alpha_{1}\right)>0$.

A little caution is required, however, in applying the results of the JBW model to the full theory, where the photon propagator contains the nonasymptotic piece $h$ in addition to the asymptotic part $a_{0}$. Because the renormalization counterterms which are subtracted in going from the unrenormalized to the renormalized electron propagator are evaluated at the nonasymptotic four-momentum $p=m$, it is easy to see that $h$ makes a nonvanishing contribution to the asymptotic renormalized electron propagator. Thus Eq. (66) does not necessarily apply to the full theory. In Appendix $B$ we analyze the effect of $h$ on the asymptotic behavior of $S_{r}^{\prime}(p)^{-1}$. Assuming that $k$ vanishes asymptotically as a power of $-q^{2} / m^{2}$, we find that the form of Eq. (66) and of the exponents $\gamma$ and $\delta$ are unaltered, all of the effects of $h$ being confined to changes in the constants $C_{1}$ and $C_{2}{ }^{22}$ Hence, when $h$ vanishes as a power, the concluslons obtained from the JBW model regarding the finiteness of $Z_{2}$ and $m_{0}$ apply to the full theory as well.

## III. THE ESSENTIAL SINGULARITY AND ITS CONSEQUENCES

We continue in the present section to work with the "vacuum-polarization-insertion-wise" summation scheme described above in Sec. IID1. We show that the argument leading to the simplified eigenvalue condition of Eq. (65) has the further implication that $F^{[1]}(y)$ vanishes at $y=\alpha_{0}$ with a zero of infinite order, i.e., an essential singularity. We find that as a result, the nonasymptotic piece $h$ of the photon propagator vanishes asymptotically much more slowly than any power of $-q^{2} / \mathrm{m}^{2}$, and we discuss consequences of this both for the eigenvalue condition and for the asy mptatic behavior of the electron propagator.

## A. Existence of an Essential Singularity

Since our argument makes extensive use of the properties of the single-fermion-loop $2 n$-point functions, we begin by introducing a compact notation for these. Let us denote the sum of single-fermion-loop contributions to the photon proper self-energy by

$$
\begin{equation*}
\pi_{c}^{[1]}\left(q^{2} ; m, y\right) \tag{69}
\end{equation*}
$$

where we have explicitly indicated the dependence on the fermion mass $m$ and on the coupling constant $y$. The series of diagrams defining $\pi_{c}^{[1]}$ has, of course, already been exhibited in Fig. 1. According to the results of Sec. II $D$, when $-q^{2} / m^{2}$ approaches infinity $x_{c}^{(1)}$ has the asymptotic behavior

$$
\begin{align*}
\pi_{e}^{[1]}\left(q^{2} ; m, y\right)= & G^{[1]}(y)+F^{[1]}(y) \ln \left(-q^{2} / m^{2}\right) \\
& + \text { vanishing terms }, \tag{70}
\end{align*}
$$

and the assumption that the Gell-Mann-Low function $\psi$ vanishes at $y=\alpha_{0}$ implies that the coefficient of the logarithm in Eq. (70) also vanishes for this value of the coupling,

$$
\begin{equation*}
F^{[1]}\left(\alpha_{0}\right)=0 \tag{71}
\end{equation*}
$$

Let us next denote the sum of single-fermion-loop contributions to the general $2 n$-point current correlation function ( $n \geq 2$ ) by

$$
\begin{align*}
& T_{2 n}^{[1]}=T_{\mu_{1} \cdots \cdots \mu_{2 n}}^{[2]}\left(q_{1}, \cdots, q_{2 n} ; m, y\right)  \tag{72}\\
& q_{1}+\cdots+q_{2 n}=0
\end{align*}
$$

the series of diagrams defining $T_{2 n}^{[1]}$ is shown in Fig. 5. In each order in the power series expansion in $y$, all distinct permutations of external and internal photon vertices are included in $T_{2 m}^{[1]}$. As a result, $T_{2 m}^{[1]}$ is independent of the gauge parameter $\xi$ appearing in the internal photon propagators and satisfies current conservation with respect to the external photon indices,


FIG. 5. Sum of alagle-fermion-loop diagrama which defines the $2 n$-point function $T\left[{ }_{2}^{1]}\right.$ appearing in Eq. (72), with the dependence on the coupling constant $y$ indicated explicitly.

$$
\begin{align*}
q_{1}^{\mu_{1}} T_{\mu_{1}}^{[1]} \cdots \mu_{2 n} & =q_{2}^{\mu} T_{\mu_{1}}^{[1]} \cdots \mu_{2 n}=\cdots \\
& =q_{2 n}^{\mu}{ }_{2 n} T_{\mu_{1}}^{[1]} \cdots \mu_{2 n}=0 . \tag{73}
\end{align*}
$$

As was shown in Sec. IID, when the fermion mass $m$ is zero and when $y$ is equal to $\alpha_{0}$ the general $2 n$-point current correlation function vanishes,

$$
\begin{equation*}
\tau_{u_{1}}^{[[1]} \cdots u_{2 n}\left(q_{1}, \ldots, q_{2 n} ; 0, \alpha_{0}\right)=0 \tag{74}
\end{equation*}
$$

Finally, let us define a modified two-point function

$$
\begin{equation*}
\pi_{2 \pi}^{(2)}\left(q^{2} ; m, y\right) \tag{75}
\end{equation*}
$$

by the procedure of 1 Inking $2 n-2=2(n-1)$ external vertices of the general $2 n$-point function with $n-1$ free photon propagators and integrating over the four-momenta carried by these propagators, thus leaving a vacuum-polarization-like tensor of second rank. Because we have enforced current conservation [Eq. (73)] and because there are no photon self-energy insertions, this second-rank tensor has only an over-all logarithmic divergence which can be made finite by a single subtraction. A simple way to perform the subtraction is to use the usual Pauli-Villars procecture of taking the difference of Eq. (75) for two distinct values of the fermion mass, giving the finite expression

$$
\begin{align*}
& {\left[\pi_{2 n}^{[1]}\left(q^{2} ; m, y\right)-\pi_{2 n}^{[1]}\left(q^{2} ; m^{\prime}, y\right)\right]\left(-q^{2} g_{\mu v}+q_{\mu} q_{v}\right)=\int \frac{d^{4} q_{1}}{(2 \pi)^{4}} \cdots \frac{d^{4} q_{n-1}}{(2 \pi)^{4}}\left(-\frac{i g^{\mu_{1} \rho_{2}}}{q_{2}^{2}}\right) \cdots\left(-\frac{i g^{\mu 2 n-3 \mu_{2 n-2}}}{q_{n-1}^{2}}\right)} \\
& \times\left[T_{\mu_{1} \mu_{2}}^{[1]} \ldots \mu_{2_{n-2^{\mu}}{ }^{n-2^{u \nu}}}\left(q_{1},-q_{1}, \ldots, q_{n-1},-q_{n-1}, q,-q ; m_{1} y\right)\right. \\
& \left.-T_{\mu_{1} h_{1}}^{[1]_{1}} \cdots q_{2 n-1^{q_{2 n-1}^{2}}}\left(q_{1},-q_{1}, \ldots, q_{n-1},-a_{n-1}, q_{1}-q ; m^{\prime}, y\right)\right] . \tag{76}
\end{align*}
$$

For the sake of compactness in writing the internal photon propagators, we have restricted ourselves to the Feynman gauge, a convention to which we will adhere henceforth.
Our next step is to establish the following fundamental identity ${ }^{23}$ relating the modified two-point function $\pi_{2 n}^{[2]}$ to a derivative of the photon proper self-energy part $\pi_{e}^{[s]}$,

$$
\begin{align*}
2^{n-1} \frac{d^{n-1}}{d y^{n-1}}\left(\pi_{e}^{[2]}\left(q^{2} ; m, y\right)\right. & \left.-\pi_{e}^{[1]}\left(q^{2} ; m^{\prime}, y\right)\right] \\
& =\pi_{2 n}^{[1]}\left(q^{2} ; m, y\right)-\pi_{2 n}^{[1]}\left(q^{2} ; m^{\prime}, y\right) . \tag{77}
\end{align*}
$$

To prove Eq. (77), we develop the right-hand side and the bracket on the left-hand side in power series expansions in $y$,
$\pi_{c}^{[2]}\left(q^{2} ; m, y\right)-\pi_{c}^{[2]}\left(q^{2} ; m^{\prime}, y\right)=\sum_{j=0}^{\infty} y^{\prime} \pi_{c}^{[1]}\left(q^{2} ; m, m^{\prime}\right)$,
$\pi_{2 n}^{[1]}\left(q^{2} ; m, y\right)-\pi_{2 m}^{[1]}\left(q^{2} ; m^{\prime}, y\right)=\sum_{j=0}^{\infty} y^{j} \pi_{2 n, j}^{[1]}\left(q^{2} ; m, m^{\prime}\right)$,
so that Eq. (77) asserts that
$2^{n-1} \frac{(j+n-1)]}{j \mid} \pi_{c}^{[1]]}{ }_{c+-1}\left(q^{2} ; m_{1} m^{\prime}\right)=\pi_{2 n, j}^{[1]}\left(q^{2} ; m_{1} m^{\prime}\right)$.
To verify Eq. (79), we proceed in two steps: First,
we show that the functions on the left- and righthand side are the same, apart from a multiplicative constant, and then we give a simple combinatoric argument to show that this constant is in fact $2^{n-1}(j+n-1)!/ j!$.

To prove the first assertion, we refer to Fig. 1 defining $\pi_{c}^{[1]}$ as a power series in $y$. We see that $\left.\eta_{c}, j\right]+m-1\left(q^{2} ; m, m^{\prime}\right)$ is just the sum of all distinct single fermion loop vacuum polarization contributions containing exactly $j+\boldsymbol{n - 1}$ internal virtual photons (with the logarithmic divergence eliminated by taking the difference of expressions with fermion masses $m$ and $m^{\prime}$ ). Next, we refer to Fig. 5 and Eq. (76) which respectively define $T_{2 \pi}^{[11}$ and $\pi_{2 \pi}^{[2]}$. Since the $y$ dependence of $n_{2 n}^{[1]}$ comes entirely from $T_{2 n}^{[1]}$, we see that $\pi_{2 *, 1}^{[1]}$, contains $j$ internal virtual photons (the ones which appear in the $y^{\prime}$ term of $\left.T_{2 n}^{(1)}\right)$ plus the $n-1$ additional virtual photons inserted by the definition of Eq. (76), or a total of $j+n-1$ in all. Thus $\pi_{2 n,}^{[1]},\left(q^{2} ; m, m^{\prime}\right)$ is also a sum of (mass differenced) single fermion loop vacuum polarization diagrams containing exactly $j+n-1$ internal virtual photons. Furthermore, it is readily seen that all of the relevant diagrams appear in the sum with equal weight because $T_{2 n}^{[1]}$ is completely symmetric in the variables of the $2 n$ external photons. Hence $\pi_{2 n}^{[1]}$, must be a multiple of $\pi_{e}^{[1]},+\pi-1$, the constant of proportionality $K$ reflecting the fact that in obtaining the two-point function by linking $2 n-2$ external vertices of the $2 n$-point function, there
will be multiple counting and each relevant diagram of the two-point function will appear many times.

To complete the derivation of Eq. (79) we must calculate the proportionality constant. This is easily done by noting that

$$
\begin{equation*}
K=N\left\{\nabla_{2 n}^{[1]}, \lambda\right\} / N\left\{\pi_{\varepsilon}^{[1]}, j *-1\right\}, \tag{80}
\end{equation*}
$$

the numerator and denominator in Eq. ( 80 ) being the total mumber of distinct Feynman graphs appearing in $r_{2 x,}^{[1]}$, and in $\tilde{r}_{e}^{[1]}, \mid+N-1$, respectively. Let us define $N_{2 \mathrm{~m}, \text {, }}$ to be the total number of distinct Feynman graphs with $j$ internal virtual photons which contribute to the single fermion loop $2 n$-point function. Then from the definitions given above we clearly have

$$
\begin{align*}
& N\left\{\mathrm{~m}_{2 \mathrm{z}, ~}^{[2]}\right\}=N_{2 \pi, I}, \\
& N\left\{x_{\varepsilon}(1), 1,+-1\right\}=N_{2, s+z-1} . \tag{81}
\end{align*}
$$

The combinatorics of calculating $N_{2 n, J}$ goes as follows. We hold one external vertex fixed on the fermion loop to define a starting point. There are then ( $2 n+2 j-1$ )! diagrams obtained by permuting the remaining $2 n-1$ external vertices and the $2 j$ vertices which terminate internal photon lines. However, diagrams obtained by permuting any of the $j$ internal photon lines, or interchanging the ends of any of these lines, are identical, and so we must divide by a factor of $2^{1} j$ l to get the number of distinct Feynman diagrams. Thus we get ${ }^{24}$

$$
\begin{equation*}
N_{2 n, 5}=\frac{(2 n+2 j-1)!}{2^{j} j!}, \tag{82}
\end{equation*}
$$

and hence

$$
\begin{align*}
K & =\frac{(2 n+2 j-1)!}{2^{j} j!} / \frac{[2+2(j+n-1)-1]!}{2^{j+6-1}(j+n-1)!} \\
& =2^{n-1}(j+n-1)!/ j! \tag{83}
\end{align*}
$$

completing the proof of Eq. (77).
We now have all the apparatus needed to show the existence of an essential singularity. Let us take the limit $m, m^{\prime} \rightarrow 0$ in Eq. (77), with $m / m^{\prime}$ and $q^{2}$ fixed and with $y=\alpha_{0}$. The left-hand side can be evaluated from the asymptotic expression in Eq. (70), giving

$$
\begin{equation*}
\left.2^{n-1} \frac{d^{n-1}}{d y^{n-1}} F^{[1]}(y)\right|_{, a_{0}} \ln \left(m^{\prime 2} / m^{2}\right) \tag{84}
\end{equation*}
$$

To evaluate the Umit of the right-hand side, we refer to the definition of

$$
\pi_{2 a}^{(1)}\left(q^{2} ; m, y\right)-\pi_{2 n}^{[1]}\left(q^{2} ; m^{\prime}, y\right)
$$

given in Eq. (76). We would like to be able to inter. change the subtraction in the square bracket on the right-hand side with the integrations, giving

$$
\left[\pi_{2 \pi}^{[1]}\left(q^{2} ; m, y\right)-\pi_{2 n}^{[1]}\left(q^{2} ; m^{\prime}, y\right)\right]\left(-q^{2} g_{\nu \nu}+q_{\mu} q_{\nu}\right)=I_{m}-I_{(85)}
$$

with

For general values of $y$, this interchange is not allowed, because $I_{m}$ is a logarithmically divergent integral of the general type

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d \rho}{\rho+m^{2}} \tag{87}
\end{equation*}
$$

and hence the right-hand side of Eq. (85) is an ambiguous expression of the form $\infty-\infty$. When $y=\alpha_{\infty}$, however, the situation is different, because Eq. (74) tells us that
and consequently
is proportional to $m^{2}{ }^{23}$ As a result, the convergence of Eq. (86) is improved by two powers of momentum over what it is for general values of $y_{1}$ and hence when $y=\alpha_{\infty}, I_{m}$ becomes a convergent integral of the type ${ }^{26}$

$$
\begin{equation*}
\int_{0}^{\infty} \frac{c m^{2} d \rho}{\left(\rho+m^{2}\right)\left(\rho+c m^{2}\right)} \tag{90}
\end{equation*}
$$

The interchange in Eq. (95) is now legal, ${ }^{27}$ and taking the $11 \mathrm{mit} \mathrm{m}_{\mathrm{m}} \mathrm{m}^{\prime}-0$ gives

$$
\begin{array}{r}
\lim _{\substack{m, m^{\prime} \rightarrow 0 \\
m / n_{n} d}}\left[\xi_{2 n}^{[1]}\left(q^{2} ; m, y\right)-\pi_{2 m}^{[1]}\left(q^{2} ; m^{\prime}, y\right)\right]\left(-q^{2} g_{\mu \nu}+q_{\mu} q_{v}\right) \\
 \tag{91}\\
\underset{m \rightarrow 0}{ } \lim _{m \rightarrow 0} I_{m}-\lim _{m^{\prime} \rightarrow 0} I_{m}=0
\end{array}
$$

Substituting Eqs. (91) and (84) into Eq. (77) we get, finally, the fundamental result

$$
\begin{equation*}
\left.\frac{d^{n-1}}{d y^{n-1}} F^{(1)}(y)\right|_{y=\alpha_{a}}=0, \quad n \geqslant 2 . \tag{92}
\end{equation*}
$$

It is important to note that Eq. (88) does not imply the stronger result

$$
\begin{equation*}
\lim _{m \rightarrow 0} I_{m}=0 \tag{93}
\end{equation*}
$$

$2 s$ is readily seen by taking the $m-0$ limit of the specific example in Eq. (90),

$$
\begin{equation*}
\lim _{m \rightarrow 0} \int_{0}^{-} \frac{c m^{2} d \rho}{\left(\rho+m^{2}\right)\left(\rho+c m^{2}\right)}=\frac{c \ln c}{c-1} \tag{94}
\end{equation*}
$$

Thus, our argument gives us no information about $G^{[1]}(y)$, the fermion-mass independent part of the asymptotic expression for $\pi_{c}^{[1]}\left(q^{2} ; m, y\right)$ given in Eq. (70).
To summarize, we have learned that the function $F^{[1)}(y)$ and all of its derivatives are zero at the point $y=\alpha_{0}$, where $\alpha_{0}$ is the zero of the Gell-Mann-Low function $\psi(y)$. In other words, $F^{[1]}$ vanishes with an essential singularity at $\alpha_{0}$. It is clear that a similar argument can be applied to the general $2 n$-point function $T_{2 n}^{[1]}$, by using an identity, analogous to Eq. (77), which relates the derivative $d^{m} T_{2 n}^{[1]} / d y^{m}$ to an integral over the ( $2 n+2 m$ )-point function $T_{2 n+2 m \text {. }}^{[1]}$. Thus we additionally learn that when the fermion mass $m$ is zero, the single fermion loop $2 n$-point function and all of its $y$ derivatives also vanish at $\alpha_{0}$. This fact, together with our result for $F^{[1]}$, gives us information about all of the loop diagrams appearing in the modified skeleton expansion for $f(y)$, from which we learn that $f$ also has an infinite order zero at $\alpha_{0}$. Finally , referring to Eq. (61), we conclude that the Gell-Mann-Low function $\psi(y)$ vanishes with an essential singularity at $y=\alpha_{0}{ }^{24}$ In Fig. 6 we summarize the complete chain of reasoning which we have used. Clearly, our conclusion shows that the customary assumption, that $\alpha_{0}$ is a simple zero and a point of regularity of $\psi$, is in fact incorrect.

## B. Asymptatic Behavior of $h$

As we have seen in Sec. II B, the customary assumption about the zero of $\psi$ implies that the nonasymptotic piece $h$ of the photon proper self-ener-
gy vanishes with power law behavior,

$$
\begin{equation*}
h \sim x^{\prime \prime}\left(\infty_{0}\right) \tag{95}
\end{equation*}
$$

as $x=-q^{2} / m^{2}$ becomes infinite. Now that we know that $\psi$ actually vanishes with an essential singularity, and not with a simple zero, we must reexamine the reasoning leading to Eq. (95). We give first a general, qualitative argument to show how Eq. (95) must be modified. Let us use the Gell-Mann-Low equation in the form of Eqs. (50) and (51),

$$
\begin{align*}
& \ln x=\Phi\left[\alpha d_{e}^{-}(x, \alpha)\right]-\Phi[q(\alpha)], \\
& \Phi[u]=\int_{e^{\prime}}^{n} \frac{d z}{\psi(z)} . \tag{96}
\end{align*}
$$

If $\psi$ has a zero at $z=\alpha_{0}$, then $\Phi[u]$ becomes infinite at $u=\alpha_{0}$, and hence the large- $x$ behavior of $a d_{c}^{-}$is governed by the behavior of $\Phi$ in the vicinity of $\alpha_{0}$. Now if $\psi(z)$ vanishes more rapidly than $\alpha_{0}-z$ as $z-\alpha_{0}$, then $v=\Phi[u]$ will become infinite faster than $\ln \left(\alpha_{0}-u\right)$ as $u-\alpha_{0}$. This implies that $\Phi^{-1}[v]$ $-\alpha_{0}$ is a function which is weaker than an exponential as $v-\infty$, or equivalently,

$$
\begin{equation*}
\alpha d_{c}(x, \alpha)-\alpha_{0}=\Phi^{-1}[\ln x]-\alpha_{0} \tag{97}
\end{equation*}
$$

is weaker than a power law as $x-\infty$. So we obtain the qualitative conclusion that if $\psi$ vanishes more rapidly than with a simple zero as $z-\alpha_{0}, h(x, \alpha)$ will decrease more slowly than a power law as $x$ $-\infty$.
To obtain more specifically the connection between the functional form of $\psi$ near $\alpha_{0}$ and that of $h$ near $x=\infty$, we resort to the study of exactly integrable examples. As in the discussion of Eqs. (32)-(35), in constructing these examples we can ignore the fact that $\psi(z)$ vanishes at $z=0$, since this region is not relevant to the asymptotic behavior of $h$. As our first illustration, we consider the case where $\psi$ vanishes with a zero of finite order higher than the first. Substituting

$$
\begin{equation*}
\psi(z)=A\left(\alpha_{0}-z\right)^{1+e} \tag{98}
\end{equation*}
$$

into the Gell-Mann-Low equation [Eq. (26)] and integrating, we get

$$
\begin{equation*}
\alpha d_{c}^{-}-\alpha_{0}=\frac{q(\alpha)-\alpha_{0}}{\left\{1+A \in\left[\alpha_{0}-\left.q(\alpha)\right|^{2} \ln x\right\}^{1 / \ell}\right.} \sim(\ln x)^{-1 / e}, \tag{99}
\end{equation*}
$$



FIG. 6. Chain of reasoning which aummarizes the diacuasion of Seca. IID1 and MA. The abbreviation $0^{\circ \prime}$ denotes a zero of infinite order (i.e., an essential aingularity) in the $y$ variable.
which, as expected, falls off more slowly than any power of $x$ in the limit $x-\infty$. As our second illustration, we study the case where $\psi$ vanishes with an essential singularity of the form

$$
\begin{equation*}
\psi(z) \sim e^{-A /\left(\phi_{i}-s\right) \phi} \tag{100}
\end{equation*}
$$

To get an exactly integrable expression we multiply Eq. (100) by a power of $a_{0}-z$, giving

$$
\begin{equation*}
\psi(z)=\frac{\left(\alpha_{n}-z\right)^{p+1}}{A B p} e^{-A /\left(\alpha_{0}-\varepsilon\right)^{p}} \tag{101}
\end{equation*}
$$

Substituting Eq. (101) into Eq. (26) and doing the 2 integration, we get

$$
\begin{align*}
\alpha d_{c}^{\infty}-\alpha_{0} & =\frac{-A^{1 / \phi}}{\left(\ln \left[B^{-1} \ln x+\exp \left\{A /\left[\alpha_{0}-q(\alpha)\right]^{p}\right\}\right]\right)^{1 / p}} \\
& \sim(\ln \ln x)^{-1 / \rho} \tag{102}
\end{align*}
$$

We see that when $\psi$ vanishes with an essential singularity at $\alpha_{0}$, the asymptotic vanishing of $h$ in the limit of large $x$ is very slow indeed. In Table I we summarize the connection between the type of zero of $\phi$ and the asymptotic behavior of $h$ that we have inferred from our examples. ${ }^{29}$

## C. Consequences of the Slow Decrease of $h$

In both the justification of the JBW form of the eigenvalue condition [Eq. (59) and the discussion preceding it in Sec. IID] and the derivation of the scaling form of the asymptotic electron propagator [Appendix B] we assume that $\alpha_{0}$ is a simple zero, and a point of regularity, of the Gell-MannLow function $\psi$, and that $h$ decreases asymptoticalif with power-law behavior. Now that we have seen that these assumptions are false, we must reexamine our treatment of the eigenvalue condition and of the asymptotic behavior of the electron propagator, to study the consequences of the essential singularity which we have found in $\psi$ and of the concomitant very slow asymptotic decrease of h. For the sake of definiteness, we will assume behavior as in Eqs. (101) and (102) with $p=1$, so that $h$ decreases asymptotically as

$$
\begin{equation*}
h \sim \frac{1}{\ln \ln \left(-a^{2} / m^{2}\right)} \tag{103}
\end{equation*}
$$

TARLE I. Connection between behavior of $\psi(x)$ near $z=n_{0}$ and behavior of $h(x, \alpha)$ near $x=m$.

| Behavior of near $\alpha_{0}$ | Asymptotic behavior of $h$ |
| :---: | :---: |
| $\psi^{\prime}\left(\alpha_{0}-z\right)$ | $x^{6}$ |
| $\left(\alpha_{0}-z\right)^{1+c}$ | $(\ln x)^{-1 / \varepsilon}$ |
| $e^{-N\left(\alpha_{0}-z\right)^{\varphi}}$ | $(\ln \ln x)^{-1 / \phi}$ |

This restriction, while convenient to make, is not crucial to the discussion which follows.
Let us first reconsider the eigenvalue condition, picking up our discussion of Sec. IID at the point where we established that logarithmic behavior of a graph contributing to $\pi_{c}$ can only be associated with the over-all integration involving all lines in the graph. As we noted, each internal photon line in the over-all integration contributes two parts, a part proportional to $\alpha_{0}$ and a part proportional to $h$. Let us separately group together all contributions to $\tau_{c}$ involving no factors of $h$, all contributions involving exactly one factor of $h_{1}$ all those involving exactly two factors of $h$, etc., as indicated in Fig. 7. The shaded blobs in Fig. 7, to which the insertions of $h$ are attached, are twopoint, four-point, six-point, etc. functions calculated with all internal photons described by free propagators coupling with the asymptotic coupling strength $\alpha_{0}$. The piece with no factors of $h$ is just the one retained in our earlier discussion, which, as we have seen, makes the contribution

$$
\begin{equation*}
g\left(\alpha_{0}\right)+f\left(\alpha_{0}\right) \ln \left(-q^{2} / m^{2}\right) \tag{104}
\end{equation*}
$$

to the asymptotic behavior of $\pi_{\varepsilon}$. Heuristically speaking, the logarithm in Eq. (104) can be thought of as arising from the integral

$$
\begin{equation*}
\int_{n^{2}}^{-\sigma^{2}} \frac{d \rho}{\rho} \tag{105}
\end{equation*}
$$

in this language, the leading asymptotic behavior of the piece of $\pi_{c}$ containing $n$ factors of $h$ corresponds to the integral

$$
\begin{equation*}
\int_{m^{2}}^{\alpha^{2}} \frac{d \rho}{\rho} h\left(\rho / m^{2}, \alpha\right)^{n} \tag{106}
\end{equation*}
$$

When $h$ vanishes as a power of $\rho$ for large $\rho$, the integral in Eq. (106) converges at the upper limit as $-q^{2} / m^{2}-\infty$. Asymptotic finiteness of $\pi_{c}$ then only requires the vanishing of the coefficient of the integral in Eq. (105), giving the JBW condition $f\left(\alpha_{0}\right)=0$. When $h$ vanishes much more slowly than a power law, as in Eq. (103), the situation is radically changed. ${ }^{30}$ The integral in Eq. (106) is now

$$
\begin{equation*}
\int_{m^{2}}^{-\alpha^{2}} \frac{d \rho}{\rho\left[\ln \ln \left(\rho / m^{2}\right)\right]^{n}} \tag{107}
\end{equation*}
$$



FIG. 7. Grouping of $\pi_{c}$ into contributions involving no factor $h$, exactly one factor $h$. exactly two factors $h_{1}$ etc. The ghaded blobs denote two-point, four-point, six-point, etc. functions calculated with all internal photons described by free propagators coupling with the asymptotic coupling atrength $a_{i f}$.
which for all $n$ is divergent at the upper limit as $-q^{2} / m^{2} \rightarrow \infty$. Thus, asymptotic finiteness of $\pi_{e}$ requires now that an infinite number of conditions be satisfied: in addition to the coefficient of Eq. (105) vanishing, the coefficient of the contribution represented heuristically by Eq. (107) must vanish for all $n$. It is remarkable that when $\alpha_{0}$ is chosen to be the root of $f\left(\alpha_{a}\right)=0$, this infinity of conditions is in fact satisfied. The reason is the argument based on the Federbush-Johnson theorem given in Eqs. (62)-(63) of Sec. IID 1, which shows that when $f\left(\alpha_{0}\right)=0$ and the fermion mass $m$ is zero, the general $2 n$-point current correlation function panishes for $n \geq 2$. Hence when $\alpha_{o}$ satisfies $f\left(\alpha_{0}\right)=0$, each shaded blob in Fig. 7 is proportional to $\boldsymbol{m}^{2}$ and therefore contributes a convergence factor $m^{2} / \rho$ to the integral in Eq. (107). The integral then becomes ${ }^{21}$

$$
\begin{equation*}
\int_{m^{2}}^{\alpha^{2}} \frac{d \rho m^{2}}{\rho^{2}\left[\ln \ln \left(\rho / m^{2}\right)\right]^{n}} \tag{108}
\end{equation*}
$$

which is asymptotically finite as $-q^{2} / m^{2}-\infty$. The asymptotically divergent integral in Eq. (107) of course reappears when $\alpha_{0}$ is chosen to have any value other than the root of $f\left(\alpha_{\mathrm{a}}\right)=0$. We conclude, then, that Eq. (103) still permits one to deduce the JBW eigenvalue condition $f\left(a_{0}\right)=0$, but only by a more involved mechanism than is required in the case of a power law vanishing of $h$.

Let us next examine the implications of the essential singularity at $\alpha_{0}$ and of Eq. (103) for the argument leading to the scaling form for the asymptotic electron propagator. As we have noted, the approach used to derive the scaling form in Appendix $B$ depends very specifically on the assumptions of regularity of the theory in the vicinity of $\alpha_{0}$ and power law vanishing of $h$. To deal with the situation where $\alpha_{a}$ is a point of essential singularity, we give an alternative approach, based on reasoning similar to that which we have just used in our discussion of the eigenvalue condition. Let us consider the unrenormalized electron propagator $S_{F}^{\prime}(p)^{-1}$ in the limit in which $-p^{2}$ and the cutoff $\Lambda^{2}$ are both becoming infinite relative to the fermion mass $m^{2}$. To study this, we collect together all contributions to the electron proper self-energy involving no factors of $h$, involving exactly one factor of $h$, exactly two factors of $h$, etc., as shown in Fig. 8. As before, the shaded blobs are calculated with all internal photons described by free propagators coupling with the asymptotic coupling strength $\alpha_{0}$. The piece with no factors of $h$ is just the unrenormalized electron proper self-energy in the JBW model. A stralghtforward analysis ${ }^{31}$ using the methods of Ref. 17 shows that if this piece alone is retained, the unrenormalized asymptotic electron propaga-


FIG. 8. Grouping of the electron proper self-energy into contributions involving no factore $h$, exactiy one factor $h$, exactly two factors $h$, etc. The shaded blobs are calculated with all internal photons described by free propagators coupling with the asymptotic coupling strength $\alpha_{0}$ -
tor has the scaling form

$$
\begin{align*}
S_{F}^{\prime}(p)^{-1} \underset{-\nu^{2} / m^{2} \rightarrow \infty}{\sim} & F_{2}\left(\alpha_{1}\right)\left(-\frac{p^{2}}{\Lambda^{2}}\right)^{r\left(\alpha_{1}\right) / 2} \\
\Lambda^{2} / m^{2} \rightarrow &  \tag{109}\\
& \times\left[\beta-m_{0} F_{2}\left(\alpha_{1}\right)\left(-\frac{p^{2}}{\Lambda^{2}}\right)^{-\delta\left(\alpha_{1}\right) / 2}\right]
\end{align*}
$$

Together with the fact that $S_{f}^{\prime}$ and the scalar vertex $\Gamma_{s}$ are mult plicatively renormalizable, Eq. (109) implies ${ }^{31}$ the results of Eq. (66) for both the renormalized electron propagator and the renormalization constants $z_{2}$ and $m_{0}$, with the modification, already noted in Sec. II D, that the constants $C_{1}$ and $C_{2}$ in Eq. (66) become dependent on nonasymptotic quantities. We must now examine whether the asymptotic expression of Eq. (109) is modified by the pieces containing one or more factors of $h$. To this end, it is useful to note that the powers in Eq. (109) arise in perturbation theory from infinite sums of logarithms,

$$
\begin{equation*}
\left(-\frac{p^{2}}{\Lambda^{2}}\right)^{x(a, 2 / 8}=\sum_{n=1}^{\infty} \frac{\left[\frac{1}{2 r}\left(\alpha_{1}\right) \ln \left(-p^{2} / \Lambda^{2}\right)\right]^{n}}{n!} \tag{110}
\end{equation*}
$$

and heuristically, the logarithms can be thought of as arising from integrals of the form

$$
\begin{equation*}
\int_{-\rho^{2}}^{\Lambda^{2}} \frac{d \rho}{\rho} \tag{111}
\end{equation*}
$$

In this language, the piece of the electron proper self-energy containing $n$ factors of $h$ will involve integrals of the form

$$
\begin{equation*}
\int_{-\alpha^{2}}^{\Lambda^{2}} \frac{d \rho}{\rho} n\left(\rho / m^{2}, \alpha\right)^{n} . \tag{112}
\end{equation*}
$$

If $h$ vanishes as a power of $\rho$ for large $\rho$, the integral in Eq. (112) vanishes as $-p^{2} / m^{2}, \Lambda^{2} / m^{2}-\infty$, and the scaling form of Eq. (109) is unmodified.so On the other hand, if $h$ vanishes as in Eq. (103), then Eq. (112) becomes

$$
\begin{equation*}
\int_{-\rho^{2}}^{A^{2}} \frac{d \rho}{\rho\left[\ln \ln \left(\rho / m^{2}\right)\right]^{n}} \tag{113}
\end{equation*}
$$

which does not vanish ${ }^{30}$ in the limit of asymptotic $-p^{2}, \Lambda^{2}$ and which could therefore give rise to corrections to Eq. (109). We again can salvage the situation if we can use the Federbush-Johnson theorem to argue that the Compton-like shaded blobs in Fig. 8 vanish when $f\left(\alpha_{0}\right)=0$ and the fermion mass $m$ is zero. However, this involves an extension of the Federbush-Johnson theorem outside the charge-zero sector, which is the only place where a satisfactory proof in the case of electrodynamics has been given. ${ }^{s, 30}$ If such an extension is allowed, we gain a convergence factor $m^{2} / \rho$ in Eq. (113), giving

$$
\begin{equation*}
\int_{-\xi^{2}}^{A^{2}} \frac{d \rho m^{2}}{\rho^{2}\left(\ln \ln \left(\rho / m^{2}\right)\right\}^{2}} \tag{114}
\end{equation*}
$$

which vanishes as $-p^{2} / m^{2}, \Lambda^{2} / m^{2}-\infty$.
We conclude, then, that the JBW eigenvalue condition and, possibly, the scaling form for the asymptotic electron propagator remain valid in the presence of the essential singularity, but only by virtue of an additional infinity of conditions being satisfied simultaneously. This, of course, poses troublesome questions of convergence (basically, is $0 \times \infty$ effectively 0 in these problems?) which we have not attempted to settle.

## IV. LOOPWISE SUMMATION AND AN EIGENVALUE CONDITION FOR $\alpha$

Up to this point we have consistently employed the "vacuum-polarization-insertion-wise" summation scheme, both in our review of the JBW results in Sec. $\Pi D$ and in our deduction of the presence of an essential singularity in the preceding section. As we have seen, this scheme leads to a one-parameter family of asymptotically finite solutions, in which the asymptotic coupling $\alpha_{0}$ is determined to be the zero $y_{0}$ of the Gell-Mann-Low function $\psi(y)$ [and simultaneously a zero of the simpler functions $f(y)$ and $\left.F^{[x}(y)\right]$, while the physical coupling $a$ is a free parameter, restricted only by the condition $\alpha<\alpha_{0}=y_{0}$ following from spectral function positivity [see Eq. (129) below.] The usuaI assumption is that this one-parameter family represents the most general type of asymptoticaily finite solution which can occur. In the present section, we show that the presence of a simultaneous zero in all of the single fermion-loop diagrams makes possible one additional asymptotically finite solution, which has the very appealing feature that the physical coupling $a$ is fixed to be $y_{0}$. Our procedure is not strictly deductive, in that we contime to accept the results concerning properties of the single fermion-loop diagrams which were found in Sec. TIA, while dropping the
identification of $\alpha_{0}$ with $y_{0}$ which was made there. We will also introduce a new order of summing the perturbation series, involving "loopwise" rather than "vacuum-polarization-insertion-wise" summation. Specifically, we make the following two assumptions:
(1) The function $F^{[1]}(y)$ defined by Fig. 1 and the $2 n$-point current correlation function with zero fermion mass, $T_{\mu_{1}}^{[1]} \ldots \mu_{2 n}\left(q_{1}, \ldots, q_{2 n} ; m=0, y\right)$, vanish simultaneously at $y=y_{0}$. As we have seen in Sec. III A, the simultaneous vanishing of $F^{[1]}$ and $T_{3 n}^{[4]}$ implies that they vanish with a zero of infinite order.
(2) The photon proper self-energy can be correctly obtained by "Ioopwise" summation. That is, we assume convergence of the sum

$$
\begin{equation*}
\pi_{e}=\sum_{n=1}^{\infty} \pi_{e}^{[n]}, \tag{115}
\end{equation*}
$$

where $\pi_{c}^{[n]}$ is the contribution to the photon proper self-energy containing exactly $n$ closed fermion loops. The burden of the present section will be to show that these two assumptions imply asymptotic finiteness of the photon propagator when the physical fine structure constant is chosen to have the value $\alpha=y_{0}$. Furthermore, we will show that for this particular value of $\alpha$ the function $\beta(\alpha) a p-$ pearing in the Callan-Symanzik equation vanishes (when summed loopwise) and so the theory has type-1 asymptotic behavior.
To proceed, we introduce some additional definitions. Let $\beta^{\ln ( }(\alpha)$ be the contribution to $\beta(\alpha)$ with exactly $n$ closed fermion loops, and let $\pi_{c}^{(n, r)}$ be the part of $\pi_{c}^{[h]}$ in which exactly $r$ closed fermion loops remain when all internal photon self-energy parts are shrunk down to points [see Fig. 9.] In terms of these definitions, we can write
(a)






FIG. 9. (a) Typlcal diagrame contributing to $\pi_{c}^{[2,1]}$, the part of the two-fermion-loop photon proper aalf-energy which contains only one fermion loop after the internal photon eelf-energy part (enclosed by dashed linea) is sbrunk down to a point. (b) Typical diagrams contributing to $E_{e}^{[2,2]}$, the part of the two-termion-loop photon proper salf-energy which atill contains two fermion loops after ahrinlding away the internal photon self-energy parts.

$$
\begin{align*}
& \beta(\alpha)=\sum_{n=1}^{\infty} \beta^{[n\}}(\alpha),  \tag{116}\\
& \pi_{c}^{[n]}=\sum_{r=1}^{n} \pi_{c}^{[n, r]} .
\end{align*}
$$

We now begin our argument by considering the case $n=1$. Because we are dealing with the renormalized theory, the coupling constant which appears is the physical tine structure constant $\alpha$, and so (using our earlier notation) we must studs the asymptotic behavior of $\pi_{c}^{[1 k}\left(q^{2} ; m, \alpha\right)$. Referring back to Eq. (70), we see that for asymptotic $-q^{2} / m^{2}$ we have

$$
\begin{align*}
\pi_{c}^{[1)}\left(q^{2} ; m, \alpha\right)= & G^{[1]}(\alpha)+F^{[1)}(\alpha) \ln \left(-q^{2} / m^{2}\right) \\
& + \text { vanishing terms; } \tag{117}
\end{align*}
$$

hence choosing $\alpha=y_{0}$ guarantees the asymptotic finiteness of $\pi_{c}^{[1]}$. Next we consider the case $n=2$, for which we can write

$$
\begin{equation*}
\pi_{c}^{[p]}=\pi_{c}^{[a, 1]}+\pi_{c}^{[a, 2]} \tag{118}
\end{equation*}
$$

with the two terms in Eq. (118) corresponding respectively to the diagrams in Figs. 9(a) and 9(b). Because the single fermion-loop vacuum-polarization insertion has already been shown to be asymptotically finite, we can use the argument which was employed above in getting Eq. (58) to show that $\pi_{r}^{[2,2]}$, as well as $\eta_{c}^{[2,2]}$, grows asymptotically at worst as a single power of $\ln \left(-q^{2} / m^{2}\right)$,

$$
\begin{aligned}
\pi_{c}^{[2.2)}\left(q^{2} ; m, \alpha\right)= & G^{[(1)}(\alpha)+F^{(\alpha .1]}(\alpha) \ln \left(-q^{2} / m^{2}\right) \\
& + \text { vanishing terms }, \\
\pi_{e}^{[z .2)}\left(q^{2} ; m, \alpha\right)= & \left.G^{[11} .2\right](\alpha)+F^{(\alpha .3)}(\alpha) \ln \left(-q^{2} / m^{2}\right) \\
& + \text { vanishing terms. }
\end{aligned}
$$

Furthermore, the same argument tells us that the potential logarithm is associated with the subintegrations involving all lines in $\pi_{e}^{[2, a]}$, and all lines In ${ }_{c}^{[2,1]}$ which remain after the internal photon self-energy part has been shrunk down to $a$ point. Clearly, these subintegrations always involve at least one single fermion loop $2 j$-point function (with $j \geqslant 2$ ) which, we have assumed, vanishes when $\alpha=y_{0}$ and the fermion mass $m$ is zero. As a result, the potentially dangerous subintegrations are really two powers of momentum more convergent than indicated by naive power counting [cf. Eq. (90)] and hence cannot actually lead to logarithmic asymptotic behavior. So we learn that when $a=y_{a}$, we have $F^{[2,1]}(\alpha)=F^{[2,2\}}(\alpha)=0$, and therefore $\pi_{c}^{[2]}$ is asymptotically finite. Note that the argument which we have just given does not determine the actual limiting values of $\pi_{c}^{[1]}$ or $\pi_{c}^{b]}$, i.e., we learn nothing about the values of $G^{(1)}(\alpha), G^{[2,1]}(\alpha)$, or $G^{[a, a)}(\alpha)$ at $\alpha=y_{0}$. This is expected, because the

G's depend on the nonasymplotic theory (where $m$ cannot be neglected) as a result of the subtraction at $q^{2}=0$ which renormalizes the photon proper self-energy. Since knowledge of the G's would allow one to calculate $\alpha_{0}$ through the formula

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sum_{n=1}^{n} G^{[n+1)}(\alpha)=\alpha_{0}^{-1}-\alpha^{-1}, \tag{120}
\end{equation*}
$$

we see that in our solution with $a$ fixed, $\alpha_{0}$ cannot be determined through asymptotic considerations alone.

The next step in the argument is to prove the vanishing of $\beta^{[1]}(\alpha)$ at $\alpha=y_{0}$. We do this by using the Callan-Symanzik equation in the form given by Eq. (43) which, on substituting Eq. (12) for $d_{c}{ }^{-1}$ and dropping the asymptotically vanishing term proportional to $\tilde{F}_{\gamma /}$, becomes

$$
\begin{equation*}
-\beta(\alpha)+\left[m \frac{\partial}{\partial m}+\beta(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right)\right] \alpha \pi_{c}-0 . \tag{121}
\end{equation*}
$$

The one-fermion-loop part of this equation is

$$
\begin{equation*}
-\beta^{[1]}(\alpha)+m \frac{\partial}{\partial m} \alpha \pi_{c}^{[1]}-0 . \tag{122}
\end{equation*}
$$

Substituting Eq. (70) for $\pi_{e}^{[1]}$ this becomes

$$
\begin{equation*}
\beta^{[1]}(\alpha)=-2 \alpha F^{[2]}(\alpha), \tag{123}
\end{equation*}
$$

from which we immediately learn that $\beta^{[1]}(\alpha)$ vanishes at $\alpha=y_{0}$.

We now continue the argument inductively. We assume that when $\alpha=y_{0}$ the pieces $\pi_{c}^{[1]}, \ldots, \pi_{c}^{[n]}$ of the photon proper self-energy are asymptotically finite, while the pieces $\beta^{[n]}, \ldots, \beta^{[n]}$ of the CallanSymanzik function $\theta$ are zero. We wish to extend these assertions to the pieces $\pi_{e}^{[n+1]}$ and $\beta^{[n+1]}$ which contain one more closed fermion loop. We write

$$
\begin{equation*}
\pi_{c}^{[n+1]}=\sum_{r=1}^{n+1} \pi_{c}^{[n+1, r]} \tag{124}
\end{equation*}
$$

where, according to our induction hypothesis and the argument preceding Eq. (58), the piece $\pi_{c}^{[n+1, r)}$ can grow asymptotically at most as a single power of $\ln \left(-q^{2} / m^{2}\right)$,

$$
\begin{align*}
\pi_{s}^{[n+1, r)}\left(q^{2} ; m, \alpha\right)= & G^{[n+1, r)}(\alpha) \\
& +F^{[n+1, r)}(\alpha) \ln \left(-q^{2} / m^{2}\right) \\
& + \text { vanishing terms. } \tag{125}
\end{align*}
$$

Again, the argument leading to Eq. (125) tells us that the potential logarithm is associated with the subintegration involving all lines in $\pi_{r}^{[n+1, r]}$ which remain after the internal photon self-energy parts have been shrunk away. This subintegration always involves at least one single fermion-loop $2 j$ point function ( $j \geqslant 2$ ) which, when $\alpha=y_{0}$, improves the ultraviolet convergence of the subintegration
by two powers of momentum and hence prevents a logarithm from actually appearing in Eq. (125). So we conclude that $F^{[n+1, r}(\alpha)=0$ when $\alpha=y_{0}$, $r=1, \ldots, n+1$, and hence $\pi_{r}^{[n+1]}$ is asymptotically finite. To prove the vanishing of $\beta^{[n+1]}(\alpha)$, we consider the part of Eq. (120) involving exactly $n+1$ closed fermion loops,

$$
\begin{align*}
&-\beta^{h o 1}(\alpha)+m \frac{\partial}{\partial m} \alpha \pi_{c}^{[\ln +1]} \\
&+\sum_{m=1}^{n} \beta^{[r]}(\alpha)\left(\alpha \frac{\partial}{\partial \alpha}-1\right) \alpha \| \pi_{c}^{[n+1-r]} \sim 0 . \tag{126}
\end{align*}
$$

Using the induction hypothesis on $\beta$ this equation simplifies, when $\alpha=y_{0}$, to

$$
\begin{equation*}
-\beta^{(\sigma+1)}(\alpha)+m \frac{\partial}{\partial m} \alpha \eta_{e}^{(n+1)}-0 . \tag{127a}
\end{equation*}
$$

But asymptotic finiteness of $\pi{ }_{c}^{[n+1]}$ tells us that

$$
\begin{equation*}
m \frac{\partial}{\partial m} \alpha \pi_{c}^{[n+1]} \sim 0 \tag{127b}
\end{equation*}
$$

so we learn that $\beta^{[n+1}(\alpha)=0$ when $\alpha=y_{0}$, completing the induction.

To summarize, we have learned, for all $n$, that $\pi_{e}^{[n]}$ is asymptotically finite and that $\beta^{[n]}$ vanishes when $\alpha=y_{0}$. Invoking now our assumption of convergence of the "Toopwise" summations in Eq. (115) and Eq. (116), we learn that when $\alpha=y_{0}$, the total photon proper self-energy $\tau_{c}$ is asymptotically finite, and the total Callan-Symanzik function $\boldsymbol{f}(\alpha)$ vanishes. The vanishing of the Callan-Symanzik function means that our solution with $\alpha=y_{0}$ has type-1 asymptotic behavior. According to the discussion of Appendix $B$, the asymptotic electron propagator must then have the simple scaling form of Eq. (66) (with $\alpha_{1}=\alpha$ ), leading, as we have noted, to the possibility of a finite $m_{0}$ and $Z_{2}$.

In conclusion, we briefly discuss the relation of the asymptotically Ifite solution which we have just found to the "vacuum-polarization-insertionwise" summation methods used earlier. As we have seen, in our "loopwise" solution $\alpha$ is determined by the condition $F^{[1]}(\alpha)=0$, with the asymptotic coupling $\alpha_{0}$ determined from $a$ by the funcHons $G^{[n . r 1}(\alpha)$ according to Eq. (120). A priori, we can say nothing about the value of $\alpha_{0}$ except that positivity of the spectral function $w(\rho, \alpha)$ appearing in the Killén-Lehmann representation ${ }^{33}$ for the photon propagator,

$$
\begin{equation*}
d_{c}\left(-q^{2} / m^{2}, \alpha\right)=1+q^{2} \int_{0}^{\infty} w\left(\rho / m^{2}, \alpha\right) \frac{d\left(\rho / m^{2}\right)}{q^{2}-\rho-i \epsilon} \tag{128}
\end{equation*}
$$

implies the sum rule ${ }^{s 4}$

$$
\begin{equation*}
\alpha_{0}=\alpha+\int_{0}^{\infty} \alpha w\left(\rho / m^{2}, \alpha\right) d\left(\rho / m^{2}\right) \tag{129}
\end{equation*}
$$

and hence $\alpha_{0}>\alpha$. This inequality raises an apparent paradox when we turn to the "vacuum-polariza-tion-insertion-wise" summation scheme, which if applicable would imply that $\alpha_{a}$ obeys the same eigenvalue condition as does $\alpha, F^{[1]}\left(\alpha_{0}\right)=0$. The paradox is resolved, however, when we note that since $y_{0}$ is an essential aingularity of $F^{[1]}(y)$, the point $\alpha_{0}>\alpha=y_{0}$ lies outside the radius of convergence of $F^{[1)}(y)$, and so the interchange of limit and sum leading to the eigenvalue condition on $\alpha_{0}$ is unjustified. A nother way of stating this is obtained by writing down the formal Taylor expansion connecting the eigenvalue conditions for $\alpha$ and $\alpha_{0,}$

$$
\begin{equation*}
F^{[2]}\left(\alpha_{0}\right)=\left.\sum_{n=0}^{\infty} \frac{\left(\alpha_{n}-y_{0}\right)^{n}}{n!} \frac{d^{n}}{d y^{n}} F^{[1]}(y)\right|_{y=y_{0}=\alpha} \tag{130}
\end{equation*}
$$

Since $F^{[1]}$ and all its derivatives vanish at $y_{0,}$ naive application of Eq. (130) tells us that $F^{[1]}\left(\alpha_{0}\right)=0$. This conclusion is of course incorrect, because the Taylor expansion in Eq. (130) attempts the analytic continuation of $F^{[1]}$ outside its region of regularity, and therefore is mathematically meaningless. In other words, because of the essential singularity, we cannot freely rearrange the "loop-wise"-summed theory, with $a=y_{0}$, into a "vacuum-polarization-insertion-wise"-summed theory.

## v. DISCUSSION

We have learned that there are two possible ways of having an asymptotically finite electrodynamics. The first is the usual one-parameter family of solutions, in which the asymptotic coupling $\alpha_{o}$ is fixed to be $y_{0}$ and the physical coupling $\alpha<\alpha_{0}$ is a free parameter. The second is the unique additional solution found in the preceding section, in which the physical coupling $\alpha$ is fixed to be $y_{0}$. We conjecture that nature in fact chooses this second type of solution, and hence that the fine structure constant may be calculated by determining the location of the infinite order zevo $y_{0}$ of the function $F^{[1]}(y) .^{35}$ [Of course, if the function $F^{[1)}(y)$ does nol have an infinite-order positive zero, then electrodynamics cannot be asymptotically finite. $]$ We can advance two possible reasons why nature may choose the solution which fixes $\alpha$ over the solutions which fix $\alpha_{0}$ :
(1) The "vacuum-polarization-ingertion-wise" summation procedure needed to get the solutions which fix $a_{n}$ may be divergent for all nonzero values of $\alpha$. In other words, electrodynamics may exist only when summed "loopwise," with the spe-
cific chaice of physical coupling $\alpha=y_{0}$.
(2) Both types of solution may be mathematically valid, but there may be stability arguments which tell us that when other interactions (such as weak or gravitational interactions) are switched on, the theory chooses the largest possible value of $\alpha$, that is $\alpha=y_{0}$.

We emphasize that we have given no arguments which distinguish which, if either, of these possible reasons is correct.

We conclude the paper by giving a brief, speculative discussion of some further implications of the work of the preceding sections. First, we point out a possible connection of our work with Dyson's ${ }^{0}$ old conjecture suggesting singularities in electrodynamics at $\alpha=0$. Then, we discuss the fact that the conjecture stated at the beginning of this section gives a species-independent determination of $\alpha$, and give an argument based on this which may justify our neglect of strong interaction corrections.

## A. Dyson's Conjecture

Dyson has argued that the renormalized perturbation theory of quantum electrodynamics, regarded as a power series in $\alpha$, cannot have a nonzero radius of convergence. For if it did, the theory would still exist when analytically continued to negative $\alpha$, which corresponds to a physical situation in which like charges, rather than unlike charges, attract. But in the analytically continued theory, the usual vacuum, defined as the state containing no particles, would be unstable. To see this, we note that if we create $N$ electron positron pairs, with $N$ very large, and group the electrons together in one region of space and the positrons together in another separate region, we can create a pathological state in which the negative potential energy of the Coulomb forces exceeds the total rest energy and kinetic energy of the particles. Although this state is separated from the usual vacuum by a high potential barrier (of the order of the rest energy of the $2 N$ particles being created), quantum-mechanical tunneling from the vacuum to the pathological state would be allowed, and would lead to an explosive disintegration of the vacuum by spontaneous polarization. This instability means that electrodynamics with negative a cannot be described by well-defined analytic functions; hence the perturbation series of electrodynamics must have zero radius of convergence.
If one assumes, as we do in this paper, that electrodynamics is by itself a complete theory, ${ }^{36}$ then physical quantities in electrodynamics are described by well-defined, calculable functions of $\alpha$ when $\alpha$ is positive. According to Dyson's argu-
ment however, these functions cannot be continued to negative $\alpha$, and therefore must have a singularity at $\alpha=0$. Because the singularity orignates in a tunneling phenomenon, and because tunneling amplitudes are typically negative exponentials of a barrier-penetration factor, it is plausible that this singularity should be an essential singularity of the form $e^{-c / a}$.

We can now attempt to make a connection with the results of the preceding two sections. As we recall, we argued there that the single-fermionloop function $F^{[1]}(\alpha)$ should possess an essential singularity (perhaps of the form $\exp \left[-c\left\{y_{0}-\alpha\right.\right.$ )], resembling a tunneling amplitude) at the point a $=y_{0}>0$. In establishing a connection with Dyson's work, there appear to be two possibilities. One possibility is that the singularity at $y_{c}$ is not Dyson's singularity, but that electrodynamics exists for a range of positive $\alpha$ and that $F^{(1)}(\alpha)$ (or perhaps some other function in the theory) has a singularity at $\alpha=0$ which prevents continuation to negative $\alpha$. An alternative possibility is that $F^{[1]}(0)$ is regula $r$ at $\alpha=0$, but that the full photon propagator simply does not exist for values of the physical coupling $\alpha$ other than $y_{0}$, preventing continuation of the complete theory to negative fine-structure constant. In this case, the singularity of $F^{[1]}$ at $y_{0}$ would be a mathematical manifestation of Dyson's argument. In this connection, it is intriguing that the class of single-fermion-loop vacuumpolarization diagrams which we assert to possess an essential singularity are just the simplest diagrams describing the creation of an arbitrarily large number of pairs from the vacuum, and therefore are the simplest diagrams leading to Dyson's pathological state. For, as shown in Fig. 10, the single-fermion-loop diagrams describe the creation of an arbitrary number of pairs from the vacuum, but with only one fermion world line actually present.

## B. Speciea Independence

Up to this point we have assumed the presence of only one species of fermion interacting solely


FIG. 10. Ordering in which a aingle-fermion vacummpolarization loop diagram describas the creation of an infinite number of pairs from the vacinum. (We have not drawn in any of the Internal photons.)
with the electromagnetic field. Let us now consider the more general case in which there are $j$ elementary charged spin- $\frac{1}{2}$ fermion species which, for the moment, we still assume to interact only electromagnetically. Although these fermions may have different masses, the contributions of mass-difference terms to the photon proper selfenergy are guaranteed, just by power counting, to be asymptotically finite. Hence to study the effect of having $j$ fermions on the asymptotic behavior of the photon propagator, it suffices to consider the special case in which they all have a common mass $m$. Then, because each closed fermion loop in the photon proper self-energy appears $j$ times, the piece of $\pi_{c}$ containing exactly $n$ closed fermion loops is multiplied by $j^{\boldsymbol{n}}$, and so Eq. (115) is modified to read

$$
\begin{equation*}
\pi_{c}=\sum_{n=1}^{\infty} j^{n} \pi_{c}^{[n]} . \tag{131}
\end{equation*}
$$

Clearly, because choosing $\alpha=y_{0}$ makes each of the $\pi_{e}^{[r]}$ individually asymptotically finite, this choice of coupling makes the total $\pi_{c}$ asymptotically finite as well, independent of the species number $j$. Stated in another way, when $j$ fermion species are present the single fermion loop function determining $y_{0}$ is just $j F^{[1]}(y)$, and so the value of $y_{0}$ determined is the same as in the one-species case. Thus we reach the important conclusion that our eigenvalue condition for determining $\alpha$ is independent of the fermion species number. Whether this species independence is maintained in the presence of elementary charged spin- 0 boson fields is not clear. The requirement is obviously that the function $F_{B}^{(1)}(y)$, defined by summing the single charged boson loop dagrams of Fig. 1 in analogy to our definition of $F^{[\lambda}(y)$, must vanish with an infinite order zero at the same point $y_{0}$ where $F^{[1]}(y)$ vanishes. All that is known about $F^{[2]}(y)$ and $F_{B}^{[1]}(y)$ at present is the first few terms in their respective power-series expansions, ${ }^{37}$

$$
\begin{align*}
& -y F^{(1)}(y)=\frac{2}{3}\left(\frac{y}{2 \pi}\right)+\left(\frac{y}{2 \pi}\right)^{2}-\frac{1}{4}\left(\frac{y}{2 \pi}\right)^{2}+\cdots, \\
& -y F_{B}^{(1)}(y)=\frac{1}{6}\left(\frac{y}{2 \pi}\right)+\left(\frac{y}{2 \pi}\right)^{2}+\cdots . \tag{132}
\end{align*}
$$

Equation (132) tells us that the functions $F^{[1]}(y)$ and $F_{B}^{[1]}(y)$ are not identical, but of course says nothing about their behavior when summed to all orders.
Returning, now, to our model with several charged fermion species, let us suppose that some of these fermions have strong interactions mediated by neutral boson exchange (the gluon model).



FIG. 11. Fermion vacuum-polarization loop modified by intermal gluon (dashed line) radiative corrections.

Although the bosons do not themselves contribute vacuum-polarization loops, they could modify the fermion vacuum polarization loops when they appear as internal radiative corrections (see Fig. 11.) However, let us now invoke the experimental observation of scaling in deep-inelastic electron scattering, one explanation for which ${ }^{38}$ is that the exchanges which mediate the strong interactions are actually much more strongly damped at high four-momentum transfer than is the free boson propagator $\left(q^{2}+\mu^{2}\right)^{-1}$. If such an explanation proves correct, ${ }^{39}$ then vacuum-polarization diagrams with gluon radiative corrections will by themselves be asymptotically finite, and so the presence of strong interactions will not alter our eigenvalue condition for $\alpha$. Our scheme is clearly incompatible, however, with the presence of fractionally charged fermions such as quarks ${ }^{40}$; all elementary charged fermions must have the same basic electromagnetic coupling ( $\pm$ ) $\sqrt{\alpha}$.

Note added in proof. R. F. Dashen has poirted out to us that in order $y^{3}$ and higher the vacuum polarization structure of charged spin-0 boson electrodynamics will differ from that of the spin$\frac{1}{2}$ case, as a result of the presence of a bosonboson scattering counterterm in the Lagrangian. Hence the analysis which we have given above for the case of spin- $\frac{1}{2}$ electrodynamics cannot be directly applied to the spin- 0 case. The JBW argument for finiteness of the bare mass also fails in spin-0 electrodynamics. (See D. Flamm and P. G. O. Freund, Nuovo Cimento 32, 486 (1964).]
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## APPENDIX A: PARTIAL SUMMARY OF NOTATION

| JBW | Johnson- Baker-Willey |
| :---: | :---: |
| $\boldsymbol{\alpha}$ | physical coupling (fine-structure constant) |
| $\alpha_{*}$ | new coupling constant defined by subtraction at $w$ |
| $a_{0}$ | 2symptotic coupling constant |
| $\alpha_{\text {b }}$ | canonical or bare coupling constant, related to $\alpha$ by $a_{a}=z_{3}{ }^{-1} \alpha$ |
| $\alpha_{1}$ | root of $q\left(\alpha_{1}\right)=\alpha_{0}$, with $q(y)=y d_{c}^{-( }(1, y)$ |
| $z_{3}$ | photon wave-function renormalization constant |
| m | electron physical mass |
| $\alpha d_{e}\left(-q^{2} / m^{2}, \alpha\right)$ | renormalized photon propagator; $d_{c}\left(-q^{2} / m^{2}, \alpha\right)=\left[1+\alpha \pi_{c}\left(q^{2}\right)\right]^{-1}$ |
| $h\left(-q^{2} / m^{2}, \alpha\right)$ | difference between $\alpha d_{c}$ and its asymptotic limit $\alpha_{0}$ |
| $\alpha d_{c}^{-}\left(-q^{2} / m^{2}, \alpha\right)$ | "asymptotic part" of the renormalized photon propagator, obtained by dropping in each order of perturbation theory terms which vanish as $-q^{2} / m^{2}-\infty$, but keeping terms in each order which are constant or increase logarithmically |
| $\psi(y)$ | Gell-Mann-Low function |
| $F^{[2]}(y)$ | coefficient of logarithmically divergent part of the sum of single-fermi-on-loop vacuum polarization diagrams |
| $y_{0}$ | point where $F^{[1]}(y)$ has an infinite-order zero (essential singularity) |
| $\Lambda$ | ultraviolet cutoff |
| $\mu, \mu_{0}$ | physical photon mass (infrared cutoff), bare photon mass |
| $D_{F}^{0}(q)_{\mu \nu}$ | bare photon propagator |
| $\xi$ | gauge parameter (coefficient of longitudinal part of photon propagator) |
| $\pi\left(q^{2}\right)_{\mu \nu}=\left(-q^{2} g_{\mu \mathrm{L}}+q_{\mu} q_{\nu}\right) \pi\left(q^{2}\right)$ | photon proper self-energy |
| $D_{r}^{\prime}(q){ }_{\mu \nu}$ | full unrenormalized photon propagator |
| $\vec{D}_{F}^{\prime}(q){ }_{\mu \nu}$ | full renormalized photon propagator |
| $\pi_{f}\left(q^{2}\right)=\lim _{\wedge \rightarrow-}\left[\pi\left(q^{2}\right)-\pi\left(\mu^{2}\right)\right]$ | subtracted photon proper self-energy |
| $x$ | dimensionless variable $-q^{2} / m^{2}$ |
| $m_{0}, L_{2}$ | electron bare mass and wave-function renormalization constant |
| $\boldsymbol{\theta}(\boldsymbol{\alpha})$ | coefficient of $/ 8 \alpha$ in the Callan-Symanzik equation |
| $f\left(\alpha_{0}\right)$ | coefficient of the logarithmically divergent part of the photon proper selfenergy in the JBW model |
| $j_{\mu}$ | electromagnetic current operator |
| $S_{\text {S }}^{\prime}(p)$ | renormalized electron propagator |
| $\gamma(\alpha), \delta(\alpha)$ | coefficient functions appearing in the Callan-Symanzik equation for the electron propagator |
| $\pi_{c}^{[n]}, \beta^{[n]}$ | parts of $\Sigma_{c l} \beta$ with exactly $n$ closed fermion loops |
|  | single-fermion-loop $2 n$-point function ( $n \geqslant 2$ ) with coupling $y$ modified 2-point function defined as a contraction on $T_{2 i}^{[1]}$ |


part of $\pi_{c}^{\left[{ }_{c}\right]}$ in which exactly $r$ closed fermion loops remain when all internal photon self-energy parts are shrunk down to points

7
Kallén-Lehmann spectral function for the photon propagator
coefficient of the logarithmically divergent part of the sum of single charged boson loop vacuum polarization diagrams
combination $\alpha(\xi-1)$ through which gauge dependence occurs

## APPENDIX B: CALLAN-SYMANZIK EQUATIONS and application to the electron PROPAGATOR

In this Appendix we derive the Callan-Symanzik equations for massive photon (i.e., infrared cutoff) spinor electrodynamics in an arbitrary covariant gauge. We are particularly interested in the equations for the electron propagator and the electronscalar vertex, which can be used to derive the JBW asymptotic form for the electron propagator discussed in Sec. IID 2. To begin, we recall that the gauge parameter $\xi$ enters into the theory only via the quantity $\alpha_{b} D_{F}^{0}(q)_{r v}$, which according to Eqs. (2) and (7b) can be written as

$$
\begin{align*}
\alpha_{b} D_{F}^{\rho}(q)_{z \nu} & =\alpha_{\Delta}\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \frac{1}{q^{2}-\mu_{0}^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} \\
& +\alpha(\xi-1) \frac{q_{v} q_{\nu}}{q^{2}} \frac{1}{q^{2}-\mu^{2}} \frac{-\Lambda^{2}}{q^{2}-\Lambda^{2}} \tag{B1}
\end{align*}
$$

In particular, we see that $\xi$ always appears in the combination $\alpha(\xi-1)$, a fact which we exploit by displaying the arguments of the renormalized elec.tron propagator $\mathbf{S}^{-1}$ and the electron wave functhon renormalization $Z_{2}$ in the form

$$
\begin{align*}
& \tilde{S}_{F}^{\prime-1}=S_{\xi}^{\prime-1}[p, \mu, m, \alpha, \eta], \\
& Z_{2}=Z_{z}[\Lambda, \mu, m, \alpha, \eta],  \tag{B2}\\
& \eta=\alpha(\xi-1) .
\end{align*}
$$

To derive the Callan-Symanzik equations for the electron propagator, we start by writing down the equation connecting the renormalized and unrenormalized electron propagators,

$$
\begin{align*}
S_{f}^{\prime}[p, \mu, m, a, \eta] & =Z_{q} S_{F}^{-1} \\
& =Z_{2}[\Lambda, \mu, m, \alpha, \eta]\left(\not p-m_{0}-\Sigma\right), \tag{B3}
\end{align*}
$$

with $\Sigma$ the electron proper self-energy part. We now make independent variations in the physical electron and photon masses $m$ and $\mu$, keeping $\Lambda$ and $\alpha_{1}$ fixed and simultaneously making a gauge transformation which keeps $\eta=\alpha(\xi-1)$ fixed. These variations are described by the respective differential operators

$$
\begin{align*}
& m \frac{d}{d m}=m \frac{\partial}{\partial m}+\beta_{m} \alpha \frac{\partial}{\partial \alpha}, \\
& \mu \frac{d}{d \mu}=\mu \frac{\partial}{\partial \mu}+\beta_{\mu} \alpha \frac{\partial}{\partial \alpha},
\end{align*}
$$

with $\beta_{m}$ and $\beta_{\mu}$ defined by

$$
\begin{align*}
& \alpha \beta_{m}=m \frac{d \alpha}{d m}=Z_{3}{ }^{-1} m \frac{d}{d m} Z_{3}, \\
& \alpha \beta_{p}=\mu \cdot \frac{d \alpha}{d \mu}=Z_{3}{ }^{-1} \mu \frac{d}{d \mu} Z_{3}, \tag{B5}
\end{align*}
$$

in analogy with Eq. (42). Applying these differential operators to Eq. (B4), and observing that the unrenormalized propagator $p-m_{0}-\Sigma$ depends on $m$ and $\mu$ implicitly through its dependence on $m_{0}$ and $\mu_{0}$ and explicitly through the factor $1 /\left(q^{2}-\mu^{2}\right)$ in the gauge term, we get the Callan-Symanzik equations for the electron propagator,

$$
\begin{align*}
& \left(m \frac{\partial}{\partial m}+\alpha \beta_{m} \frac{\partial}{\partial \alpha}+\gamma_{m}\right) S_{F}^{\prime-1}=-\left(1+\delta_{m}\right) \bar{\Gamma}_{s}+\mu^{2} \alpha \beta_{m} \hat{\Gamma}_{s^{\prime}}, \\
& \left(i \frac{\partial}{\partial \mu}+\alpha \beta_{\mu} \frac{\partial}{\partial \alpha}+\gamma_{\mu}\right) \bar{S}_{F}^{\prime-1}  \tag{B6}\\
& =-\delta_{\mu} \bar{\Gamma}_{s^{\prime}}+\mu^{2}\left(\alpha \beta_{\mu}-2\right) \bar{\Gamma}_{s^{\prime}}^{\prime}+2 \mu^{2}(\xi-1) \bar{\Gamma}_{s^{m}} .
\end{align*}
$$

In writing this equation we have introduced the following additional definitions:

$$
\begin{align*}
& Z_{2}^{-1} m \frac{d}{d m} Z_{2}=-\gamma_{m}, \\
& Z_{2}^{-1} \mu \frac{d}{d \mu} Z_{2}=-\gamma_{\mu}, \\
& m_{0}^{-1} m \frac{d}{d m} m_{0}=1+\delta_{m},  \tag{B7}\\
& m_{0}^{-1} \mu \frac{d}{d \mu} m_{0}=\delta_{\mu} \\
& F_{s}=m_{0} Z_{2}\left(1+\frac{\partial \Sigma}{\partial m_{0}}\right),
\end{align*}
$$

$$
\begin{aligned}
& \bar{\Gamma}_{s^{\prime}}=\frac{Z_{2}}{Z_{3}} \frac{\partial \Sigma}{\partial \mu_{0}^{2}}, \\
& \bar{\Gamma}_{s^{\prime \prime}}=Z_{2} \Gamma_{5^{\prime}}
\end{aligned}
$$

The vertex part $\Gamma_{s^{\prime}}$ is defined as the sum of terms in which each internal photon propagator $\alpha_{b} D_{F}^{0}(q)_{\mu \nu}$ is replaced in succession by

$$
\begin{equation*}
\alpha\left(q_{\nu} q_{\nu} / q^{2}\right)\left(q^{2}-\mu^{2}\right)^{-2}\left[-\Lambda^{2} /\left(q^{2}-\Lambda^{2}\right)\right] \tag{B8}
\end{equation*}
$$

Note that the derivative a/a in Eq. (B6) acts only on the $\alpha$ dependence explicitly displayed in Eq.
( B 2 ) and not on the $\alpha$ dependence which is implicitly present as a result of the dependence on $\eta$. Let us now simplify Eq. (B6) in two ways. First we pass to the region of asymptotic $-p^{2} / \boldsymbol{m}^{2}$, which allows us to drop the terms $\bar{\Gamma}_{s^{\prime}}$ and $\bar{\Gamma}_{\mathbf{s}^{\prime \prime}}$ on the right-hand side, since these vanish asymptotically. Secondly, we observe that we are really only interested in keeping the infrared cutoff $\mu^{2}$ where it appears in divergent terms proportional to a power of $\ln \mu^{2}$. We get these divergent terms correctly even if we neglect those terms in Eq. (B6) which vanish as $O\left(\mu^{2}\left(\ln \mu^{2}\right)^{n}\right)$ as $\mu^{2}-0$. Making these simplifications and adding the second equation in Eq. (B6) to the first gives the desired form of the Callan-Symanzik equations for the asymptotic electron propagator,
$\left[m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}+\gamma(\alpha, \eta)\right] \bar{S}_{j}^{-1} \sim-[1+\delta(\alpha)] \tilde{\Gamma}_{s}$,
$\left[\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}\right] S_{F}^{\prime-1}-0$,
where ${ }^{41}$

$$
\begin{align*}
& \beta(\alpha)=\left.\beta_{m}\right|_{\mu}{ }^{2}=0, \\
& \delta(\alpha)=\left.\delta_{m}\right|_{\mu}=0,  \tag{B10}\\
& \gamma(\alpha, \eta)=\left.\left(\gamma_{m}+\gamma_{\mu}\right)\right|_{\mu^{2}=0} .
\end{align*}
$$

A precisely analogous procedure ${ }^{18}$ yields the Cal-lan-Symanzik equations for the asymptotic elec-tron-scalar vertex,

$$
\begin{align*}
& {\left[m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}+\gamma(\alpha, \eta)-\delta(\alpha)\right] \Gamma_{s}-0,} \\
& {\left[\mu \frac{\partial}{\partial \mu}+\gamma_{\beta}\right] \tilde{\Gamma}_{s} \sim 0} \tag{B11}
\end{align*}
$$

Finally, in the limit as $\mu^{2}-0$ Eq. (B7) for $Z_{2}$ and $m_{0}$ can be rewritten in the form

$$
\begin{align*}
& {\left[m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}+\gamma(\alpha, \eta)\right] Z_{2}=0,} \\
& {\left[\mu \frac{\partial}{\partial \mu}+\gamma_{\mu}\right] Z_{2}=0,} \tag{B12}
\end{align*}
$$

$$
\left[m \frac{\partial}{\partial m}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}-\delta(\alpha)\right]\left(\frac{m_{0}}{m}\right)=0,
$$

closely analogous to Eq. (45b) for $Z_{3}$ given in the text.

Let us now use Eqs. (B9)-(B12) to study the asgmptotic behavior of $\hat{S}_{F}^{\prime}$ and the large $-\Lambda$ behavior of $m_{0}$ and $Z_{2}$ in the cases of type- 1 and type- 2 asymptotic behavior (cf. Sec. II B).

Type 1. In this case the physical coupling $\alpha$ is equal to the value $\alpha_{1}$ which satisfies $q\left(\alpha_{1}\right)=\alpha_{0}$, $\beta\left(\alpha_{1}\right)=0$ and, as shown in Sec. $\Pi$ C, the asymptotic renormalized photon propagator ad $e_{c}^{-}$is exactly equal to $\alpha_{0}$. Because $\beta(\alpha)=0$, the $a / a \alpha$ terms disappear from Eqs. (B9)-(B12), and so these equations become the simplified Callan-Symanzik equations used in the analysis of Ref. 17 (apart from the change that the asymptotic coupling $\alpha_{0}$ used in Ref. 17 is replaced now by the physical coupling $\alpha=\alpha_{1}$ ). For the asymptotic behavior of $\bar{S}_{F}^{\prime}(p)$ and the large $-\Lambda$ behavior of $m_{0}$ and $Z_{2}$ we thus get the scaling expressions of Eq. (66). Furthermore, we find the gauge transformation properties derived in Ref. 17 to be in accord with the conclusion which we have reached above, that the gauge parameter $\xi$ appears only in the combination $\eta$ $=\alpha(\xi-1)$.

Type 2. In this case $\alpha \neq \alpha_{1}$ and so $\beta(\alpha) \neq 0$. We proceed to analyze the asymptotic behavior under the conventional assumption that $\alpha_{0}$ is a simple zero, and a point of regularity, of the Cell-MannLow function $\psi$, or equivalently ${ }^{42}$ [cf. Eq. (53)] that $\alpha_{1}$ is a simple zero and a point of regularity of $\beta$. As we have seen In Eqs. (32)-(35), this assumption corresponds to power law vanishing of the nonasymptotic piece $h$ of the renormalized photon propagator. To study Eqs. (B9)-(B11) for $S_{;}^{\prime}$ and $\bar{\Gamma}_{s}$, we separate out the $\gamma$-matrix structure by writing

$$
\begin{align*}
& \tilde{S}_{F}^{\prime-1}=\phi F+m G,  \tag{B13}\\
& m \tilde{\Gamma}_{S}=\not b H+m J,
\end{align*}
$$

which gives the equations
$\left[m \frac{\partial}{\partial m}+\mu \frac{\partial}{\partial \mu}+\alpha \beta(\alpha) \frac{\partial}{\partial \alpha}+\gamma(\alpha, \eta)\right] F \sim 0$,
$\left[m \frac{\partial}{\partial m}+\mu \frac{a}{\partial \mu}+\alpha \beta(\alpha) \frac{a}{\partial \alpha}+\gamma(\alpha, \eta)\right] m G \sim-[1+\delta(\alpha)] m J$,
$\left[m \frac{a}{\partial m}+\mu \frac{\theta}{\partial \mu}+\alpha \beta(\alpha) \frac{a}{\theta \alpha}+\gamma(\alpha, \eta)-\delta(\alpha)\right] J \sim 0$.
The first of these three differential equations has the general Integral

$$
\begin{align*}
F= & \exp \left[-\int_{L_{\eta}}^{\alpha} \frac{d z \gamma(z, \eta)}{z \beta(z)}\right] \\
& \times \Phi_{f}\left[\ln \left(\frac{-p^{2}}{m^{2}}\right)+\int_{L_{f}}^{\alpha} \frac{2 d z}{z \beta(z)}, \mu^{2} / m^{2}, \eta\right], \tag{B15}
\end{align*}
$$

with $\Phi_{F}\left[u, \mu^{2} / m^{2}, \eta\right]$ an arbitrary function of its arguments. Let us now consider the behavior of Eq. (B15) as $\alpha-\alpha_{1}$. Since $\beta$ has a zero at $z=\alpha_{1}$, the argument of the exponential prefactor and the argument $u$ of the function $\Phi_{r}$ both become infinite. The only way for the function $F$ to remain regular at $\alpha=\alpha_{1}$ is for the singularities of the exponential and of $\Phi_{r}$ at $a=\alpha_{1}$ to precisely cancel. This can happen orly if $\boldsymbol{\Phi}_{\boldsymbol{y}}$ has the following asymptotic behavior as $u$ becomes infinite,

$$
\begin{align*}
\Phi_{F}\left[u, \mu^{2} / m^{2}, \eta\right] \underset{\sim \sim-}{\sim} & C_{F}\left(\mu^{2} / m^{2}, \alpha_{1}, \eta\right) \\
& \times \exp \left[\frac{1}{2} \gamma\left(\alpha_{1}, \eta\right) u\right] . \tag{B16}
\end{align*}
$$

If we assume Eq. (B16), then when $\alpha$ is near $\alpha_{1}$ we get

$$
\begin{equation*}
F \approx \exp \left[\int_{z_{F}}^{a} d z \frac{\gamma\left(\alpha_{1}, \eta\right)-\gamma(z, \eta)}{z \beta(z)}\right] \times \text { finite terms } \tag{B17}
\end{equation*}
$$

which is regular because $\beta$ vanishes with only a simple zero at $z=a_{1}$. Let us now consider what happens as $-p^{2} / m^{2}$ becomes infinite, with $\alpha$ fixed at its physical value, different from $\alpha_{1}$. Again $u$ becomes infinite, this time because of the term In $\left(-p^{2} / m^{2}\right)$ in Eq. (B15), and so invoking Eq. (B16) gives us

$$
\begin{align*}
& F \sim C_{F}\left(\mu^{2} / m^{2}, \alpha_{1}, \eta\right) \exp \left[\int_{L}^{\alpha} \frac{\gamma\left(\alpha_{1,} \eta\right)-\gamma\left(z_{1} \eta\right)}{2 \beta(z)}\right] \\
& \times\left(\frac{-p^{2}}{m^{2}}\right)^{\gamma\left(\alpha_{1}, \eta\right) / 2} \tag{B18}
\end{align*}
$$

Thus, we see that even when $\alpha \neq \alpha_{1}$, in the asymptotic limil $F$ exhibits scaling behavior with a scaling exponent $\gamma$ characteristic of the value $\alpha_{1}$ at which $\beta$ vanishes. ${ }^{\text {s }}$ An identical argument can be used to integrate the equations for $G$ and $J$ in Eq. (B14) and those for $Z_{2}$ and $m_{0} / m$ in Eq. (B12), and finally the equation

$$
\begin{align*}
\mu \frac{\partial}{\partial \mu}\left(\tilde{S}_{F}^{\prime-1} / Z_{2}\right) & =\frac{1}{Z_{2}^{2}}\left(Z_{2} \mu \frac{\partial}{\partial \mu} \tilde{S}_{F}^{\prime-1}-\tilde{S}_{F}^{\prime-1} \mu \frac{\partial}{\partial \mu} Z_{2}\right) \\
& \sim 0 \tag{B19}
\end{align*}
$$

can be used to relate the $\mu$ dependence of the resulting constants of integration. The procedure unfolds in complete analogy ${ }^{44}$ with the treatment of the JBW model given in Ref. 17, and the results obtained are of the same form as in Eq. (66), apart from the more complex structure of the integration constants seen in Eq. (B18).

To conclude, we reemphasize that in order to derive Eq. (B18), we need the twin assumptions of a simple zero in $\beta$ and of regularity of the theory around $a_{1}$. If $\beta$ vanishes more rapidly than with a simple zero at $\alpha_{1}$, the exponential factor in Eq. (B17) is still not regular at $\alpha_{1}$, and so the argument for requiring $\Phi_{F}$, to have the particular asymptotic form given in Eq. (B16) is no longer compelling. For an alternative derivation of scaling behavior of the asymptotic electron propagator, which may be valid even when $\psi$ (or equivalently, f) has a higher-order zero, see Sec. IIIC of the text.
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#### Abstract

The various coupling-constant-dependent numbers describing anomalous commutators are constrained by the nonrenormalization of the axdal-vector-current anomaly. The adal-vector current continues to behave anomalously even if the underlying unrenormalized field theory is finfte due to the vanishing of the Gell-Mann-Low eigenvalue function.


## I. INTRODUCTION

It has now been established that the canonical formalism of quantum field theory frequently yields results that are not verified in perturbation theory. ${ }^{1}$ These "anomalies" are of two distinct kinds. Firstly there are failures of the Bjorken-Johnson-Low (BJL) ${ }^{2}$ limit: Equal-time commutators between operators, when evaluated by the BJL technique in perturbation theory, usually do not agree with the canonical determination of these commutators. A well-known consequence is the failure of the Callan-Gross sum rule for electroproduction. ${ }^{\text {s }}$ Secondly there are violations of Ward identities associated with exact or partial symme-
tries; the two known examples being the triangle anomaly of the axial-vector current and the trace anomaly of the new improved energy-momentum tensor. ${ }^{2}$ (When a Ward identity is anomalous, there is also a corresponding BJL anomaly.) The Sutherland-Veltman low-energy theorem for neutral pion decay is falsified as a consequence. ${ }^{4}$ Both categories of anomalies arise from the divergences of unrenormalized perturbation theory, which require the introduction of regulators to define the theory. The BIL anomaly reflects the noncommutativity of the BJL high-energy limit with the infinite regulator limit which must be taken to define renormalized, physical amplitudes. Failures of Ward identities arise when no regulator
exists which preserves the relevant symmetry.
Although the common cause for both classes of anomalies is evident, it has not been appreciated that an intimate relationship exists between the BJL anomalies and the failures of Ward identities. In this paper we demonstrate that the very interesting analysis by Crewther ${ }^{5}$ of the triangle anomaly in terms of Wilson's short-distance expansion ${ }^{6}$ can be extended to exhibit this relationship. Further we show that in lowest nontrivial order of perturbation theory the $q$-number anomaly in the equal-time commutator of space-components of currents can be completely determined in terms of the $c$-number anomaly in the equal-time commutator between the time component and space component of the current, i.e., the ordinary Schwinger term. Finally we inquire to what extent the canonical formallsm can be reestablished if the unrenormalized theory becomes finite due to the van-

$$
\begin{align*}
& T_{a \delta c}^{\mu \nu \alpha}(x, y, z)=N \Delta_{a b c}^{\mu \nu \alpha}(x, y, z)+\cdots,  \tag{2.2a}\\
& \Delta_{a k c}^{\mu \nu \alpha}(x, y, z)=\frac{d_{a j c}}{16 \pi^{6}} \frac{\operatorname{Tr} y^{5} \gamma^{\mu} \gamma^{\delta} \gamma^{\nu} \gamma^{\epsilon} \gamma^{\alpha} \gamma^{\varphi}(x-y)_{\delta}(y-z)_{\epsilon}(z-x)_{\varphi}}{\left[(x-y)^{2}-i \epsilon\right]^{2}\left[(y-z)^{5}-i \epsilon\right]^{2}\left[(z-x)^{2}-i \epsilon\right]^{2}} \tag{2.2b}
\end{align*}
$$

ishing of the Gell-Mann-Low ${ }^{7}$ eigenvalue function. Our conclusion, at least for the axial-vector current, is that naive manipulations continue to lead to error.

## II. THE CREWTHER ANALYSIS

Assume that one is dealing with a theory which is conformally invariant at short distances. Consider the vector-vector-axial-vector current amplitude

$$
\begin{equation*}
T_{\text {ave }}^{\mu \nu a}(x, y, z)=\langle 0| T\left(V_{a}^{\mu}(x) V_{b}^{\nu}(y) A_{c}^{\alpha}(z)\right)|0\rangle \tag{2.1}
\end{equation*}
$$

Schreier ${ }^{8}$ has shown that a conformally invariant three-index pseudotensor of dimension 9 must be proportional to the fermion triangle graph constructed from massless fermions in free field theory. Hence (2.1) is given by ${ }^{\text {d }}$

Here $N$ is a number and the dots in (2.2a) represent less singular, non-scale-invariant contributions to $T_{a b c}^{\mu \nu a}(x, y, z)$, which vanish in the scale-invariant ( $=$ conformally invariant) limit. The precise assumption about these subdominant terms is that they can be identified and separated from $\Delta_{a b c}^{\mu \nu \alpha}(x, y, z)$ in sequential short-distance limits,

$$
\begin{equation*}
\lim _{x_{1} \rightarrow x_{k} x_{j} \rightarrow x_{k}} \lim _{a b c}^{\mu \nu \alpha}(x, y, z)=\lim _{x_{i} \rightarrow x_{k} z_{j} \rightarrow x_{k}} \lim _{a b c} N \Delta_{a,}^{\mu \nu \alpha}(x, y, z)+\text { less singular terms }, \tag{2.3}
\end{equation*}
$$

where $\left\{x_{i}, x_{j}, x_{\mu}\right\}$ are any of $\left\{x_{1}, y, z\right\}$. Thus we know that

$$
\begin{align*}
& \lim _{x \rightarrow 0} \lim _{y \rightarrow 0} T_{a b c}^{\mu \nu \alpha}(x, y, 0)=\frac{N d_{a k}}{4 \pi^{\delta}} \frac{\epsilon^{\omega \alpha b c} y_{c}\left(2 x^{\mu} x_{b}-g g^{\mu} x^{2}\right)}{\left(y^{2}-i \epsilon\right)^{2}\left(x^{2}-i \epsilon\right)^{4}}+\text { less singular terms, }  \tag{2.4a}\\
& \lim _{z \rightarrow 0} \lim _{x \rightarrow 0} T_{j u c}^{\mu \nu \alpha}(x, 0, z)=\frac{N d_{q \sigma \delta}}{4 \pi^{s}} \frac{\epsilon^{\mu \nu \nu k} x_{\delta}\left(2 z^{\alpha} z_{\delta}-g_{\delta}^{\alpha} z^{2}\right)}{\left(x^{2}-i \epsilon\right)^{2}\left(z^{2}-i \epsilon\right)^{4}}+\text { less singular terms } \text {. } \tag{2.4b}
\end{align*}
$$

Next a scale-invariant short-distance expansion for current commutators is postulated,

$$
\begin{align*}
& {\left[V_{a}^{\mu}(x), V_{b}^{\nu}(0)\right]_{z \sim 0}=-i S_{v v} \delta_{a b}\left(g^{\mu \nu} x^{2}-2 x^{\mu} x^{\mu}\right) \frac{\epsilon\left(x^{c}\right) \delta^{\mu \prime}\left(x^{2}\right)}{6 \pi^{3}}+i K_{v \nabla} d_{a x \in} \epsilon^{\mu \nu}{ }_{a \theta} A_{c}^{\alpha}(0) x^{B} \frac{\epsilon\left(x^{0}\right) \delta^{\prime}\left(x^{2}\right)}{\pi}+\cdots,}  \tag{2.5a}\\
& {\left[A_{a}^{\mu}(x), A_{b}^{\mu}(0)\right]_{x \sim a}=-i S_{A A} \delta_{\Delta b}\left(g^{\mu \nu} x^{2}-2 x^{\mu} x^{\nu}\right) \frac{\epsilon\left(x^{0}\right) \delta^{\prime \prime \prime}\left(x^{2}\right)}{\hat{B \eta^{3}}}+i K_{A A} d_{a b c} \epsilon^{\mu \nu}{ }_{\alpha B} A_{c}^{a}(0) x^{A} \frac{\epsilon\left(x^{0}\right) \delta^{\prime}\left(x^{2}\right)}{\pi}+\cdots \text {, }} \tag{2.5b}
\end{align*}
$$

The dots indicate less singular contributions, or operators with quantum numbers and symmetries different from the exhibited terms. S and $K$ are constants which appear in the following equal-time commutators,

$$
\begin{align*}
& {\left.\left[V_{a}^{0}(x), V_{b}^{\prime}(0)\right]\right|_{x} ^{0}=0=i \delta_{a b} S_{\sigma r} \Lambda \partial^{1} \delta^{3}(\tilde{x})-\frac{i}{24 \pi^{2}} \delta_{a b} S_{V r} \partial^{i} \partial_{n} \partial^{\wedge} b^{3}(\bar{x})+\cdots,}  \tag{2.6a}\\
& {\left.\left[V_{a}^{i}(x), V_{b}^{t}(0)\right]\right|_{x} 0_{=0}=i K_{r r} d_{a b 0} \epsilon^{i j \lambda} A_{c}^{A}(0) \delta^{9}(\bar{x})+\cdots,} \tag{2.6b}
\end{align*}
$$

etc.
$\Lambda$ is a quadratically divergent constant, and the omitted terms have different quantum numbers. An expan-
sion similar to (2.5) is written for $T$ products,

$$
\begin{align*}
& T\left(V_{a}^{\mu}(x) A_{b}^{\nu}(0)\right)=-K_{x \sim 0} \frac{d_{a d x} \epsilon^{\mu \nu}{ }_{a b} V_{c}^{\alpha}(0) x^{B}}{2 \pi^{2}\left(x^{2}-i \epsilon\right)^{2}}+\cdots . \tag{2.76}
\end{align*}
$$

Crewther's observation is that the constants $N, S$, and $K$ are not independent. ${ }^{5}$ From (2.1) and (2.7c) it follows that

$$
\begin{equation*}
\lim _{y \rightarrow 0} T_{a b c}^{\mu \nu \alpha}(x, y, 0)=-K_{V A} \frac{d_{h c a} \epsilon^{\nu \alpha}}{2 \pi^{2}\left(y^{2}-i \epsilon\right)^{2}}\left\langle y^{\nu}\left(0\left|T\left(V_{A}^{\mu}(x) V_{d}^{\omega}(0)\right)\right| 0\right\rangle\right. \tag{2.8a}
\end{equation*}
$$

while (2.6a) implies that

$$
\begin{equation*}
\lim _{x \rightarrow 0} \lim _{x \rightarrow 0} T_{a b c}^{\mu \nu \alpha}(x, y, 0)=S_{V V} K_{V \Lambda} \frac{d_{a b c} \epsilon^{\nu \alpha \delta \epsilon} y_{\epsilon}\left(2 x^{\mu} x_{\delta}-g \delta x^{\mu}\right)}{4 \pi^{6}\left(y^{2}-i \epsilon\right)^{2}\left(x^{2}-i \epsilon\right)^{4}} . \tag{2.8b}
\end{equation*}
$$

Hence upon comparing (2.8b) and (2.4a), one finds

$$
\begin{equation*}
N=S_{\mathbf{v}} K_{V_{A}} . \tag{2.9a}
\end{equation*}
$$

Additionally, from (2.1), (2.4b), (2.7a), and (2.7b) it follows that

$$
\begin{equation*}
N=S_{\Lambda \Lambda} K_{r r} \tag{2.9b}
\end{equation*}
$$

If a similar analysis is performed on the axial-vector-axial-vector-axial-vector current amplitude one gets

$$
\begin{equation*}
N^{\prime}=S_{A A} K_{A A}, \tag{2.10}
\end{equation*}
$$

where $N^{\prime}$ is the proportionality constant defined analogously to (2.2a). ${ }^{10}$ As emphasized by Crewther, the interest in relations (2.9) and (2.10) derives from the fact that $S$ and $K$ are measurable (in principle) in various deep-inelastic processes thus the anomaly in low-energy processes, at an unphysical point, is directly determined by experimental high-energy behavior.

## III. CONSTRAINTS ON ANOMALIES

We shall use (2.9) and (2.10) to probe the structure of anomalies in various models. Consider first a free massless field theory with

$$
\begin{aligned}
& V_{a}^{\mu}(x)=: \bar{\psi}(x) \gamma^{\mu} \frac{1}{2} \lambda_{a} \psi(x):, \\
& A_{a}^{\mu}(x)=: \bar{\psi}(x) i \gamma^{\mu} \gamma_{5} \frac{1}{2} \lambda_{a} \psi(x): .
\end{aligned}
$$

It is trivial to verify that, as already stated by Crewther, ${ }^{8}$ (2.9) and (2.10) are satisfied with $N=K$ $=S=1$. The nonvanishing of $S$ and $N$ is conventionally described as anomalous. A naive evaluation of the equal-time commutator (2.6a) yields a vanishing result; the nonvanishing of $S$ measures the famous Scbwinger-term anomaly. Similarly a na-
ive evaluation of $\partial_{\mu}^{x} T_{d c}^{\mu \nu \alpha}(x, y, z), \delta_{y}^{y} T_{a t c}^{\mu \nu \alpha}(x, y, z)$, and $\theta_{\alpha}^{2} T_{a 0 c}^{\mu \nu( }(x, y, z)$ yields zera since the currents are conserved. Nevertheless, as Schreier has shown, ${ }^{\text {B }}$ one cannot consistently set all divergences of $\Delta_{a b c}^{\text {fiv }}(x, y, z)$ to zero, because this quantity is singular when all three points coincide. In momentum space this corresponds to the well-known violation of Ward-Takahashi identities of the fermion, axialvector triangle graph. Hence $N$ measures the axi-al-vector-current anomaly. ${ }^{1}$ Since a naive determination of $K$ from the equal-time commutator (2.6b) also gives $K=1$, we have a connection between the anomalies: $N=S$; the triangle anomaly is a consequence of the Schwinger-term anomaly.
Next consider a fermion theory with an SU(3)-invariant Yukawa interaction of strength $g$ involving neutral vector gluons. (Spin-zero gluons render the axial-vector current infinite; hence we do not consider them.) In order to apply Crewther's analysis, ${ }^{5}$ it is necessary to satisfy his hypotheses: (1) the existence of finite currents; (2) the existence of a scale-invariant expansion for products of currents, (2.5) and (2.7); and (3) the existence of a conformally invariant short-distance limit for $T_{a \infty c}^{\mu \nu \alpha}(x, y, z),(2.2)$. No complete calculation of $T_{a x e}^{\mu \nu}(x, y, z)$ in higher order has been performed which can be used to check the third hypothesis. We shall nonetheless assume that this result is valid, provided the other two are satisfied. This assumption is motivated by the fact that the triangle anomaly has no higher-order corrections," and is almost certainly true for the class of graphs, discussed in detail below, which contain only a single fermion loop. (See the Appendix.) Therefore we set $N=N^{\prime}=1$, even in the presence of interactions. In order to satisfy the first hypothesis, we must not consider SU(3) singlet vec-
tor currents, since these are not well defined in perturbation theory. The interaction with the vector gluon gives rise to infinite vacuum polarization, which modifies the singlet current.
In lowest-order perturbation theory in this model, a scale-invariant expansion for current products exists. This can be seen as follows. A BJLlimit determination of the equal-time commutator (2.6b) yields a finite expression. ${ }^{1}$ Hence the $q$ number portion of the expansion (2.5) and (2.7) exists. That the $c$-number part also exists follows from the Jost-Luttinger calculation of the proper vacuum polarization tensor. ${ }^{12}$ Their result is that in second order of perturbation theory this object is no more singular than in the free-field model. [In momentum space both the free-field graph and the lowest order graphs of Fig. 1 go as a single power of $\ln \left(-k^{2}\right)$ for large $k$.] However, $S$ and $K$ depart from their free-field values. The JostLuttinger formula ${ }^{12}$ for $S$ is $1+3 g^{2} / 16 \pi^{2}$. Because $N=1$, we must have $K=\left(1+3 g^{2} / 16 \pi^{2}\right)^{-1} \approx 1-3 g^{2} /$ $16 \pi^{2}$; and the BJL calculation of $K$ gives indeed this answer. ${ }^{1}$ Hence we see that the B.JL anomaly in the commutator of two spatial components of currents is determined by the higher-order terms in the $c$-number Schwinger term.
Beyond lowest order, perturbation theory no longer satisfies the hypotheses (1) and (2). The axial-vector current ceases to be well defined, since the graph of Fig. 2 is not rendered finite by external wave-function renormalization factors. ${ }^{1}$ Also the $c$-number portion of the expansion (2.5) and (2.7) is not of the assumed scale-invariant form, since the proper vacuum polarization tensor acquires quadratic and higher powers of $\ln \left(-k^{2}\right)$. (No calculations have been performed on the $q$ number part of the expansion; but we expect that it too is no longer scale-invariant.) However, subsets of graphs can be chosen which probably continue to satisfy the hypotheses. For example if fermion creation and annihilation is ignored, then the wacuum expectation value of the currents is given by the one-fermion-loop graphs. In this approximation we have ${ }^{19}$
(a)

(b)



FIG. 1. Contributions to $\int d^{4} x e^{i n x}\langle 0| T\left(V_{a}^{\mu}(x) V_{b}^{\nu}(0)\right)|0\rangle$ which go as $\ln \left(-k^{2}\right)$ for large $k$. (a) Free-field theory graph. (b) Lowest-order perturbation theory grapha.

$$
\begin{align*}
\int \frac{d^{4} x}{(2 \pi)^{4}} e^{i q x} & \left.<0\left|T\left(V_{a}^{\mu}(x) V_{b}^{u}(0)\right)\right| 0\right\rangle^{\text {one-fermion-loop }} \\
= & \left(g^{\mu \nu} q^{2}-q^{\mu} q^{\nu}\right) \frac{i}{24 \pi^{2}} \delta_{a b} F\left(g^{2}\right) \ln \left(-q^{2} / m^{2}\right) \\
& + \text { less singular terms } \tag{3.1a}
\end{align*}
$$

Here $F\left(g^{2}\right)$ is the Baker-Johnson function, ${ }^{13}$ whose first three terms in a power series expansion are known:

$$
\begin{equation*}
F\left(g^{2}\right)=1+\frac{3 g^{2}}{16 \pi^{2}}-\frac{3}{512} \frac{g^{4}}{\pi^{4}}+\cdots \tag{3.1b}
\end{equation*}
$$

Also the axial-vector current is no longer infinite, since the graph of Fig. 2 is absent. Evidently the $c$-number term in the expansion (2.5) and (2.7) is scale invariant with $S=F\left(g^{2}\right)$, and it is likely that so also is the $q$-number term. Hence we conjecture that if the current commutator were computed in the BJL limit, without including fermion creation or annihilation processes, one would find

$$
\begin{equation*}
K\left(g^{2}\right)=\frac{1}{F\left(g^{2}\right)}=1-\frac{3 g^{2}}{16 \pi^{2}}+\frac{21}{512} \frac{g^{4}}{\pi^{4}}+\cdots \tag{3.2}
\end{equation*}
$$

## IV. ANOMALIES IN THE GELL-MANN-LOW LIMIT

We consider quantum electrodynamics, and assume that the Gell-Mann-Low eigenvalue function possesses a zero, so that $Z_{3}$ is finite. ${ }^{7}$ Now one can discuss currents, since the vacuum polarization no longer diverges. In this limit it should be possible to set the electron mass $m$ to zero and scale invariance becomes exact. ${ }^{14}$ ( $Z_{2}$, the electron wave-function renormalization constant, can be made finite by appropriate choice of gauge.) We examine this (hypothetical) theory in the context of the ideas developed in Secs, II and III. It will be seen that singular behavior survives even in this finite theory and that naive canonical reasoning continues to be inapplicable. ${ }^{15}$ [All our previous formulas hold with SU(3) indices suppressed, and the following replacements: $V_{a}^{\mu} \rightarrow J^{\mu}, A_{a}^{\mu} \rightarrow J_{5}^{\mu}, d_{a b c}$ -2, $\delta_{a b}-2$.] Observe first that, since the triangle anomaly has no radiative corrections, $N$ continues to be equal to unity. However, because $Z_{5}$ is finite, the quadratically divergent Schwinger term is ab-


FIG. 2. Graph which rendern the andal-vector current infinite.
sent; i.e., $S=0$. Since $K=1 / s$, we see that the coefficient of the axial-vector current in the shortdistance expansion of the product of two currents is infinite. In other words the $c$-number singularity (2.5) is weaker than $x^{-8}$, but the $q$-number singularity is stronger than $x^{-3}$, so that their product remains singular as $x^{-8}$. Consequently the BJL limit, which naively gives (2.5), is anomalous, and this is true regardless whether or not the electron mass is set to zero.

Further difficulties emerge if we set the electron mass to zero. In that limit all vacuum matrix elements of current products vanish by the Feder-bush-Johnson theorem, ${ }^{14}$

$$
\begin{equation*}
\langle 0| J^{\mu_{1}}\left(x_{1}\right) \cdots J^{\mu_{n}}\left(x_{n}\right)|0\rangle=0 . \tag{4.1}
\end{equation*}
$$

Nevertheless we now show that one cannot conclude the strong statement that $J^{\mu}(x)|0\rangle=0$. For if this were true then

$$
\begin{equation*}
T^{\mu \nu \alpha}(x, y, z)=\langle 0| T\left(J^{\mu}(x) J^{\nu}(y) J_{5}^{\alpha}(z)\right)|0\rangle \tag{4.2}
\end{equation*}
$$

must be purely a seagull, since no matter what the values of $x^{0}, y^{0}$, and $z^{0}$ are, there is always an electromagnetic current adjacent to the vacuum.

However, a seagull cannot give rise to the anomalous divergence, ${ }^{1}$ which survives even in the Gell-Mann-Low scale-invariant limit, since it is mass independent and is not renormalized. Consequenlly the equation $\left.J^{\mu}(x) \mid 0\right)=0$ is false. Evidently only a weaker statement can be true

$$
\begin{equation*}
\langle 0| O J^{\mu}(x)|0\rangle=0, \tag{4.3}
\end{equation*}
$$

where $O$ stands for some, but not all, operators. In particular, products of electromagnetic currents can comprise $O$, but $O$ cannot be

$$
J_{5}^{\alpha}(z) J^{\prime \prime}(y) \text { or } J^{\prime \prime}(y) J_{5}^{\alpha}(z) .
$$

A further problem appears if we combine the Federbush-Johnson theorem with the results which we obtained above from Crewther's analysis when fermion creation and annihilation were neglected. As Baker and Johnson ${ }^{14}$ have shown, when the coupling $g^{2}$ is equal to the value $g_{0}{ }^{2}$ which makes $Z_{3}$ finite, and the electron mass is zero, (4.1) holds even in the one-fermion-loop approximation. In particular, $g_{0}{ }^{2}$ is a zero of the function $F\left(g^{2}\right)$ defined in (3.1a) and the four-point function satisfies

$$
\begin{equation*}
T^{\mu \nu \lambda \sigma}(x 0 y z)=\langle 0| T\left(J^{\mu}(x) J^{\nu}(0) J^{\lambda}(y) J^{\sigma}(z)\right) \mid \infty_{f^{2}=\varepsilon_{0}, \infty=0}^{\text {onelemiontoop }}=0 . \tag{4.4}
\end{equation*}
$$

But now let us take the limit $x-0$ in (4.4) and substitute the short-distance expansion of (2.7a). In the oneloop approximation $S_{V V}=F\left(g_{0}{ }^{2}\right)=0$, so the leading contribution comes from the second term in (2.7a) and is given by

This is infinite, since according to (3.2) the coefficient $K\left(g_{0}^{2}\right)$ is equal to $F^{-1}\left(g_{0}^{2}\right)=\infty$, while we have seen that the three-point function appearing in (4.5) cannot vanish. So we have reached the impossible conclusion that $0=\infty!$ Evidently, if the theory has an eigenvalue $g_{0}$ which makes $Z_{3}$ finite, the naive short-distance expansion is invalid at the eigenvalue, even though it may be true order-by-order in perturbation theory. In particular, the limiting operations $g-g_{0}$ and $x-0$ do not commute. One can easily write down simple examples which have this property, e.g.,

$$
\begin{equation*}
\frac{F^{-1}\left(g^{2}\right)}{1+f(x) F^{-2}\left(g^{2}\right)}, \tag{4.6}
\end{equation*}
$$

where $f \neq 0$ for $x \neq 0$ but $f(0)=0$. For all nonzero $x$, (4.6) vanishes as $F\left(g^{2}\right)$ in the limit $g^{2}-g_{0}{ }^{2}$, but for $x=0$, (4.6) diverges as $F^{-1}\left(g^{2}\right)$ in the same limit. Whether such behavior can actually emerge from field theory, when all the constraints imposed by current conservation and conformal invariance are taken into account, remains an open
question, as indeed does the question of whether an eigenvalue $g_{0}{ }^{2}$ exists in the first place.

## v. CONCLUSION

We have shown that the coupling-constant-dependent numbers, describing various BIL anomalies, are constrained by the nonrenormalization of the triangle anomaly. Furthermore the axial-vector current continues to behave in a singular fashion even in the finite theory of Gell-Mann and Low. In particular the following three phenomena are incompatible:
(1) The triangle anomaly is unrenormalized.
(2) There is an eigenvalue $g^{2}=g_{0}{ }^{2}$ which makes $Z_{3}$ finite.
(3) Naive scale-invariant short-distance expansions involving the axial-vector current are valid at the eigenvalue.

Crewther ${ }^{5}$ also applies Wilson's method to anomalies of scale invariance. ${ }^{1}$ Unfortunately there does not seem to be a "no renormalization theorem" for these anomalies since all regulators vio-
late scale invariance. (Chiral invariance is not violated by boson regulators; these render finite all graphs but the basic fermion triangle.) Therefore results analogous to the above cannot be deduced for scale invariance anomalies. ${ }^{16}$

We have benefited from conversations with R. Crewther, K. Johnson and K. Wilson, which we are happy to acknowledge. SLA and CGC, Jr. wish to acknowledge the hospitality of the National Ac-
celerator Laboratory, where part of this work was done.

## APPENDIX

In this Appendix we shall give arguments for our assertion that the vacuum-polarization-free triangle is asymptotically conformal invariant. Our starting point is the Ward identities for scale and conformal invariance. At the naive canonical level, these have the form

$$
\begin{align*}
& \int d z\langle 0| T\left(\Theta(z) \phi^{(1)}\left(x_{1}\right) \cdots \phi^{(n)}\left(x_{n}\right)\right)|0\rangle=i \sum_{i=1}^{n}\left(x_{i} \cdot \frac{\partial}{\partial x_{i}}+d_{i}\right)\left(0\left|T\left(\phi^{(1)}\left(x_{1}\right) \cdots \phi^{(n)}\left(x_{n}\right)\right)\right| 0\right\rangle,  \tag{A1}\\
& \begin{aligned}
\int d z z_{\mu}\langle 0| T\left(\Theta(z) \phi^{(1)}\left(x_{1}\right)\right. & \left.\cdots \phi^{(n)}\left(x_{n}\right)\right)|0\rangle \\
& =i \sum_{i=1}^{n}\left(2 x_{\mu}^{1} x^{1} \cdot \frac{\partial}{\partial x^{1}}-x_{i}^{2} \frac{\theta}{\partial x_{i}^{\mathrm{L}}}+2 x_{1}^{y}\left(d_{1} g_{\mu \nu}+\Sigma_{\mu \nu}^{(1)}\right)\right)\langle 0| T\left(\phi^{(1)}\left(x_{1}\right) \cdots \phi^{(n)}\left(x_{n}\right)\right\rangle|0\rangle,
\end{aligned}
\end{align*}
$$

where $\theta$ is the trace of the "improved" energymomentum tensor (hence containing only mass terms and other soft operators), $d_{i}$ is the canonical dimension of the field $\phi^{(i)}$ and $\Sigma_{\mu \nu}^{(t)}$ is the corresponding intrinsic spin matrix.
The basis for the naive argument for asymptotic conformal invariance is the observation that since $\theta$ must contain explicit factors of mass the lefthand sides of (A1) and (A2) must, on dimensional grounds alone, be less singular at short distances than the corresponding right-hand side.
The work of Zimmermann, ${ }^{17}$ Lowenstein, ${ }^{18}$ and Schroer ${ }^{18}$ indicates that when the unavoidable divergences of perturbation theory are properly taken into account, the above Ward identities are modified by the addition to $\mathbf{\theta}$ of operator contributions of dimension four (nonsoft). These new terms have no explicit dimensional factors and need not vanish relative to the right-hand side in the shortdistance limit. As a result, asymptotic scale and conformal invariance are not realized in renormalized perturbation theory, except in special cases.

The nonsoft contributions to $\Theta$ are associated with the various wave-function and coupling-constant renormalization subtractions needed to make the theory finite. The pieces associated with wave-function renormalization can in fact be absorbed in (A1) and (A2) by replacing the canonical dimensions $d_{1}$ by coupling-constant-dependent "anomalous dimensions" $\bar{d}_{i}$. The pieces associated with coupling-constant renormalization are proportional to the various interaction terms in the Lagrangian and simplify only in (A1): The insertion at zero four-momentum of an interaction term is equivalent to differentiation with respect to the
corresponding coupling constant.
In the body of the paper we considered a theory of an $\mathrm{SU}_{3}$ singlet vector-meson coupling via a conserved current to a fermion. The octet vector and axial-vector currents in such a theory require no renormalization subtractions, since they cannot be coupled to the singlet vector meson by vacuum polarization bubbles of the type illustrated in Fig. 1. Thus, the $\mathrm{SU}_{9} \times \mathrm{SU}_{9}$ currents will, according to the preceding paragraph, act like fields with canonical dimensions. The same statement applies to both the electromagnetic and axial-vector currents in quantum electrodynamics with vacuum-polarization insertions omitted. Since the vector meson couples via a conserved current, the usual Wardidentity argument guarantees that coupling-constant infinities arise only from vacuum polarization graphs. If such graphs are excluded - either by fiat, or by looking at a sufficiently low order in perturbation theory - no coupling-constant renormalization is needed, and $\boldsymbol{\theta}$ in (A1) and (A2) may be treated as a soft operator. Further, if we consider a Green's function involving only nonrenormalized currents, so that the relevant dimensions are all canonical, the scale and conformal Ward identities assume their naive form and the argument for asymptotic scale and conformal invariance becomes correct.

Let us apply these remarks to the $V V A$ triangle. To $O\left(g^{0}\right)$ ( $g$ being the coupling constant of the gluon), we obtain the bare triangle, which is trivially conformally invariant in the short-distance limit. To $O\left(g^{2}\right)$ we obtain the triangle decorated in all possible ways with one gluon. At this level, no vacuum polarization is possible and the above argument indicates that asymptotic conformal invari-
ance still holds. But there is only one possible form for a conformal-invariant VVA amplitude. Therefore, in the short-distance limit, $\Gamma_{r v a}$ $-\left(1+c g^{2}\right) \Gamma_{V A}^{(0)}$, where $\Gamma_{V, 1}^{(0)}$ stands for the asymptotic limit of the bare triangle. On the other hand, the PCAC (partially conserved axial-vector current) anomaly is determined precisely by the short-distance limit of $\Gamma_{\text {ryA }}$ and is also known to be coupling-constant independent. This is possible only if $C=0$, which is to say that the $O\left(g^{2}\right)$ graphs succeed in being conformal invariant by vanishing. Now consider the $O\left(g^{4}\right)$ contributions to $\Gamma_{V Y A}$. At this level there are vacum-polarization graphs and the argument for conformal invariance breaks down. Nonetheless scale invariance survives. We argued that when coupling-constant renormaliza-
tion is needed, (A1) is modified by adding a term

$$
\left.\theta(g) \frac{\partial}{\partial g}\langle 0| T\left(\phi^{(1)}\left(x_{1}\right) \cdots \phi^{(n)}\left(x_{n}\right)\right)|1\rangle\right\rangle
$$

to the left-hand side. It turns out that $\beta$ is $O\left(g^{3}\right)$, so that if we need $\beta(\partial / \partial g) \Gamma_{v y A}$ to $O\left(g^{4}\right)$ it suffices to know $\Gamma_{v y A}$ to $O\left(g^{2}\right)$. We have just argued that the $O\left(g^{2}\right)$ contribution to $\Gamma_{V V A}$ vanishes more rapidly in the asymptotic limit than naive power counting would suggest. Therefore, the left-hand side of (A1), computed to $O\left(g^{4}\right)$, still vanishes relative to the right-hand side in the short-distance limit, leading to asymptotic scale invariance. In higher orders, scale invariance presumably breaks down as well.
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#### Abstract

We show that the Feymman rules for vacuum-polarization calculations and the equations of motion in masaless, Euclidean quantum electrodynamics can be transcribed, by means of a stereographic mapping, to the surface of the 5-dimensional unit hypersphere. The resulting formalism is closely related to the Feynman rules, which we also develop, for masaless electrodynamics in the conformally covariant $O(5,1)$ language. The hyperspherical formulation has a number of apparent advantages over conventional Feynman rules in Euclidean space: It is manifeatly infrared-finite, and it may permit the development of approximation methods based on a semiclassical approximation for angular momenta on the hypersphere. The finite-electron-mass, Minkowski-space generalization of our results gives a simple formulation of electrodynamics in (4,1) de Sitter space.


## 1. INTRODUCTION

Conformal invariance in quantum field theory has attracted renewed interest recently, because of its connection with problems of asymptotic high-energy behavior. ${ }^{1}$ Important results on leading lightcone singularities, for example, have been obtained by the use of conformal invariance. ${ }^{2}$ Another question to which conformal invariance is relevant is the study of eigenvalue conditions imposed by requiring renormalization constants to be finite. ${ }^{s}$ To see this, let us consider the single-fermion-loop vacuum-polarization diagrams in spin- $\frac{1}{2}$ quantum electrodynamics, illustrated in Fig. 1. If we work in coordinate space with separated points $x, x^{\prime}$ we can freely pass to the zero fermion mass, or conformal limit. In this limit, however, the structure of the vacuum polarization is unique, ${ }^{2}$ and hence the sum of diagrams in Fig. 1(a) must be proportional to the lowest-order vacuum-polarization tensor in Fig. 1(b),

$$
\begin{equation*}
\pi_{\mu \nu}\left(x, x^{\prime} ; \alpha\right)=-3 \pi F^{[1]}(\alpha) \pi_{\mu, p}^{(0)}\left(x, x^{\prime}\right) . \tag{1}
\end{equation*}
$$

When Eq. (1) is Fourier-transformed to momentum space, using current conservation in the usual fashion to eliminate the quadratic divergence, the function $F^{[1]}(\alpha)$ appears as the coefficient of the logarithmically divergent term. Requiring the photon wave-function renormalization $Z_{\mathrm{s}}$ to be finite then imposes the elgenvalue condition $F^{[1]}(\alpha)$ $=0$. ${ }^{1}$

Our aim in the present paper is to study reformulations of massless electrodynamics which are made possible by its invariance under conformal transformations, with the goal of developing methods which may allow one to calculate or approxi-
mate the function $F^{[1]}$ appearing in Eq. (1). Because the singularity structure in $x$ and $x^{\prime}$ is not of interest (it is just that of the lowest-order vacuum polarization), we make the Dyson-Wick rotation to a Euclidean metric at the outset. Thus we deal with massless, Euclidean quantum electrodynamics. Our principal result is that the Feynman rules for vacuum-polarization calculations and the equations of motion in this theory can be simply rewritten in terms of equivalent rules and equations of motion on the surface of the 5 -dimensional unit hypersphere. In Sec. $\Pi$ we state the 5 -dimensional rules and verify by explicit transformation that they are equivalent to the usual rules in Euclidean coordinate space ( $x$ space). We also construct and verify a 5 -dimensional formulation of the Maxwell equations and the equation of current conservation, and discuss the physical meaning of rotations and inversions on the hypersphere. In Sec. III we discuss massless, Euclidean quantum electrodynamics in the manifestly conformal-covariant $O(5,1)$ language. We develop the Feynman rules in this formalism, explore some of their peculiar features, and show that they are related by a simple projective transformation to the rules on the 5 -dimensional hypersphere. In Sec. IV we discuss possible generalizations and applications of our results. We point out that the finite-elec-tron-mass, Minkowski-space extension of our hyperspherical results gives a simple formulation of electrodynamics in ( 4,1 ) de Sitter space. The electron wave equation which we use is just the de Sitter-space equation originally proposed by Dirac, ${ }^{5}$ but our treatment of the Maxwell equations is an improvement over that of Dirac, and does not require the imposition of homogeneity condi-
tions. There are a number of possible calculational advantages of the hyperspherical formulation of electrodynamics over the usual Feynman rules in Euclidean space. First, because the surface of the hypersphere is a bounded domain, the calculation of vacuum-polarization diagrams in the 5 -dimensional formalism is manifestly infrared-finite. Second, because the wave operators on the hypersphere are constructed from angular momentum operators, there appears to be the possibility of making semiclassical approximations when virtual angular momentum quantum numbers are large compared to unity. This contrasts sharply with the situation in Euclidean space, where there is no natural distance or momentum scale which distinguishes regions where one can approximate the wave operator.

## II. 5-DIMENSIONAL FORMALISM

In this section we set out the 5 -dimensional formalism and verify, by explicit transformation, its equivalence to the usual rules in $x$ space. Secs. IIA-IIC contain a summary of the 5 -dimensional Feynman rules and equations of motion, while in Secs. HD and HE we discuss the transformation to $x$ space and the interpretation of symmetries on the hypersphere.

## A. Summary of Feynman Rules on the Hypersphere

In writing down the 5 -dimensional rules and comparing them with their Euclidean counterparts, we adhere to the following conventions and notation. ${ }^{6}$ Five-dimensional unit vectors are denoted by $\eta_{1}, \eta_{2}, \ldots ;$ 5-dimensional vector indices are indicated by lower case italic letters $a, b, \ldots$ which
take the values $1, \ldots, 5$, and the 5 -dimensional metric is the Euclidean metric $\delta_{a b}$. Similarly, ordinary 4-dimensional vectors are denoted by $x_{1}, x_{2}, \ldots$ with vector indices $\mu, \nu, \ldots$ taking the values $1, \ldots, 4$ and with a 4 -dimensional Euclidean metric $\delta_{\mu v}$. The usual $4 \times 4$ Dirac $\gamma$ matrices are taken to satisfy a Euclidean Clifford algebra

$$
\begin{equation*}
\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu \nu} \tag{2}
\end{equation*}
$$

and are all Hermitian; explicit representations for these matrices are well known. In writing the 5dimensional rules we need, instead of the $\gamma$ 's, a set of five Hermitian $8 \times 8$ matrices $a_{\text {a }}$ satisfying the Clifford algebra

$$
\begin{equation*}
\left\{\alpha_{a}, \alpha_{b}\right\}=2 \delta_{a b} \tag{3}
\end{equation*}
$$

In terms of the $\gamma$ matrices and the Pauli spin matrices $\tau_{1,2, s,}$ an explicit representation of the $\alpha$ matrices is

$$
\begin{equation*}
\alpha_{\mu}=\gamma_{\mu} T_{1}, \quad \alpha_{5}=\tau_{3} \tag{4}
\end{equation*}
$$

Since the matrix

$$
\begin{equation*}
\alpha_{\mathrm{s}}=\tau_{\mathrm{a}} \tag{5}
\end{equation*}
$$

satisfies $\alpha_{0}{ }^{2}=1$ and anticommutes with the $\alpha_{a}$ the trace of an odd number of $\alpha$ matrices vanishes. Physical quantities such as the electromagnetic current, vector potential, etc., will be denoted by capital letters ( $J_{a}, A_{a}, \ldots$ ) in 5-dimensional space and by lower case letters ( $j_{p} a_{p}, \ldots$ ) in Euclidean space. We let $\int d^{4} x=\int d x_{1} d x_{2} d x_{9} d x_{4}$ denote the integration of $x$ over Euclidean space and we similarly let $\int d \Omega_{\eta}$ denote the integration of $\eta$ over the surface of the 5 -dimensional hypersphere. Finally, we use $\mathrm{tr}_{4}$ and $\mathrm{tr}_{8}$ to denote, respectively, the trace over the $\gamma$ matrices and the a matrices.

The connection between the 5 -dimensional co-

(a)

(b)

FIG. 1. (a) Single-fermion-loop vacuum-polarization diagrama in spin-t electrodynamics. (b) Lowest-arder vacuumpolarization diagram.
ordinate $\eta$ describing a space-time point and its Euclidean equivalent $x$ is given by the stereographic mapping ${ }^{7}$

$$
\begin{equation*}
x_{\mu}=\kappa^{-1} \eta_{\mu}, \quad \kappa=1+\eta_{s}, \tag{6a}
\end{equation*}
$$

with the inverse transformation

$$
\begin{equation*}
\eta_{\mu}=\frac{2 x_{\mu}}{1+x^{2}}, \quad \eta_{s}=\frac{1-x^{2}}{1+x^{2}} . \tag{6b}
\end{equation*}
$$

The 5-dimensional electromagnetic current $J_{\omega}$ which satisfies the constraint equation

$$
\begin{equation*}
\eta \cdot J=\eta_{a} J_{a}=0 \tag{7}
\end{equation*}
$$

is mapped into the usual electromagnetic current $j_{p}$ by

$$
\begin{equation*}
\kappa^{-5} j_{\mu}=J_{\mu}-x_{\mu} J_{B}, \tag{8}
\end{equation*}
$$

with the inverse transformation

$$
\begin{align*}
& J_{\mu}=\kappa^{-3} j_{\mu}-\kappa^{-2} x_{\mu} x \cdot j, \\
& J_{5}=-\kappa^{-2} x \cdot j . \tag{9}
\end{align*}
$$

We can now state the 5 -dimensional Feynman rules with, for comparison, their Euclidean counterparts. These are given in Table I. The equivalence of the two sets of Feynman rules for vacuum polarization (closed-fermion-loop) calculations is demonstrated explicitly in Sec. IID below.

## B. Photon Propagator Equation and Maxwell Equations

To write the wave equation satisfied by the photon propagator on the hypersphere we introduce the (anti-Hermitian) angular momentum operator

$$
\begin{equation*}
L_{a b}=\eta_{a} \frac{\partial}{\partial \eta_{b}}-\eta_{b} \frac{\partial}{\partial \eta_{a}} . \tag{10}
\end{equation*}
$$

When several coordinates $\eta_{1}, \eta_{2}, \ldots$ are present we denote the angular momentum acting at $\eta_{1}$ by $L_{1}$, so $\left(L_{1_{1}}\right)_{a b}=\left(\eta_{1}\right)_{a} \theta / 8\left(\eta_{1}\right)_{b}-\left(\eta_{1}\right)_{b} \theta / \theta\left(\eta_{1}\right)_{a}$, etc. In this notation the photon propagator equation takes the form

$$
\begin{equation*}
\left(L_{1}^{a}-4\right) \frac{1}{\left(\eta_{1}-\eta_{2}\right)^{4}}=-8 \pi^{2} \delta_{s}\left(\eta_{1}-\eta_{2}\right), \tag{11}
\end{equation*}
$$

where $\delta_{s}$ is the hyperspherical $\delta$ function satisfy ing

$$
\begin{equation*}
\int d \Omega_{\eta_{1}} f\left(\eta_{1}\right) \delta_{s}\left(\eta_{1}-\eta_{2}\right)=f\left(\eta_{2}\right) \tag{12}
\end{equation*}
$$

for arbitrary $f$. The constant multiplying the $\delta_{s}$ function in Eq. (11) can be verified by integrating Eq. (11) over the hypersphere:

$$
\begin{align*}
\int d \Omega_{1}\left(L_{1}^{2}-4\right) & \frac{1}{\left(\eta_{1}-\eta_{2}\right)^{2}} \\
& =-4 \int d \Omega_{1} \frac{1}{\left(\eta_{1}-\eta_{2}\right)^{2}} \\
& =-4\left[\frac{\int_{-1}^{1} d \mu\left(1-\mu^{2}\right)[1 / 2(1-\mu)]}{\int_{-1}^{1} d \mu\left(1-\mu^{2}\right)}\right] f d \Omega_{1} \\
& =-4\left(\frac{1}{4 / 3}\right) \frac{8 \pi^{2}}{3} \\
& =-8 \pi^{2} \tag{13}
\end{align*}
$$

where we have written $\mu=\eta_{1} \cdot \eta_{2}$ and used the fact that

$$
\begin{equation*}
\int d \Omega_{1}=\int_{-1}^{1} d \mu\left(1-\mu^{2}\right) \times \text { azimuthal integrations } \tag{14}
\end{equation*}
$$

Equation (11) can also be verified from the expansion of $(1-\mu)^{-1}$ in terms of Gegenbauer polynomials $C_{n}^{3 / 2}(\mu),{ }^{8}$

TABLE L. The 5-dimensional Feynman rules and their Euclidean counterparts.

|  | 5-dimenslonal | Eucludean |
| :---: | :---: | :---: |
| Electron propagator | $\frac{-i}{\pi^{2}} \frac{\frac{1}{\frac{1}{2}}\left(\alpha \cdot \eta_{1}-1\right) \frac{f}{2}\left(\alpha \cdot \eta_{2}+1\right)}{\left(\eta_{1}-\eta_{2}\right)^{i}}$ | $\frac{-i}{2 \pi^{2}} \frac{\gamma \cdot\left(x_{1}-x_{2}\right)}{\left(x_{1}-x_{2}\right)^{\dagger}}$ |
| Photon propagator | $\frac{1}{4 \pi^{2}} \frac{\delta_{a t}}{\left(\eta_{1}-\eta_{2}\right)^{2}}$ | $\frac{1}{4 \pi^{2}} \frac{\delta_{10}}{\left(x_{1}-x_{2}\right)^{2}}+\text { gauge terms }$ |
| Electron-photon vertex ${ }^{\text {a }}$ | $i e \alpha_{a} \equiv \frac{1}{2} i e\left[\alpha \cdot \eta_{1}, \alpha_{a}\right]$ | ie $\chi_{\text {u }}$ |
| Each closed fermion loop | $-\mathrm{tr}_{8}$ | $-\mathrm{tr}_{4}$ |
| Each virtual coordinate Integration | $\int d \Omega_{n}$ | $\int d^{6} x$ |

[^148] gators.
\[

$$
\begin{equation*}
\frac{1}{1-\mu}=\sum_{n=0}^{-} \frac{(2 n+3) C_{n}^{3 / 2}(\mu)}{(n+1)(n+2)} . \tag{15}
\end{equation*}
$$

\]

Using the relation

$$
\begin{equation*}
\sum_{m} Y_{n m}\left(\eta_{1}\right) Y_{n m}^{*}\left(\eta_{2}\right)=\frac{2 n+3}{8 \pi^{2}} C_{n}^{3 / 2}\left(\eta_{1} \cdot \eta_{2}\right) \tag{16}
\end{equation*}
$$

where the $Y_{n m}(\eta)$ are orthonormalized hyperspherical harmonics, Eq. (15) becomes

$$
\begin{equation*}
\frac{1}{\left(\eta_{1}-\eta_{2}\right)^{2}}=4 \pi^{2} \sum_{n=0}^{\infty} \sum_{m} \frac{Y_{n m}\left(\eta_{1}\right) Y_{m}^{*}\left(\eta_{2}\right)}{(n+1)(n+2)} . \tag{i7}
\end{equation*}
$$

Then, using the differential equation for the hyperspherical harmonics

$$
\begin{equation*}
L_{1}{ }^{2} Y_{n m}\left(\eta_{1}\right)=-2 n(n+3) Y_{n m}\left(\eta_{1}\right), \tag{18}
\end{equation*}
$$

we find from Eq. (17) that

$$
\begin{align*}
\left(L_{\mathrm{t}}^{2}-4\right) \frac{1}{\left(\pi_{1}-\eta_{i 2}\right)^{2}} & =-8 \pi^{2} \sum_{n=0}^{\infty} \sum_{m} Y_{n m}\left(\eta_{1}\right) Y_{n m}^{*}\left(\eta_{2}\right) \\
& =-8 \pi^{2} \delta_{s}\left(\eta_{1}-\eta_{2}\right), \tag{19}
\end{align*}
$$

in agreement with Eq. (11).
To write the Maxwell equations on the hypersphere we introduce the electromagnetic potential 5-vector $A_{e}$ which satisfies the constraint

$$
\begin{equation*}
\eta \cdot A=0 \tag{20}
\end{equation*}
$$

and is related to the electromagnetic potential $a_{\mu}$ in Euclidean space by

$$
\begin{equation*}
\kappa^{-1} a_{\mu}=A_{\mu}-x_{\mu} A_{\mathrm{s}} \tag{21}
\end{equation*}
$$

The electromagnetic field strength is described by the totally antisymmetric rank-three tensor

$$
\begin{equation*}
F_{a b c}=L_{a b} A_{c}+L_{b c} A_{a}+L_{c a} A_{b}, \tag{22}
\end{equation*}
$$

which is dual to the antisymmetric rank-two tensar

$$
\begin{align*}
\hat{F}_{a b} & =\frac{1}{6} \epsilon_{\text {abcte }} F_{\text {cte }} \\
& =\epsilon_{a b c d t} \eta_{c} \frac{\partial}{\partial \eta_{a}} A_{a} . \tag{23}
\end{align*}
$$

The usual dual tensor $f_{\mu \nu}$ in Euclidean space is related to $\hat{F}_{a d}$ by

$$
\begin{equation*}
\kappa^{-2} \hat{f}_{\mu \nu}=\dot{F}_{\mu \nu}-x_{\mu} \hat{F}_{5 \nu}-x_{\nu} \hat{F}_{\mu S} . \tag{24}
\end{equation*}
$$

In terms of the tensors $F_{a b c}$ and $F_{a \Delta}$ the Maxwell equations become

$$
\begin{align*}
& L_{a b} F_{a b c}=2 e J_{c},  \tag{25a}\\
& L_{a b} \hat{F}_{b c}=\hat{F}_{a c}, \tag{25b}
\end{align*}
$$

with $J_{c}$ the electromagnetic current, which satisfies the conservation equation ${ }^{\text {a }}$

$$
\begin{equation*}
L_{a b} J_{b}=J_{c} . \tag{26}
\end{equation*}
$$

An explicit demonstration that Eqs. (25) and (26)
indeed do correspond to the Maxwell and currentconservation equations in $x$ space will be given below in Sec. IID.

When Eqs. (22) and (23) are used to express the Maxwell equations in terms of the potential $A$, Eq. (25b) is trivially satisfied, while Eq. (25a) becomes

$$
\begin{equation*}
P_{c a} A_{a}=2 e J_{c}, \tag{27}
\end{equation*}
$$

with $P_{c a}$ the wave operator

$$
\begin{equation*}
P_{\infty A}=2 L_{\theta n} L_{A,}-6 L_{n A}+L^{2} \delta_{\infty A} . \tag{28}
\end{equation*}
$$

Using the angular momentum commutation relations it is straightforward to verify that $P_{\text {ca }}$ has the following properties:

$$
\begin{align*}
& L_{b c} P_{\mathrm{ca}}=P_{b c} L_{c a}=P_{b a},  \tag{29}\\
& \eta_{\mathrm{t}} P_{\mathrm{ba}}=P_{\mathrm{ba}} \eta_{\mathrm{d}}=0,
\end{align*}
$$

which guarantee the consistency of Eq. (27) with the constraints on $J$ given by Eq. (7) and Eq. (26). Equation (27) can be further simplified if the potential $A_{a}$ is chosen to satisfy the condition

$$
\begin{equation*}
L_{\mathrm{ab}} A_{\mathrm{b}}=A_{\mathrm{a}}, \tag{30}
\end{equation*}
$$

which is the hyperspherical analog of the Lorentz coudition. When acting on potentials which obey Eq. (30) the operator $P_{c a}$ becomes simply ( $L^{2}-4$ ) $\delta_{c a}$. Hence the wave equation becomes

$$
\begin{equation*}
\left(L^{2}-4\right) A_{c}=2 e J_{c}, \tag{31}
\end{equation*}
$$

and as expected involves the same wave operator as appears in the photon propagator equation, Eq. (11).

## C. Electron Propagator Equation and Field Equation

To write the electron propagator equation we introduce the matrix $\gamma_{a b}$ defined by

$$
\begin{equation*}
\gamma_{a b}=\frac{1}{a} i\left[\alpha_{a}, \alpha_{s}\right] \tag{32}
\end{equation*}
$$

Using the abbreviation $\gamma_{a b} L_{a \phi}=\gamma \cdot L_{\text {, }}$ we find that the electron propagator obeys the wave equation

$$
\begin{aligned}
& \left(i \gamma \cdot \overrightarrow{\mathrm{~L}}_{1}+2\right) \frac{\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right)}{\left(\eta_{1}-\eta_{2}\right)^{4}} \\
& \\
& =-2 \pi^{2} \delta_{s}\left(\eta_{1}-\eta_{2}\right)\left(\alpha \cdot \eta_{2}+1\right), \\
& \begin{aligned}
\frac{\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right)}{\left(\eta_{1}-\eta_{2}\right)^{4}}(i \gamma & \left.\cdot \overline{\mathrm{L}}_{2}-2\right) \\
& =-2 \pi^{2} \delta_{s}\left(\eta_{2}-\eta_{2}\right)\left(\alpha \cdot \eta_{1}-1\right),
\end{aligned}
\end{aligned}
$$

where the coefficient of the $\delta_{s}$ function in Eq. (33) is obtained by averaging over the hypersphere, as in Eq. (13). An alternative method for obtaining Eq. (33) is to use the following relation between the electron and photon propagators,

$$
\begin{align*}
& \frac{\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right)}{\left(\eta_{1}-\eta_{2}\right)^{4}} \\
& \quad=-\frac{1}{2}\left(i \gamma \cdot \widehat{\mathrm{~L}}_{1}+1\right) \frac{1}{\left(\eta_{1}-\eta_{2}\right)^{2}}\left(\alpha \cdot \eta_{2}+1\right) \tag{34}
\end{align*}
$$

Applying the wave operator if $\cdot \overline{\mathrm{L}}_{1}+2$ to Eq. (34) and using the identity

$$
\begin{equation*}
\left(i \gamma \cdot L_{1}+2\right)\left(i \gamma \cdot L_{1}+1\right)=-\frac{1}{2}\left(L_{1}^{2}-4\right) \tag{35}
\end{equation*}
$$

we find

$$
\begin{align*}
&\left(i \gamma \cdot \stackrel{\rightharpoonup}{L}_{1}+2\right) \frac{\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right)}{\left(\eta_{1}-\eta_{2}\right)^{4}} \\
&=\frac{1}{4}\left(L_{1}^{2}-4\right) \frac{1}{\left(\eta_{1}-\eta_{2}\right)^{2}}\left(\alpha \cdot \eta_{2}+1\right) \\
&=-2 \pi^{2} \delta_{s}\left(\eta_{1}-\eta_{2}\right)\left(\alpha \cdot \eta_{2}+1\right) \tag{36}
\end{align*}
$$

where in the last step we have used the photon propagator equation, Eq. (11).
The matrix $\gamma_{a b}$ is a generalized spin operator for the electron. Writing

$$
\begin{align*}
S_{a b} & =-i \gamma_{a b} \\
& =\frac{1}{4}\left[\alpha_{a}, \alpha_{b}\right], \tag{37}
\end{align*}
$$

we find that $S$ and $L$ satisfy identical commutation relations,

$$
\begin{align*}
& {\left[S_{a b}, S_{c a}\right]=\delta_{a c} S_{a b}-\delta_{a d} S_{c b}+\delta_{b c} S_{a c}-\delta_{a c} S_{a c},}  \tag{38}\\
& {\left[L_{a b}, L_{c a}\right]=\delta_{a c} L_{a b}-\delta_{a d} L_{c b}+\delta_{b c} L_{a d}-\delta_{b d} L_{a c},}
\end{align*}
$$

and that

$$
\begin{align*}
& S^{2}=-5  \tag{39}\\
& (L \cdot S)^{2}=3 L \cdot S-\frac{1}{2} L^{2} .
\end{align*}
$$

The second relation in Eq. (39) leads immediately to the identity in Eq. (35).

Finally, in terms of an 8-component electron spinor $X$ the electron wave equation takes the form

$$
\begin{align*}
&\left\{i \gamma _ { \Delta } \left[\eta_{a}\left(\frac{\partial}{\partial \eta_{t}}-i e A_{b}(\eta)\right)\right.\right. \\
&\left.\left.-\eta_{b}\left(\frac{\partial}{\partial \eta_{e}}-i e A_{a}(\eta)\right)\right]+2\right\} x=0, \tag{40}
\end{align*}
$$

with the adjoint equation

$$
\begin{array}{r}
\bar{x}\left\{i \gamma _ { a b } \left[\eta_{a}\left(\frac{\bar{\theta}}{\partial \eta_{b}}+i e A_{\Delta}(\eta)\right)\right.\right. \\
\left.\left.-\eta_{0}\left(\frac{\bar{\delta}}{\theta \eta_{a}}+i e A_{a}(\eta)\right)\right]-2\right\}=0, \\
\bar{x}=x^{+}, \tag{41}
\end{array}
$$

The electromagnetic current $J_{c}$ which appears in Eq. (31) is given by

$$
\begin{equation*}
J_{c}(\eta)=-\frac{1}{2} i \bar{\chi}\left[\alpha \cdot \eta, \alpha_{c}\right] \chi \tag{42}
\end{equation*}
$$

Using the relation

$$
\begin{equation*}
\left(\eta_{a} \frac{\partial}{\partial \eta_{c}}-\eta_{c} \frac{\partial}{\partial \eta_{a}}\right)\left[\alpha \cdot \eta, \alpha_{a}\right]=\left[\alpha \cdot \eta, \alpha_{a}\right]-2 i \eta_{a} \gamma \cdot L \tag{43}
\end{equation*}
$$

and Eqs. (40) and (41), we see that the current $J_{c}$ satisfies the current conservation condition of Eq. (26). The constraint imposed by Eq. (7) is also obviously satisfied.

## D. Transformation from the Hypersphere to $\boldsymbol{x}$ Space

We give in this section the explicit transformations which map the hyperspherical Feynman rules and equations of motion into the corresponding rules and equations of motion in $x$ space. We begin with the Feynman rules of Table I and consider first a closed fermion loop coupling to $2 n$ photons, given by

$$
\begin{align*}
\frac{1}{2 n} \sum_{\text {permutation of } 1, \ldots, 2 n}-\operatorname{tr}_{3} & {\left[\frac{-i}{\nabla^{2}} \frac{\frac{1}{2}\left(\alpha \cdot \eta_{1}-1\right) \frac{1}{2}\left(\alpha \cdot \eta_{1}+1\right)}{\left(\eta_{1}-\eta_{2}\right)^{4}} i e \alpha_{a_{2}} \frac{-i}{\pi^{2}} \frac{\frac{1}{2}\left(\alpha \cdot \eta_{2}-1\right)^{\frac{1}{2}\left(\alpha \cdot \eta_{3}+1\right)}}{\left(\eta_{2}-\eta_{3}\right)^{4}} \cdots\right.} \\
& \left.\times \frac{-i}{\pi^{2}} \frac{\frac{1}{( }\left(\alpha \cdot \eta_{2 n}-1\right) \frac{1}{2}\left(\alpha \cdot \eta_{8}+1\right)}{\left(\eta_{2 n}-\eta_{1}\right)^{4}} i e \alpha_{n_{1}}\right] . \tag{44}
\end{align*}
$$

In order to obtaln the corresponding $2 n$-point function in $x$ space, we must transform each of the $2 n$ current indices according to the recipe of Eq. (8a), which means that we effectively make the replacement

$$
\begin{equation*}
\alpha_{4 i}-\kappa_{1}^{3}\left(\alpha_{\mu_{1}}-x_{\mu_{i}} \alpha_{5}\right) \tag{45}
\end{equation*}
$$

for each vertex $\alpha_{1,}$. After this replacement has been made, we must then find that a purely alge-
braic rearrangement of factors gives the $2 n$-point function computed from $x$-space Feynman rules. For the denominator in Eq. (44) the rearrangement is trivial, since substitution of Eq. (6) shows that

$$
\begin{equation*}
\left(\eta_{i}-\eta_{i+1}\right)^{2}=\kappa_{i} \kappa_{i+1}\left(x_{i}-x_{i+1}\right)^{2} . \tag{46}
\end{equation*}
$$

To rearrange the numerator we exploit the fact that the factors $\alpha \cdot \eta \pm 1$ appearing in each propa-
gator are projection operators, allowing us to rewrite the numerator of the general propagator according to

$$
\begin{align*}
& \frac{1}{2}\left(\alpha \cdot \eta_{i}-1\right) \frac{1}{2}\left(\alpha \cdot \eta_{i+1}+1\right) \\
&=\frac{1}{2}\left(\alpha \cdot \eta_{i}-1\right) \frac{1}{2} \alpha \cdot\left(\eta_{1+1}-\eta_{i}\right) \frac{1}{2}\left(\alpha \cdot \eta_{i+1}+1\right) . \tag{47}
\end{align*}
$$

We next introduce the matrix $O(x)$ given by

$$
\begin{align*}
& O(x)=\frac{1+\alpha_{5} \alpha \cdot x}{\left(1+x^{2}\right)^{1 / 2}}, \\
& O(x)^{-1}=\frac{1-\alpha_{5} \alpha \cdot x}{\left(1+x^{2}\right)^{1 / 2}}, \tag{48}
\end{align*}
$$

where $\alpha \cdot x$ denotes the 4 -dimensional scalar product $a_{\mu} x_{\mu}$. Some straightforward algebra then shows that
$O\left(x_{i}\right)^{\frac{1}{2} \alpha} \cdot\left(\eta_{i}-\eta_{i+1}\right) O\left(x_{i+1}\right)^{-1}$

$$
\begin{aligned}
& =\frac{\alpha \cdot\left(x_{1}-x_{i+1}\right)}{\left[\left(1+x_{1}^{2}\right)\left(1+x_{i+1}\right)\right]^{1 / 2}} \\
& =\left(\frac{1}{2} \kappa_{i} \frac{1}{2} \kappa_{i+1}\right)^{1 / 2} \alpha \cdot\left(x_{i}-x_{i+1}\right)
\end{aligned}
$$

and that

$$
\begin{align*}
& O(x) \frac{1}{2}(1+\alpha \cdot \eta)\left(\alpha_{\mu}-x_{\mu} \alpha_{5}\right) \frac{1}{2}(\alpha \cdot \eta-1) O(x)^{-1} \\
&=\frac{1}{2}\left(1+\alpha_{9}\right) \alpha_{\mu} \frac{1}{2}\left(\alpha_{5}-1\right) \tag{50}
\end{align*}
$$

Substituting Eq. (4) for the $\alpha$ matrices, we can pull all factors $\frac{1}{2}\left(\alpha_{g} \pm 1\right)=\frac{1}{2}\left(\tau_{3} \pm 1\right)$ to the left, where they combine to give a single factor $\frac{1}{2}\left(\tau_{\mathrm{g}}+1\right)$. The factors $\tau_{1}$ appearing in the matrices $\alpha_{\mu}$ then cancel in pairs ( $\tau_{1}{ }^{2}=1$ ), leaving

$$
\begin{equation*}
-\operatorname{tr}_{s}\left[\frac{1}{2}\left(T_{3}+1\right) X\{\gamma\}\right]=-\operatorname{tr}_{4}[X\{\gamma\}] \tag{51}
\end{equation*}
$$

where $X\{\gamma\}$ contains $\gamma$ matrices only. The factor $\kappa_{i}{ }^{3}$ appearing in Eq. (45) precisely cancels the factor ( $\left.\mu_{i}{ }^{1 / 2} / \kappa_{i}{ }^{2}\right)^{2}$ arising from the substitution of Eq. (49) and Eq. (46) into Eq. (44). Thus, we have shown that when the replacements of Eq. (45) are made, Eq. (44) can be algebraically rearranged to the form

$$
\begin{equation*}
\frac{1}{2 n} \sum_{\substack{\text { permunition } \\ \text { of } 1, \ldots, 2 n}}-\operatorname{tr}_{4}\left[\frac{-i}{2 \pi^{2}} \frac{\gamma \cdot\left(x_{1}-x_{2}\right)}{\left(x_{1}-x_{2}\right)^{4}} i e \gamma_{\mu_{2}} \frac{-i}{2 \pi^{2}} \frac{\gamma \cdot\left(x_{2}-x_{3}\right)}{\left(x_{2}-x_{3}\right)^{4}} \cdots \frac{-i}{2 \pi^{2}} \frac{\gamma \cdot\left(x_{2 n}-x_{1}\right)}{\left(x_{2 n}-x_{1}\right)^{4}} \text { ie } \gamma_{\psi_{1}}\right] \text {, } \tag{52}
\end{equation*}
$$

which is just the $2 n$-point function calculated according to the Euclidean $x$-space Feynman rules.
The next step is to verify that the hyperspherical rule,

$$
\begin{equation*}
\int d \Omega_{\eta_{1}} d \Omega_{\eta_{2}} J_{\sigma_{1}}\left(\eta_{1}\right) J_{c_{2}}\left(\eta_{2}\right) \frac{1}{4 \pi^{2}} \frac{\delta_{a_{1} a_{2}}}{\left(\eta_{1}-\eta_{2}\right)^{2}} \tag{53}
\end{equation*}
$$

correctly describes the propagation of a virtual photon from $\eta_{1}$ to $\eta_{2}$. The use of the current $J$ in Eq. (53) is of course just a convenient shorthand for describing the $2 n$-point functions from which the photon is emitted (absorbed), with all variables other than those referring to the virtual photon in question suppressed. Calculating the Jacobian of the transformation of Eq. (6) by use of 5-dimensional spherical coordinates gives

$$
\begin{equation*}
d \Omega_{\eta}=\kappa^{4} d^{4} x . \tag{54}
\end{equation*}
$$

Substituting Eq. (54) into Eq. (53), using Eq. (46) to rewrite the denominator of the photon propagator and Eq. (9) to reexpress the current $J_{a}$ in terms of the combination of components $j_{\mu}=\kappa^{3}\left(J_{\mu}-x_{\mu} J_{s}\right)$ which is relevant to $x$ space, we find that the factors $\kappa$ precisely cancel, leaving

$$
\begin{equation*}
\int d^{4} x_{1} d^{4} x_{2} j_{\mu_{2}}\left(x_{1}\right) j_{\mu_{2}}\left(x_{2}\right) \frac{1}{4 \pi^{2}} \Delta_{\mu_{1} \mu_{2}}\left(x_{1}, x_{2}\right) \tag{55}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta_{\mu_{1} \mu_{2}}\left(x_{1}, x_{2}\right)= & \frac{1}{\left(x_{1}-x_{2}\right)^{2}}\left[\theta_{\mu_{1} \mu_{2}}-\frac{2\left(x_{1}\right)_{\mu_{1}}\left(x_{1}\right)_{\mu_{2}}}{1+x_{1}^{2}}-\frac{2\left(x_{2}\right)_{\mu_{1}}\left(x_{2}\right)_{\mu_{2}}}{1+x_{2}^{2}}+\frac{4\left(1+x_{1} \cdot x_{2}\right)\left(x_{1}\right)_{\mu_{1}}\left(x_{2}\right)_{\mu_{2}}}{\left(1+x_{1}^{2}\right)\left(1+x_{2}^{8}\right)}\right]  \tag{56a}\\
= & \frac{\delta_{\mu_{1} \mu_{2}}^{\left(x_{1}-x_{2}\right)^{2}}+\frac{\theta}{\partial\left(x_{1}\right)_{\mu_{2}}}\left[\ln \left(x_{1}-x_{2}\right)^{2} \frac{1}{2} \frac{\theta}{\partial\left(x_{1}\right)_{\mu_{1}}} \ln \left(1+x_{1}^{2}\right)\right]}{} \\
& +\frac{\theta}{\partial\left(x_{1}\right)_{\mu_{2}}}\left[\ln \left(x_{1}-x_{2}\right)^{2} \frac{1}{2} \frac{\theta}{\partial\left(x_{2}\right)_{\mu_{2}}} \ln \left(1+x_{2}^{2}\right)\right]-\frac{\theta}{\partial\left(x_{1}\right)_{\mu_{1}}} \frac{\partial}{\partial\left(x_{2}\right)_{\mu_{2}}}\left[\frac{1}{2} \ln \left(1+x_{1}^{2}\right) \ln \left(1+x_{2}^{2}\right)\right] . \tag{56b}
\end{align*}
$$

In Eq. (56a) we give the form of the $x$-space photon propagator $\Delta_{\mu_{1} \mu_{2}}\left(x_{1}, x_{2}\right)$ which emerges directly from the substitution of Eq. (9) into Eq. (53); in Eq. (56b) we show that $\Delta$ can be rewritten as the usual Fegnman propagator plus total derivative terme (gauge terms), which make no contribution to Eq. (55) because of electromagnetic current conservation. Hence Eq. (53) is completely equivalent to the usual $x$-space Fegnman rules for propagating a virtual photon. In Sec. IIE we will show that the special significance of the gauge terms in Eq. ( 56 a) is that they give $\Delta$ simple transformation properties under coordinate inversion.

To transform the photon and electron equations of motion and the current conservation equation to $x$ space, we rewrite the differential operators $a / \theta \eta_{a}$ and $L_{a b}$ in terms of $x$ derivatives according to
$\frac{\partial}{\partial \eta_{a}}=\kappa^{-1}\left(\delta_{a \mu}-\delta_{\Delta} x_{\mu}\right) \frac{\partial}{\partial x_{\mu}}+$ terms proportional to $\eta_{a}$,
$L_{\mu v}=x_{\mu} \frac{\partial}{\partial x_{\nu}}-x_{\nu} \frac{\partial}{\partial x_{\mu}}$,
$L_{s *}=x_{\mu} x \cdot \frac{\partial}{\partial x}+\left(I-\kappa^{-1}\right) \frac{\partial}{\partial x_{\mu}}$,
and use the following equation [abtained from Eq. (6)] to differentiate $\kappa$,

$$
\begin{equation*}
\frac{\partial \kappa}{\partial x_{\mu}}=-\kappa^{2} x_{\mu} \tag{58b}
\end{equation*}
$$

Applying Eqs. (58) to Eqs. (21)-(24) we find that Eq. (24) implies the usual connection between the $x$-space field strength $\hat{f}_{p \nu}$ and potential $a_{\mu}$,

$$
\begin{align*}
f_{\lambda \sigma} & =\frac{\theta}{\theta x_{\lambda}} a_{0}-\frac{\theta}{\theta x_{0}} a_{\lambda} \\
& =\frac{1}{2 \epsilon_{\lambda ब \mu \nu}} f_{\mu \nu} . \tag{59}
\end{align*}
$$

Similarly, applying Eqs. (58) to Eqs. (25) and (26), we find (after considerable algebra) that these equations reduce to the usual Maxwell and current conservation equations in $x$ space:

$$
\begin{align*}
& \text { Eq. }(25 a) \Rightarrow \theta_{\mu} f_{\mu \nu}=e j_{\nu},  \tag{60a}\\
& \text { Eq. }(25 b) \Rightarrow \theta_{\mu} f_{\mu \nu}=0,  \tag{60b}\\
& \text { Eq. }(26) \Rightarrow \theta_{\mu} j_{\mu}=0 . \tag{61}
\end{align*}
$$

To transform the electron wave equation [Eq. (40)] and the expression for the electromagnetic current [Eq. (42)] to $x$ space, we first note that the Pauli matrix $\tau_{2}$ commutes with the wave operator in Eq. (40), and hence the 4-component spinors

$$
\begin{equation*}
X_{ \pm}=\frac{1}{2}\left(1 \pm \tau_{2}\right) X \tag{62}
\end{equation*}
$$

also satisfy Eq. (40). Defining $x$-space 4 -component spinors $\psi_{4}$ by

$$
\begin{equation*}
\psi_{t}=\kappa^{3 / 2} O(x) \chi_{t}, \tag{63}
\end{equation*}
$$

we find that the projection of Eq. (42) into $x$ space takes the form

$$
\begin{align*}
j_{\mu}(x) & =-\frac{1}{2} i \kappa^{3} \bar{x}\left[\alpha \cdot \eta, \alpha_{\mu}-x_{\mu} \alpha_{6}\right] x \\
& =j_{\mu}^{+}-j_{\mu}^{-}, \tag{64}
\end{align*}
$$

with

$$
\begin{equation*}
j_{\mu}^{t}=\bar{\psi}_{t} \gamma_{\mu} \psi_{t}, \quad \bar{\psi}_{t}=\psi_{t}^{\dagger} . \tag{65}
\end{equation*}
$$

Since a direct (and again somewhat lengthy) calculation shows that the Dirac wave operator obeys the transformation

$$
\begin{equation*}
\kappa^{3 / 2} O(x)\left\{i \gamma_{\Delta b}\left[\eta_{\Delta}\left(\frac{\partial}{\partial \eta_{b}}-i e A_{\Delta}(\eta)\right)-\eta_{b}\left(\frac{\partial}{\partial \eta_{t}}-i e A_{\Delta}(\eta)\right)\right]+2\right\} \kappa^{-3 / 2} O(x)^{-1}=-i \tau_{2} \kappa^{-1} \gamma \cdot\left(\frac{\partial}{\partial x}-i e a\right), \tag{66}
\end{equation*}
$$

the $x$-space spinors $\psi_{ \pm}$satisfy the usual masszero Dirac equation

$$
\begin{equation*}
\gamma \cdot\left(\frac{\partial}{\partial x}-i e a\right) \psi_{t}=0 \tag{67}
\end{equation*}
$$

This completes the demonstration that the hyperspherical formalism is completely equivalent to the usual formulation of quantum electrodynamics in Euclidean $x$ space.

## E. Interpretation of Symmetries on the Hypersphere

We briefly discuss in this section the $x$-space interpretation of the rotational and inversion symmetries on the hypersphere. As we have seen,
the photon wave operator is $L^{3}-4$, and this commutes with the ten generators $L_{a b}$ of rotations on the hypersphere. Similarly, the free Dirac wave operator $i \gamma \cdot L+2$ commutes with the ten operators

$$
\begin{equation*}
J_{a b}=L_{a b}+S_{a b}, \tag{68}
\end{equation*}
$$

which are the hyperspherical rotation generators when spin is taken into account. We can interpret the hyperspherical rotational symmetry as follows.
Six of the rotational generators $L_{\mu \nu}$ (or $J_{\mu \nu}$ ) leave the 5 -axis invariant, and therefore, by Eq. (6b), leave $x^{5}$ unchanged. These clearly correspond in $x$ space to the generators of the homogeneous

Lorentz group [which of course, in the Euclidean metric which we use, has become the 4 -dimensional rotation group $O(4)]$. The remaining four generators $L_{s \nu}$, which change $x^{2}$, correspond to rather complicated conformal transformations in $x$ space. For example, the 5 -dimensional rotation

$$
\begin{align*}
& \eta-\eta^{\prime}: \\
& \eta_{1,2,3}^{\prime}=\eta_{2, a, 3}, \\
& \eta_{4}^{\prime}=\eta_{4} \cos \alpha-\eta_{\mathrm{B}} \sin \alpha, \\
& \eta_{5}^{\prime}=\eta_{4} \sin \alpha+\eta_{5} \cos \alpha
\end{align*}
$$

corresponds in $x$ space to the conformal trans.. formation

$$
\begin{align*}
& x \rightarrow x^{\prime}: \\
& x_{1,2,3}^{\prime}=x_{1,2,3} / D \\
& x_{4}^{\prime}=\left[x_{4} \cos \alpha-\frac{1}{2}\left(1-x^{2}\right) \sin \alpha\right] / D,  \tag{69b}\\
& D=1+x^{2} \sin ^{2}\left(\frac{1}{2} \alpha\right)+x_{1} \sin \alpha .
\end{align*}
$$

From this point of view, the manifest covariance of the hyperspherical Feynman rules under rotations generated by $L_{54}$ is a reflection of the conformal invariance of zero fermion-mass electrodynamics. We note, finally, that the ordinary $x$ space translation $x-x^{\prime}=x+a$ does nol correspond to a linear transformation on $\eta$, but rather to the nonlinear transformation

$$
\begin{align*}
\eta-\eta^{\prime} & : \\
\eta_{\mu}^{\prime} & =\left[\eta_{\mu}+\left(1+\eta_{5}\right) a_{\mu}\right] / D^{\prime}, \\
\eta_{5}^{\prime} & =\left[\eta_{5}-\frac{1}{2} a^{2}\left(1+\eta_{5}\right)-\eta \cdot a\right] / D^{\prime}, \\
D^{\prime} & =1+\frac{1}{2} a^{2}\left(1+\eta_{5}\right)+\eta \cdot a, \\
\eta \cdot a & =\eta_{\mu} a_{\mu} .
\end{align*}
$$

Translation invariance of the $x$-space formalism guarantees that the 5 -dimensional formalism is covariant under the conformal transformations of Eq. (70), even though this is not manifestly evident.

In addition to the continuous-parameter rotation group, there is an important discrete symmetry operation on the hypersphere, the inversion

$$
\begin{equation*}
\eta--\eta \tag{71a}
\end{equation*}
$$

According to Eq. (6), this corresponds in $x$ space to the inverse radus transformation

$$
\begin{equation*}
x \rightarrow-x / x^{2} \tag{71b}
\end{equation*}
$$

Because the trace of an odd number of $\alpha$ matrices vanishes, the hyperspherical expression for the closed loop $2 n$-point function in Eq. (44) is invariant under simultaneous inversion of all the coordinates $\eta_{1}, \ldots, \eta_{2 n}$. Similarly, the hyperspher.. ical photon propagator is inversion invariant. Hence we conclude that (as long as no divergent
vacuum polarization insertions are made) the radiative corrected $2 n$-point functions in the hyperspherical formalism are manifestly inversion invariant. This is turn implies simple transformation properties for the corresponding $x$-space $2 n$ point function under simultaneous inverse radius transformation of the coordinates $x_{1}, \ldots, x_{n n}$. To find the form of the $x$-space transformation, we follow the notation of Eq. (53), and let $J_{d}(\eta)$ describe the emission of a photon from the $2 n$-point function at coordinate $\eta$, with the other $2 n-1$ variables suppressed. In this notation, the inversion invariance of the $2 n$-point function reads

$$
\begin{equation*}
J_{0}\left(\eta^{\prime}=-\eta\right)=J_{0}(\eta), \tag{72}
\end{equation*}
$$

where, of course, the suppressed variables are also inverted. Projecting $J_{a}(\eta)$ back to the $x$ space gives

$$
\begin{equation*}
\kappa^{-3} j_{\mu}(x)=J_{\mu}(\eta)-x_{\mu} J_{5}(\eta), \tag{73}
\end{equation*}
$$

while projecting the inverted current $J_{a}\left(\eta^{\prime}\right)$ gives

$$
\begin{equation*}
\left(x^{\prime}\right)^{-3} j_{\mu}\left(x^{\prime}\right)=J_{\mu}\left(\eta^{\prime}\right)-x_{\mu}^{\prime} J_{0}\left(\eta^{\prime}\right), \tag{74}
\end{equation*}
$$

with

$$
\begin{align*}
\eta^{\prime} & =-\eta, \\
x^{\prime} & =1+\eta_{5}^{\prime}  \tag{75}\\
& =1-\eta_{5}, \\
x_{\mu}^{\prime} & =-x_{\mu} / x^{2} .
\end{align*}
$$

Using Eqs. (73) and (74), we can convert the equality of Eq. (72) into a relation between $j_{\mu}\left(x^{\prime}\right)$ and $j_{\mu}(x)$, giving

$$
\begin{equation*}
j_{\mu}(x)=\left(x^{2}\right)^{-3} M_{\mu \nu}(x) j_{\nu}\left(x^{\prime}\right), \tag{76}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{\mu \nu}(x)=\delta_{\mu \nu}-\frac{2 x_{\mu} x_{\nu}}{x^{2}},  \tag{77}\\
& M_{\mu \nu}(x) M_{\nu 0}(x)=\delta_{\mu 0}
\end{align*}
$$

Thus, the $2 n$-point function in $\boldsymbol{x}$ space is left invariant under the combined operations of (i) simultaneous inverse radius transformation $x_{j}--x_{j} / x_{j}{ }^{2}$, $j=1, \ldots, 2 n$, and (ii) application of the projection operator

$$
\prod_{j=1}^{2 n}\left(x_{j}{ }^{2}\right)^{-3} \prod_{j=1}^{2 n} M_{\mu j j_{j}}\left(x_{j}\right)
$$

to the vector indices. This recipe is just the one discussed by Schreier. ${ }^{\text {a }}$ In terms of the matrix $M_{p y}$ we can understand the significance of the gauge terms in the $x$-space photon propagator of Eq. (56): The gauge terms guarantee that under inverse radius transformations the photon propagator transforms covariantly, i.e.,

$$
\begin{align*}
\Delta_{\mu_{1} \mu_{2}}\left(x_{1},\right. & \left.x_{2}\right) \\
& =M_{\mu_{1} \mu_{2}^{\prime}}\left(x_{1}\right) M_{\mu_{2} \mu_{3}^{\prime}}\left(x_{2}\right) \Delta_{\mu_{1}^{\prime} \mu_{2}^{\prime}}\left(-x_{1} / x_{1}^{2},-x_{2} / x_{2}^{2}\right) . \tag{78}
\end{align*}
$$

The usual Feynman propagator, of course, does not satisfy Eq. (78).

## II. CONNECTION WTTH THE MANIFESTLY CONFORMAL-COVARIANT FORMALISM

In this section we discuss massless, Euclidean electrodynamics in the manifestly conformal-covariant $O(5,1)$ language, and develop its connection with the 5 -dimensional formalism of the preceding section. In Sec. IIIA we review the $O(5,1)$ formalism and in Sec. IIIB we develop, in a heuristic fashion, the $O(5,1)$ Feynman rules for electrodynamics. In Sec. III C we show that the $O(5,1)$ rules are related to the 5 -dimensional rules by a simple projective transformation.

## A. The $O(5,1)$ Formalion

As has been greatly emphasized recently, ${ }^{1}$ a large class of renormalizable field theories containing no dimensional parameters (masses or dimensional coupling constants) are invariant under the 15 -parameter conformal group of transformations on space-time. In particular, quantum electrodynamics with zero fermion mass is conformal invariant. We recall that of the 15 conformal-group generators, 10 are the generators of the Poincare group, 1 generates the dilatations

$$
\begin{equation*}
x_{\mu}-\lambda x_{\mu}, \tag{79}
\end{equation*}
$$

and the remaining 4 generate the special conformal transformations

$$
\begin{equation*}
x_{\mu}=\frac{x_{\mu}+c_{\mu} x^{2}}{1+2 c \cdot x+c^{2} x^{2}} \tag{80}
\end{equation*}
$$

Although the usual formulations of massless field theories are manifestly Poincare-invariant, their invariance under the nonlinear transformations of Eq. (80) is not manifestly evident. However, a very pretty way of achieving manifest conformal invariance was introduced by Dirac, ${ }^{10}$ and has been further developed recently. The basic idea is to replace the usual field equations over the Minkowski space-time manifold $x_{\mu}$ by equivalent field equations over a 6 -dimensional projective manifold $\xi_{A}$. (We adopt the convention that 6 -dimensional vector indices are indicated by capital Latin letters $A, B, \ldots$ which take the values $1, \ldots, 6$.) The coordinate $x$ is related to $\xi_{A}$ by the projective transformation

$$
\begin{equation*}
x=\xi_{\mu} / \xi_{+}, \quad \xi_{+}=\xi_{s}+\xi_{0} . \tag{81}
\end{equation*}
$$

When the metric in $x$ space is the Minkowski metric ( $1,1,1,-1$ ), the $\xi$ space is endowed with the metric ( $1,1,1,-1,1,-1$ ); correspondingly, when the metric in $x$ space is the Euclidean metric $(1,1,1,1)$, the $\xi$ space is endowed with the metric $(1,1,1,1,1,-1)$. In either case, if $\xi$ is restricted to the light cone

$$
\begin{equation*}
\xi^{2}=0 \tag{82}
\end{equation*}
$$

then it can be shown that the 15 -parameter linear group of pseudorotations on $\xi$ is isomorphic to the conformal group of nonlinear transformations on $x$. In the Minkowski case, the pseudorotations form the pseudo-orthogonal group $O(4,2)$, while in the Euclidean case with which we are primarily concerned, they form the pseudo-orthogonal group $O(5,1)$. So to construct a manifestly conformal invariant formulation of massless, Euclidean electrodynamics, we must write equations which are manifestly covariant under the operations of $O(5,1)$.

Because excellent reviews are available in the literature, ${ }^{11}$ we will not actually detail the development of the $O(5,1)$-covariant formalism, but rather will simply summarize the results needed for the construction of Feynman rules.
(1) The electromagnetic current is represented by a 6 -vector $J_{A}(\xi)$, homogeneous in $\xi$ of degree -3 and satisfying the kinematic constraint

$$
\begin{equation*}
\xi \cdot J(\xi)=0 . \tag{83}
\end{equation*}
$$

The equation of electromagnetic current conservation takes the form ${ }^{9}$

$$
\begin{equation*}
L_{\text {An }} J^{B}(\xi)=J_{A}(\xi), \tag{84a}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{A B}=\xi_{A} \frac{\partial}{\partial \xi^{d}}-\xi_{A} \frac{\partial}{\partial \xi^{d}}, \tag{84b}
\end{equation*}
$$

and $J_{A}(\xi)$ is related to the $x$-space current $j_{\mu}(x)$ by the recipe

$$
\begin{equation*}
j_{\mu}(x)=\xi_{+}{ }^{3}\left\{J_{\mu}(\xi)-x_{\mu}\left[J_{s}(\xi)+J_{\theta}(\xi)\right]\right\} \tag{85}
\end{equation*}
$$

Note that Eqs. (84) and (85) are both invariant under "gauge" transformations of the form

$$
\begin{equation*}
J_{A}(\xi)-J_{A}(\xi)+\xi_{A} M(\xi), \tag{86}
\end{equation*}
$$

with $M(\xi)$ homogeneous in $\xi$ of degree -4. The invariance of Eq. (85) follows immediately from Eq. (81), while Eq. (84a) is left unchanged because

$$
\begin{align*}
L_{A B} \xi^{A} M(\xi) & =\xi_{A}\left(5+\xi \cdot \frac{\partial}{\partial \xi}\right) M(\xi) \\
& =\xi_{A} M(\xi), \tag{87}
\end{align*}
$$

where in the second equality we have used the homogeneity of $M(\xi)$.
(2) The electromagnetic potential is represented by a 6 -vector $A_{B}(\xi)$, homogeneous in $\xi$ of degree -1 and satisfy ing the constraint $\xi \cdot A=0$. The photon wave equation takes the form

$$
\begin{equation*}
\square_{B} A_{B}(\xi)=e J_{B}(\xi), \tag{88a}
\end{equation*}
$$

with

$$
\begin{equation*}
\square_{B}=\frac{\theta}{\partial \xi_{B}} \frac{\partial}{\partial \xi^{d}} . \tag{88b}
\end{equation*}
$$

(9) The electron field is represented by an 8 component spinor $\chi(\xi)$, homogeneous in $\xi$ of degree -2 , which obeys the wave equation

$$
\begin{align*}
&\left\{i \gamma _ { A B } \left[\xi^{A}\left(\frac{\partial}{\partial \xi_{B}}-i e A^{B}(\xi)\right)\right.\right. \\
&\left.\left.-\xi^{B}\left(\frac{\partial}{\partial \xi_{A}}-i e A^{A}(\xi)\right)\right]+2\right\} \chi=0 . \tag{89}
\end{align*}
$$

The matrix $\gamma_{A B}$ is defined by

$$
\begin{equation*}
\gamma_{A B}=\frac{1}{4} i\left[\beta_{A}, \beta_{B}\right], \tag{90}
\end{equation*}
$$

where the $8 \times 8$ matrices $\beta_{A}$ satisfy a Clifford algebra

$$
\begin{equation*}
\left\{\beta_{A}, \beta_{B}\right\}=2 g_{A B} \tag{91}
\end{equation*}
$$

with $g_{A B}$ the metric tensor. An explicit representation of the $\beta$ 's is

$$
\begin{equation*}
\beta_{\mu}=-\gamma_{\mu} \tau_{3}, \quad \beta_{5}=\tau_{1}, \quad \beta_{8}=-i \tau_{2} \tag{92}
\end{equation*}
$$

The electromagnetic current of the electron is given, in terms of the spinor $\chi$, by

$$
\begin{equation*}
J_{A}=2 \xi^{A} \bar{\chi} \gamma_{B A} X, \bar{X}=\chi^{\dagger} \beta_{A} . \tag{93}
\end{equation*}
$$

These equations completely specify the $O(5,1)$-covariant formulation of massless electrodynamics, and, via Eq. (85), allow us to project $2 n$-point functions in the 6 -dimensional language back into $2 n$-point functions in $x$ space.
B. $\mathbf{O}(5,1)$-Covariant Feynman Rules

We proceed next to deduce, in a heuristic fashion, Fegnman rules for the $O(5,1)$-covariant calculation of closed-fermion-loop processes. We will not actually directly prove the equivalence of these rules with the usual $x$-space rules, but rather will show this indirectly in Sec. IIC by deducing the 5 -dimensional rules of Sec. II from the 6 dimensional rules which we now develop. To begin, we infer from Eq. (93) that the rule for a vertex where a current with polarization index $A$ acts
at coordinate $\xi$ is

$$
\begin{equation*}
\text { vertex } \propto e \Gamma_{A}(\xi)=e \xi^{A}\left[\beta_{A}, \beta_{A}\right] . \tag{94}
\end{equation*}
$$

Clearly, this rule automatically satisfies the kinematic constraint of Eq. (83). [In Eq. (94) and subsequent equations of the present section, we omit numerical proportionality constante.] Next, we must guess the rule for the electron propagator $S\left(\xi_{2}, \xi_{2}\right)$. We first note that since $\chi(\xi)$ is homogeneous in $\xi$ of degree -2, $s$ must be homogeneous of degree -2 in $\xi_{1}$ and $\xi_{z}$ independently. A check on this requirement 18 provided by the fact that since $J_{A}(\xi)$ is homogeneous of degree -3 , a $2 n-$ point function must be homogeneous of degree - 3 in each of the $2 n$ coordinates. Since the vertex $\Gamma_{\Lambda}(\xi)$ is homogeneous of degree +1 , this requirement will be satisfied by propagator-vertex chains of the form

$$
\begin{equation*}
S\left(\xi_{1}, \xi_{2}\right) \Gamma_{A_{2}}\left(\xi_{7}\right) S\left(\xi_{7}, \xi_{3}\right) \Gamma_{\Lambda_{3}}\left(\xi_{3}\right) \cdots \tag{95}
\end{equation*}
$$

only if the propagator is homogeneous of degree -2 in each of its arguments. The homogeneity requirement immediately restricts the choice of propagator to one of two possible forms:

$$
\begin{align*}
& S_{1}\left(\xi_{1}, \xi_{2}\right)=\frac{\beta \cdot \xi_{1} \beta \cdot \xi_{2}}{\left(\xi_{1} \cdot \xi_{2}\right)^{3}}, \\
& S_{2}\left(\xi_{1}, \xi_{2}\right)=\frac{1}{\left(\xi_{1} \cdot \xi_{2}\right)^{2}} . \tag{96}
\end{align*}
$$

We can rule out $S_{1}$ as a possible choice, however, by noting that when $S_{1}$ is sandwiched between the two adjacent vertices we get

$$
\begin{align*}
& \Gamma_{A_{1}}\left(\xi_{2}\right) S_{1}\left(\xi_{1}, \xi_{2}\right) \Gamma_{\lambda_{2}}\left(\xi_{2}\right) \\
&=\frac{\left[\beta \cdot \xi_{1}, \beta A_{A_{1}}\right] \beta \cdot \xi_{1} \beta \cdot \xi_{2}\left[\beta \cdot \xi_{2}, \beta_{\lambda_{2}}\right]}{\left(\xi_{1} \cdot \xi_{2}\right)^{3}} \\
&=-4 \frac{\beta \cdot \xi_{1}\left(\xi_{1}\right)_{A_{1}}\left(\xi_{2}\right)_{\lambda_{2}} \beta \cdot \xi_{2}}{\left(\xi_{1} \cdot \xi_{2}\right)^{2}}, \tag{97}
\end{align*}
$$

where we have used the fact that $(\beta \cdot \xi)^{2}=\xi^{2}=0$. But as we have seen above, "gauge" terms of the form $\left(\xi_{1}\right)_{\Lambda_{1}}$ or $\left(\xi_{2}\right)_{A_{2}}$ project to a null current in $x$ space, so use of $S_{1}$ as the propagator would lead to identically vanishing $2 n$-point functions in $x$ space. We conclude that the correct choice of electron propagator is $S_{2}$, and that the $O(5,1)$ covariant expression for a closed fermion loop coupling to $2 n$ photons is given (up to proportionality constants) by

$$
\begin{equation*}
\sum_{\substack{\text { permanitumn } \\ \text { art }}} \operatorname{tr}_{4}\left\{\frac{1}{\left(\xi_{1}-\xi_{2}\right)^{2}}\left[\beta \cdot \xi_{2}, \beta_{\alpha_{2}}\right] \frac{1}{\left(\xi_{2}-\xi_{3}\right)^{2}} \cdots \frac{1}{\left(\xi_{2 n} \cdot \xi_{1}\right)^{2}}\left[\beta \cdot \xi_{1}, \beta_{A_{1}}\right]\right\} . \tag{98}
\end{equation*}
$$

Although we have constructed our rules to satiafy the kinematic constraint of Eq. (83) and the requirements of homogeneity, we must now check whether they are consistent with the equation of current conservation, Eq. (84a). To do this, we first examine the effect of the free Dirac operator on the propagator formes $S_{1}$ and $S_{2}$. By direct calculation, we find that

$$
\begin{align*}
& \left(i \gamma_{A B} \bar{\Sigma}_{1}^{A B}+2\right) S_{1}\left(\xi_{1}, \xi_{2}\right)=S_{1}\left(\xi_{1}, \xi_{2}\right)\left(i \gamma_{A B} \overline{\mathrm{I}}_{A}^{A B}-2\right)=0,  \tag{99a}\\
& \left(i \gamma_{A B} \vec{L}_{2}^{A B}+2\right) S_{2}\left(\xi_{1}, \xi_{2}\right)=2 S_{1}\left(\xi_{1}, \xi_{2}\right),  \tag{99b}\\
& S_{2}\left(\xi_{1}, \xi_{2}\right)\left(i \gamma_{A B} \bar{L}_{2}^{A B}-2\right)=-2 S_{1}\left(\xi_{1}, \xi_{2}\right),
\end{align*}
$$

all for $\xi_{1} \neq \xi_{2}$ [at $\xi_{1}=\xi_{2}$ there are additional $\delta$ function contributions, which we omit in writing Eq. (99)]. We see that the correct propagator $S_{2}$ does not satisfy the Dirac equation, and that adding in an arbitrary multiple of $S_{1}$ cannot fix thinge up. In effect, we see that $S_{1}$ is a null propagator (because it leads to a vanishing current in $x$ space) and that $S_{2}$ is a pseudopropagator, which when acted on by the Dirac wave operator gives a multiple of the null propagator, but not zero.
Let us now examine the effect of this peculiar state of affairs on the current conservation properties of Eq. (98). We consider the propagator-vertex chain linking the points $\xi_{1}, \xi_{,} \xi_{2}$ and act with the differential operator $L_{A B}=\xi_{A} \partial / \partial \xi^{B}-\xi_{B} \partial / \partial \xi^{A}$, giving

$$
\begin{align*}
& L_{A B} \cdots\left[\beta \cdot \xi_{1}, \beta_{A_{1}}\right] \frac{1}{\left(\xi_{1} \cdot \xi\right)^{2}}\left[\beta \cdot \xi, \beta^{B}\right] \frac{1}{\left(\xi \cdot \xi_{2}\right)^{2}}\left[\beta \cdot \xi_{2}, \beta_{\Lambda_{2}}\right] \cdots \\
&=\cdots\left[\beta \cdot \xi_{1}, \beta_{A_{1}}\right] \frac{1}{\left(\xi_{1} \cdot \xi\right)^{2}}\left[\beta \cdot \xi_{,} \beta_{A}\right] \frac{1}{\left(\xi \cdot \xi_{2}\right)^{2}}\left[\beta \cdot \xi_{2}, \beta_{A_{B}}\right] \cdots+R_{A} \tag{100}
\end{align*}
$$

The first term on the right-hand side of Eq. (100) is Just the result required by Eq. (84a), while the remainder $R_{A}$ is given by

$$
\begin{align*}
R_{A}=-2 \xi_{A}\{ & \cdots\left[\beta \cdot \xi_{1}, \beta_{A_{1}}\right] \frac{1}{\left(\xi_{1} \cdot \xi\right)^{2}}\left(i \gamma_{A B} \overline{\mathrm{~L}}^{\wedge B}+2\right) \frac{1}{\left(\xi \cdot \xi_{2}\right)^{2}}\left[\beta \cdot \xi_{2}, \beta_{\Lambda_{2}}\right] \cdots \\
& \left.+\cdots\left[\beta \cdot \xi_{1}, \beta_{A_{1}}\right] \frac{1}{\left(\xi_{1} \cdot \xi\right)^{2}}\left(i \gamma_{A B} \overline{L^{A B}}-2\right) \frac{1}{\left(\xi \cdot \xi_{2}\right)^{2}}\left[\beta \cdot \xi_{2}, \beta_{A_{2}}\right] \cdots\right\} \tag{101}
\end{align*}
$$

Substituting Eq. (99b) and algebraically rearranging as in Eq. (97), we get ${ }^{12}$

$$
\begin{equation*}
R_{A}=8 \xi_{A}\left\{\cdots\left[\beta \cdot \xi_{1}, \beta_{A_{2}} \frac{1}{\left(\xi_{1} \cdot \xi\right)^{2}} \frac{\beta \cdot \xi\left(\xi_{2}\right)_{\Lambda_{2}} \beta \cdot \xi_{2}}{\left(\xi \cdot \xi_{2}\right)^{2}} \cdots+\cdots \frac{\beta \cdot \xi_{1}\left(\xi_{1}\right)_{A_{1}} \beta \cdot \xi}{\left(\xi_{1} \cdot \xi\right)^{3}} \frac{1}{\left(\xi \cdot \xi_{2}\right)^{2}}\left[\beta \cdot \xi_{2}, \beta_{\lambda_{2}}\right] \cdots\right\} .\right. \tag{102}
\end{equation*}
$$

Although Eq. (102) does not vanish, the first term in the curly brackets is a pure "gauge" term with respect to the index $A_{2}$, while the second is a pure "gauge" term with respect to the index $A_{11}$ and hence both give a vanishing contribution to the $2 n$ point function when projected back to $x$ space. So we see that because $S_{2}$ is a pseudopropagator, Eq. (98) only satisfies a pseudocurrent-conservation condition: When we test current conservation on a given index, Eq. (84a) is not batisfied in the 6-dimensional space, but does hold when we project on all of the remaining indices to transform back to $x$ space.

As an explicit illustration of this pseudoconservation property, let us consider the single-loop two-point function, which according to Eq. (98) is
given by
$\frac{\operatorname{tr}_{a}\left\{\left[\beta \cdot \xi_{1}, \beta_{A_{1}}\right]\left[\beta \cdot \xi_{2}, \beta_{A_{2}}\right]\right\}}{\left(\xi_{1} \cdot \xi_{1}\right)^{Y}} \propto \frac{\xi_{1} \cdot \xi_{2} \xi_{A_{1} \Lambda_{2}}-\left(\xi_{1}\right)_{A_{2}}\left(\xi_{2}\right)_{A_{1}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{4}}$,
(103)

Acting on Eq. (84) with $\left(L_{1}\right)^{\Lambda_{1} \Lambda_{1}}$ gives
$\left(L_{1}\right)^{A_{1} \Lambda_{1}} \frac{\xi_{1} \cdot \xi_{2} g_{A_{1} A_{2}}-\left(\xi_{1}\right)_{A_{2}}\left(\xi_{2}\right)_{A_{1}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{4}}$

$$
=\frac{\xi_{1} \cdot \xi_{2} \xi^{\Lambda_{i}^{i}}-\left(\xi_{1}\right)_{\lambda_{2}}\left(\xi_{2}\right)^{\Lambda_{i}^{\prime}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{2}}+R,
$$

$$
\begin{equation*}
R=-\frac{4 \xi_{1} \cdot \xi_{2}\left(\xi_{1}\right)^{\Lambda} i\left(\xi_{2}\right)_{\Lambda_{2}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{B}} \tag{104}
\end{equation*}
$$

As expected, there is an extra term $R$ which, because it contains the factor $\left(\xi_{2}\right)_{1_{2}}$, makes no contribution to the two-point function in $x$ space. Interestingly, there is no way of modifying Eq. (103) to make the extra term $R$ vanish. To see this we note that the only other second-rank tensor with the correct homogeneity properties and which satisfies the kinematic constraint of Eq. (83) is

$$
\begin{equation*}
\frac{\left(\xi_{1}\right)_{\Lambda_{1}}\left(\xi_{3}\right)_{\Lambda_{2}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{4}} \tag{105}
\end{equation*}
$$

However, Eq. (87) tells us that this expression satisfies

$$
\begin{equation*}
\left(L_{1}\right)^{\Lambda_{i}^{\prime} \Lambda_{1}} \frac{\left(\xi_{1}\right)_{\Lambda_{1}}\left(\xi_{2}\right)_{\Lambda_{2}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{4}}=\frac{\left(\xi_{1}\right)^{i}\left(\xi_{2}\right)_{\Lambda_{2}}}{\left(\xi_{1} \cdot \xi_{2}\right)^{4}}, \tag{106}
\end{equation*}
$$

so adding a multiple of Eq. (105) to Eq. (103) can-
not cancel away $R$. We conclude that pseudo-cur-rent-conservation is an unavoidable feature of the $O(5,1)$-covariant formalism.
Next, we turn our attention to the photon propagator $D_{A_{1} \Lambda_{2}}\left(\xi_{1}, \xi_{2}\right)$. Because the photon field $A_{B}(\xi)$ is homogeneous in $\xi$ of degree -1 , the photon propagator $D$ must be homogeneous of degree -1 in $\xi_{1}$ and $\xi_{2}$ independently. In addition, in order to annihilate the extra "gauge" terms which appear when we test current conservation on indices of the closed loop other than $A_{1}, A_{2}$, the photon propagator must be explicitly transverse,

The simplest form which satisfies these requirements is

$$
\begin{equation*}
D_{A_{1} A_{2}}\left(\xi_{1}, \xi_{2}\right)=\frac{1}{\xi_{1} \cdot \xi_{2}}\left[g_{\Lambda_{1} c}-\frac{\left(\bar{\xi}_{1}\right)_{A_{1}}\left(\xi_{1}\right)_{c}}{\xi_{1} \cdot \xi_{1}}\right]\left[g_{A_{3}}^{c}=\frac{\left(\xi_{2}\right)^{c}\left(\xi_{2}\right)_{A_{2}}}{\xi_{2} \cdot \xi_{2}}\right] \tag{108}
\end{equation*}
$$

where $\bar{\xi}_{1}$ and $\bar{\xi}_{2}$ are arbitrary points which are held fixed when doing the virtual integrations over $\xi_{1}$ and $\xi_{2}$. Because of gauge invariance, closed-fermion-loop expressions have no dependence on $\bar{\xi}_{\mathrm{I}}$ and $\bar{\xi}_{\mathrm{y}}$ after one sums over all orderings, with respect to other photons which are present, of the emission and absorption of the virtual photon propagated by Eq. (108). The simplest way to verify this statement, and to check the correctness of Eq. (108) to begin with, is to transform Eq. (108) back to $x$ space. We find

$$
\begin{equation*}
\xi_{1}{ }^{4} \xi_{2+} J^{{ }^{\Lambda_{1}}}\left(\xi_{1}\right) D_{A_{1} A_{2}}\left(\xi_{1}, \xi_{2}\right) J^{A_{3}}\left(\xi_{2}\right)=-2 j_{\mu_{1}}\left(x_{1}\right) \Delta_{\mu_{1} \mu_{2}}^{\prime}\left(x_{1}, x_{2}\right) j_{\mu_{2}}\left(x_{2}\right), \tag{109}
\end{equation*}
$$

with the effective $x$-space propagator given by

$$
\begin{align*}
\Delta_{\mu_{1} \mu_{2}}^{\prime}\left(x_{1}, x_{2}\right)= & \frac{\delta_{\mu_{1} \mu_{2}}}{\left(x_{1}-x_{2}\right)^{2}}+2 \frac{\left(\overline{(x}_{1}-x_{1}\right)_{\mu_{1}}\left(x_{1}-x_{2}\right)_{\mu_{2}}}{\left(\bar{x}_{1}-x_{1}\right)^{2}\left(x_{1}-x_{2}\right)^{2}}+2 \frac{\left(x_{2}-x_{1}\right)_{\mu_{1}}\left(\bar{x}_{2}-x_{2}\right)_{\mu_{2}}}{\left(x_{2}-x_{1}\right)^{2}\left(\bar{x}_{2}-x_{2}\right)^{2}}-2 \frac{\left(x_{1}-x_{1}\right)_{\mu_{1}}\left(\bar{x}_{2}-x_{2}\right)_{\mu_{2}}}{\left(\bar{x}_{1}-x_{1}\right)^{2}\left(\tilde{x}_{2}-x_{2}\right)^{2}}  \tag{110a}\\
& =\frac{\delta_{\mu_{1} \mu_{3}}^{\left(x_{1}-x_{2}\right)^{2}}+\frac{\partial}{\partial\left(x_{2}\right)_{\mu_{2}}}\left[\ln \left(x_{1}-x_{2}\right)^{2} \frac{1}{2} \frac{\partial}{\partial\left(x_{1}\right)_{\mu_{1}}} \ln \left(\bar{x}_{1}-x_{1}\right)^{2}\right]}{} \\
& +\frac{\theta}{\partial\left(x_{1}\right)_{x_{1}}}\left[\ln \left(x_{1}-x_{2}\right)^{2} \frac{1}{2} \frac{\partial}{\partial\left(x_{2}\right)_{\mu_{2}}} \ln \left(\bar{x}_{2}-x_{2}\right)^{2}\right]-\frac{\partial}{\partial\left(x_{1}\right)_{\mu_{1}}} \frac{\partial}{\partial\left(x_{2}\right)_{\mu_{2}}}\left[\frac{1}{2} \ln \left(\bar{x}_{1}-x_{1}\right)^{2} \ln \left(\bar{x}_{2}-x_{2}\right)^{2}\right] \tag{110b}
\end{align*}
$$

In Eq. (110a) we give the form of the $x$-space propagator which emerges directly from the transformation; in this equation $x_{1}, \bar{x}_{1}, x_{3}, \bar{x}_{1}$ denote, respectively, the $x$-space images of $\xi_{1}, \bar{\xi}_{1}, \xi_{2}, \xi_{2}$. In Eq. ( 110 b ) we see that $\Delta^{\prime}$ is equivalent, up to gauge terms, to the usual Feynman propagator, and in particular that all the dependence on $\bar{x}_{1}, \bar{x}_{2}$ is contained in the gauge terms. This verifies that Eq. (108) is a valid expression for the photon propagator, and that $\bar{\xi}_{1}$ and $\bar{\xi}_{2}$ drop out of gauge invariant quantities, such as closed fermion loops. [The derivation of Eq. (110) from the conformal-
covariant expression of Eq. (108) indicates that the effect of the $x$-space gauge terms is to render $\Delta^{\prime}$ covariant under $x$-space conformal transformations, provided that the pointe $\bar{x}_{1}, \bar{x}_{2}$ are conformally transformed along with $x_{1}$ and $x_{2} \cdot{ }^{13}$ ]

Finally, calculation of the Jacobian of the transformation of Eq. (81) shows that

$$
\begin{equation*}
\int d^{4} x=\int d S_{1} \xi^{+-4} \tag{111}
\end{equation*}
$$

where $\int d S_{1}$ denotes an integration over the hypersphere $\xi_{1}{ }^{2}+\xi_{2}{ }^{2}+\xi_{3}{ }^{2}+\xi_{4}{ }^{2}+\xi_{B}{ }^{2}=\xi_{\mathrm{A}}{ }^{2}$, with $\xi_{\mathrm{g}}$ held
fixed. Comparing with Eq. (109), we see that

$$
\begin{align*}
& \int d^{d} x_{1} d^{4} x_{2}(-2) j_{\mu_{1}}\left(x_{1}\right) \Delta_{\mu_{1} \mu_{2}}^{\prime}\left(x_{1}, x_{2}\right) j_{\mu_{2}}\left(x_{2}\right) \\
&=\int d S_{t_{1}} d S_{i_{2}} J^{\Lambda_{1}}\left(\xi_{1}\right) D_{\Lambda_{1} \Lambda_{2}}\left(\xi_{1}, \xi_{2}\right) J^{\Lambda_{2}}\left(\xi_{2}\right), \tag{112}
\end{align*}
$$

indicating that the Feynman rule for Firtual integrations is simply

$$
\begin{equation*}
\text { virtual integration over } \xi: \int d S_{\xi} \tag{113}
\end{equation*}
$$

This completes our specification of the $O(5,1)$ covariant Feynman rules for calculating clogedloop quantities.
C. Projection onto the $S$-Dimensional Unit Hypersphere

We complete our diacussion of the $O(5,1)$-covariant formalism by showing that it is related,
by a simple projective transformation, to the 5dimensional Feynman rules of Sec. II. The transformation is generated by exploiting the fact that in an $n$-virtual photon process, the fixed points $\xi$ in each of the $n$ photon propagators can be chosen independently, provided that over-all Bose symmetry is maintained. Since closed-fermion-loop amplitudes are independent of all of the propagator fixed points, they will be unchanged if we integrate all of the fired points over their respective hyperspheres $\tilde{\xi}_{1}{ }^{2}+\cdots+\bar{\xi}_{s}{ }^{2}=\bar{\xi}_{s}{ }^{2}$. The effect of this integration is to replace the photon propagator of Eq. (108) by the averaged propagator

$$
\begin{equation*}
\bar{D}_{\Lambda_{1} \Lambda_{2}}\left(\xi_{1}, \xi_{2}\right)=\frac{\int d S_{i_{1}} d S_{i_{2}} D_{\Lambda_{1} A_{2}}\left(\xi_{1}, \xi_{2}\right)}{\int d S_{\bar{\xi}_{1}} d S_{\bar{\xi}_{2}}} . \tag{114}
\end{equation*}
$$

The integrations in Eq. (114) are readily evalu-ated, giving

$$
\begin{equation*}
\bar{D}_{\Lambda_{1} \lambda_{2}}\left(\xi_{1}, \xi_{2}\right)=\frac{1}{\xi_{1}+\xi_{2}}\left[g_{\Lambda_{1} c}-\frac{g_{A_{1}}\left(\xi_{2}\right)_{c}}{\left(\xi_{1}\right)_{9}}\right]\left[g^{c}{A_{2}}_{2}-\left(\xi_{2}\right) c \frac{g_{\Lambda_{0}}}{\left(\xi_{2}\right)_{6}}\right]+\text { terma proportional to }\left(\xi_{1}\right)_{\Lambda_{1}} \text { or }\left(\xi_{2}\right)_{\Lambda_{2}} \text {; } \tag{115}
\end{equation*}
$$

the terms proportional to $\left(\xi_{1}\right)_{\lambda_{1}}$ or $\left(\xi_{2}\right)_{\lambda_{2}}$ are uninteresting because they make a vanishing contribution by virtue of the constraint equation, Eq. (83). The key feature of Eq. (115) is that the quantities in brackets,

$$
\begin{equation*}
g_{A_{1}} c-\frac{g_{A_{1} \delta}\left(\xi_{1}\right)_{C}}{\left(\xi_{1}\right)_{0}}, \quad g^{c} A_{2}-\left(\xi_{2}\right)^{c} \frac{g_{A_{2} \mathrm{~B}}}{\left(\xi_{2}\right)_{\mathrm{B}}} \tag{116}
\end{equation*}
$$

both vanish when $C=6$, so the sum in Eq. (115) extends only over $C=1, \ldots, 5$. This suggesta projecting onto a 5 -dimensional space, as follows:
(i) The 5-dimensional coordinate $\eta_{a}$ is related to the 6-dimenaional coordinate $\xi_{A}$ by

$$
\begin{equation*}
\eta_{a}=\frac{\xi_{s}}{\xi_{0}}, \quad a=1, \ldots, 5 . \tag{117a}
\end{equation*}
$$

The light-cone restriction on $\xi$ implies that

$$
\begin{equation*}
\eta^{2}=1 \tag{117b}
\end{equation*}
$$

and scalar products in 6-space may be written in 5-space as follows:

$$
\begin{equation*}
\xi_{1} \cdot \xi_{2}=-\frac{1}{2}\left(\xi_{1}\right)_{0}\left(\xi_{2}\right)_{0}\left(\eta_{1}-\eta_{3}\right)^{2} . \tag{117c}
\end{equation*}
$$

(ii) The five-dimensional current $J_{a}(\eta)$ is related to the 6-dimensional current $J_{A}(\xi)$ by

$$
\begin{equation*}
J_{a}(\eta)=\xi_{a}^{3}\left[J_{a}(\xi)-\eta_{d} J_{s}(\xi)\right] \tag{118}
\end{equation*}
$$

which is just the projection generated by the brackets of Eq. (116).

We proceed now to combine Eqs. (115), (117), and (118). Using

$$
\begin{equation*}
\int d S_{E}=\int d \Omega \xi_{\eta} \xi_{8}^{4} \tag{119}
\end{equation*}
$$

we get

$$
\begin{align*}
& \int d S_{t_{1}} d S_{t_{2}} J^{A_{1}}\left(\xi_{1}\right) \bar{D}_{A_{1} A_{2}}\left(\xi_{1}, \xi_{2}\right) J^{A_{2}}\left(\xi_{2}\right) \\
&=\int d \Omega \Omega_{\eta_{1}} d \Omega_{\eta_{2}} J_{a_{1}}\left(\eta_{1}\right) \frac{-2 \delta_{a_{1} a_{2}}}{\left(\eta_{1}-\eta_{2}\right)^{2}} J_{a_{2}}\left(\eta_{2}\right), \tag{120}
\end{align*}
$$

which reproduces the 5 -dimensional Feynman rule for photon propagation. To study the effect of the projection operation of Eq. (118) on the O(5,1)covariant expression for a closed fermion loop in Eq. (98), we consider first the projection of the vertex $\Gamma_{A}(\xi)$. We find

$$
\begin{align*}
\xi_{a}^{3}\left[g_{a}^{A}-\eta_{a} g_{b}^{A}\right] \Gamma_{A}(\xi) & =\xi_{b}^{3}\left[\beta \cdot \xi, \beta_{a}-\eta_{a} \beta_{a}\right] \\
& =\xi_{a}^{4}\left[\beta \cdot \eta-\beta_{a}, \beta_{a}-\eta_{d} \beta_{b}\right] \\
& =-\xi_{d}{ }^{4}(\alpha \cdot \eta+1) \alpha_{r}(\alpha \cdot \eta-1), \tag{121}
\end{align*}
$$

where we have introduced matrices $\alpha_{\text {a }}$ defined by

$$
\begin{equation*}
\alpha_{a}=-\beta_{a} \beta_{a} . \tag{122}
\end{equation*}
$$

Since the propagator $\left(\xi_{1} \cdot \xi_{2}\right)^{-2}$ can be rewritten as

$$
\begin{equation*}
\frac{1}{\left(\xi_{1} \cdot \xi_{2}\right)^{2}}=\frac{4}{\left(\xi_{2}\right)_{8}^{2}\left(\xi_{2}\right)_{6}^{2}\left(\eta_{1}-\eta_{2}\right)^{4}} \tag{123}
\end{equation*}
$$

we see that the projection of Eq. (118) transforms Eq. (98) into

$$
\begin{equation*}
4^{2 n} \sum_{\substack{\text { pemmutyon, } \\ \text { of } 4, \ldots . .2 n}} \operatorname{tr}_{8}\left\{\frac{1}{\left(\eta_{2}-\eta_{2}\right)^{2}}\left(\alpha \cdot \eta_{2}+1\right) \alpha_{\varepsilon_{2}}\left(\alpha \cdot \eta_{2}-1\right) \frac{1}{\left(\eta_{2}-\eta_{3}\right)^{4}} \cdots \frac{1}{\left(\eta_{2 n}-\eta_{1}\right)^{2}}\left(\alpha \cdot \eta_{2 n}+1\right) \alpha_{\alpha_{1}}\left(\alpha \cdot \eta_{1}-1\right)\right\} \tag{124}
\end{equation*}
$$

which apart from normalization constants is identical with Eq. (44). So we have verified that the projective transformation generated by using the averaged propagator of Eq. (114) just gives the 5dimensional Feynman rules for the photon propagator, the electron propagator, and the electronphoton vertex.
To conclude, we show that Eq. (118) and the formal properties of the 6-dimensional current $J_{A}(\xi)$ imply the corresponding formal properties of the 5 -dimensional current $J_{\sigma}(\eta)$. We begin with the constraint equation, $\xi \cdot J_{A}(\xi)=0$, which can be rewritten as

$$
\begin{align*}
0 & =\xi_{a} J_{a}(\xi)-\xi_{a} J_{0}(\xi) \\
& =\xi_{\theta} \eta_{0}\left[J_{a}(\xi)-\eta_{a} J_{B}(\xi)\right] \\
& =\xi_{B}-2 \eta \cdot J(\eta), \tag{125}
\end{align*}
$$

giving the 5 -dimensional constraint equation, Eq. (7). Next we consider the 6 -dimenaional version of current conservation,

$$
\begin{equation*}
L_{A i^{\prime}} J^{B}(\xi)=J_{1}(\xi), \tag{126}
\end{equation*}
$$

and use Eq. (87), with $M(\xi)=\xi_{B}{ }^{-1} J_{B}(\xi)$, to write

$$
\begin{equation*}
L_{A B}\left[J^{B}(\xi)-\xi^{B} \xi_{B}^{-1} J_{B}(\xi)\right]=J_{A}(\xi)-\xi_{A} \xi_{6}{ }^{-1} J_{\theta}(\xi) \tag{127}
\end{equation*}
$$

Since the sum on $B$ in Eq. (127) extends only over $B=1, \ldots, 5$, and since we are interested only in values of the free index $A=1, \ldots, 5$, no derivatives $\theta / a \xi_{\mathrm{g}}$ appear. Hence, on multiplying through by $\xi_{8}{ }^{9}$ and using the fact that

$$
\begin{equation*}
\xi_{a} \frac{\partial}{\partial \xi_{b}}-\xi_{b} \frac{\partial}{\partial \xi_{a}}=\eta_{a} \frac{\partial}{\partial \eta_{b}}-\eta_{b} \frac{\partial}{\partial \eta_{a}}=L_{a b}, \tag{128}
\end{equation*}
$$

Eq. (127) becomes the 5 -dimensional current conservation equation

$$
\begin{equation*}
L_{a b} J_{b}(\eta)=J_{a}(\eta) \tag{129}
\end{equation*}
$$

## IV. DISCUSSION

In this section we very briefly discuss possible generalizations and applications of the 5 -dimensional formalism of Sec. II. First, we note that although we have worked with a Euclidean $x$-space metric throughout, it should be atraightforward to generalize the 5-dimensional rules to the usual Minkowski case. The hypersphere will then become the hyperbolic domain

$$
\begin{equation*}
\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}-\eta_{4}^{2}+\eta_{5}^{2}=1 \tag{130}
\end{equation*}
$$

which is a $(4,1)$ de sitter space of unit radius. ${ }^{14}$ A further generalization would consist of giving the electron a mass $m$ and, since the distance scale now acquires a meaning, calling the radius of the de Sitter space $R$, so that Eq. (130) becomes

$$
\begin{equation*}
\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}-\eta_{1}^{2}+\eta_{5}^{2}=R^{2} . \tag{131}
\end{equation*}
$$

As Dirac ${ }^{5}$ has shown, an appropriate wave equation describing a massive electron in a de Sitter space of radius $R$ is

$$
\begin{align*}
\left\{i \gamma _ { a b } \left[\eta _ { a } \left(\frac{\partial}{\partial \eta_{b}}\right.\right.\right. & \left.-i e A_{b}(\eta)\right) \\
& \left.\left.-\eta_{b}\left(\frac{\partial}{\partial \eta_{a}}-i e A_{a}(\eta)\right)\right]+2-i m R\right\} x=0, \tag{132}
\end{align*}
$$

which is a simple generalization of Eq. (40). The electron propagator corresponding to Eq. (132) will of course differ from the massless propagator of Table I, but the electron-photon vertex and the photon propagator will be unchanged. The massive 5 -dimensional formalism is not exactly equivalent to ordinary massive electrodynamics in Minkowski space-time, but as Dirac ${ }^{5}$ has shown, In any finite neighborhood of $\eta_{5}=R$, Eq. (132) reduces to the usual $x$-space Dirac equation in the limit $R-\infty$. It is only in the completely massless case that the 5 -dimensional and $x$-space formalisms have the same physical content.
It should be emphasized that while our electron wave equation is identical (in the case $m=0$ ) to

Dirac's, our treatment of the Maxwell equations is substantially different. Unlike our expressions for the electromagnetic field strengths, which involve $8 / 8 \eta_{\text {a }}$ only through the angular momentum operator $L_{a b}$, Dirac's expressions ${ }^{5}$ involve $\theta / \theta \eta_{a}$ by itself. Hence, in order to avoid going off the hypersurface of constant $\eta^{2}$, Dirac finds it necessary to introduce homogeneity constraints on the electromagnetic potential, of the type encountered in the $O(5,1)$-covariant formalism. In our formulation of the 5 -dimensional theory, such
constraints are unnecessary, and an examination of the 5 -dimensional Feynman rules of Eq. (9) shows, In fact, that they are not homogeneous in the coordinates. The absence of homogeneity requirements permits eigenfunction expansions of the field operators, and should therefore make possible a canonical quantization of the 5 -dimensional formalism. ${ }^{18}$ The first step in canonical quantization would be to write down an appropriate Lagrangian density; it is readily seen that a variation of

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{12}\left(F_{a b c}\right)^{2}+\bar{X}\left\{i \gamma_{a b}\left[\eta_{s}\left(\frac{\partial}{\partial \eta_{b}}-i e A_{b}(\eta)\right)-\eta_{b}\left(\frac{\partial}{\partial \eta_{s}}-i e A_{a}(\eta)\right)\right]+2-i m R\right\} x \tag{133}
\end{equation*}
$$

gives the correct equations of motion. It should then be possible to devise a canonical quantization procedure which reproduces the Feymman rules of Table 1 from the Lagrangian of Eq. (133). A related question is that of developing the connection between our 5-dimensional formalism and the quantization of electrodynamics by ordering with respect to $x^{2}$ which has recently been developed by Del Giudice, Fubini, and Jackiw. ${ }^{11}$
This concludes our discussion of possible avenues for generalization of our results. ${ }^{17}$ Let us next briefly consider possible calculational advantages of the 5 -dimensional formalism for massless electrodynamics. The key point to notice is that whereas the wave operator in Euclidean $x$ space is $\square_{x}^{2}$, with a continuum spectrum $-p^{2}$ $=-$ (momentum) ${ }^{2}$, the wave operator on the hypersphere is $L^{2}-4$, with discrete spectrum $-2(n+1)$ $X(n+2)$. This difference in spectra has two important consequences. First, the fact that the spectrum of $\square_{\square}^{2}$ contains 0 leads to the occurrence of infrared divergences in $x$-space calculations of propagators and vertex parts. These divergences are known to cancel, however, in closed fermion vacuum polarization loops, ${ }^{18}$ and this is reflected in our ability to map vacuum polarization calculations onto the unit hypersphere, where the spectrum of the wave operator does not contain 0 . In other words, closed-fermion-loop calculations on the unit bypersphere are manifestly infraredfinite. Second, it is difficult to see how to intro-
duce approximations in massless electrodynamics when calculating in Euclidean $x$ space, since there is no natural scale for selecting one region of $p^{2}$ as being more important than another. [We have particularly in mind the calculation of the function $F^{[1]}(\alpha)$ defined in Sec. $I$, where no natural scale for making approximations is provided by external momenta.] The situation is different on the hypersphere, where unity is a natural scale for measuring the spectrum $-2(n+1)(n+2)$, and where the semiclassical region of large quantum numbers, $n \gg 1$, provides a natural domain for making approximations. The development of techniques for making such semiclassical approximations on the hypersphere is an important problem, which, hopefully, may shed light on the nature of the elusive function $F^{[1]}(\alpha)$.

## Added Note

We briefly discuss here two additional topics connected with the 5 -dimensional formalism: (a) the photon propagator in the $\mathbf{5}$-dimensional analog of the Landau gauge, and (b) the hyperspherical harmonic expansion of the 5 -dimensional electron propagator.
a. 5-Dimensional Landau Gauge. The $x$-space photon propagator in the generalized Landau gauge is obtained by adding to the Feynman propagator an appropriate multiple of the gauge term

$$
\begin{equation*}
\frac{\partial}{\theta\left(x_{1}\right)_{\mu_{2}}} \frac{\theta}{\theta\left(x_{2}\right)_{\mu_{2}}} \sin \left(x_{1}-x_{2}\right)^{2}=\frac{-2}{\left(x_{1}-x_{2}\right)^{2}}\left[\delta_{\mu_{1} \mu_{2}}-2 \frac{\left(x_{1}-x_{2}\right)_{\mu_{1}}\left(x_{1}-x_{2}\right)_{\mu_{2}}}{\left(x_{1}-x_{2}\right)^{2}}\right], \tag{A1}
\end{equation*}
$$

adjusted so as to eliminate the logarithmic divergence in the electron wave function renormalization $Z_{2}$. Since Eq. (A1) transforms covariantly under inverse radius transformations in $x$ space, we expect that it can be directly transcribed into the 5-dimensional formalism, and indeed a simple calculation shows that
$j_{\mu_{1}}\left(x_{1}\right) j_{\mu_{2}}\left(x_{2}\right)\left(x_{1} x_{2}\right)^{-4} \frac{1}{\left(x_{1}-x_{3}\right)^{2}}\left[\delta_{\mu_{\mu} \mu_{2}}-2 \frac{\left(x_{1}-x_{2}\right)_{\mu_{2}}\left(x_{1}-x_{2}\right)_{\mu_{2}}}{\left(x_{1}-x_{2}\right)^{2}}\right]$

$$
\begin{equation*}
=J_{a_{1}}\left(\eta_{1}\right) J_{a_{2}}\left(\eta_{2}\right) \frac{1}{\left(\eta_{1}-\eta_{2}\right)^{2}}\left[\delta_{a_{1} a_{2}}-2 \frac{\left(\eta_{1}-\eta_{2}\right)_{0_{1}}\left(\eta_{1}-\eta_{2}\right)_{a_{n}}}{\left(\eta_{1}-\eta_{2}\right)^{2}}\right] \tag{A2}
\end{equation*}
$$

Refer ring now to Eq. (56b) in the text, we note that the gradient terms which guarantee the coordinateinversion covariance of $\Delta_{\mu_{1} \mu_{2}}\left(x_{1} x_{2}\right)$ behave at worst as $\left(x_{1}-x_{2}\right)^{-1}$ as $x_{1}-x_{2}$, and hence do not contribute to the logarithmically divergent part of $Z_{2}$. In other words, Eq. (56b) is an inversion-covariant form of the Feynman gauge photon propagator. Similarly, corresponding to the usual translationinvariant Landau-gauge photon propagator
there is an inversion-covariant Landau gauge photon propagator

$$
\begin{equation*}
\Delta_{\mu_{1} \mu_{2}}\left(x_{1} x_{1}\right)+\frac{\lambda}{\left(x_{1}-x_{2}\right)^{2}}\left[\delta_{\mu_{1} \mu_{2}}-2 \frac{\left(x_{1}-x_{2}\right)_{\mu_{1}}\left(x_{1}-x_{2}\right)_{\mu_{2}}}{\left(x_{1}-x_{2}\right)^{2}}\right] . \tag{A4}
\end{equation*}
$$

Using Eq. (A2) to transcribe Eq. (A4) into the 5dimensional formalism, we find that the 5 -dimensional Landau gauge photon propagator is given by

$$
\begin{equation*}
\frac{\delta_{a_{i} a_{2}}}{\left(\eta_{1}-\eta_{2}\right)^{2}}+\frac{\lambda}{\left(\eta_{1}-\eta_{2}\right)^{2}}\left[\delta_{a_{1} a_{2}}-\frac{\left(\eta_{1}-\eta_{2}\right)_{a_{1}}\left(\eta_{1}-\eta_{2}\right)_{e_{2}}}{\left(\eta_{1}-\eta_{2}\right)^{2}}\right] \tag{A5}
\end{equation*}
$$

with $\lambda$ the same constant as appears in the $x$-space version in Eq. (A3).
b. Electron Propagator Expansion. We consider the 5 -dimensional electron propagator, and look for a hyperspherical harmonic expansion of the form

$$
\begin{align*}
\frac{-i}{\bar{\pi}^{2}} \frac{\frac{1}{2}\left(\alpha \cdot \eta_{1}-1\right) \frac{1}{2}\left(a \cdot \eta_{2}+1\right)}{\left(\eta_{1}-\bar{\eta}_{2}\right)^{4}} & =\frac{1}{2} i\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right) \sum_{n=0}^{\infty} D_{n} \sum_{m} Y_{n m}\left(\eta_{1}\right) Y_{n m}^{*}\left(\eta_{2}\right) \\
& =\frac{i}{16 \pi^{2}}\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right) \sum_{n=0}^{\infty}(2 n+3) D_{n} C_{n}^{3 / 2}\left(\eta_{1} \cdot \eta_{2}\right) \tag{A6}
\end{align*}
$$

Using the orthonormality of the Gegenbauer polynomials $C_{n}^{3 / 2}(\mu)$, we find that the expansion coefficients $D_{n}$ are formally given by the logarithmically divergent expression

$$
\begin{equation*}
(2 n+3) D_{n}=-N_{n}^{-1} \int_{-1}^{1} d \mu\left(1-\mu^{2}\right) \frac{C_{n}^{3 / 2}(\mu)}{(1-\mu)^{2}}, \tag{A7}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{n}=\int_{-1}^{1} d \mu\left(1-\mu^{2}\right)\left[C_{n}^{3 / 2}(\mu)\right]^{2} \tag{A8}
\end{equation*}
$$

We proceed by explicitly separating out the logarithmic divergence, writing

$$
\begin{equation*}
(2 n+3) D_{n}=A_{n} I+(2 n+3) B_{n}, \tag{A9}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{n}=-N_{n}^{-1} C_{i!}^{3 / 2}(1)=-\frac{1}{4}(2 n+3), \quad I=\int_{-1}^{1} d \mu \frac{1+\mu}{1-\mu} \tag{A10}
\end{equation*}
$$

and with $B_{n}$ given by the convergent integral

$$
\begin{equation*}
(2 n+3) B_{n}=-N_{n}^{-1} \int_{-1}^{1} d \mu\left(1-\mu^{2}\right) \frac{C_{8}^{3 / 2}(\mu)-C_{n}^{9 / 2}(1)}{(1-\mu)^{2}} \tag{A11}
\end{equation*}
$$

Substituting Eq. (A9) into Eq. (A6), we see that the contribution of the logarithmically divergent part is

$$
\begin{equation*}
\frac{-i}{64 \Sigma^{2}}\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right) \sum_{i=0}^{\infty}(2 n+3) C_{n}^{3 / 2}\left(\eta_{1} \cdot \eta_{2}\right) I=\frac{-i}{g}\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{2}+1\right) \delta_{s}\left(\eta_{1}-\eta_{2}\right) I, \tag{A12}
\end{equation*}
$$

which vanishes since $\left(\alpha \cdot \eta_{1}-1\right)\left(\alpha \cdot \eta_{1}+1\right)=0$. Thus, $D_{n}$ is effectively given by the integral in Eq. (A11), which can be evaluated by generating function methods. Up to an $n$-independent piece [which, as we have seen, makes a vanishing contribution to Eq. (A6)], we find

$$
\begin{equation*}
D_{n}=1+\frac{1}{2}+\cdots+\frac{1}{n+1} \tag{A13}
\end{equation*}
$$
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#### Abstract

We discuss single-fermion-loop vacuum-polarization processes in massless quanturn electrodynamics in the one-photon-mode approximation, in which the fermion self-interacts ( 10 all orders in perturbation theory) by the exchange of virtual photons in a single virtual-phaton eigenmode. The isolation of one photon mode is made possible by using the $\mathrm{O}(5)$-covariant formulation of massless QED introduced in two earlier papers, in which the photon wave operator has a discrete, rather than a continuous, spectrum. The amplitude integral formalism introduced previously expressa the one-mode radiative-corrected vacuum polarization in terms of the uncorrected vacuum amplitude in the presence of a one-mode external field. Hy exploiting the residual $\mathrm{SO}(3) \times \mathrm{O}$ (2) symmetry of the one-mode external-field problem, which permits separation of variables, we reduce the external-field problem to a set of two coupled ordinary first-order differential equations. We show that when the two independent solutions to these equations are suitably standardized, their Wronskian gives (up to a constant factor) the external-field-problem Fredhalm delerminant. We sludy the distribution of zeros and asymptotic behavior of the Fredholm determinant, relate these properties to the coupling-constant analyticity of the one-mode vacuum palarization, and conclude by giving a brief list of unresolved questions.


## I. INTRODUCTION

We begin in this paper the analysis of a simple, nonperturbative approximation to single-fermionloop vacuum-polarization processes in massless quantum electrodynamics. In our approximation, the virtual fermion in the vacuum-polarization loop gelf-interacts to all orders of perturbation theory only by the exchange of virtual photons in a single virtual-photon eigenmode. The isolation of one photon mode is made possible by using the $O(5)$-covariant formulation of massless QED introduced in two earlier papers, ${ }^{42}$ in which the photon wave operator has a discrete, rather than a continuous, spectrum. Specifically, our approximation is obtained by replacing the full effective photon propagator

$$
\begin{equation*}
D_{\mathrm{Bb}}^{(0)}\left(\eta_{1}, \eta_{2}\right)_{\mathrm{et}[ }=\sum_{n_{3}=1} \frac{Y_{n=n}^{(1)}\left(\eta_{1}\right) Y_{m m b}^{(1)}\left(\eta_{2}\right)}{(n+1)(n+2)} \tag{1.1}
\end{equation*}
$$

by the simple, factorizable form

$$
\begin{equation*}
D_{a b}\left(\eta_{1}, \eta_{2}\right)=\frac{1}{a} Y_{1 M a}^{(1)}\left(\eta_{1}\right) Y_{1 M}^{(1)}\left(\eta_{2}\right) \tag{1.2}
\end{equation*}
$$

Which results when the sum in Eq. (1,1) is truncated to contain only one of the 10 modes in the smallest $(n=1)$ photon representation of $O(5)$.
Specifically, the one mode which we retain has the form

$$
\begin{equation*}
Y_{1 M d}^{(L)}(\eta)=\left(\frac{15}{16 \pi^{2}}\right)^{1 / 2}\left(v_{1 a} \eta \cdot v_{2}-v_{2 a} \eta \cdot v_{1}\right) \tag{1.3}
\end{equation*}
$$

where $v_{1}$ and $v_{2}$ are arbitrary, orthogonal fivedimensional unit vectors,

$$
\begin{equation*}
v_{1}^{2}=v_{2}^{2}=1, \quad v_{1} \cdot v_{2}=0 \tag{1.4}
\end{equation*}
$$

and where $\eta$ is the five-dimensional coordinate.
As was shown in Ref. 2, the radiative-corrected single-fermion-loop vacuum functional in the onemode approximation (denoted by $W_{1}\left[A^{\prime}\right]$ ) is given by the amplitude integral formula

$$
\begin{align*}
& W_{1}\left[a^{\prime} Y_{1 \mu}^{(1)} / e\right]=\int_{-\infty}^{\infty} d a\left(\frac{6}{2 \pi e^{2}}\right)^{1 / 2} \exp \left(\frac{-3 a^{2}}{e^{2}}\right) \\
& \times W^{(0)}\left[\left(a+a^{\prime}\right) Y_{1 \mu}^{(1)}\right] \tag{1.5}
\end{align*}
$$

where $W^{(0)}[A]$ is the single -fermion-loop vacuum functional in the presence of an external electromagnetic potential $A$, with no internal-virtualphoton radiative corrections (and with the dependence on the electric charge $e$ eliminated by a rescaling of the electromagnetic potential). Formally, $W^{(0)}[A]$ is given by the expression

$$
\begin{align*}
& W^{(0)}[A]=\frac{1}{2} \operatorname{Tr} \ln h_{T}  \tag{1.6}\\
& h_{T}=2-L \cdot S-i \alpha \cdot \eta \alpha \cdot A
\end{align*}
$$

with the anticommuting matrices $\alpha$ and the $O(5)$ angular momentum and spin $L$ and $S$ defined as in Ref. 2. If we introduce the eigenvalues $\mu$ of $\boldsymbol{h}_{\boldsymbol{T}}$ (which, as we shall see, occur in quadruples $\mu$, $\mu,-\mu,-\mu)$ and define the external-field-problem Fredholm determinant

$$
\begin{equation*}
\Delta[A]=\left(\prod_{\text {all cigenviluas }} \mu\right)^{1 / 4}, \tag{1.7}
\end{equation*}
$$

then $W^{(6)}$ can be written as

$$
\begin{equation*}
W^{(0)}[A]=2 \ln \Delta[A] \tag{1.8}
\end{equation*}
$$

As is evident from Eqs. (1.5)-(1.8) and as was developed in detail in Ref. 2, the analyticity properties of $W_{1}$ as a function of coupling $e^{3}$ are deter-
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mined by the asymptotic behavior of $W^{(0)}\left[a Y_{1 /}^{(1)}\right]$ for large external-field amplitude $a$, or, what is essentially equivalent, by the distribution of zeros of the Fredhalm determinant $\Delta$ in the complex $a$ plane.

Let us now spell out more specifically the connection between the $e^{2}$ analyticity of $W_{1}$ and the $a$ dependence of $W^{(0)}$. In order to make Eq. (1.5) unambiguous, we must specify the integration contour to be used in evaluating the $a$ integral. In Ref. 2 we argued that this contour should be taken to be along the real $a$ axis, or possibly (and very conjecturally) along the imaginary $a$ axis. Equation (1.5) with real integration contour will be well defined if $\Delta$ has no zeros (and hence $W^{(0)}$ no singularities) for a real. If $W^{(0)}$ is asymptatically weaker than an increasing Gaussian in $a$ as $a$ becomes infinite along the real axis, then Eq. (1.5) defines an analytic function of $e^{2}$ in the right-hand $e^{2}$ half plane. If, moreover, $\Delta$ has no singularities in the wedge-shaped sectors $\mid$ Rea $|>|\operatorname{Ima} a|$ and the vacuum amplitude $W^{(0)}$ is asymptotically weaker than a Gaussian in these sectors, the integration contaur can be freely deformed within these sectors from its original position along the real axis, implying that $W_{1}$ is an analytic function of $e^{2}$ in the entire $e^{2}$ plane, apart from a branch cut along the negative real axis from $e^{2}=0$ to $e^{2}=-\infty$. Thus, for real integration contour the questions at stake are:
(i) Is $\Delta$ zero-free for a real?
(ii) Is $W^{61}$ asymptotically weaker than a Gaussian as $n- \pm$ to along the real axis?
(iii) Is $\Delta$ zero-free in the sectors $\mid$ Rea $|>|\operatorname{Ima}|$ ?
(iv) Is $W^{6 i}$ asymptotically weaker than a Gaus $\operatorname{sian}$ as $|a|-\infty$ within the sectors?

In the following sections we present analytic arguments which answer questions (i), (ii), and (iv) in the affirmative, and we present numerical results (but no proofs) which also suggest an affirmative answer for question (iii). Next let us consider the speculative possibility of an imaginary integration contour. Such a contour is allowed only if two conditions are satisfied: $\Delta$ must have nozeros for purely imaginary $a$, and $W^{(0)}$ must vanish as a decreasing Gaussian (or faster) as $a-\infty$ along the imaginary axis. As shown in Ref. 2, if $W^{(0)}$ oscillates along the imaginary axis with a decreasing Gaussian envelope, then the imaginary contour yields a strong-coupling electrodynamics in which $W_{1}$ exists for large enough $e^{2}$ and can develop an infinite-order zero as $e^{2}$ approaches a positive $e_{0}{ }^{2}$ from above. Thus, the questions at issue for a possible imaginary integration contour are:
(v) Is $\Delta$ zera-free for $a$ imaginary?
(vi) What is the asymptotic behavior of $W^{(0)}$ as
$|a| \rightarrow \infty$ along the imaginary axis?
The analytic arguments which follow answer question ( $v$ ) affirmatively. With respect to question (vi) we can only give limited numerical results, these show no signs of decreasing asymptotic behavior, but. because the asymptotic region may not have been reached, do not conclusively resolve question (vi).
The material which follows is organized so that a knowledge of the $O(5)$ formalism is needed only to read Sec. II, in which we consider the wave equation determining the eigenvalues $\mu$ of $h_{T}$.

$$
\begin{equation*}
\left[2-L \cdot S-i a \alpha \cdot \eta \alpha \cdot Y_{1 \mu}^{(1)}(\eta)\right] \psi=\mu \psi \tag{1.9}
\end{equation*}
$$

and show that separation of variables with respect to the $\mathrm{SO}(3) \times \mathrm{O}(2)$ subgroup of $\mathrm{O}(5)$ reduces Eq. (1.9) to a pair of coupled ordinary first-order differential equations within each separable subspace. In the remaining sections, which can be read independently of Sec. II, we study the properties of this differential-equation system. In Sec. III we recapitulate the results of Sec. II and argue directly from the differential equations that $\Delta$ has no zeros for $a$ in strips containing the real and imaginary axes. In Sec. IV we construct the Green's function of the one-dimensional system, and use it to establish a connection between the Wronskian of the two independent solutions of the differential equations (suitably standardized) and the Fredholm determinant $\Delta$. In Sec. V we use this connection, combined with WKB estimates, to determine the order of growth of $\Delta$ for large $|a|$. In Sec. VI we construct series solutions for the two independent solutions of the differential equation, and use them to study $\Delta(a)$ numerically. Finally, in Sec. VII we briefly summarize the many remaining unresolved questions. In Appendix A we explicitly calculate the Green's function in the free case, and in Appendix $B$ we give the details of the WKB calculation used in Sec. V.

## II. REDUCTION OF THE ONE-MODE PROBLEM

In this section we carry out the separation of variables which reduces the partial differential equation (1.9) to a pair of coupled ordinary firstorder differential equations. In Sec. II A we determine the conserved quantum numbers of Eq. (1.9), and show that the eigenvalue problem diagonalizes with respect to an $S O(3) \times O(2)$ subgroup of $\mathrm{O}(5)$. In Sec. II B we introduce a representation of the $\mathrm{O}(5)$ generators which facilitates reduction of the eigenvalue problem with respect to the conserved subgroup. The reduction itself is carried out in Sec. II C. In Sec. II D, we perform a check by solving the free ( $a=0$ ) case and verifying the eigenvalue degeneracies found in Ref. 2. We also
work out the houndary conditions appropriate to the separated equations in both the free and the interacting cases. Finally, in Sec. II E we make a transformation which simplifies the equations in the interacting case, and construct the external field problem Fredholm determinant introduced in Sec. I.

## A. Conserved quanium numbers

To analyze the conserved quantum numbers of Eq. (1.9) we choose axes in the five-dimensional space so that the 1 and 2 axes lie, respectively, along $v_{1}$ and $v_{2}$. The Hamiltonian in Eq. (1.9) then takes the form

$$
\begin{align*}
& h_{T}=h_{T}^{(0)}+V, \\
& \lambda_{T}^{(0)}=2-L \cdot S, \quad V=i \lambda \alpha \cdot \eta\left(\alpha_{1} \eta_{2}-\alpha_{3} \eta_{1}\right),  \tag{2.1}\\
& \lambda=-a\left(15 / 16 \pi^{2}\right)^{1 / 2} .
\end{align*}
$$

Introducing the $O(5)$ generators

$$
\begin{align*}
J_{a b} & =L_{a b}+S_{a b} \\
& =\eta_{b} \frac{\partial}{\partial \eta_{b}}-\eta_{b} \frac{\partial}{\partial \eta_{a}}+\frac{1}{4}\left[\alpha_{a}, \alpha_{b}\right] \tag{2.2}
\end{align*}
$$

we obviously have

$$
\begin{equation*}
\left[J_{a b}, h_{T}^{(0)}\right]=0 \tag{2.3}
\end{equation*}
$$

since the free Hamiltonian $h_{T}^{(0)}$ is rotationally invariant. Furthermore, since

$$
\begin{align*}
& {\left[L_{a b}, \eta_{c}\right]=\eta_{b} \delta_{b c}-\eta_{b} \delta_{a c},} \\
& {\left[S_{a b}, \alpha_{c}\right]=\alpha_{b} \delta_{b c}-\alpha_{b} \delta_{s e},} \tag{2.4}
\end{align*}
$$

we find, as expected, that $\alpha \cdot \eta$ is also rotationally invariant,

$$
\begin{equation*}
\left[J_{a b}, a \cdot \eta\right]=0 \tag{2.5}
\end{equation*}
$$

Hence the generators $J_{a}$ which commute with $h_{T}$ will be just the ones which commute with the factor $\alpha_{1} \eta_{2}-\alpha_{2} \eta_{1}$ in the potential term. From Eq. (2.4) we find trivially that

$$
\begin{align*}
{\left[J_{34}, \alpha_{1} \eta_{2}-\alpha_{2} \eta_{2}\right] } & =\left[J_{3 g}, \alpha_{2} \eta_{2}-\alpha_{2} \eta_{1}\right] \\
& =\left[J_{4 s}, \alpha_{1} \eta_{2}-\alpha_{2} \eta_{2}\right] \\
& =0, \tag{2.6}
\end{align*}
$$

indicating that $h_{T}$ is invariant under the $S O(3)$ subgroup generated by $J_{34}, J_{35}$, and $J_{43}$. In addition, we have

$$
\begin{align*}
{\left[J_{12}, \alpha_{1} \eta_{2}-\alpha_{3} \eta_{1}\right] } & =-\alpha_{2} \eta_{2}-\alpha_{1} \eta_{1}+\alpha_{1} \eta_{1}+\alpha_{2} \eta_{2} \\
& =0 \tag{2.7}
\end{align*}
$$

so that $h_{T}$ is also invariant under the $O(2)$ subgroup generated by $J_{12}$. The other generators $J_{a b}$ do not commute with $h_{r}$. In addition to the SO(3) $\times O(2)$ invariance group which we have just found,
there are also two discrete invariances of $\boldsymbol{h}_{\boldsymbol{T}}$. Defining a coordinate inversion generator $P$,

$$
\begin{equation*}
P_{\eta} P^{-1}=-\eta, \quad P^{2}=1 \tag{2.8}
\end{equation*}
$$

we see immediately that

$$
\begin{equation*}
\left[P, h_{r}\right]=0 \tag{2.9}
\end{equation*}
$$

Finally, letting $\alpha_{0}$ be the $\alpha$ matrix which anticommutes with $\alpha_{1}, \ldots, \alpha_{5}$, we have

$$
\begin{equation*}
\left[\alpha_{\epsilon}, h_{r}\right]=0 \tag{2.10}
\end{equation*}
$$

This last invariance permits us to split the eightcomponent spinor eigenvalue problem of Eq. (1.9) into two identical decoupled four-component problems. Diagonalizing the four-component spinor with respect to the conserved quantum numbers, we write

$$
\begin{align*}
& \psi=\psi_{\text {mes }}, \\
& \left(J_{34}{ }^{2}+J_{35}{ }^{2}+J_{45}{ }^{2}\right) \psi_{\text {mant }}=-j(j+1) \psi_{\text {mak }}, \\
& J_{13} \psi_{\text {mincr }}=i m \psi_{\text {mance }} \text {, }  \tag{2.11}\\
& J_{12} \psi_{\text {met }}=i \xi \psi_{\text {mak }}, \\
& P \psi_{\text {max }}=\epsilon \psi_{\text {max }} \text {. }
\end{align*}
$$

As we will see in detail below, the separation constants take the values

$$
\begin{align*}
& j=\frac{1}{2}, \frac{3}{2}, \ldots, \\
& m=-j,-j+1, \ldots, j, \\
& \xi= \pm \frac{1}{2}, \pm \frac{3}{2}, \ldots,  \tag{2.12}\\
& \epsilon= \pm 1 .
\end{align*}
$$

Our task in the succeeding sections will be to find the form taken by the eigenvalue problem of Eq. (1.9) when restricted to the subspace of Eq. (2.11).

## B. Explicit represenfation of the $\mathrm{O}(\mathrm{S})$ generators

We introduce now an explicit representation of the $O(5)$ generators which facilitates the reduction of the eigenvalue problem with respect to the $S O(3) \times O(2)$ subgroup. We begin with the spin operator $S_{a b}=\frac{1}{4}\left[\alpha_{a}, \alpha_{b}\right]$. Letting $\sigma_{1,2,3}, T_{1,2,2}$, and $\rho_{L, 2,3}$ be three commuting sets of $2 \times 2$ Pauli spin matrices, we represent the $8 \times 8$ matrices $\alpha_{1}, \cdots$, $\alpha_{g}$ in the form

$$
\begin{array}{lll}
\alpha_{1}=\sigma_{1} \tau_{2}, & \alpha_{2}=\tau_{2} \tau_{2}, & \alpha_{3}=\rho_{3} \sigma_{3} T_{2},  \tag{2.13}\\
\alpha_{4}=\rho_{1} \alpha_{1} \tau_{2}, & \alpha_{3}=\rho_{2} \sigma_{3} \tau_{2}, & \alpha_{6}=\tau_{3},
\end{array}
$$

so that the spin matrices become

$$
\begin{align*}
& S_{12}=\frac{1}{2} i \sigma_{3}, \quad S_{14}=-\frac{1}{2} i \rho_{1} \sigma_{2}, \\
& S_{24}=\frac{1}{2} i \rho_{,} \sigma_{1}, \quad S_{59}=\frac{1}{2} i \rho_{1}, \\
& S_{15}=-\frac{1}{2} i \rho_{2} \sigma_{2}, \quad S_{25}=\frac{1}{2} i \rho_{2} \sigma_{1},  \tag{2.14}\\
& S_{34}=\frac{1}{2} i \rho_{2}, \quad S_{14}=-\frac{1}{2} i \rho_{3} \sigma_{2}, \\
& S_{23}=\frac{1}{2} i \rho_{9} \sigma_{1}, \quad S_{45}=\frac{1}{2} i \rho_{3} .
\end{align*}
$$

Since the Hamiltonian $h_{T}$ is even in the $\alpha$ matrices $\alpha_{1}, \ldots . \alpha_{5}$, it is a unit matrix in the space of the $\tau$ Pauli matrices. As noted above, this immediately reduces Eq. (1.9) to two identical decoupled four-component eigenvalue problems.

To represent the orbital angular momentum $L_{a b}$, we parametrize the coordinates $\eta_{1}, \ldots, \eta_{5}$ in the form

$$
\begin{align*}
& \eta_{1}=\sin \theta_{1} \cos \varphi_{1}, \quad \eta_{2}=\sin \theta_{1} \sin \phi_{1} \\
& \eta_{3}=\cos \theta_{1} \cos \theta_{2}, \quad \eta_{4}=\cos \theta_{1} \sin \theta_{2} \cos \phi_{2}, \\
& \eta_{5}=\cos \theta_{1} \sin \theta_{2} \sin \varphi_{2},  \tag{2.15}\\
& 0 \leqslant \theta_{1} \leqslant \frac{1}{2} \pi, 0 \leqslant \phi_{1} \leqslant 2 \pi \\
& 0 \leqslant \theta_{2} \leqslant \pi, \quad 0 \leqslant \phi_{2} \leqslant 2 \pi
\end{align*}
$$

corresponding to an $O(2)$ (angle $\phi_{1}$ ) and an $\mathrm{SO}(3)$ (angles $\theta_{2}, \phi_{2}$ ) combined with mixing angle $\theta_{1}$. In terms of these angular parameters. the coordinate inversion operation is

$$
\eta--\eta \Leftrightarrow\left\{\begin{array}{l}
\theta_{1}-\theta_{2}, \quad \phi_{1}-\phi_{1}+\pi  \tag{2.15'}\\
\theta_{2}-\pi-\theta_{2}, \quad \phi_{2}-\phi_{2}+\pi
\end{array}\right.
$$

The hyperspherical surface element becomes

$$
\begin{align*}
\Omega_{n} & =\operatorname{det}\left[\begin{array}{lllll}
\eta_{1} & \frac{\partial \eta_{1}}{\partial \theta_{1}} & \frac{\partial \eta_{1}}{\partial \phi_{1}} & \frac{\partial \eta_{1}}{\partial \theta_{2}} & \frac{\partial \eta_{1}}{\partial \Phi_{2}} \\
\eta_{2} & & & & \\
\cdot & & & & \cdot \\
\cdot & & & \\
\cdot & & & \\
\eta_{5} & \frac{\partial \eta_{3}}{\partial \theta_{1}} & \cdots & & \frac{\partial \eta_{5}}{\partial \varphi_{2}}
\end{array}\right] d \theta_{1} d \phi_{1} d \theta_{2} d \phi_{s} \\
& =\cos ^{2} \theta_{1} \sin \theta_{1} d \theta_{1}\left(d \phi_{1}\right)\left(\sin \theta_{2} d \theta_{2} d \phi_{2}\right) \tag{2.16}
\end{align*}
$$

which, not surprisingly, has a mixing-angle factor, an $O(2)$ factor $\left(d \phi_{1}\right)$, and an $\mathrm{SO}(3)$ 'actor $\left(\sin \theta_{2} d \theta_{2} d \phi_{2}\right)$. By dint of considerable algebra one can express the orbital angular momenta in terms of derivatives with respect to the angles of Eq. (2.15). To write the results in a compact form, we introduce auxliary operators $M_{j}, N_{j}$, $P_{i}, j=1, \ldots, 3$, as follows:

$$
\begin{align*}
& M_{1}=-\sin \phi_{1} \frac{\partial}{\partial \theta_{2}}-\cot \theta_{1} \cos \phi_{1} \frac{\partial}{\partial \phi_{1}}, \\
& M_{2}=\cos \phi_{1} \frac{\partial}{\partial \theta_{2}}-\cot \theta_{1} \sin \phi_{1} \frac{\partial}{\partial \phi_{1}}, \\
& M_{3}=\frac{\partial}{\partial \phi_{1}}, \\
& N_{1}=-\sin \phi_{2} \frac{\partial}{\partial \theta_{2}}-\cot \theta_{2} \cos \phi_{2} \frac{\partial}{\partial \phi_{2}}, \\
& N_{2}=\cos \phi_{2} \frac{\partial}{\partial \theta_{2}}-\cot \theta_{2} \sin \phi_{2} \frac{\partial}{\partial \phi_{2}},  \tag{2.17}\\
& N_{3}=\frac{\partial}{\partial \phi_{2}}, \\
& P_{1}=\cos \theta_{2} \cos \phi_{2} \frac{\partial}{\partial \varepsilon_{2}}-\csc \theta_{2} \sin \phi_{2} \frac{\partial}{\partial \varphi_{2}} \\
& P_{2}=\cos \theta_{2} \sin \phi_{2} \frac{\partial}{\partial \theta_{2}}+\csc \theta_{2} \cos \phi_{2} \frac{\partial}{\partial \phi_{2}} \\
& P_{3}=-\sin \theta_{2} \frac{\partial}{\partial \theta_{2}}
\end{align*}
$$

These satigfy the commutation relations and identities
$\left.\begin{array}{l}{\left[M_{i}, M_{j}\right]=-M_{k}, \quad\left[M_{i}, N_{j}\right]=\left[M_{i}, P_{j}\right]=0,} \\ {\left[N_{i}, N_{j}\right]=-N_{k},} \\ {\left[P_{i}, P_{j}\right]=N_{k}, \quad\left[N_{i}, P_{j}\right]=-P_{k},}\end{array}\right\} i, j, k$ cyclic
$\overrightarrow{\mathrm{N}}^{2}=\overrightarrow{\mathrm{p}}^{2}=\frac{1}{\sin \theta_{2}} \frac{\mathrm{a}}{\partial \theta_{2}}\left(\sin \theta_{2} \frac{\partial}{\partial \theta_{2}}\right)+\frac{1}{\sin ^{2} \theta_{2}} \frac{\partial^{2}}{\partial \phi_{2}{ }^{2}}$.
In terms of the auxiliary operators, the orbital angular momentum operators take the form

$$
\begin{aligned}
& L_{12}=M_{3}, \quad L_{59}=N_{1}, \\
& L_{34}=N_{2}, \quad L_{45}=N_{3}, \\
& L_{14}=-\sin \theta_{2} \cos \phi_{2} M_{2}+\tan \theta_{1} \cos \phi_{1} P_{1}, \\
& L_{15}=-\sin \theta_{2} \sin \phi_{2} M_{2}+\tan \theta_{1} \cos \phi_{1} P_{2} \\
& L_{19}=-\cos \theta_{2} M_{2}+\tan \theta_{1} \cos \phi_{1} P_{3}, \\
& L_{24}=\sin \theta_{2} \cos \phi_{2} M_{1}+\tan \theta_{1} \sin \phi_{1} P_{1} \\
& L_{29}=\sin \theta_{2} \sin \phi_{2} M_{1}+\tan \theta_{1} \sin \phi_{2} P_{2} \\
& L_{23}=\cos \theta_{2} M_{1}+\tan \theta_{1} \sin \phi_{1} P_{3}
\end{aligned}
$$

and by using Eqs. (2.17) and (2.18) it is straight forward to verify that the expressions in Eq. (2.19) satisfy the $O(5)$ commutation relations

$$
\begin{equation*}
\left[L_{a b}, L_{c d}\right]=\delta_{a c} L_{d b}-\delta_{a d} L_{c b}+\delta_{b c} L_{a d}-\delta_{b d} L_{a c} . \tag{2.20}
\end{equation*}
$$

Using Eqs. (2.14) and (2.19), it is a simple matter to express the Hamiltonian $h_{T}$ and the conserved generators $J_{12}, J_{53}, \ldots$ in terms of the angular parameters. We find

$$
\begin{align*}
h_{\dot{T}}^{(0)}=2-i & {\left[M_{3} \sigma_{3}+N_{1} \rho_{1}+N_{2} \rho_{2}+N_{3} \rho_{3}+\left(M_{1} \sigma_{1}+M_{2} \sigma_{2}\right)\left(\rho_{1} \sin \theta_{2} \cos \varphi_{2}+\rho_{2} \sin \theta_{2} \sin \phi_{2}+\rho_{3} \cos \theta_{2}\right)\right.} \\
& \left.+i \tan \theta_{1} \sigma_{3}\left(\sigma_{1} \cos \phi_{1}+\sigma_{2} \sin \phi_{1}\right)\left(P_{1} \rho_{1}+P_{2} \rho_{2}+P_{3} \rho_{3}\right)\right],  \tag{2.21}\\
V=\lambda \sin \theta_{1} & {\left[\sigma_{3} \sin \theta_{1}-\cos \theta_{1}\left(\sigma_{1} \cos \varphi_{1}+\sigma_{2} \sin \phi_{1}\right)\left(\rho_{1} \sin \theta_{2} \cos \phi_{2}+\rho_{2} \sin \theta_{2} \sin \phi_{2}+\rho_{3} \cos \theta_{2}\right)\right], }
\end{align*}
$$

and

$$
\begin{align*}
& U_{3}=-i J_{12}=-i M_{3}+\frac{1}{2} \sigma_{3}, \\
& T_{1}=-i J_{53}=-i N_{1}+\frac{1}{2} \rho_{1}, \\
& T_{2}=-i J_{34}=-i N_{2}+\frac{1}{2} \rho_{2},  \tag{2.22}\\
& T_{3}=-i J_{45}=-i N_{2}+\frac{1}{2} \rho_{3},
\end{align*}
$$

## C. Reduction of the eigenvalue problem

The first step in the reduction of the eigenvalue problem with respect to the $\mathrm{SO}(3) \times \mathrm{O}(2)$ subgroup is to find the eigenvalues and eigenfunctions of the conserved generators in Eq. (2.22). This is, of course, just a standard angular momentum problem. For the $O(2)$ subgraup we find two eigenfunctions with opposite inversion parity for each eigenvalue $\xi$ of $U_{3}$,

$$
\begin{align*}
& U_{3} u_{t}=\xi u_{+}, \\
& P_{u_{4}}=(-1)^{t \times 1 / 2} u_{i},  \tag{2.23}\\
& u_{+}=e^{I(t-1 / 2) \Phi_{1}}\binom{1}{0}_{0}, \\
& u_{-}=e^{I(t+1 / 2) \Phi_{1}}\binom{0}{1}_{0} .
\end{align*}
$$

The subscript $\sigma$ on the spinors indicates that they are acted on by the Pauli matrices $\sigma_{j}$. Because the orbital angular momentum $-i M_{1}$ must have integral eigenvalues, the eigenvalues of $U_{\mathrm{s}}$ must be half-integral; hence the allowed values of $\xi$ are

$$
\begin{equation*}
\xi= \pm \frac{1}{2}, \pm 2_{2}^{3}, \ldots \tag{2.24}
\end{equation*}
$$

For the $S O(3)$ subgroup we again find two eigenfunctions with opposite inversion parity for each pair of $\vec{T}$ eigenvalues $\boldsymbol{j}, \boldsymbol{m}$,

$$
\begin{align*}
& \overrightarrow{\mathbf{T}}^{2} v_{4}=j(j+1) v_{1}, \quad T_{3} v_{4}=m v_{1}, \\
& P v_{t}=(-1)^{+2 m+1 / 2} v_{t} \text {, }  \tag{2.25}\\
& v_{+}=\left[\begin{array}{c}
(j-m+1) P_{j+1 / 2}^{m-1 / 2}\left(\cos \theta_{2}\right) e^{1(m-1 / 2) \phi_{2}} \\
P=\cdots+1 / 2 \\
j\left(\cos \theta_{2}\right) e^{1(m+1 / 2) \theta_{2}}
\end{array}\right], \\
& v_{-}=\left[\begin{array}{c}
(j+m) P_{1-1 / 2}^{m-1 / 2}\left(\cos \theta_{2}\right) e^{1(m-1 / 2) \omega_{2}} \\
-P_{j-1 / 2}^{m-1 / 2}\left(\cos \theta_{2}\right) e^{1(m+1 / 2) \omega_{2}}
\end{array}\right]_{0},
\end{align*}
$$

with $P_{L}^{L}(z)$ the usual associated Legendre polynomial. The allowed values of $j, m$ are the usual ones for spin- $\frac{1}{2}$ coupled to an orbital angular momentum,

$$
\begin{align*}
& j=\frac{1}{2}, \frac{2}{2}, \ldots \\
& m=-j,-j+1, \ldots, j \tag{2.26}
\end{align*}
$$

and the subscript $p$ indicates that the spinors are acted on by the Pauli matrices $\rho_{f}$. In terms of the $O(2)$ and $S O(3)$ eigenfunctions which we have just found, the general decomposition of $\psi_{j m f}$ is

$$
\begin{align*}
& \psi_{\text {mms }}=A_{-}\left(\theta_{1}\right) v_{+} u_{+}+C_{+}\left(\theta_{1}\right) v_{-} u_{-}, \\
& \psi_{M-\epsilon}=A_{-}\left(\theta_{1}\right) v_{+} u_{-}+C_{-}\left(\theta_{1}\right) v_{-} u_{+},  \tag{2.27}\\
& \epsilon=(-1)^{1+1+2 m-1} .
\end{align*}
$$

The next step is to substitute Eq. (2.27) Into Eq. (1.9), using the expression of Eq. (2.21) for $h_{T}$. To find the action of the various terms of $h_{T}$ on $u$, and $v_{i}$ we use the following identities, which may be verified by straightforward calculation:
$\sigma_{\sigma_{1}} u_{t}= \pm u_{i}$,
$\left(\sigma_{1} \cos \phi_{1}+\sigma_{2} \sin \phi_{1}\right) u_{i}=u_{i}$,
$\left(2-i M_{3} \sigma_{3}\right) u_{4}=\left(\frac{3}{2} \pm \xi\right) u_{4}$,
$-i\left(M_{1} \sigma_{1}+M_{2} \sigma_{2}\right) u_{4}= \pm u_{F}\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2} \mp \xi\right) \cot \theta_{1}\right] ;$
$\left(\rho_{1} \sin \theta_{2} \cos \phi_{2}+\rho_{2} \sin \theta_{2} \sin \phi_{2}+\rho_{3} \cos \theta_{2}\right) v_{2}=\nu_{\text {₹ }}$,
$-i \mathbf{i} \cdot \overrightarrow{\mathrm{~N}} \cdot \vec{\rho} v_{+}=-\left(j+\frac{2}{2}\right) v_{+}, \quad-i \hat{N} \cdot \vec{\rho} v_{-}=\left(j-\frac{1}{2}\right) v_{-}$,
$\overline{\mathbf{P}} \cdot \bar{\rho} v_{+}=\left(j+\frac{3}{2}\right) v_{-}, \overrightarrow{\mathbf{P}} \cdot \vec{\rho} u_{-}=-\left(j-\frac{1}{2}\right) v_{+}$.

## Hence we get

$$
\begin{align*}
& h_{+} \psi_{\text {max }}=\left(\frac{3}{2}+\xi\right) A_{+} v_{+} u_{*}+\left(\frac{3}{2}-\xi\right) C_{+} v_{-} u_{-}-\left(j+\frac{3}{2}\right) A_{+} v_{+} u_{+}+\left(j-\frac{1}{2}\right) C_{+} v_{-} u_{-} \\
& +\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}-\xi\right) \cot \theta_{1}\right] A_{+} v_{-} u_{-}-\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}+\xi\right) \cot \theta_{1}\right] C_{+} v_{+} u_{+} \\
& -\tan \theta_{1}\left(j+\frac{3}{2}\right) A_{*} v_{-} u_{-}-\tan \theta_{1}\left(j-\frac{2}{2}\right) C_{+} v_{+} u_{+}+\lambda \sin ^{2} \theta_{1} A_{+} v_{+} u_{+}-\lambda \sin ^{2} \theta_{1} C_{+} v_{-} u_{-} \\
& -\lambda \sin \theta_{1} \cos \theta_{1} A_{+} v_{-} u_{-}-\lambda \sin \theta_{1} \cos \theta_{1} C_{+} v_{+} u_{+} \\
& =\mu \psi_{\text {m }} \\
& =\mu A_{+} v_{+} u_{+}+\mu C_{+} v_{-} u_{-} \text {, } \\
& h_{J} \oiint_{j-\pi}=\left(\frac{3}{2}-\xi\right) A_{-} v_{+} u_{-}+\left(\frac{3}{2}+\xi\right) C_{-} v_{-} u_{+}-\left(j+\frac{3}{2}\right) A_{-} v_{+} u_{-}+\left(j-\frac{1}{2}\right) C_{-} v_{-} u_{+}  \tag{2.29}\\
& -\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}+\xi\right) \cot \theta_{1}\right] A_{-} v_{-} u_{*}+\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}-\xi\right) \cot \theta_{1}\right] C_{-} v_{*} u_{-} \\
& +\tan \theta_{1}\left(j+\frac{3}{2}\right) A_{-} v_{-} u_{-}+\tan \theta_{1}\left(j-\frac{1}{2}\right) C_{-} v_{,} u_{-}-\lambda \sin ^{2} \theta_{1} A_{-} v_{+} u_{-}+\lambda \sin ^{2} \theta_{1} C_{-} v_{-} u_{+} \\
& -\lambda \sin \theta_{1} \cos \theta_{1} \mathcal{A}_{-} v_{-} u_{+}-\lambda \sin \theta_{1} \cos \theta_{1} C_{-} v_{+} u_{-} \\
& =\mu \text { 中 }_{\text {me }}-\mathrm{s} \\
& =\mu A_{-} v_{,} u_{-}+\mu C_{-} v_{-} u_{4} .
\end{align*}
$$

Equating coefficients of like terms then gives us the following two sets of coupled first-order differential equations for $A_{4}\left(\theta_{1}\right)$ and $C_{4}\left(\theta_{1}\right)$ :

$$
\begin{align*}
& (\xi-j) A_{+}-\left[\frac{d}{d \theta_{i}}+\left(\frac{1}{2}+\xi\right) \cot \theta_{1}+\left(j-\frac{1}{2}\right) \tan \theta_{1}\right] C_{+}+\lambda \sin \theta_{1}\left(A_{+} \sin \theta_{1}-C_{+} \cos \theta_{1}\right)=\mu A_{+},  \tag{2.30a}\\
& (j+1-\xi) C_{+}+\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}-\xi\right) \cot \theta_{1}-\left(j+\frac{3}{2}\right) \tan \theta_{1}\right] A_{+}-\lambda \sin \theta_{1}\left(C_{+} \sin \theta_{1}+A_{+} \cos \theta_{1}\right)=\mu C_{+} ; \\
& -(\xi+j) A_{-}+\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}-\xi\right) \cot \theta_{1}+\left(j-\frac{1}{2}\right) \tan \theta_{1}\right] C_{-}-\lambda \sin \theta_{1}\left(\sin \theta_{1} A_{-}+\cos \theta_{1} C_{-}\right)=\mu A_{-},  \tag{2.30b}\\
& (j+1+\xi) C_{-}-\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}+\xi\right) \cot \theta_{1}-\left(j+\frac{3}{2}\right) \tan \theta_{1}\right] A_{-}+\lambda \sin \theta_{1}\left(\sin \theta_{1} C_{-}-\cos \theta_{1} A_{-}\right)=\mu C_{-} .
\end{align*}
$$

These two sets of equations can be further reduced to just one set of coupled differential equa tions by exploiting the fact that

$$
\begin{equation*}
\alpha \cdot \eta h_{T}=-h_{T} \alpha \cdot \eta \tag{2.31}
\end{equation*}
$$

$$
\begin{align*}
\alpha \cdot \eta \psi_{\operatorname{man}-\varepsilon}= & {\left[\left(\sigma_{1} \cos \varphi_{1}+\sigma_{2} \sin \varphi_{1}\right) \sin \theta_{1}+\sigma_{3}\left(\rho_{1} \sin \theta_{2} \cos \varphi_{2}+\rho_{2} \sin \theta_{2} \sin \varphi_{2}+\rho_{3} \cos \theta_{2}\right) \cos \theta_{1}\right] } \\
& \times\left[A_{-}\left(\theta_{1}\right) v_{-} u_{-}+C_{-}\left(\theta_{1}\right) v_{-} u_{+}\right] \\
= & A_{+}\left(\theta_{1}\right) v_{4} u_{+}+\hat{C}_{-}\left(\theta_{2}\right) v_{-} u_{-}, \tag{2.32}
\end{align*}
$$

we find from the relations of Eq. (2.28) that

$$
\begin{align*}
& \dot{A}_{+}=A_{-} \sin \theta_{1}+C_{-} \cos \theta_{1}, \\
& \hat{C}_{+}=-A_{-} \cos \theta_{1}+C_{-} \sin \theta_{1} . \tag{2,33}
\end{align*}
$$

From the differential equations [Eqs. (2.30b)] satisfied by $A_{-}$and $C_{-}$, we find that $A_{\text {, and }} C_{0}$ satisfy the coupled differential equations

Since $\alpha \cdot \eta$ has odd inversion parity, Eq. (2.31) tells us that if $\psi_{m_{m-}-\epsilon}$ is an eigenfunction of $h_{T}$ with eigenvalue $\mu$, then $\alpha \cdot \eta \psi_{\text {me -e }}$ is an eigenfunction of $h_{r}$ with eigenvalue $-\mu$, quantum numbers $j, m, \xi$ unaltered, but (reversed) inversion parity $+\epsilon$. Specifically, writing ${ }^{3}$

$$
\begin{aligned}
(\xi-j) \tilde{A}_{+}-[ & \left.\frac{d}{d \theta_{1}}+\left(\frac{1}{2}+\xi\right) \cot \theta_{1}+\left(j-\frac{1}{2}\right) \tan \theta_{1}\right] \dot{C} \\
& +\lambda \sin \theta_{1}\left(A_{+} \sin \theta_{1}-\dot{C}_{+} \cos \theta_{1}\right)=-\mu \dot{A}_{\ldots}
\end{aligned}
$$

$$
\begin{align*}
(j+1-\xi) \hat{C}_{+}+ & {\left[\frac{d}{d \theta_{1}}+\left(\frac{1}{2}-\xi\right) \cot \theta_{1}-\left(j+\frac{3}{2}\right) \tan \theta_{1}\right] \dot{A} . }  \tag{2.34}\\
& -\lambda \sin \theta_{L}\left(\hat{C}_{+} \sin \theta_{1}+\hat{A}_{+} \cos \theta_{1}\right)=-\mu \hat{C}_{+} .
\end{align*}
$$

As expected, these are identical to Eqs. (2.30a), apart from the reversal in sign of the eigenvalue. Thus, we need only study the one set of equations in Eq. (2.30a).

To find the measure with respect to which two eigensolutions of Eqs. (2.30a) with different eigenvalues $\mu, \mu^{\prime}$ are orthogonal, we start from the hyperspherical orthonormality condition

$$
\begin{equation*}
\int d \Omega_{n} \phi_{m+s}^{+} \phi_{j=z}^{\prime}=0, \quad \mu \neq \mu^{\prime} \tag{2.35}
\end{equation*}
$$

Using the expression for $\alpha \Omega_{n}$ in Eq. (2.16), and the fact that

$$
\begin{align*}
u_{-}^{\top} u_{-}= & u_{+}^{\dagger}\left(\sigma_{1} \cos \varphi_{1}+\sigma_{2} \sin \phi_{1}\right)^{2} u_{+} \\
= & u_{+}^{\dagger} u_{+,} \\
v_{-}^{\dagger} v_{-}= & v_{+}^{\dagger}\left(\rho_{1} \sin \theta_{2} \cos \phi_{2}+\rho_{2} \sin \theta_{2} \sin \phi_{2}\right.  \tag{2.36}\\
& \left.+\rho_{3} \cos \theta_{2}\right)^{2} v_{+} \\
= & v_{+}^{\dagger} v_{+}
\end{align*}
$$

Eq. (2.35) reduces to

$$
\begin{equation*}
\int_{0}^{\pi / 2} \cos ^{2} \theta_{1} \sin \theta_{1} d \theta_{1}\left(A_{*} A_{*}^{\prime}+C_{4} C_{*}^{\prime}\right)=0, \quad \mu \neq \mu^{\prime} \tag{2.37}
\end{equation*}
$$

which identifies the measure for Eqs. (2,30a).
Now that the eigenvalue problem has been reduced to a single set of coupled first-order differential equations, the subscripts used in the above analysis are no longer needed. To expedite the subsequent discussion, let us change notation as follows:

$$
\begin{align*}
& \theta_{1}-\theta \\
& A_{*}\left(\theta_{1}\right)-a(\theta)  \tag{2.38}\\
& C_{*}\left(\theta_{1}\right)-c(\theta)
\end{align*}
$$

$$
\begin{equation*}
\frac{d^{2} a}{d u^{2}}+\left(\frac{3}{2} \frac{1}{u}+\frac{1}{u-1}\right) \frac{d a}{d u}+\left[-\frac{\left(j+\frac{3}{2}\right)\left(j+\frac{1}{2}\right)}{4} \frac{1}{u^{2}}-\frac{\left(\xi-\frac{1}{2}\right)^{2}}{4} \frac{1}{(u-1)^{2}}+\frac{\left(j+\frac{3}{2}\right)\left(j+\frac{1}{2}\right)+\left(\xi-\frac{1}{2}\right)^{2}+2+\mu(1-\mu)}{4} \frac{1}{u(u-1)}\right] a=0 \tag{2.42}
\end{equation*}
$$

and $c$ satisfies a similar equation obtained from Eq. (2.42) by the replacements $j-j-1, \xi-\xi+1$. The characteristic exponents of Eq. (2.42) at the regular singular points at $u=0$ and $u=1$ are given

The differential equations which we must study thus are

$$
(\xi-j) a-\left[\frac{d}{d \theta}+\left(\frac{1}{2}+\xi\right) \cot \theta+\left(j-\frac{1}{2}\right) \tan \theta\right] c
$$

$$
+\lambda \sin \theta(a \sin \theta-c \cos \theta)=\mu a,
$$

$$
\begin{align*}
& (j+1-\xi) c+\left[\frac{d}{d \theta}+\left(\frac{1}{2}-\xi\right) \cot \theta-\left(j+\frac{3}{2}\right) \tan \theta\right] a  \tag{2.39}\\
& -\lambda \sin \theta(c \sin \theta+a \cos \theta)=\mu c,
\end{align*}
$$

with the measure for orthogonality

$$
\int_{0}^{\pi / 2} \cos ^{2} \theta \sin \theta d \theta\left(a^{*} a^{\prime}+c^{*} c^{\prime}\right)=0
$$

$$
\begin{equation*}
\mu=\mu^{\prime} . \tag{2.40}
\end{equation*}
$$

> D. Solution of the free $(\lambda=0)$ case and check on eigenvalue counting

Let us now check the reduction leading to Eq. (2.39) by solving the differential equations in the case of vanishing interaction and comparing the energy spectrum with the free-particle spectrum calculated in Ref. 2. When $\lambda=0$, the differential equations simplify to
$(\xi-j) a-\left[\frac{d}{d \theta}+\left(\frac{2}{2}+\xi\right) \cot \theta+\left(j-\frac{1}{2}\right) \tan \theta\right] c=\mu a$,
$(j+1-\xi) c+\left[\frac{d}{d \theta}+\left(\frac{1}{2}-\xi\right) \cot \theta-\left(j+\frac{3}{2}\right) \tan \theta\right] a=\mu c$.
Changing the independent variable to $u=\cos ^{2} \theta$ and eliminating either $c$ or $a$, we find that $a$ satisfies a second-order differential equation of standard Riemann type,'
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$$
\begin{align*}
a= & f(\cos \theta)^{j+1 / 2}(\sin \theta)^{t-1 / 2} \\
& \times P^{(1+1,1-1 / 2}\left(1-2 \cos ^{2} \theta\right), \\
c= & (\cos \theta)^{1-1 / 2}(\sin \theta)^{t+1 / 2} \\
& \times P_{1, t+1 / 2}^{\left(1, t-2 \cos ^{2} \theta\right) .} \tag{2.43}
\end{align*}
$$
\]

Series 1.

$$
\begin{aligned}
& \mu=2 n+2+j+\xi, \quad n=0,1,2, \ldots \\
& f=-\left(n+\xi+\frac{1}{2}\right) /(n+j+1) .
\end{aligned}
$$

Series 2.

$$
\begin{aligned}
& \mu=-(2 n+1+j+\xi), \quad n=0,1,2, \ldots \\
& f=1 . \\
& \xi \leqslant-\frac{1}{2}: \\
& a= f(\cos \theta)^{\rho+1 / 2}(\sin \theta)^{1 / 2-\xi} \\
& \times P_{n}^{(\rho+1,1 / 2-\delta)}\left(1-2 \cos ^{2} \theta\right), \\
& c=(\cos \theta)^{j-1 / 2}(\sin \theta)^{-1 / 2-\varepsilon} \\
& \times P_{n+1}^{(1,-1 / 2-\varepsilon)}\left(1-2 \cos ^{2} \theta\right) .
\end{aligned}
$$

Series 3.

$$
\begin{align*}
& \mu=2 n+3+j-\xi, \quad n=-1,0,1, \ldots  \tag{2.44}\\
& f=-1 .
\end{align*}
$$

## Series 4.

$$
\begin{aligned}
& \mu=-(2 n+2+j-\xi), \quad n=0,1,2, \ldots \\
& f=\left(n+j-\xi+\frac{3}{2}\right) /(n+1) .
\end{aligned}
$$

These solutions can be verified by direct substitution into Eq. (2.41), using the following four identities satiafied by the Jacobi polynomial $P_{a}^{(a, 8)}(x)^{5}$ :

$$
\begin{aligned}
& (1-x) \frac{d}{d x} P_{n}^{(\alpha, \beta)}(x)=\alpha P_{n}^{(\alpha, \beta)}(x)-(n+\alpha) P_{n}^{(\alpha-1, \beta+1)}(x), \\
& (1+x) \frac{d}{d x} P_{n}^{(\alpha, \beta)}(x)=(n+\beta) P_{n}^{(\alpha+1, \beta-1)}(x)-\beta P_{n}^{(\alpha, \beta)}(x), \\
& \beta(1-x) P_{n}^{(\alpha, \beta)}(x)-(n+\alpha)(1+x) P_{n-1, \beta+1)}^{(\alpha-x)} \quad(2,45) \\
& =-2(n+1) P_{n+1}^{(\alpha-1, \beta-1)}(x), \\
& 2 \frac{d}{d x} P_{n+1}^{(\alpha, \beta)}(x)=(n+\alpha+\beta+2) P_{n}^{(\alpha+2, \beta+1)}(x) .
\end{aligned}
$$

Let us now count the total degeneracy with which the eigenvalue $\mu=k+2$ occurs. Remembering that we have reduced our problem to a fourcomponent spinor, the expected degeneracy of the eigenvalue $\mu=\boldsymbol{k}+2$ is

$$
\begin{align*}
\operatorname{deg}(k+2) & =\operatorname{dim}\left(k+\frac{1}{2}, \frac{1}{2}\right) \\
& =\frac{2}{3}(k+1)(k+2)(k+3), \\
& k=0,1,2, \ldots . \tag{2.46}
\end{align*}
$$

For each eigenfunction with eigenvalue $\mu$ and inversion parity $\epsilon$ obtained from Eqs. (2.43) and (2.44), there is another eigenfunction with eigenvalue $-\mu$ and opposite inversion parity obtained by inverting the transformation of Eq. (2.33) to give

$$
\begin{align*}
& A_{-}=a \sin \theta-c \cos \theta,  \tag{2.47}\\
& C_{-}=a \cos \theta+c \sin \theta .
\end{align*}
$$

Hence the positive eigenvalues of $\boldsymbol{h}_{T}$ are

$$
\begin{align*}
& \left.\begin{array}{l}
2 n+2+j+|\xi| \\
2 n+1+j+|\xi|
\end{array}\right\} \text { wice each } \\
& n=0,1,2, \ldots, \quad j=\frac{1}{2}, \frac{3}{2}, \ldots, \\
& m=-j, \ldots, j, \quad|\xi|=\frac{1}{2}, \frac{3}{2}, \ldots . \tag{2.48}
\end{align*}
$$

and the degeneracy of the eigenvalue $\boldsymbol{k}+2$ is

$$
\begin{align*}
\operatorname{deg}(k+2)= & 2 \sum_{\substack{n, 1,|\in| \\
2 n+i+|k|=k}}(2 j+1) \\
& +2 \sum_{\substack{n, j,|k| \\
2 n+j+\mid t=n+1}}(2 j+1) .
\end{align*}
$$

The right-hand side of Eq. (2.49) is obviously a cubic polynomial in $k_{\text {, }}$ which by direct enumeration of the two sums, takes the values $4,16,40,80$ for $k=0,1,2,3$, respectively. Hence it is equal to $\frac{2}{3}(k+1)(k+2)(k+3)$, and the eigenvalue-counting checks. In group-theoretic language, what we have done is to exhibit the decomposition of the ( $k+\frac{1}{2}, \frac{1}{2}$ ) representation of $O(5)$ in terms of states labeled by the quantum numbers of the $\mathrm{SO}(3) \times O(2)$ subgroup.

From Eqs. (2.43) and (2.44), we see that in the free case the two-component wave function

$$
\begin{equation*}
\psi=\binom{a}{c} \tag{2.50a}
\end{equation*}
$$

satisfies the finiteness boundary condition

TABLE I. Characteristic exponents of the differential equations for $a$ and $c$ at $u=\cos ^{2} \theta=0,1$. [See the discuscian following Eq. (2.50).|

Singular point: $u=0, \theta=\frac{1}{2} \pi \quad$ Singular point: $u=1, \theta=0$

$$
\begin{array}{ll}
a \sim u \sigma_{a}=(\cos \theta)^{2 o_{a}} & a \sim(1-u)^{x_{a}}=(\sin \theta)^{2 x_{a}} \\
c \sim u \sigma_{c}=(\cos \theta)^{2} o_{c} & c \sim(1-u)^{x_{c}=(\sin \theta)^{2 x_{c}}}
\end{array}
$$

Characteristic exponents
Characteristic exponents
Solutian 1 Solution 2 Solution 1 Solution 2

| $\sigma_{a}$ | $\frac{1}{2}\left(j+\frac{1}{2}\right)$ | $-\frac{1}{2}\left(j+\frac{1}{j}\right)$ | $x_{a}$ | $\frac{1}{2}\left(\xi-\frac{1}{2}\right)$ | $-\frac{1}{2}\left(\xi-\frac{1}{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma_{c}$ | $\frac{1}{2}\left(j-\frac{1}{2}\right)$ | $-\frac{1}{2}\left(j+\frac{1}{2}\right)$ | $x_{c}$ | $\frac{1}{2}\left(\xi+\frac{1}{2}\right)$ | $-\frac{1}{2}\left(\xi+\frac{1}{2}\right)$ |

$$
\begin{equation*}
\psi \text {-finite at } \theta=0, \theta=\frac{1}{2} \pi \tag{2.50~b}
\end{equation*}
$$

and an examination of the characteristic exponents in Table I shows that Eq. (2.50b) is equivalent to the square-integrability boundary condition

$$
\begin{equation*}
\int_{0}^{\pi / 2} \cos ^{2} \theta \sin \theta d \theta\left(|a|^{2}+|c|^{2}\right)<\infty \tag{2.50c}
\end{equation*}
$$

Since the interaction term in Eq. (2.39) is nonsingular at $\theta=0, \theta=\frac{1}{2} \pi$, the characteristic exponents of the differential equation system at $\theta=0$, $\theta=\frac{1}{2} \pi$ are the same in the interacting case as in the noninteracting case. Hence the boundary condition in Eq. (2.50), which we inferred from the free solution, is appropriate to the interacting case as well.
E. Reduction of the interacting case and consinuction of the Fredholm determinant

It is convenient, for the work which follows, to reduce the coupled differential equations of Eq. (2.39) to a somewhat simpler form. We work with the two-component spinor notation of Eq. (2.50a), and write Eq. (2.39) in the matrix form

$$
\begin{equation*}
H \psi=\mu \psi . \tag{2.51}
\end{equation*}
$$

Introducing Pauli matrices $\tau_{1}, \tau_{2}, \tau_{3}$ which act on the spinor $\psi$, it is easy to see that $H$ may be written as

$$
\begin{align*}
H & =\frac{1}{2}-\left(j-\xi-\lambda \sin ^{2} \theta+\frac{1}{2}\right) \tau_{s} \\
& -\left[\xi \cot \theta+\left(j+\frac{1}{2}\right) \tan \theta+\lambda \sin \theta \cos \theta\right] \tau_{1} \\
& -i\left(\frac{d}{d \theta}+\frac{1}{2} \cot \theta-\tan \theta\right) \tau_{y} . \tag{2.52}
\end{align*}
$$

We now make a similarity transformation on Eqs. (2.51) and (2.52), writing

$$
\begin{align*}
& \psi=S \psi_{R} \\
& H=S H_{R} S^{-1}  \tag{2.53}\\
& S=\left(\cos \frac{1}{2} \theta-i \tau_{2} \sin \frac{b}{2} \theta\right)\left[(\sin \theta)^{/ / 2} \cos \theta\right]^{-1}
\end{align*}
$$

The transformed eigenvalue problem is

$$
\begin{align*}
H_{R} \psi_{R} & =\mu \psi_{R},  \tag{2.54}\\
H_{R}= & -\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] \tau_{1} \\
& -\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} \tau_{3}-2 \frac{d}{d \theta} \tau_{2} .
\end{align*}
$$

The measure for orthogonality is now

$$
\begin{equation*}
\int_{0}^{\pi / 2} d \theta \psi_{R}^{+} \psi_{R}^{\prime}=0, \quad \mu \neq \mu^{\prime} \tag{2.55}
\end{equation*}
$$

and the boundary condition is

$$
\psi_{R} \sim(\sin \theta)^{\sqrt{2}} \cos \theta \times \text { finite at } \theta=0, \theta=\frac{1}{2} \pi
$$

or equivalently

$$
\begin{equation*}
\int_{0}^{\pi / 2} d \theta\left|\psi_{R}\right|^{2}<\infty \tag{2.56b}
\end{equation*}
$$

To construct the external-field-problem Fredholm determinant, we display the parameter dependence of the eigenvalue $\mu$ by writing

$$
\begin{equation*}
\mu=\mu_{E j}(\lambda), \tag{2.57}
\end{equation*}
$$

so that the Fredholm determinant within the separable subspace takes the form

$$
\begin{align*}
& \Delta_{G i}(\lambda)=\prod_{\substack{\text { an eiscinvilues } \\
\text { in mbibpe }}} \mu_{g y}(\lambda) \\
& =\operatorname{det}\left[H_{R}\right] . \tag{2.58}
\end{align*}
$$

Remembering that for each eigenvalue $\mu_{f j}(\lambda)$ there is an eigenvalue $-\mu_{t j}(\lambda)$ coming from eigenfunctions with opposite inversion parity [see the discussion following Eq. (2.31)], and that there is an additional duplication of eigenvalues when we reconstruct back to eight-component spinors, we find that

$$
\begin{align*}
& \times \prod_{\substack{\text { all } \\
\text { in mitiviluace }}}\left[\mu_{6 j}(\lambda)^{4}\right]^{2 j+1} . \tag{2.59}
\end{align*}
$$

Thus, comparing with Eq. (1.7), we see that the full external-field-problem Fredholm determinant is given by

$$
\begin{equation*}
\Delta[A]=\prod_{j=1 / 2, i / 2, \ldots t i=1 / 2, \pm 2 / 2, \ldots} \Delta_{i, 1}(\lambda)^{2 j+1} \tag{2.60}
\end{equation*}
$$

One further transformation of this formula proves to be useful. From Eq. (2.54), we see that if

$$
\begin{equation*}
H_{R} \psi=\mu_{E J}(\lambda) \psi, \tag{2.61}
\end{equation*}
$$

then

$$
\begin{equation*}
\left.H_{F}\right|_{\substack{\xi \rightarrow-\xi}} T_{1} \phi=-\mu_{\epsilon}(\lambda) T_{1} \psi . \tag{2.62}
\end{equation*}
$$

Since $\tau_{1}{ }^{2}=1$, we conclude that the sets of numbers $\left\{-\mu_{6 i}(\lambda)\right\},\left\{\mu_{-i j}(-\lambda)\right\}$ are identical. Hence
permitting us to eliminate the negative $-\xi$ factors in Eq. (2.60). Dividing out $\Delta[0]$ to eliminate an irrelevant (and infinite) constant factor, we get finally
$\frac{\Delta}{\Delta\left[\frac{A}{\Delta}[0]\right.}=\prod_{j=2 / 2,2 / 2} \ldots \prod_{t=2 / 2,3 / 2} \ldots\left[\frac{\Delta_{E 1}(\lambda) \Delta_{j}(-\lambda)}{\Delta_{G i}(0)^{2}}\right]^{2 j+1}$.

Equation (2.64) is still a formal expression, in that renormalizations have not get been made. In Sec. V below we discuss the modification of Eq. (2.64) which is made necessary by renormalization subtractions, and which guarantees convergence of the infinite product.

## III. ZERO-FREE STRIPS

For the benefit of the reader who has skipped Sec. I, we briefly recapitulate the principal results derived there. In terms of the effective ex-ternal-field amplitude

$$
\begin{equation*}
\lambda=-a\left(\frac{15}{16 \pi^{2}}\right)^{1 / 2}, \tag{3.1}
\end{equation*}
$$

we found that the external-field problem could be reduced to the two-component eigenvalue problem ( $\boldsymbol{\tau}_{2,2,9}=$ Pauli matrices )

$$
\begin{equation*}
H_{\psi}=\mu_{E j}(\lambda) \psi, \tag{3.2}
\end{equation*}
$$

$$
H=-\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] \tau_{1}
$$

$$
-\left(j+\frac{1}{2}\right)(\cos \theta)^{-\tau_{3}}-i \frac{d}{d \theta} \tau_{2},
$$

with the measure for orthogonality

$$
\begin{equation*}
\int_{0}^{\pi / 2} d \theta \psi^{\top} \psi^{\prime}=0, \quad \mu \neq \mu^{\prime} \tag{3.3}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
\psi \sim(\sin \theta)^{2 / 2} \cos \theta \times \text { finite at } \theta=0, \frac{1}{2} \pi . \tag{3.4}
\end{equation*}
$$

Defining the Fredholm determinant corresponding to Eq. (3.2) by

$$
\begin{equation*}
\Delta_{E j}(\lambda)=\prod_{\text {an enemilues }} \mu_{\xi j}(\lambda) \tag{3.5}
\end{equation*}
$$

we found that the full external-field-problem Fredholm determinant introduced in Eq. (1.7) is given (up to renormalization subtractions) by


The reminder of this paper is devoted to a study of the mathematical properties of Eqs. (3.2)-(3.6).

We begin by showing that $\Delta_{g},(\lambda)$ cannot vanish in strips in the $\lambda$ plane containing the real and imaginary axes. From Eq. (3.5) we see that zeros of $\Delta_{t}(\lambda)$ occur at values of $\lambda$ where Eq. (3.2) has a vanishing eigenvalue, that is, where

$$
\begin{equation*}
H_{\psi}=0 \tag{3.7}
\end{equation*}
$$

for nonvanishing, normalizable $\psi$. To get our first restriction on the locations of zeros, we multiply Eq. (3.7) by $\psi^{\dagger} \tau_{1}$ and integrate, giving

$$
\begin{align*}
& -\int_{0}^{\pi / 2}\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right]_{\psi} \psi^{\top} \psi d \theta+i R_{1}=0,  \tag{3.8}\\
& R_{1}=\left(j+\frac{1}{2}\right) \int_{J_{0}}^{\pi / 2}(\cos \theta)^{-1} \psi^{\dagger} \tau_{2} \psi d \theta \\
& \quad+\int_{0}^{\pi / 2} \psi^{\dagger} \tau_{3}\left(-i \frac{d}{d \theta}\right) \psi d \theta .
\end{align*}
$$

Using the boundary condition of Eq. (3.4) to integrate by parts, we readily see that $R_{1}$ is pure real. Hence taking the real part of Eq. (3.8) gives the relation

$$
\begin{equation*}
\frac{-\operatorname{Re} \lambda}{\xi}=\frac{\int_{n}^{\pi / 2}(\sin \theta)^{-1} \psi^{\top} \psi d \theta}{\int_{0}^{\pi / 2} \sin \theta \psi^{\top} \psi d \theta} \geq 1 . \tag{3.9}
\end{equation*}
$$

We learn from this relation that $\Delta[A]$ has no zeros for $\lambda$ in the strip $|\operatorname{Re} \lambda| \leqslant \frac{1}{2}$, and in particular no zeros on the imaginary axis. To get a second restriction on the locations of zeros, we multiply Eq. (3.7) by $\psi^{\dagger} \tau_{3}$ and integrate, giving
$-i \int_{0}^{\pi / 2} \lambda \sin \theta \psi^{\dagger} \tau_{2} \psi d \theta$

$$
\begin{equation*}
-\left(j+\frac{1}{2}\right) \int_{0}^{\pi / 2}(\cos \theta)^{-1} \psi^{\dagger} \psi d \theta+i R_{2}=0 \tag{3.10}
\end{equation*}
$$

$R_{2}=-\xi \int_{0}^{\tau / 2}(\sin \theta)^{-1} \psi^{\dagger} \tau_{2} \psi d \theta-\int_{0}^{\pi / 2} \psi^{\dagger} \tau_{1}\left(-i \frac{d}{d \theta}\right) \psi d \theta$.
Again, the boundary condition of Eq. (3.4) implies that $R_{2}$ is real, so taking the real part of Eq.
(3.10) gives the second relation

$$
\begin{equation*}
\frac{\operatorname{Im} \lambda}{j+\frac{1}{2}}=\frac{\int_{2}^{\pi / 2}(\cos \theta)^{-1} \psi^{\dagger} \psi d \theta}{\int_{0}^{\pi / 2} \sin \theta \psi^{\dagger} \tau_{2} \psi d \theta} . \tag{3.11}
\end{equation*}
$$

Since $\tau_{2}$ has eigenvalues $\pm 1$, we have the inequality $\left|\psi^{\dagger} \tau_{2} \psi\right| \leqslant \psi^{\dagger} \psi$, and so Eq. (3.11) implies the inequality

$$
\begin{equation*}
\frac{|\operatorname{Im} \lambda|}{j+\frac{\pi}{2}} \geqslant \frac{\int_{0}^{\pi / 2}(\cos \theta)^{-1} \psi^{\dagger} \psi d \theta}{\int_{0}^{\pi / 2} \sin \theta \psi^{\dagger} \psi d \theta} \geqslant 1 . \tag{3.12}
\end{equation*}
$$

Thus $\Delta[A]$ can have no zeros for $\lambda$ in the st rip $|\operatorname{lm} \lambda| \leqslant 1$, and in particular no zeros on the real axis. Combining the restrictions of Eqs. (3.9) and (3.12), we get the regions in the $\lambda$ plane where $\Delta_{g}(\lambda)$ is allowed to have zeros, as illustrated in Fig. 1. Note that the absolute value sign in Eq. (3.12) cannot be removed. In fact, since the Hamiltonian $H$ is Hermitian for real $\lambda, \Delta_{t}(\lambda)$ is a real analytic function of $\lambda$ and satisfies the reflection principle

$$
\begin{equation*}
\Delta_{t j}(\lambda)^{*}=\Delta_{E}\left(\lambda^{*}\right) . \tag{3.13}
\end{equation*}
$$

Hence for each zero $\lambda$ of $\Delta_{g},(\lambda)$, there is a corresponding zero at the complex-conjugate point $\lambda^{*}$.

## TV. WRONSKIAN FORMULA FOR THE FREDHOLM DETERMINANT

We proceed next to derive a connection between the Fredholm determinant in each separable subspace and the Wronskian of two suitably standardized independent solutions of Eq. (3.7). In Sec. IVA we construct the Green's function for $H$, introduce the standard solutions, and discuss their analyticity and rate of growth in $\lambda$. In Sec. IV B we prove the connection between the Wronskian and the Fredholm determinant.
A. Green's function and standard solutions

Let $H=H(\theta)$ be the Hamiltonian of Eq. (3.2), and let $S=H^{-1}$ be the Green's function satisfying

$$
\begin{aligned}
& H\left(\theta_{1}\right) S\left(\theta_{1}, \theta_{2}\right)=\delta\left(\theta_{1}-\theta_{2}\right) 1, \\
& \\
& 0 \leqslant \theta_{1}, \theta_{2} \leqslant \frac{1}{2} \pi, \quad \text { (4.1) }
\end{aligned}
$$

$$
\frac{d w}{d \theta}=\psi_{2}^{T}\left(i T_{2} \frac{d}{d \theta} \psi_{1}\right)-\left(i T_{2} \frac{d}{d \theta} \psi_{2}\right)^{T} \psi_{1}
$$

$$
=-\psi_{2}^{\pi}\left\{\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] \tau_{1}+\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} T_{3}\right\} \psi_{1}+\psi_{2}^{T}\left[\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] \tau_{1}+\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} \tau_{3}\right]^{T} \psi_{1}=0,
$$

the Wronskian is $\theta$-independent. Applying the method of variation of parameters, " we then find the following expression for $S$ :

$$
S\left(\theta_{1}, \theta_{2}\right)=w^{-1} \times \begin{cases}\psi_{1}\left(\theta_{1}\right) \psi_{2}^{T}\left(\theta_{2}\right), & \theta_{1}<\theta_{2}  \tag{4.5}\\ \psi_{2}\left(\theta_{1}\right) \psi_{1}^{T}\left(\theta_{2}\right), & \theta_{1}>\theta_{2}\end{cases}
$$

To verify Eq. (4.5), we note that

$$
\begin{aligned}
H\left(\theta_{1}\right) S\left(\theta_{1}, \theta_{2}\right)=0, \quad \theta_{1}<\theta_{2}, & \theta_{1}>\theta_{2} ; \\
\int_{\omega_{\omega_{2}-\varepsilon}}^{\theta_{2} \cdots e} d \theta_{1} H\left(\theta_{1}\right) S\left(\theta_{1}, \theta_{2}\right) \underset{\epsilon \rightarrow 0}{\rightarrow} & -i \tau_{2} w^{-1} \\
& \times\left[\psi_{2}\left(\theta_{2}\right) \psi_{2}^{T}\left(\theta_{2}\right)\right. \\
& \left.-\psi_{1}\left(\theta_{2}\right) \psi_{2}^{T}\left(\theta_{2}\right)\right] \\
= & \left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) w^{-1}\left(\begin{array}{cc}
0 & w \\
-w & 0
\end{array}\right) \\
= & 1,
\end{aligned}
$$

as required. In Appendix A, as an illustration of this construction, we give a formula for $S$ in the noninteracting ( $\lambda=0$ ) case.

Up to this point the normalization of $\psi_{1}$ and $\psi_{2}$ has not been specified, and it is obviously immaterial for the construction of Eq. (4.5). However, for future use we now standardize the normalization by requiring that

$$
\begin{align*}
& \frac{\partial \psi_{1}}{\partial \lambda}\left(\psi_{1}^{\dagger} \psi_{1}\right)^{-1 / 2}-0 \text { as } \theta-0,  \tag{4.7}\\
& \frac{\partial \psi_{2}}{\partial \lambda}\left(\psi_{2}^{\dagger} \psi_{2}\right)^{-1 / 2}-0 \text { as } \theta-\frac{1}{2} \pi,
\end{align*}
$$

with 1 the $2 \times 2$ unit matrix. To construct an explicit expression for $S$, we introduce the solutions $\psi_{1}, \psi_{2}$ of Eq. (3.7) which are regular at $\theta=0, \theta=\frac{1}{2} \pi$, respectively:

$$
\begin{align*}
& H \psi_{1}=H \psi_{2}=0, \\
& \psi_{1}=\binom{a_{1}}{c_{1}} \sim(\sin \theta)^{L_{2}} \times \text { inite at } \theta=0,  \tag{4,2}\\
& \psi_{2}=\binom{a_{2}}{c_{2}}-\cos \theta \times \text { finite at } \theta=\frac{1}{2} \pi .
\end{align*}
$$

We also need the Wronskian of the two solutions, defined by (the superscript $T$ denotes transpose)

$$
\begin{equation*}
w(\lambda)=\psi_{2}^{\top} i \tau_{2} \psi_{1}=a_{2}(\theta) c_{1}(\theta)-a_{1}(\theta) c_{2}(\theta) \tag{4.3}
\end{equation*}
$$

Since
conditions which, as we shall see explicitly below, can be satisfied by taking the leading terms in the series developments of $\psi_{1}\left(\psi_{2}\right)$ about $\theta=0$ ( $\theta=\frac{1}{2} \pi$ ) to be $\lambda$-independent constants. ${ }^{7}$ Equation (4.7) uniquely specifies the $\lambda$ dependence of $\psi_{s}, \psi_{z}$


FIG. 1. Regions in which $\Delta_{H}(\lambda)$ can have zeros according to the inequalites of Eqs. (3.9) and (3.12). We assume $\leqslant>0$.
and $w$, leaving arbitrary only a $\lambda$-independent normalization factor. It is now possible, by straightforward majorization arguments, to prove the following result: The standardized solutions $\psi_{1,2}$ are entire functions of $\lambda$, bounded for large $\lambda$ by $e^{c|\lambda|}$, with $c$ an appropriate constant.

## B. Proof of the connection

To connect the Fredholm determinant $\Delta_{i d}(\lambda)$ with the Wronskian, we start from the formal relation ${ }^{8}$

$$
\begin{align*}
\ln \Delta_{g}(\lambda)= & \operatorname{Tr} \ln H \\
= & \operatorname{Tr} \ln \left\{-\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] T_{1}\right. \\
& \left.-\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} \tau_{3}-i \frac{d}{d \theta} \tau_{2}\right\}, \tag{4.8}
\end{align*}
$$

from which we get by differentiation

$$
\begin{equation*}
\Delta_{t}(\lambda)^{-1} \frac{d \Delta_{t_{1}}(\lambda)}{d \lambda}=\operatorname{Tr}\left[\frac{\partial H}{\partial \lambda} H^{-1}\right] \tag{4.9}
\end{equation*}
$$

Substituting Eq. (4.5) for $S=H^{-1}$ and evaluating the trace, we find

$$
\begin{equation*}
\Delta_{t j}(\lambda)^{-1} \frac{d \Delta_{H_{1}}(\lambda)}{d \lambda}=w(\lambda)^{-1} \int_{0}^{\pi / 2} d \theta \psi_{2}^{T} \frac{\partial H}{\partial \lambda} \psi_{1} . \tag{4.10}
\end{equation*}
$$

$$
\begin{align*}
\int_{0}^{\pi / 2} d \theta \psi_{2}^{T} \frac{\partial H}{\partial \lambda} \psi_{1} & =\lim _{\substack{\theta_{1} \rightarrow T_{2}^{0} \\
\theta_{2}^{T} / 2}}-\int_{O_{1}}^{\theta_{2}} d \theta \psi_{2}^{T} H \frac{\partial \psi_{1}}{\partial \lambda} \\
& =\lim _{\substack{\theta_{\theta_{1} \rightarrow 0} \\
\theta_{2} \rightarrow \pi^{\prime} / 2}}-\int_{\theta_{1}}^{\theta_{2}} d \theta \psi_{2}^{T}\left\{-i \frac{d}{d \theta} \tau_{2}-\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right]_{1}-\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} \tau_{3}\right\} \frac{\partial \psi_{i}}{\partial \lambda} \\
& =\lim _{\substack{\theta_{2} \rightarrow 0 \\
\theta_{2} \rightarrow 1 / 2}}\left[\left.i \psi_{2}^{T} \tau_{2} \frac{\partial \psi_{1}}{\partial \lambda}\right|_{\theta_{1}} ^{\theta_{2}}-\int_{\theta_{1}}^{\theta_{2}} d \theta\left(H \psi_{2}\right)_{\psi_{i}}\right] \\
& =\left.i \psi_{2}^{T} \tau_{2} \frac{\partial \psi_{1}}{\partial \lambda}\right|_{\theta \rightarrow \pi / 2} \\
& =\frac{d w(\lambda)}{\partial \lambda}, \tag{4.15}
\end{align*}
$$

giving the desired result. Substituting Eq. (4.15)

Since $\psi_{1}, \psi_{2}$ are entire functions of $\lambda$, we conclude
into Eq. (4.10) we get, finally,

$$
\begin{equation*}
\Delta_{t}(\lambda)^{-1} \frac{d \Delta_{r_{1}}(\lambda)}{d \lambda}=w(\lambda)^{-1} \frac{d v(\lambda)}{d \lambda}, \tag{4.16}
\end{equation*}
$$

which on integration gives the connection between the Fredholm determinant and the Wronskian,

$$
\begin{equation*}
\frac{\Delta_{\varepsilon_{1}}(\lambda)}{\Delta_{\varepsilon_{j}}(0)}=\frac{w(\lambda)}{w(0)} . \tag{4.17}
\end{equation*}
$$

We next show that the numerator on the right-hand side of Eq. (4.10) is just equal to $d w(\lambda) / d \lambda$ when $\psi_{1}$ and $\psi_{2}$ are taken to be the standard solutions. To see this, we start from Eq. (4.3) for $w$, which yields

$$
\begin{equation*}
\frac{d w(\lambda)}{d \lambda}=\frac{\theta_{\psi}^{T}}{\partial \lambda} i \tau_{2} \psi_{1}+\psi_{2}^{T} i \tau_{2} \frac{\theta_{\psi_{1}}}{\partial \lambda} . \tag{4.11}
\end{equation*}
$$

Letting $\theta-\frac{1}{2} \pi$ and using Eq. (4.7), only the second term on the right-hand side of Eq. (4.11) survives, giving

$$
\begin{equation*}
\frac{d w(\lambda)}{d \lambda}=\left.\psi_{2}^{T_{i}} T_{2} \frac{\partial \psi_{2}}{\partial \lambda}\right|_{0 \rightarrow \pi / 2} \tag{4.12}
\end{equation*}
$$

To proceed we consider the integral appearing in the numerator of Eq. (4.10),

$$
\begin{equation*}
\int_{0}^{\pi / 2} d \theta \psi_{2}^{T} \frac{\partial H}{\partial \lambda} \psi_{1}=\lim _{\substack{\theta_{1} \rightarrow 0 \\ \theta_{2} \rightarrow \pi / 2}} \int_{\theta_{1}}^{0_{2}} d \theta \psi_{2}^{r} \frac{\partial H}{\partial \lambda} \psi_{1} \tag{4.13}
\end{equation*}
$$

By differentiating the equation $H \psi_{\mathbf{1}}=0$ with respect to $\lambda$ we get

$$
\begin{equation*}
\frac{\partial H}{\partial \lambda} \vec{\psi}_{1}=-H \frac{\partial \psi_{1}}{\partial \lambda} \tag{4.14}
\end{equation*}
$$

and substituting this inta Eq. (4.13), using the explicit form of $H$ and integrating by parts, we find
that $\Delta_{t}(\lambda)$ is also entire, as expected for a Fredholm determinant. Obviously, $\Delta_{\xi j}(\lambda)$ will also have exponentially bounded growth at infinity; the precise asymptotic form of $\Delta_{g}(\lambda)$ will be given below. Equation (4.17) will be of great utility in the subsequent sections, where it will allow us to study $\Delta_{E_{j}}(\lambda)$ by applying WKB and series expansion methods to the solutions of Eq. (3.7).

## V. ORDER OF GROWTH OF $\Delta_{\|} /(\lambda)$ AND $\bar{\Delta}|A|$

In this section we give more precise results concerning the large $-\lambda$ asymptotic behavior of
$\left.\Delta_{\xi}, \lambda\right)$ and of the full external-field-problem Fredholm determinant $\Delta[A]$. In Sec. VA we present a WKB formula (derived in Appendix B) giving the asymptotic behavior of $\Delta_{i}(\lambda)$. Using this formula, we determine the asymptotic distribution of zeros of $\Delta_{i},(\lambda)$. In Sec. V B we discuss the renormalization subtractions needed to make the infinite product for $\Delta[A]$ convergent. Using our knowledge of the distribution of zeros of $\Delta$, combined with results from the theory of entire functions, we determine the order of growth of the renormalized determinant $\bar{\Delta}[A]$ for large externalfield amplitude $\lambda$. Combining this estimate with the absence of zeros in a strip containing the real axis, we show that the real amplitude integral contour discussed in Sec. I yields a function of $e^{2}$ analytic in the right-hand $e^{2}$ half plane.

## A. Asympintic behaviar of $\Delta_{y}(\lambda)$

As we have seen above, $\Delta_{i},(\lambda)$ is given by the Wronskian of two suitably standardized independent solutions of the differential equation $H \psi=0$. In the limit when $|\lambda|$ is large, or more specifically, when the inequalities

$$
\begin{align*}
& \epsilon_{1}=\frac{\xi}{|\lambda|} \ll 1, \\
& \epsilon_{2}=\frac{j}{|\lambda|} \ll 1 \tag{5.1}
\end{align*}
$$

are satisfied, we can apply WKB methods to calculate approximate solutions of the differential equations, and hence to get the asymptotic form of $\Delta_{\ell}(\lambda)$. The calculation, which is outlined in Appendix $B$, gives the result (valid for $\xi>0$ )

$$
\begin{align*}
& \frac{\Delta_{k}(\lambda)}{\Delta_{i}(0)} \underset{\substack{\varepsilon_{2} \alpha_{\alpha 1}}}{\approx} \frac{\Gamma(2(j+1))}{\Gamma\left(j+\frac{j}{2}\right)} \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma(j+1)} \frac{\Gamma(j+\xi+1)}{\Gamma\left(\xi+\frac{1}{2}\right)} 2^{-2(j+1 / 2)} \lambda-(j+1 / 2) \\
& \times\left[e^{2}+e^{-\lambda}(-1)^{j+\epsilon+1} 2^{-2(\xi+1 / 2)}\left(j+\frac{1}{2}\right) \Gamma\left(\xi+\frac{1}{2}\right) \lambda-(1+1 / 2)\right] \tag{5.2}
\end{align*}
$$

showing that the entire function $\Delta_{G}(\lambda)$ is of exponential type. One special case of Eq. (5.2) is worth noting. When $j=-\frac{1}{2}$, Eq, (5.2) reduces to

$$
\begin{equation*}
\left.\frac{\Delta_{1}(\lambda)}{\Delta_{\varepsilon j}(0)}\right|_{1+1 / 2} \underset{\substack{\varepsilon_{1} \varepsilon_{2}<1}}{\sim} e^{\lambda} ; \tag{5.3}
\end{equation*}
$$

we will show in Sec. VIA below that this is an exact, and not just an asymptotic, result. From Eq. (5.2), we can calculate the asymptotic distribution of zeros of $\Delta_{t}(\lambda)$ by solving the equation

$$
\begin{align*}
0=e^{\lambda} & +e^{-\lambda}(-1)^{\mu+[+1} 2^{-2(1+1 / 2)}\left(j+\frac{1}{2}\right) \\
& \times \Gamma\left(\xi+\frac{1}{2} \lambda \lambda-([+1 / 2),\right. \tag{5.4a}
\end{align*}
$$

which we rewrite in the form

$$
\begin{align*}
& e^{2 \lambda}(-\lambda)^{c_{1}}=e^{c_{2}} \\
& c_{1}=\xi+\frac{1}{2} . \\
& c_{2}=  \tag{5.4b}\\
& -2\left(\xi+\frac{1}{2}\right) \ln 2+\ln \left(j+\frac{1}{2}\right) \\
& \quad+\ln \Gamma\left(\xi+\frac{1}{2}\right)-i \pi\left(j+\frac{3}{2}\right) .
\end{align*}
$$

Neglecting terms which vanish for large $\lambda$, the solution is

$$
\begin{aligned}
& \lambda \approx \pi n i+\frac{1}{2} c_{2}-\frac{1}{2} c_{2} \ln (-\pi n i) \\
& \approx \pi n i+\frac{1}{2}\left(\xi+\frac{1}{2}\right) \ln \left(\frac{\xi+\frac{1}{2}}{|n|}\right)+O(\xi, j), \\
& \operatorname{Re} \lambda=\frac{1}{2}\left(\xi+\frac{1}{2}\right) \ln \left(\frac{\xi+\frac{1}{2}}{|n|}\right)+O(\xi, j), \\
& \operatorname{Im} \lambda \approx \pi n+O(\xi, j) .
\end{aligned}
$$

In the region of validity of Eq. (5.5), where |n|
$>5$, we see that Reג is asymptotically negative, as required by the inequality of Eq. (3.9). The occurrence of zeros in complex-conjugate pairs is also apparent from Eq. (5.5).
For application in Sec. VB, it is convenient to give the zeros of $\Delta_{E}(\lambda)$ an index $k$ which arranges them in order of increasing magnitude:

$$
\begin{align*}
& \lambda_{4}^{(t)}=\text { general zero of } \Delta_{g}(\lambda), \\
& \left|\lambda_{1}^{(t)}\right| \leqslant\left|\lambda_{2}^{t}\right| \leqslant\left|\lambda_{3}^{(t)}\right|<\cdots . \tag{5.6}
\end{align*}
$$

For large $k$ the index defined this way can be identified (up to a factor of two, since the zeros occur in complex-conjugate pairs) with the positive integer $\mid n\}$ appearing in Eq. (5.5). Since the effective expansion parameters in the WKB procedure are thus

$$
\begin{equation*}
\frac{\xi}{\mid \lambda_{k}^{k} ग}-\frac{\xi}{k}, \frac{j}{\mid \lambda_{1}^{k} T}-\frac{j}{k}, \tag{5.7}
\end{equation*}
$$

we expect the following bounds on $\left|\lambda_{i}^{E j}\right|$ to hold uniformly in $\xi$ and $j$ :

$$
\begin{align*}
& A_{1} \leqslant \frac{\left|\lambda_{0}^{3}\right|}{\left.\left(\pi^{2} k^{2}+\frac{\frac{1}{4}\left(\xi+\frac{1}{2}\right)^{2}}{} \ln \left(\left(\xi+\frac{1}{2}\right) / k\right]\right\}^{2}\right)^{2 / 2}} \leqslant A_{2}, \\
& k \geqslant k_{0}=C\left(j^{2}+\xi^{2}\right)^{1 / 2} ;  \tag{5.8a}\\
& \left.j^{2}+\xi^{2}\right)^{2 / 2} \leqslant\left|\lambda_{1}^{\xi}\right| \leqslant A_{3}\left(j^{2}+\xi^{2}\right)^{1 / 2}, \quad k \leqslant k_{0} \tag{5.8b}
\end{align*}
$$

for suitable constants $A_{2,2, s}$ and $C$. [Equation ( 5.8 b ) also incorporates the lower bounds of Eqs. (3.9) and (3.12).] We have not constructed a proof of Eq. (5.8), so these inequalities should be
considered a conjecture, suggested by the WKB analysis, on which some of the arguments of Sec. V B are based.

## B. Order of growth of $\Delta|A|$

We are now ready to examine the asymptotic behavior of the full external-field-problem Fredholm determinant $\Delta[A]$, given by the product formula Eq. (3.6). First we must deal with the question of renormalization subtractions alluded to above. By
dividing out $\Delta_{g j}(0)^{2}$ in Eq. (3.6), we have eliminated the most divergent vacuum diagram illustrated in Fig. 2(a). However, the second-order diagram shown in Fig. 2 ( b ) is also divergent, and must be eliminated by a further subtraction. To do this, we write the small $-\lambda$ expansion

$$
\begin{equation*}
\frac{\Delta_{11}(\lambda) \Delta_{11}(-\lambda)}{\Delta_{1 /}(0)^{2}}=1+A_{6} \lambda^{2}+O\left(\lambda^{4}\right), \tag{5.9}
\end{equation*}
$$

and then define the renormalized Fredholm determinant $\bar{\Delta}[A]$ by writing

In this expression

$$
\begin{equation*}
Q(\lambda)=Q_{0}+Q_{z} \lambda^{\lambda^{2}} \tag{5.11}
\end{equation*}
$$

is a polynomial which expresses the fact that the renormalization counterterms always have an undetermined Iinite part. To see that Eq. (5.10) is the correct recipe, we note that the renormalized vacuum amplitude, which according to Eq. (1.8) is proportional to
$\ln \delta[A]=Q(\lambda)+\ln \Delta[A]-\ln \Delta[0]-\left.\lambda^{2} \frac{d}{d \lambda^{2}} \ln \Delta[A]\right|_{\lambda^{2}=0,}$

$$
\begin{equation*}
\frac{\Delta_{1,1}(\lambda)}{\Delta_{\xi 1}(0)}=e^{\bar{u}_{G} / \lambda} \prod_{i}\left(1-\frac{\lambda}{\lambda_{i}^{l}}\right) \exp \left(\frac{\lambda}{\lambda_{i}^{l}}\right), \tag{5.13}
\end{equation*}
$$

giving

$$
\begin{align*}
\frac{\Delta_{11}(\lambda) \Delta_{1_{1}}(-\lambda)}{\Delta_{1 j}(0)^{2}} & =\prod\left[i-\frac{\lambda^{2}}{\left(\lambda_{i}^{3}\right)^{2}}\right] \\
& =1-\lambda^{2} \sum_{i} \frac{1}{\left(\lambda_{i}^{(j)}\right)^{2}}+O\left(\lambda^{4}\right) . \tag{5.14}
\end{align*}
$$

From Eq. (5.14) we identify $A_{\text {is }}$ as

$$
\begin{equation*}
A_{i t}=-\sum_{n} \frac{1}{\left(\lambda_{i}^{i j}\right)^{2}} \tag{5.15}
\end{equation*}
$$

Let us define an additional constant $B_{t}$ by

$$
\begin{equation*}
B_{u}=\sum_{n} \frac{1}{\left(\lambda_{k}^{(i)}\right)^{*}} \tag{5.16}
\end{equation*}
$$

and combine Eqs. (5.13)-(5.16) to rewrite Eq.
(5.10) as

$$
\begin{aligned}
& \Delta[A]=e^{O(\lambda)} e^{-B \lambda / j 2} P(\lambda),
\end{aligned}
$$

$$
\begin{aligned}
& B=\sum_{j=1 / 2,5 / 2, \ldots} \sum_{[=1 / 2,3 / 2, \ldots}(2 j+1) B_{i j} .
\end{aligned}
$$

The constant $B$ is the contribution of the fourthorder graph which appears as the first term in the series of Fig. 3, and hence is finite. The second expression for $P(\lambda)$ in Eq. (5.17) has the form called a canonical product in the theory of entire functions ${ }^{\text {a }}$; Eq. (5.17) thus expresses $\Delta[A]$ as a canonical product multiplied by the exponential of a fourth-degree polynomial in $\lambda$.


FIG. 2. (a) Divergent vacuum diagram which is removed by division by $\Delta_{\xi}(0)^{2} \ln$ Eq. (3.6). (b) Divergent vacuum diagram which is removed by the factor $\exp \left(-A_{q} \lambda^{2}\right)$ In Eq. (5.10).

Let us now introduce some further concepts from the theory of entire functions. ${ }^{8}$ Let $f(\lambda)$ be an entire function of the complex variable $\lambda$. Its maximum modulus $M(r)$ and minimum modulus $m(r)$ are defined by

$$
\begin{align*}
& M(r)=\max _{0<\theta \leq \pi}\left|f\left(r e^{i \theta}\right)\right|  \tag{5.18}\\
& m(r)=\min _{0 \leq \theta \leq \pi}\left|f\left(r e^{i \theta}\right)\right|
\end{align*}
$$

The order $\rho$ of $f(\lambda)$ is defined to be

$$
\begin{equation*}
\rho=\lim _{r \rightarrow \infty} \frac{\ln \ln M(r)}{\ln r} \tag{5.19a}
\end{equation*}
$$

if $f$ is of order $\rho$ it is asymptotically bounded by

$$
\begin{equation*}
|f(\lambda)| \leqslant A e^{\Delta|\lambda|^{\rho}} \tag{5.19b}
\end{equation*}
$$

for suitable positive constants $A$ and $B$. Finally, let $\left\{r_{\nu}=\left|\lambda_{\nu}\right|\right\}$ be the sequence of moduli of the zeros $\lambda_{\nu}$ of $f(\lambda)$, arranged in increasing order. The smaLest number $\sigma$ for which

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{r_{\nu}{ }^{6}}<\infty, \quad \text { for all } \alpha>0 \tag{5.20}
\end{equation*}
$$

is called the exponent of convergence of the sequence. According to the theory of entire functions, the order of an entire function is closely related to the exponent of convergence of its zeros.

To determine the order of $\Sigma[A]$, we wish then to calculate the exponent of convergence of the zeros $\lambda_{\nu}$ appearing in Eq. (5.17). Remembering that all zeros $\lambda_{1}^{6}$ occur with multiplicity $2 j+1$, we consider the sum

$$
\begin{equation*}
S_{a}=\sum_{j=1 / 2,3 / 2} \ldots(2 j+1) \sum_{\varepsilon=1 / 2,1 / 2, \ldots} \sum_{k} \frac{1}{\left|\lambda_{i}^{i}\right|^{a}} \tag{5.21}
\end{equation*}
$$

In estimating the convergence properties of $S_{\infty}$ it obviously suffices to replace the sums in Eq. (5.21) by integrals. We first show that Eq. (5.21) is convergent for $\alpha>4$. Using the lower bounds obtained from Eq. (5.8),

$$
\begin{align*}
& \pi k A_{1} \leqslant\left|\lambda_{5}^{(t)}\right|, \quad k \geqslant k_{0} \\
& \left(j^{2}+\xi^{2}\right)^{2 / 2} \leqslant\left|\lambda_{k}^{(j}\right|, \quad k \leqslant k_{0} \tag{5.22}
\end{align*}
$$

we get the estimate

$$
\begin{align*}
\sum_{k} \frac{1}{\left|\lambda_{k}^{j J}\right|^{\alpha}} & =\sum_{k=1}^{\xi_{0}} \frac{1}{\left|\lambda_{k}^{k J}\right|^{u}}+\sum_{n=A_{0}}^{\infty} \frac{1}{\left|\lambda_{k}^{j ग}\right|^{\alpha}} \\
& \leq \frac{C\left(j^{2}+\xi^{2}\right)^{1 / 2}}{\left(j^{2}+\xi^{2}\right)^{\alpha / 2}}+\int_{C()^{2}+13^{1 / 2}}^{\infty} \frac{d k}{\left(1+k A_{1}\right)^{4}} \\
& =\frac{C^{\prime}}{\left(j^{2}+\xi^{2}\right)^{\alpha-1 / 2 / 2}}, \tag{5.23}
\end{align*}
$$

so that


FIG. 3. Canvergent diagrams which cantribute to Eq. (5.10).
$S_{a} \leq \int_{2 / 2}^{*} d \xi \int_{V / 2}^{\infty} j d j \frac{4 C^{\prime}}{\left(j^{2}+\xi^{d}\right)^{(\alpha-1) / 2}}<\frac{4 C^{\prime} 2^{\alpha-4}}{(\alpha-3)(\alpha-4)}<\infty$,
as claimed. Next we show that Eq. (5.21) diverges when $\alpha-4$. Since $(\ln x) / x \leqslant 1 / e$ for $x \geqslant 1$, the upper bounds in Eq. (5.8) take the form

$$
\begin{align*}
& \left|\lambda_{2}^{t i}\right| \leqslant A_{2} \pi\left(1+\frac{1}{42^{2}}\right)^{1 / 2} k_{1} \quad k \geqslant k_{0} \\
& \left.\left|\lambda_{k}^{(t)}\right| \leqslant A_{3} j^{2}+\xi^{2}\right)^{1 / 2}, \quad k \leqslant k_{0} \tag{5.25}
\end{align*}
$$

giving, by a procedure identical to that in Eqs. (5.23) and (5.24), the estimate

$$
\begin{equation*}
S_{\alpha} \geq \frac{C^{\prime \prime}}{(\alpha-4)}, \quad C^{\prime \prime}>0 \tag{5.26}
\end{equation*}
$$

We conclude that $S_{u}$ diverges for $\alpha=4$, and that the exponent of convergence of the zeros of $\Delta[A]$ is $\sigma=4$.

From the fact that $\sigma=4$ we can immediately conclude that the order of the canonical product $P(\lambda)$ is 4 , and hence that the order of $\Delta[A]$ is less than or equal to $4 .{ }^{9}$ If the order of $\Delta[A]$ were actually less than 4, then the sum in Eq. (5.21) would converge ${ }^{9}$ for exponents $\alpha$ smaller than 4 , which we have seen is not the case. So we conclude that the order of $\Sigma[A]$ is precisely 4.

Let us now use these results to determine the convergence properties of the amplitude integral when taken along the real contour. Since $\Delta_{b}(\lambda)$ cannot change sign on the real axis, all of the factors in Eq. (5.10), and hence $\Delta[A]$ itself, are positive for $\lambda$ real, and so $\ln \bar{\Delta}[A]$ is real. Since the maximum modulus of $\bar{\Delta}[A]$ is bounded as in Eq. ( 5.19 b ) with $p=4$, we have

$$
\begin{equation*}
\ln \bar{\Delta}[A]<B|\lambda|^{*} \tag{5.27}
\end{equation*}
$$

for an appropriate positive constant $B$. In order to restrict $\ln \Delta[A]$ from below, it is necessary to have a lower bound on the minimum modulus of $\delta[A]$. We get this by using the following theorem ${ }^{9}$ : "Let $P(\lambda)$ be a canonical product of arder p. About each zero $\lambda_{\nu}\left(\left|\lambda_{\nu}\right|>1\right)$ we draw a circle of radius $1 /\left|\lambda_{\nu}\right|{ }^{a}, \alpha>\rho$. Then in the region outside these excluded circles, $|P(\lambda)|>\exp \left(-r^{\rho+c}\right)$ for $\epsilon>0$ and for $r>r_{0}(\epsilon, \alpha)$." To apply this theorem, we note that the sum of the radii of all the circles is just $S_{\infty}$ and can be made smaller than 1 by choosing $\alpha$ large enough. Since $\Delta[A]$ has no zeros in the strip $|\operatorname{Im} \lambda| \leqslant 1$, the entire real axis then lies
in the region outside the excluded circles, and so we learn

$$
\begin{equation*}
\ln \Delta[A]>-|\lambda|^{* * \varepsilon}, \quad|\lambda|>r_{0} \tag{5.28}
\end{equation*}
$$

for $r_{0}$ appropriately large. Taking Eqs. (5.27) and (5.28) together, we see that $|\ln \Delta[A]|$ is poly-nomial-bounded on the $\lambda$-real axis. The Gaussian factor in Eq. (1.5) then guarantees that the amplltude integral converges when taken along the real axis, provided that $\mathrm{Re}^{2}>0$, and thus defines a function of $e^{2}$ analytic in the right-hand $e^{2}$ half plane. Note that this conclusion does not depend on the fact that $\Sigma[A]$ is of order 4 , but only requires the weaker statement that the order of $\Sigma[A]$ is finite, which is known to be true ${ }^{1}$ independent of the validity of the inequalities in Eq. (5.8).

## Vi. NUMERICAL RESULTS

We turn next to numerical studies of $\Delta_{\mathrm{g}}(\lambda)$ and $\delta[A]$. In Sec. VIA we derive power-series expansions for the standardized solutions $\psi_{1}$ and $\psi_{2}$. The circles of convergence of the two series which we obtain overlap, allowing one to compute the Wronskian, and hence $\Delta_{t j}(\lambda)$, by picking $\theta$ to have any value in the overlap region. In Sec. VIB we numerically study the location of low-lying zeros of $\Delta_{i j}(\lambda)$, and find that there are no zeros in the sectors $|\operatorname{Re} \lambda|>|\operatorname{lm} \lambda|$. Consequences of this fact for the coupling-constant analyticity properties of $W_{1}$ are discussed. Finally, in Sec. VIC we give numerical results for the behavior of the vacuum amplitude as $\lambda$ increases along the imaginary axis.

## A. Power-series solutions

Substituting

$$
\begin{equation*}
\psi=\binom{a}{c} \tag{6.1}
\end{equation*}
$$

into Eq. (3.7) and writing out the coupled differential equations for the two components, we get
$\frac{d a}{d \theta}-\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] a+\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} c=0$,
$\frac{d c}{d \theta}+\left[\xi(8 \operatorname{in} \theta)^{-2}+\lambda \sin \theta\right] c+\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} a=0$.

To construct power-series solutions regular around $\theta=0$ and $\theta=\frac{1}{2}$ y we make the following changes of variable, motivated by the form of the noninteracting ( $\lambda=0$ ) solutions presented in Appendix $A$.
(1) Solution $\psi_{1}$ regular around $\theta=0$. We substitute

$$
\begin{align*}
& a_{1}=\left(\tan \frac{1}{2} \theta\right)^{\frac{1}{2}} f(x), \\
& c_{1}=\tan \theta\left(\tan \frac{1}{2} \theta\right)^{1} g(x),  \tag{6.3}\\
& x=1-\frac{1}{\cos \theta} .
\end{align*}
$$

In terms of the new variables the coupled equations become
$\frac{d f}{d x}+\frac{\lambda f}{(1-x)^{2}}-\left(j+\frac{1}{2}\right) g=0$,
$x(2-x)\left[\frac{d g}{d x}-\frac{\lambda g}{(1-x)^{2}}\right]+(2 \xi+1-x) g+\left(j+\frac{1}{2}\right) f=0$.
We now look for a power-series solution in the form

$$
\begin{equation*}
f=\sum_{n=0}^{\infty} x^{n} f_{n}, \quad g=\sum_{n=0}^{\infty} x^{n} g_{n} \tag{6.5}
\end{equation*}
$$

We find that Eqs. (6.4) are satisfied if we take

$$
\begin{align*}
& f_{n}=g_{n}=0 \quad(n<0), \quad f_{0}=-2\left(\xi+\frac{1}{2}\right), \quad g_{0}=\left(j+\frac{1}{2}\right), \\
& f_{n+1}=\frac{1}{n+1}\left[(2 n-\lambda) f_{n}-(n-1) f_{n-1}\right. \\
& \left.\quad+\left(j+\frac{1}{2}\right)\left(g_{n}-2 g_{n-1}+g_{n-2}\right)\right]  \tag{6.6}\\
& g_{n+1}=\frac{1}{2 n+2 \xi+3}\left[(5 n+4 \xi+3+2 \lambda) g_{n}\right. \\
& \\
& \quad-(4 n+2 \xi-1+\lambda) g_{n-1}+(n-1) g_{n-2} \\
& \\
& \left.\quad-\left(j+\frac{1}{2}\right)\left(f_{n+1}-2 f_{n}+f_{n-1}\right)\right], \quad n \geqslant 0 .
\end{align*}
$$

(2) Solution $\psi_{2}$ regular around $\theta=\frac{1}{2} \pi$. In this case we make the substitution

$$
\begin{align*}
& a_{2}=\left(\frac{\cos \theta}{1+\sin \theta}\right)^{j+1 / 2}[h(y)+\cos \theta l(y)] \\
& c_{2}=\left(\frac{\cos \theta}{1+\sin \theta}\right)^{j+1 / 2}[h(y)-\cot \theta l(y)]  \tag{6.7}\\
& y=1-\frac{1}{\sin \theta}
\end{align*}
$$

The coupled differential equations now become

$$
\begin{aligned}
& \frac{d h}{d y}-\xi l-\frac{\lambda}{(1-y)^{2}} l=0, \\
& y(2-y) \frac{d l}{d y}+[2(j+1)-y] l+\left[\xi+\frac{\lambda}{(1-y)^{2}}\right] h=0 .
\end{aligned}
$$

Assuming power-series solutions in the form

$$
\begin{equation*}
h=\sum_{n=0}^{\infty} h_{n} y^{n}, \quad l=\sum_{n=0}^{\infty} l_{n} y^{n} \tag{6.9}
\end{equation*}
$$

we find the solutions

$$
\begin{align*}
& h_{n}=l_{n}=0 \quad(n<0), \quad h_{0}=-2(j+1), \quad l_{0}=\xi+\lambda, \\
& h_{n+1}=\frac{1}{n+1}\left[2 n h_{n}-(n-1) h_{n-1}+(\xi+\lambda) l_{n}+\xi\left(l_{n-2}-2 l_{n-1}\right)\right],  \tag{6.10}\\
& l_{n+1}=\frac{1}{2 n+2 j+4}\left[(5 n+4 j+5) l_{n}-(4 n+2 j) l_{n-1}+(n-1) l_{n-2}-(\lambda+\xi) h_{n+1}+\xi\left(2 h_{n}-h_{n-1}\right)\right], \quad n \geq 0 .
\end{align*}
$$

A number of observations about the above solutions are now in order. First, we note that since

$$
\begin{equation*}
\frac{\partial f_{Q}}{\partial \lambda}=\frac{\partial g_{Q}}{\partial \lambda}=\frac{\partial h_{l}}{\partial \lambda}=0, \tag{6.11}
\end{equation*}
$$

and since $l$ in Eq. (6.7) appears multiplied by the factor $\cot \theta$, which vanishes at $\theta=\frac{1}{2} \pi$, the standardization conditions of Eq. (4.7) are satisfied. Second, we consider the greatly simplified form of the above equations when $j-\frac{1}{2}$. Working directly from Eq. (6.2) we find in this special limit the decoupled equations

$$
\begin{align*}
& \frac{d a}{d \theta}-\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] a=0, \\
& \frac{d c}{d \theta}+\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] c=0, \tag{6.12}
\end{align*}
$$

which can be immediately integrated, giving

$$
\begin{align*}
& a_{1}=-2\left(\tan \frac{1}{2} \theta\right)^{1}\left(\xi+\frac{1}{2}\right) e^{\lambda(1-\cos \theta)}, \\
& c_{1}=0, \\
& a_{2}=-\left(\tan \frac{1}{2} \theta\right)^{\varepsilon} e^{-\lambda \cos \theta}  \tag{6.13}\\
& c_{2}=-\left(\tan \frac{1}{2} \theta\right)^{-1} e^{\lambda \cos \theta} .
\end{align*}
$$

Hence the Wronskian is

$$
\begin{align*}
\mu(\lambda) & =a_{2} c_{1}-a_{1} c_{2} \\
& =-2\left(\xi+\frac{1}{2}\right) e^{\lambda}, \tag{6.14}
\end{align*}
$$

giving for the $j--\frac{1}{2}$ limit of the Fredholm determinant the result

$$
\begin{equation*}
\frac{\Delta_{1-1 / 2}(\lambda)}{\Delta_{\varepsilon-1 / 2}(0)}=e^{\lambda}, \tag{6.15}
\end{equation*}
$$

as was stated in Sec. V A above.
Finally, we discuss the convergence properties of the power-series solutions. Rewriting Eq. (6.4) as a single second-order differential equation we find singular points at $x=1,2$, and $\infty$. Rewriting Eq. (6.8) as a single second-order equation we find singular points at $y=1,2$, and $\infty$, and additionally at

$$
\begin{equation*}
y=1 \pm\left(\frac{-\lambda}{\xi}\right)^{1 / 2} . \tag{6.16}
\end{equation*}
$$

Since $x$ and $y$ are related by

$$
\begin{equation*}
\frac{1}{(1-x)^{2}}+\frac{1}{(1-y)^{2}}-1 \tag{6.17}
\end{equation*}
$$

Eq. (6.16) corresponds to singular points in the $x$ variable at

$$
\begin{equation*}
x=1 \pm\left(1+\frac{\xi}{\lambda}\right)^{-1 / 2} \tag{6.18}
\end{equation*}
$$

which did not appear in the $x$ form of the equation. Hence the singularities in Eq. (6.16) must be removable, and a direct calculation shows this to be the case. We conclude, then, that the powerseries solutions for $\psi_{1}$ and $\psi_{2}$ have the following regions of convergence:
$\psi_{1}$ converges for $|x|<1 \Leftrightarrow 1 \geqslant \cos \theta>\frac{1}{2} \Rightarrow 0 \leqslant \theta<\frac{1}{3} \pi$,
$\psi_{2}$ converges for $|y|<1 \Longrightarrow 1 \geqslant \sin \theta>\frac{1}{2}=\frac{1}{8} \pi<\theta \leqslant \frac{1}{2} \pi$.
Thus, in the angular range $\frac{5}{a} \pi<\theta<\frac{1}{3} \pi$ both power series are convergent, and so we can calculate the Wronskian from Eq. (4.3) by taking $\theta$ to be any value in this interval. Since the Wronskian is $\theta$-independent, a powerful check on both the programming and the absence of serious roundoff and truncation errors is obtained by calculating $W$ for two different values of $\theta$ in the allowed range and then checking that the same answer is obtained. In practice, using double precision on an IBM $360 / 91$, we found we were able to explore the region $\xi \leq 80, j \leq 80,|\lambda| \leq 20$ in good detail, but for $|\lambda|$ values between 20 and 24 , serious roundoff errors started to set in.

## B. Low lying zeras of $\Delta_{U /(\lambda)}$

Numerical results for the low-lying zeros of $\Delta_{i 1}(\lambda)$ in the upper half plane are given in Tables II and III. In Table II we give the locations of the lowest zero (the zero of smallest magnitude $|\lambda|$ ) for a range of values of $\xi$ and $j$. In Table $\Pi$ we give the locations of the lowest four zeros for $\xi=j=\frac{1}{2}$. For all of the zeros tabulated, the ratio $|\operatorname{Im} \lambda| / \mid$ Red $\mid$ is larger than 1 . As $\xi$ increases for fixed $j$, the ratio appears to be approaching 1 from above; as $j$ increases for fixed $\xi$, the ratio grows, as might be expected from the inequality of Eq. (3.12). For a given $\xi, j$, the successive higher zeros move up in the imaginary direction with a spacing $\sim \pi$ between the imaginary parts, as is expected from the WKB estimate of Eq. (5.5). The pattern of the numerical results strongly suggests that $|\operatorname{Im} \lambda| /|\operatorname{Re} \lambda|>1$ for all zeros of
$\Delta_{\ell}(\lambda)$. If this property were true, the zero-free regions of $\bar{\Sigma}[A]$ would be as indicated in Fig. 4, and a contour of integration in Eq. (1.5) initially along the real axis could be freely deformed to the positions indicated as "\# 1" and "\# 2." The first (second) contour allows analytic continuation of $W_{1}$ into the entire upper (lower) $e^{2}$ half plane. Hence, for the distribution of zeros of $\Delta[A]$ shown in Fig. 4 one gets a radiative-corrected vacuum amplitude $W_{1}$ which is analytic in the entire $e^{2}$ plane except for a branch cut running along the negative real axis from 0 to $-\infty$.

## C. Behavior of yacuum amplifude for $\lambda$ imaginary

As we have stressed repeatedly above, the possibility of taking the contour in Eq. (1.5) to lie along the imaginary axis can be realized only if $W^{(0)}$ decreases as a Gaussian (or faster) as $\lambda$ becomes infinite along the imaginary axis. Actually, when subtractions are taken into account, the relevant question becomes whether $\left(d / d \lambda^{2}\right)^{2} \ln \bar{\Delta}[A]$ decreases along the imaginary axis. The differentiations just eliminate the arbitrary subtraction polynomial $Q(\lambda)$ which appears in Eq. (5.10); this polynomial is not relevant to the physics, and specifically is not present if we consider (in the one-mode approximation for virtual photons) the set of single-fermion-loop vacuum polarization

TABLE D. Lowest-lying zero with $\operatorname{Im} \lambda>0$ for various 5,j values.

| $j$ | $\xi$ | Re $\lambda_{1}$ | Im $\lambda_{1}$ | $\left\|\operatorname{lm} \lambda_{1}\right\| / \mid$ Re $\lambda_{1} \mid$ |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -1.67 | 7.12 | 4.26 |
| $\frac{1}{2}$ | $\frac{3}{2}$ | -3.47 | 7.36 | 2.12 |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -6.46 | 8.50 | 1.32 |
| $\frac{1}{2}$ | $\frac{11}{2}$ | -9.87 | 12.57 | 1.27 |
| $\frac{1}{2}$ | $\frac{15}{2}$ | -13.25 | 16.65 | 1.26 |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -1.67 | 7.12 | 4.26 |
| $\frac{3}{2}$ | $\frac{1}{2}$ | -1.43 | 8.93 | 6.24 |
| $\frac{5}{2}$ | $\frac{1}{2}$ | -1.14 | 7.73 | 6.78 |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -1.10 | 9.71 | 8.83 |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -1.08 | 11.70 | 10.83 |
| $\frac{11}{2}$ | $\frac{1}{2}$ | -1.17 | 16.60 | 14.19 |
| $\frac{13}{2}$ | $\frac{1}{2}$ | -1.14 | 18.59 | 16.31 |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -1.67 | 7.12 | 4.26 |
| $\frac{3}{2}$ | $\frac{1}{2}$ | -2.94 | 6.27 | 2.13 |
| $\frac{1}{2}$ | $\frac{1}{2}$ | -6.13 | 10.98 | 1.79 |
| $\frac{11}{2}$ | $\frac{11}{2}$ | -9.86 | 18.67 | 1.89 |

diagrams shown in Fig. 5. In order to obtain good convergence of the sum over separation parameters $\xi, j$, we found it necessary to differentiate once more with respect to $\lambda^{2}$. Multiplying (for convenience) by $\lambda^{2}$, we get, finally, as the quantity being studied

$$
\begin{equation*}
\left.\left.\bar{W}^{(0)}(\lambda) \equiv \lambda \frac{d}{d \lambda}\left(\frac{1}{\lambda} \frac{d}{d \lambda}\right)^{2} \ln \bar{\Delta} \right\rvert\, A\right] \tag{6.20}
\end{equation*}
$$

Results for $\mathbb{W}^{(0)}$ versus $-i \lambda$ are shown in Fig. 6. In calculating the points for this curve, we summed on $\xi$ from $\frac{1}{2}$ to $2 \frac{1}{2}$ and on $j$ from $\frac{1}{2}$ to $39 \frac{1}{2}$; doubling both summation ranges for a subset of the points produced a $6 \%$ change for $-i \lambda=1$ and negligible $(<1 \%)$ change for $-i \lambda \geqslant 5$. In fact, nearly all of the sum for $-i \lambda \geqslant 5$ came from $\Delta_{5 j}{ }^{\prime} s$ with $\xi=\frac{1}{2}$, most likely a result of the fact that this is the value of $\xi$ which gives zeros of $\Delta_{k j} l y-$ ing closest to the imaginary axis (see Table $\Pi$ ). The curve plotted shows no sign of a rapid decrease, but unfortunately the distortions in both the envelope of the oscillations and the wave form suggest that the asymptotic region has not been reached, and so the results are inconclusive. We did not attempt to extend the computations further, because of the roundoff error problem mentioned above.

## VII OPEN QUESTIONS

We conclude by giving a brief recapitulation of the remaining unresolved questions. Within the framework of the one-mode approximation discussed at great length above, some key problems are:
(i) determining the asymptotic behavior of $\bar{W}^{(\theta)}(\lambda)$ along the imaginary axis (ruling out a Gaussian decrease would rule out the imaginary contour possibility and hence, as discussed in Ref. 2, would rule out the possibility of obtaining a cou-pling-constant eigenvalue when only a finite number of photon modes are included),
(ii) proving (or disproving) the distribution of zeros illustrated in Fig. 4,
(iii) if Fig. 4 is correct, finding a simple formula or interpretation for the discontinuity of $W_{1}$

| Zero number $k$ | Rex | $\operatorname{Im} \lambda_{1}$ | $\left\|1 \mathrm{~m} \lambda_{1}\right\| /\left\|R e \lambda_{1}\right\|$ | $\operatorname{Im} \lambda_{1}-I m \lambda_{2-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | -1.67 | 7.12 | 1.25 |  |
| 2 | -1.86 | 10.29 | 5.50 | 3.11 |
| 3 | -1.99 | 13.39 | 6.73 | 3.16 |
| 4 | -2.10 | 16.52 | 7.87 | 3.13 |

across its cut in the $e^{2}$ plane, and
(iv) finding a compact expression for $\Delta_{i d}(\lambda)$ in which the parameter $\theta$ in the Wronskian has been explicitly eliminated.

Going beyond the one-mode problem to the case when a finite number of photon modes are present, one can ask whether the zero-free regions shown in Fig. 4 persist. ${ }^{10,11}$ If so, then the real contour would give cut-plane analyticity in $e^{2}$ for any finite number of modes, and the important (and undoubtedly difficult) question of what happens when the limit to an infinite number of modes is taken would be brought to the fore.
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## APPENDIX A: FREE GREENS FUNCTION

We give here a closed-form expression for the Green's function of Eq. (4.5) in the free ( $\lambda=0$ ) case. The result is most compactly expressed in terms of the Jacobi functions


FIG. 4. Conjectured zero-free regions auggasted by the numerical results of Sec. VIB and Tables II and III. The deshed lines show permisalble deformations of the real-axis contour of integration in Eq. (1.5).

$$
\begin{align*}
P_{\nu}^{(\alpha, \Delta)}(z)= & \frac{\Gamma(\nu+\alpha+1)}{\Gamma(\nu+1) \Gamma(\alpha+1)} \\
& \times F\left(-\nu, \nu+\alpha+\beta+1 ; \alpha+1 ; \frac{1}{2}-\frac{1}{2} z\right), \tag{A1}
\end{align*}
$$

where $F(a, b ; c ; z)$ is the usual hypergeometric function. The ordinary Jacobi polynomials correspond to the case where $\nu$ in Eq. (A1) is a nonnegative integer. We will also use the case where $\nu$ is a non-negative half-integer.] We find (for $\xi>0$ )
$\psi_{1}^{0}=\left(\begin{array}{l}\alpha_{1}^{0} \\ 1 \\ 0_{1}^{0}\end{array}\right)$,
$a_{1}^{0}=\left(\tan \frac{1}{2} \theta\right)^{6} P \int_{+1 / 2}^{(4-1 / 2,-6-1 / 2)}\left(\frac{1}{\cos \theta}\right)$,
$c_{\mathrm{i}}^{0}=-\frac{1}{2} \tan \theta\left(\tan \frac{1}{2} \theta\right)^{t} P_{f-1 / 2}^{(t+1 / 2,-t+1 / 2)}\left(\frac{1}{\cos \theta}\right) ;$
$\psi_{2}^{0}=\binom{a_{2}^{0}}{a_{2}^{0}}$,
$a_{1}^{3}=\left(\frac{\cos \theta}{1+\sin \theta}\right)^{\rho+1 / 2}\left(1+\frac{\sin \theta}{\xi} \frac{d}{d \theta}\right) P_{(1,-1-1)}^{\left(\frac{1}{\sin \theta}\right)}$,
$\left.c_{2}=\left(\frac{\cos \theta}{1+\sin \theta}\right)^{1+1 / 2}\left(1-\frac{\sin \theta}{\xi} \frac{d}{d \theta}\right) P_{(1,-(-1)}^{\left(\frac{1}{\sin \theta}\right)}\right)$.
The Wronskian of the two solutions is easily calculated by taking bither the limit $\theta-0$ or the limit $\theta-\frac{1}{2} \pi$, giving

$$
\begin{align*}
u^{0} & =a_{2}^{0} c_{1}^{0}-a_{2}^{0} c_{2}^{0} \\
& =\frac{-\Gamma(j+\xi+1)}{\Gamma\left(\frac{1}{2}\right) \Gamma(\xi+1) \Gamma\left(j+\frac{3}{2}\right)} . \tag{A3}
\end{align*}
$$

The free Green's function then immediately follows from the recipe of Eq. (4.5),


FIG. 5. Single-fermion-loop vacuum-polarization diagrame. This aet of diagrams is finte for $\eta_{1} \neq \eta_{2}$, and requires na subtractions. However, If we contract with $Y_{1}^{(1)}\left(\eta_{1}\right) Y_{\text {iM }}^{(2)}\left(\eta_{2}\right)$ and integrate over $\eta_{1}$ and $\eta_{2}$, the shortdistance aingularity as $\eta_{1} \rightarrow \eta_{2}$ leads to a divergence, corresponding to the $A_{y}$, counterterm in Eq. (5.10) and the finite remainder $Q_{2} \lambda^{2}$ In Eq. (5.11). This divergence is of no phyaical aignificance, and so we differentiate to eliminate $Q_{1}$.

$$
S^{0}\left(\theta_{1}, \theta_{2}\right)=\left(w^{0}\right)^{-2} \times \begin{cases}\psi_{1}^{0}\left(\theta_{1}\right) \psi_{2}^{0 T}\left(\theta_{2}\right), & \theta_{2}<\theta_{2}  \tag{A4}\\ \psi_{2}^{0}\left(\theta_{1}\right) \psi_{1}^{0 T}\left(\theta_{2}\right), & \theta_{1}>\theta_{2} .\end{cases}
$$

We note finally that the solutions $\psi_{1}^{0}, \psi_{2}^{0}$ in Eq. (A2) differ by constant factors from the $\lambda=0$ limit of the power-series solutions for $\psi_{1}, \psi_{2}$ given in Sec. VI.

## APPENDIX R: WKB EXPRESSION FOR $\Delta_{t}(\lambda)$

We derive in this Appendix the WKB asymptotic approximation for $\Delta_{B},(\lambda)$ quoted in Sec. VA. Our starting point is the set of coupled differential equations for the components $a, c$ of $\psi_{1}$

$$
\begin{align*}
& \frac{d a}{d 6}-\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] a+\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} c=0  \tag{B1}\\
& \frac{d c}{d \theta}+\left[\xi(\sin \theta)^{-1}+\lambda \sin \theta\right] c+\left(j+\frac{1}{2}\right)(\cos \theta)^{-1} a=0
\end{align*}
$$

These equations are evidently invariant under the interchange

$$
\left(\begin{array}{l}
a  \tag{B2}\\
\xi \\
\lambda
\end{array}\right)-\left(\begin{array}{c}
c \\
-\xi \\
-\lambda
\end{array}\right)
$$

allowing us to obtain equations satisfied by $c$ by a simple substitution once we have found the corresponding equations satisfied by a. Eliminating $c$ and defining a new variable $x=\cos \theta$, we find the following second-order differential equation satisfied by $a\left(a^{\prime}=d a / d x\right.$, etc.)

$$
\begin{align*}
& a^{\prime \prime}+P a^{\prime}+Q a=0, \\
& P= \frac{1-2 x^{2}}{x\left(1-x^{2}\right)}, \\
& Q= \frac{-2 \xi \lambda}{1-x^{2}}-\left[\frac{\left(j+\frac{1}{2}\right)^{2}}{x^{2}\left(1-x^{2}\right)}+\frac{\xi^{2}}{\left(1-x^{2}\right)^{2}}+\lambda^{2}\right]  \tag{B3}\\
&+\frac{\xi}{x\left(1-x^{2}\right)^{2}}+\frac{\lambda\left(1-2 x^{2}\right)}{x\left(1-x^{2}\right)} .
\end{align*}
$$

Noting that $P$ is unchanged by the substitution of Eq. (B2), we introduce new dependent variables $b$ and $d$ by writing


FIG. 6. Results for $\dot{W}^{(0)}$ versus - $i \lambda$, The dots denote computed pointe. Maximum and minlmum points denoted by $X$ were determined by a polynomial interpolation procedure from the neighboring computed points.

$$
\begin{align*}
a & =b \exp \left[-\frac{1}{2} \int^{x} P d u\right] \\
& =b x^{-1 / 2}\left(1-x^{2}\right)^{-1 / 4},  \tag{B4}\\
c & =d \exp \left[-\frac{1}{2} \int^{x} P d u\right] \\
& =d x^{-1 / 2}\left(1-x^{2}\right)^{-1 / 4} .
\end{align*}
$$

These satisfy the differential equations

$$
\begin{align*}
b^{\prime \prime} & +k_{B}^{2} b=0, \quad d^{\prime \prime}+k_{d}^{2} d=0 \\
k_{b}^{2}= & t_{1}+t_{2}, \quad k_{d}^{2}=t_{1}-t_{2} \\
t_{1}= & \frac{1+2 x^{2}}{4 x^{2}\left(1-x^{2}\right)^{2}}-\frac{2 \xi \lambda}{1-\overline{x^{2}}} \\
& -\left[\frac{\left(j+\frac{1}{2}\right)^{2}}{x^{2}\left(1-x^{2}\right)}+\frac{\xi^{2}}{\left(1-x^{2}\right)^{2}}+\lambda^{z}\right],  \tag{B5}\\
t_{2}= & \frac{\xi}{x\left(1-x^{2}\right)^{2}}+\frac{\lambda\left(1-2 x^{2}\right)}{x\left(1-x^{2}\right)} .
\end{align*}
$$

It is also useful to have the first-order differential equations coupling $b$ and $d$, which from Eqs. (B1) and (B4) are found to be
$b^{\prime}+b\left[\frac{1}{2} \frac{2 x^{2}-1}{x\left(1-x^{2}\right)}+\frac{\xi}{1-x^{2}}+\lambda\right]-d \frac{\left(j+\frac{1}{2}\right)}{x\left(1-x^{2}\right)^{1 / 2}}=0$,
$d^{\prime}+d\left[\frac{1}{2} \frac{2 x^{2}-1}{x\left(1-x^{2}\right)}-\frac{\xi}{1-x^{2}}-\lambda\right]-b \frac{\left(j+\frac{1}{2}\right)}{x\left(1-x^{2}\right)^{1 / 2}}=0$.
Finally, in terms of $b$ and $d$ the Wronskian is given by

$$
\begin{align*}
w & =a_{2} c_{1}-a_{1} c_{2} \\
& =\frac{1}{x\left(1-x^{2}\right)^{1 / 2}}\left(b_{2} d_{1}-b_{1} d_{2}\right) . \tag{B7}
\end{align*}
$$

We now proceed to construct approximate, WKB solutions to the above equations when $|\lambda|$ is treated as a large parameter. We begin with the equation for $b$. We have

$$
\begin{equation*}
k_{n}^{2}=-\lambda^{2}+\lambda\left[\frac{-2 \xi}{1-x^{2}}+\frac{1-2 x^{2}}{x\left(1-x^{2}\right)}\right]+O(1), \tag{B8}
\end{equation*}
$$

and hence

$$
\begin{equation*}
R \equiv\left|\frac{d k_{A} / d x}{k_{n}{ }^{2}}\right| \ll 1 \tag{B9}
\end{equation*}
$$

for all $x$ except very near the end points at $x=0,1$. Near the end points we find

$$
\begin{align*}
& R \sim \frac{1}{2 x^{2}|\lambda|^{2}}, \quad x \approx 0  \tag{B10}\\
& R \sim \frac{2 \xi+1}{4(1-x)^{2}|\lambda|^{2}}, \quad x=1
\end{align*}
$$

and so except in the intervals

$$
\begin{equation*}
x=\frac{1}{|\lambda|}, \quad 1-x=\frac{\xi^{1 / 2}}{|\lambda|} \tag{B1I}
\end{equation*}
$$

we can use a WKB solution for $b$ and $d$. Applying the standard lowest-order WKB recipe ${ }^{12}$ to the second-order differential equations for $b$ and $d$, and then imposing the linear equations in Eqs. (B6) which relate $b$ and $d$, we find the WKB-region solutions

$$
\begin{align*}
& b_{\text {WKB }}=\frac{A}{\lambda} e^{\lambda x} x^{-1 / 2}(1+x)^{(1-1 / 2) / 2}(1-x)^{-(1+1 / 2) / 2}+B e^{-\lambda x} x^{1 / 2}(1+x)^{-(1-1 / 2) / 2}(1-x)^{(6+1 / 2) / 2},  \tag{B12}\\
& d_{\mathrm{WKB}}=\frac{-\left(j+\frac{1}{2}\right) B}{2 \lambda} e^{-\lambda x} x^{-1 / 2}(1+x)^{-(1+1 / 2) / 2}(1-x)^{1(-1 / 2) / 2}+\frac{2 A}{j+\frac{1}{2}} e^{\lambda x} x^{1 / 2}(1+x)^{(t+1 / 2) / 2}(1-x)^{-(5-1 / 2) / 2},
\end{align*}
$$

In the end-point regions $x-0,1$ we must join Eq. (B12) on to more accurate approximate solutions. In the vicinity of the end points we find

$$
\begin{gather*}
k_{b}^{2}=\frac{-j(j+1)}{x^{2}}+\frac{\lambda+\xi}{x}-(\lambda+\xi)^{2}+\frac{3}{4}-j(j+1)+H_{0} x+O\left(x^{2}\right), \quad H_{0}=-\lambda+2 \xi, \quad x \approx 0 \\
k_{b}^{2}=\frac{-\frac{1}{4}\left(\xi-\frac{3}{2}\right)\left(\xi+\frac{1}{2}\right)}{(1-x)^{2}}-\frac{\xi \lambda+\frac{1}{2} \lambda-\frac{1}{2} \xi+\frac{1}{6}\left(\xi-\frac{3}{2}\right)\left(\xi+\frac{1}{2}\right)+\frac{1}{2} j(j+1)}{1-x}  \tag{B13}\\
-\frac{5}{4}\left[j(j+1)-\frac{3}{4}\right]-\left[\lambda+t\left(\xi-\frac{5}{2}\right)\right]^{2}-\frac{1}{8}\left(\xi-\frac{3}{2}\right)^{2}-\frac{1}{8}+H_{2}(1-x)+O\left((1-x)^{2}\right), \\
H_{1}=-\frac{17}{8} j(j+1)+\xi-\frac{1}{8}\left(\xi+\frac{2}{2}\right)\left(\xi-\frac{1}{2}\right)+\frac{2}{8} \lambda-\frac{1}{4} \xi \lambda, \quad x \approx 1 .
\end{gather*}
$$

down by a factor of $(\xi /|\lambda|)^{2}$ from the leading terms. The terms $O\left(x^{2}\right)$ and $O\left((1-x)^{2}\right)$ can be shown to be as small as the linear terms which we have just evaluated. Hence we identify

$$
\begin{equation*}
\epsilon_{1}=\xi /|\lambda|, \quad \epsilon_{2}=j /|\lambda| \tag{B14}
\end{equation*}
$$

as the effective smallness parameters in the WKB solution, and proceed to solve the differential equations at the endpoints neglecting the linear and higher terms in $x$ and 1-x in Eqs. (B13). Both at $x=0$ and $x=1$, the differential equations can then be reduced to Whittaker's equation

$$
\begin{equation*}
\frac{d^{2} b}{d z^{2}}+\left(-\frac{1}{4}+\frac{k}{z}+\frac{\frac{1}{1}-\mu^{2}}{z^{2}}\right) b=0 \tag{B15}
\end{equation*}
$$

with the regular solution

$$
\begin{equation*}
b=e^{-s / 2} z^{1 / 2+\mu} \Phi\left(\frac{1}{2}+\mu-\kappa, 1+2 \mu ; z\right), \tag{B16}
\end{equation*}
$$

where $\boldsymbol{\Phi}$ is the confluent hypergeometric function

$$
\begin{align*}
\Phi(a, c ; z) & =1+\frac{a}{c} \frac{z}{1!}+\frac{a(a+1)}{c(c+1)} \frac{z^{2}}{2!}+\cdots \\
& =e^{2} \Phi(c-a, c ;-z) \tag{B17}
\end{align*}
$$

Carrying out the solutions explicitly, we find to the required accuracy the following end-point solutions:

$$
\begin{align*}
& \theta \approx 0, x \approx 1: \\
& b_{1}(z)=\exp \left\{-\left[\lambda+\frac{1}{4}\left(\xi-\frac{5}{2}\right)\right] z\right\} 2^{(i+1 / 2) / 2} \Phi\left(\xi+\frac{1}{2}+\frac{1}{4 \lambda}\left(j+\frac{1}{2}\right)^{2}, \xi+\frac{1}{2} ; 2\left[\lambda+\frac{1}{4}\left(\xi-\frac{5}{2}\right)\right] z\right), \\
& d_{1}(z)=\frac{-\left(j+\frac{1}{2}\right)}{2^{1 / 2}\left(\xi+\frac{1}{2}\right)} \exp \left\{-\left[\lambda+\frac{1}{4}\left(\xi+\frac{5}{2}\right)\right] z\right\}_{2}^{(l+3 / 2) / 2} \Phi\left(\xi+\frac{1}{2}, \xi+\frac{3}{2} ; 2\left[\lambda+\frac{1}{4}\left(\xi+\frac{5}{2}\right)\right] z\right), \quad z=1-x ; \\
& \theta \approx \frac{1}{2} \pi, x=0:  \tag{B18}\\
& b_{2}(x)=e^{-(\lambda+6) x} x^{j+1} \Phi\left(j+\frac{1}{2}, 2(j+1) ; 2(\lambda+\xi) x\right), \\
& d_{2}(x)=e^{-(\lambda+6) x} x^{j+1} \Phi\left(j+\frac{3}{2}, 2(j+1) ; 2(\lambda+\xi) x\right) .
\end{align*}
$$

Joining the WKB-region solution onto the asymptotic form ${ }^{\text {b }}$ of the $x=0$ end-point solution, we determine the constants $A, B$ in Eq. (B12) to be

$$
\begin{align*}
& \frac{2 A}{j+\frac{1}{2}}=\frac{\Gamma(2(j+1))}{\Gamma\left(j+\frac{3}{2}\right)}(2 \lambda)^{-(j+1 / 2)},  \tag{B19}\\
& B=\frac{\Gamma(2(j+1))}{\Gamma\left(j+\frac{3}{2}\right)}\left(\frac{-1}{2 \lambda}\right)^{j+1 / 2}
\end{align*}
$$

This permits us to extend the solution $\psi_{2}$ to the region near $\theta \approx 0, x \approx 1$, which is the asymptotic region for the $x=1$ end-point solution $\psi_{1}$. Substituting the WKB extension of $\psi_{2}$ and the asymptotic expansion of $\psi_{1}$ into Eq. (B7), we get for the Wronskian

$$
\begin{align*}
& w(\lambda)=- \frac{\Gamma(2(j+1))}{\Gamma\left(j+\frac{1}{2}\right)} 2^{(t-1 / 2) / 2}(2 \lambda)^{-(1+1 / 2)} \\
& \times\left[e^{\lambda}+e^{-\lambda}(-1)^{j+t+1} 2^{-2(t+1 / 2)}\right. \\
&\left.\quad \times\left(j+\frac{1}{2}\right) \Gamma\left(\xi+\frac{1}{2}\right) \lambda \lambda^{-(\xi+1 / 2)}\right] . \tag{B20}
\end{align*}
$$

To complete the calculation, we must determine the value $\omega(0)$ corresponding to the normalization of the solutions $\psi_{1}, \psi_{2}$ used in the above analysis.

This is most easily done by a comparison with the explicit free solutions given in Appendix A. Writing

$$
\begin{align*}
& \binom{a_{1}}{c_{1}}_{\lambda=0}=K_{1}\binom{a_{1}^{0}}{c_{1}^{0}} \\
& \binom{a_{2}}{c_{2}}_{\lambda=0}=K_{2}\binom{a_{2}^{0}}{c_{2}^{0}} \tag{B21}
\end{align*}
$$

and letting $\theta-0, \frac{1}{2} \pi$ to determine $K_{1}, K_{2}$, respectively, we find from Eqs. (B4) and (B18) that

$$
\begin{align*}
& K_{\mathrm{t}}=\frac{2^{(\xi-1 / 2) / 2} \Gamma\left(\xi+\frac{1}{2}\right) \Gamma\left(j+\frac{3}{2}\right)}{\Gamma(j+\xi+1)}  \tag{B22}\\
& K_{2}=\frac{2^{j+1 / 2} \Gamma(j+1) \Gamma(\xi+1)}{\Gamma(j+\xi+1)}
\end{align*}
$$

Combining with Eq. (A3) we then get

$$
\begin{equation*}
w(0)=-K_{1} K_{2} \frac{\Gamma(j+\xi+1)}{\Gamma\left(\frac{1}{2}\right) \Gamma(\xi+1) \Gamma\left(j+\frac{\bar{⿺}}{2}\right)} . \tag{B23}
\end{equation*}
$$

Dividing Eq. (B20) by Eq. (B23) to get $w(\lambda) / w(0)$, and then using Eq. (4.17), gives the final WKB formula quoted in Eq. (5.2) of the text.

[^152][^153]${ }^{6}$ See, for example, G. Birkhoff and G. C. Rota, Ordirary Differential Equations (Ref. 4), p. 47.
${ }^{1}$ It is always possible ta find solutions atistying the standardization conditions because, as streased in Sec. IID, the houndary condtions at $\theta=0$, $\frac{1}{2} \pi$ are $\lambda$ Independent
${ }^{1}$ Let $t r$ denate the Pauli matrix trace; then Tr denates the complete trace $T r A=\int_{0}^{\pi / 2} d \theta(\theta|\operatorname{tr} A| \theta)$.
A. S. B. Holland, Introduction to the Theory of Entire Functions (Academic, New York, 1973). See especlally Sec. 1.4, Chap. 4, and Sec. 6.2.
${ }^{10} S$. Coleman (unpublished) has conjectured this to be the case. Coleman argues that at the $45^{\circ}$ esector boundaries in Fig. 4, Re( $\lambda^{2}$ ) changes algn from positive to negative,
corresponding to a transition from 'magnetic-fieldlike" to "electric-field-like" bebavior of the externalfield problem, and suggeating very different analyticity properties on the two aides of the boundary.
${ }^{11}$ A. S. Wightman (unpublished) has proved, in the Minkowsid metric case, that the Fredholm determinant can have no zeros for arbitrary purely real external fields.
${ }^{12}$ See, for example L. I. Schiff, Quantum Mechonics (McGraw-Hill, New York, 1968), third edition, pp. 270271.
${ }^{13}$ Higher Transcendendal Functions (Bateman Manuecript Project), edited by A. Erdélyi (McGraw-Hill, New York, 1953), Vol. 1, p. 278.

## Erratum: Massless electrodynamics in the one-photon-mode approximation [Phys. Rev. D 10, 2399 (1974)]

Stephen L. Adler

In Sec. VIB of this paper, numerical evidence was given suggesting that the zeros of $\Delta_{g}(\lambda)$ obey the condition $|\operatorname{Im} \lambda| /|\operatorname{Re} \lambda|>1$, which would imply cut-plane analyticity for the radiative-corrected vacuum amplitude $W_{1}$. Recently, Chernin and $W^{1}$ have shown that this conjecture is false by deriving the following approximate large- $\xi$ expression for the zeros $\xi_{n}$ of $\Delta_{E 1 / 2}(\lambda)$ :

$$
\begin{align*}
& 2\left[F\left(\theta_{0}\right)+n \pi i\right]-\frac{1}{2} \ln \left(-\frac{2 \lambda}{\pi}\right)-\frac{3}{2} \ln \cos \theta_{0}=0,  \tag{1}\\
& \theta_{0}=\sin ^{-1}\left(\frac{\xi}{-\lambda}\right)^{1 / 2}, \quad F(\theta)=\xi \ln \tan \frac{1}{2} \theta-\lambda \cos \theta .
\end{align*}
$$

For $\xi=\frac{18}{2}$ this formula gives the following predicted zeros:

$$
\begin{array}{ll}
n=2: & \lambda=-11.63+i 9.58, \\
n=3: & \lambda=-12.52+i 13.14,  \tag{2}\\
n=4: & \lambda=-13.23+i 16.57 .
\end{array}
$$

The $n=4$ zero is the one given in Table II of Sec. VIB; a reexamination of the computer output which I used in preparing Table II indicates that the lower zeros were missed by careless reading of the output (the programming itself was correct), and are indeed given quite accurately by the Chernin-Wu formula. For example, the program used to get Table II gives $\lambda=-11.66+i 9.56$ for the location of the $n=2$ zero for $j=\frac{1}{2}, \xi=\frac{18}{2}$. For fixed $n$, the Chernin-Wu formula shows that $-\lambda / \xi-1$ as $\xi \rightarrow \infty$, and so in fact there are zeros with arbitrarily small $|\operatorname{Im} \lambda| /|\operatorname{Re} \lambda|$, and hence no zero-free angular sectors for the Fredholm determinant, which is proportional to

$$
\prod_{l, l}\left[\Delta_{\ell j}(\lambda) \Delta_{i j}(-\lambda)\right]^{2 j+1}
$$

The zeros "near" the real axis still lie outside the zero-free strip containing the real axis which was established in Sec. IV.
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# Three-Pion States in the $K_{L} \rightarrow \mu^{+} \mu^{-}$Puzzle 

Stephen L. Adler and Glennys R. Farrar*<br>Institute for Aduanced Study, Princeton, New Jersey 08540<br>and<br>S. B. Treiman $\dagger$<br>National Accelerator Laboratory, Batonia, Ilinois 60510<br>(Recelved 26 October 1971)

Contributions to the absorptive $K_{L} \rightarrow 2 \mu$ amplitude coming from intermediate $3 \pi$ atates are estimated on the basis of recent soft-pion results for the process $3 \pi \rightarrow 2 \gamma$. These contribuHions turn out to be far toosmall, by 4 orders of magnitude, to resolve the $K_{L}-2 \mu$ puzzle.

All theoretical resolutions so far proposed for the $K_{\mathrm{L}}-2 \mu$ puzzie ${ }^{2}$ are forced to call upon cancellation effects which have to be regarded as accidental at the present level of understanding. Apart from this, the various schemes differ widely with respect to introduction of qualitatively new physics. ${ }^{2}$ The most conservative approach is one which dismisses the possibility that $C P$ violation or new kinds of particles or interactions play an important role in the puzzle. Instead, the burden is placed on $3 \pi$ intermediate states, which are supposed to provide terms which largely cancel the contribution from the $2 \gamma$ state in the unitarity equation for the absorptive $K_{L}-2 \mu$ amplitude. The strain on credulity here lies in the magnitude required of the $3 \pi$ contribution, a magnitude which has to be appreciably larger than first rough estimates would suggest. ${ }^{9}$ In the present note we add our contribution to this strain, in the form of an estimate of $3 \pi$ contributions based on soft-pion considerations.

In order to assess the $3_{\pi}$ effects in a framework which ignores CP violation and accepts standard photon-lepton electrodynamics, one requires information on the amplitudes for $3 \pi-2 \gamma$ and $3 \pi-2 \mu$. In our conventional framework, the latter is fully specified if the former is known for virtual as well as real photons. All the remaining ingredients of a unitarity analysis based on $2 \gamma$ and $3 n$ Intermediate states are well enough known: the $2_{\gamma}-2 \mu$ amplitude from standard electrodynamic theory, the $K_{L} \rightarrow 2 \gamma$ and $K_{L} \rightarrow 3 \pi$ amplitudes (or rather, their moduli) from experiment. Throughout the unitarity discussion we ignore all other intermediate states. To lowest order in the fine-structure constant the $2 \pi \gamma$ and, strictly speaking, also the $3 \pi \gamma$ intermediate states ought to be considered. However, the former has been shown to be unimportant, ${ }^{4}$ and the latter can reasonably be expected, on phase-space considerations alone, to be even more negligible. We shall
have a brief comment on this later on. At theoretical issue then are the amplitudes for $3 \pi^{0}, \pi^{+} \pi^{-} \pi^{0}-$ two real or virtual photons. These objects are of course interesting in their own right, even apart from their role in the $K_{L} \rightarrow 2 \mu$ puzzle. In particular, the application of soft-pion considerations has been discussed by Aviv, Hari Dass, and Sawyer ${ }^{5}$; and the subject has since been taken up by other authors. ${ }^{0-10}$ Interesting issues concerning current algebra, partial conservation of axial-vector current (PCAC), 'and Ward-identity anomalies arise here. Especially relevant for our present purposes is the idea, proposed by Aviv and Sawyer, ${ }^{11}$ that the soft-pion approximation might provide a reasonable basis for estimating contributions from the $3 \pi$ states in the unitarity analysis of $K_{L} \rightarrow 2 \mu$ decay. It must be said at once that, kinematically, the pions in $K_{L} \rightarrow 3 \pi$ decay cannot all three be so very soft, unless one regards the K-meson mass to be "small" on a hadronic scale. With appropriate reservations on this score, one may nevertheless hope that the soft-pion methods provide more reliable estirnates than can be galned from purely dimensional and phase-space arguments.

The Aviv-Sawyer analysis ${ }^{11}$ of $K_{L}-2 \mu$ decay was based on the $3 \pi-2 \gamma$ amplitudes of Refs. 5 and 6. We believe that these amplitude results are in error and that the correct soft-pion expressions are as in Ref. 8. We have therefore repeated the analysis. Despite these corrections, we find with Aviv and Sawyer that the $3 \pi$ states play a negligible role in the absorptive amplitude for $K_{L}-2 \mu$ decay. The "nalve" unitarity bound, based solely on the $2 \gamma$ intermediate state, is corrected at most (depending on phases) by a factor of order $10^{-4}$ in the decay rate. A brief account follows.

The $K_{\mathrm{L}}-2 \mu$ amplitude has the structure

$$
\begin{equation*}
A m p\left(K_{L}-2 \mu\right)=g \bar{u}(p) \gamma_{5} v(\bar{\beta}), \tag{1}
\end{equation*}
$$

where $p$ and $\bar{p}$ denote the $\mu^{-}$and $\mu^{*}$ momenta. The
decay rate is given by

$$
\begin{equation*}
r\left(K_{L}-2 \mu\right)=\frac{M}{8 \pi} v|g|^{2}, \tag{2}
\end{equation*}
$$

where

$$
v=\left(1-4 m^{2} / M^{2}\right)^{1 / 2}
$$

is the muon velocity, with $m$ the $\mu$ mass, and $M$ the $K$ mass. The object is to estimate the absorptive amplitude Img, on the basis of unitarity considerations, in order to set a lower bound for $K_{\mathrm{Z}}-2 \mu$ decay. To get at the unitarity contribution from the intermediate $2 \gamma$ state we have to consider $K_{L} \rightarrow 2 \gamma$ decay, whose amplitude has the structure

$$
\begin{equation*}
\operatorname{Amp}\left(K_{L}-2 \gamma\right)=G \epsilon_{\mu \nu \rho \sigma} \epsilon_{\mu}^{(1)} k_{\nu}^{(1)} \epsilon_{\rho}^{(2)} k_{\sigma}^{(2)}, \tag{3}
\end{equation*}
$$

where $k^{(1)}$ and $\epsilon^{(6)}$ are the momentum and polarization vectors of the $i$ th photon. The decay rate is

$$
\begin{equation*}
\Gamma\left(K_{\mathrm{L}}-2 \gamma\right)=\frac{M^{3}}{64 \pi}|G|^{2} \tag{4}
\end{equation*}
$$

The contribution to Img coming from the $2 \gamma$ state is given by

$$
\begin{equation*}
\left.\operatorname{Im} g\right|_{2 y}=\frac{m \alpha}{4 v} \ln \left(\frac{1+v}{1-v}\right) \operatorname{Re} G \tag{5}
\end{equation*}
$$

Now the modulus $|G|$ is known from empirical information on the $K_{L}-2 \gamma$ decay rate. If unitarity contributions coming from $3 \pi$ states are systematically ignored for both $K_{L}-2 \gamma$ and $K_{L}-2 \mu$ decay, then $\operatorname{Img}=\left.\operatorname{Img}\right|_{a y}, \operatorname{Re} G=|G|_{\text {, }}$ and one finds the "naive" unitarity bound

$$
\begin{equation*}
\Gamma\left(K_{L}-2 \mu\right) / \Gamma\left(K_{L}\right) \geq 6 \times 10^{-9} . \tag{6}
\end{equation*}
$$

Our task here is to compute the direct $3 \pi$ contributions to Img, and also their contributions to ImG. For these purposes we require the amplitudes for $3 \pi^{0}, \pi^{+} \pi^{-} \pi^{0}-$ two real or virtual photons. We adopt, but do not reproduce here, the soft-pion expressions of Ref. 8. These expressions contain three parameters, of which two are well established experimentally: $F^{\prime \prime}$, the constant which describes $\pi^{0}-2 \gamma$ decay; and $f$, the PCAC constant. The remaining parameter, $x$, measures the isotensor component of the " $\sigma$ term" in the currentalgebra treatment of $\pi-\pi$ scattering. One usually supposes, as we shall do here, that $x=0$. Unless $x$ is unbelievably large, of order $10^{1}-10^{4}$, this neglect will not qualitatively alter our conclusion that the $3 \pi$ states do not resolve the $K_{L}-2 \mu$ puzzle. Indeed, given the formulas of Ref. 8, and with a little thought about the structure of the unitarity equations and the size of phase space for three pions, one can readily arrive at this qualitative conclusion from rough dimensional arguments. Nevertheless, since we have in fact carried out the numerical work in detall, and because a cer-
tain delicacy appears in the details, we shall comment here on a few technical points. For the unitarity calculations we require not only the $3 \pi$ $-2 \gamma$ and $3 \pi-2 \mu$ amplitudes, but also the full complex amplitudes for $K_{L}-3 \pi$. The latter are known from experiment only in modulus. However, we can get upper bounds on the 3 万 contributions by replacing all amplitudes in the unitarity equations with their moduli. It is these upper bounds that we shall report. The computations for $\operatorname{lm} G$ are now completely straightforward. For the $3 \pi^{\circ}$ and $\pi^{+} \pi^{-} \pi^{0}$ contributions we find

$$
\begin{align*}
& \left.\operatorname{Im} G\right|_{3 \times 0} \leq 3 \times 10^{-5}|G| \\
& \left.\operatorname{Im} G\right|_{5+5-\times 0} \leq 2 \times 10^{-5}|G| \tag{7}
\end{align*}
$$

It is evident that the $3 \pi$ effects here are totally negligible.

Computation of the direct $3 \pi$ contributions to Img, the absorptive $K_{L} \rightarrow 2 \mu$ amplitude, is somewhat less straightforward. The formulas of Ref. 8 are supposed to apply (in the soft-pion limit) for virtual as well as real photons, and they therefore provide a basis for computation of the $3 \pi-2 \mu$ amplitude. On inspection of the formulas for $3 \pi-$ two real or virtual photons one observes two kinds of terms: those which describe emission of a photon by an external pion (bremsstrahlung terms) and those which do not. Correlation of these descriptive expressions with explicit terms in the formulas ahould be evident and is left to the reader. The $3 \pi^{0}-2 \gamma$ amplitude is purely of the nonbremsstrahlung type, whereas the $\pi^{+} \pi^{-} \pi^{0}$ amplitude has bath kinds of terms. Computation of the brems-strahlung-term contributions to $3 \pi-2 \mu$ presents no difficulties, although it is tedious. The calculation here has a structure of the kind associated with a one-loop box diagram and was carried out numerically. For practical purposes we found it convenient to use dispersion-relation methods, taking the invariant squared mass of the $3 \pi$ system as the dispersion variable. One encounters no anomalous thresholds here, thanks to the masslessness of the physical photons in the intermediate state $3 \pi-2 \gamma-2 \mu$. For the nonbremsstrahlung terms, the calculation of the $3 \pi-2 \mu$ amplitude has a structure of the kind associated with a one-loop triangle diagram. But here one encounters a logarithmically divergent integral. This comes about because the corresponding amplitudes for $3 \pi$ two virtual photons do not have any damping as the virtual-photon masses become very large. The soft-pion approximation is unsatisfactory in this regard. However, since the divergence is only logarithmic, we do not think it misleading to employ a cutoff. We again employ dispersion-relation methods. The dispersion integral is loga-
rithmically divergent and we simply cut it off, at an invariant squared mass taken rather arbitrarily to be $1 \mathrm{GeV}^{2}$.

Once the $3 \pi-2 \mu$ amplitudes have been estimated, computation of the $3 \pi$ contributions to the absorptive $K_{L}-2 \mu$ amplitude is now a simple matter. We present the results in the form of comparison of the $3 \pi$ and $2 \gamma$ contributions to 1 mg ,

$$
\begin{align*}
& \left.\operatorname{Img}\right|_{r_{r^{0}}} \leq 3 \times\left. 10^{-5} \operatorname{Im} g\right|_{2 y} \\
& \left.\operatorname{Img}\right|_{\pi+\pi}-\varepsilon^{0} \leq 3 \times\left. 10^{-5} \operatorname{Im} g\right|_{2 \gamma} . \tag{6}
\end{align*}
$$

In summary, the $3 \pi$ states, at least when treated in the soft-pion approximation, do nothing to resolve the $K_{L}-2 \mu$ puzzle. ${ }^{12}$

Finally, we comment briefly on the $\pi^{+} \pi^{-} n^{0} \gamma$ intermediate state, which is the remaining intermediate state which can contribute at this order in $\alpha$. Al-
though the decay $K_{L} \rightarrow \pi^{+} \pi^{-} \pi^{0} \gamma$ has not been observed, to leading order in the photon momentum (the bremsstrahlung approximation) the amplitude for this process is related by gauge invariance to the amplitude for $K_{L} \rightarrow \pi^{+} \pi^{-} \pi^{0}$. The current-algebra coupling of a photon to $\pi^{+} \pi^{-} \pi^{0}$ can then be used to compute $\pi^{+} \pi^{-} \pi^{n} \gamma-\mu^{+} \mu^{-}$. An estimate of the relevant integrations indicates a contribution to Img of essenttally the same size as that coming from the $3 \pi$ intermediate state. So the $3 \pi \gamma$ contribution is also at least four orders of magnitude too small to resolve the $K_{L}-2 \mu$ puzzle.

We wish to thank Professor R. F. Dashen for a helpful discussion. One of the authors (SLA) also wishes to acknowledge a pleasant visit at the National Accelerator Laboratory, where part of this work was done.
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# Some simple vacuum-polarization phenomenology: $e^{+} e^{-} \rightarrow$ hadrons; the muonic-atom x-ray discrepancy and $g_{\mu}-2$ 

Stephen L. Adler<br>National Accelerator Laboratory. Batavia, Illinois 60510<br>and The Institute for Advanced Study. Princelon. New Jersey 08540<br>(Received 25 July 1974)


#### Abstract

We give a simple phenomenological analysis of hadronic and electronic vacuum-polarization effects. We argue that the derivative of the hadronic vacuum polarization, evaluated in the spacelike region, provides a useful meeting ground for comparing $e^{+} e^{-} \rightarrow$ hadron annihilation data (assumed to arise from one-photon annihilation) with the predictions of parton models and of asymptotically free field theories. Using dispersion relations to connect the annihilation and spacelike regions, we discuss the implications in the spacelike region of a constant $e^{+} e^{-}$annihilation cross section. In particular, we show that a flat cross section between $t=25$ and $t=81(\mathrm{GeV} / \mathrm{c})^{2}$ would provide strong evidence against a precociously asymptotic "color' triplet model for hadrons. We then turn to a consideration of the apparent discrepancy between observed and calculated muonic-atom $x$-ray transition energies. Specifically, we analyze the hypothesis of attributing this discrepancy to a deviation of the asymprotic electronic vacuum polarization from its expected value, a possibility which is compatible with all current high-precision tests of quantum electrodynamics. Under the additional technical assumption that the postulated discrepancy in the electronic vacuum-polarization spectral function increases monotonically with $t$, the hypothesis predicts a decrease in the expected value of the muon-magnetic-moment anomaly $a_{\mu}=\frac{1}{2}\left(g_{\mu}-2\right)$ of at least $-0.96 \times 10^{-7}$, which should be detectable in the next round of $g_{\mu}-2$ experiments and which is substantially larger than likely uncertainties in the hadronic contribution to $a_{\mu}$. By contrast, postulating a weakly coupled scalar boson $\phi$ to explain the muonic-atom discrepancy would imply a (very small) increase in the expected value of $a_{\mu}$. Both the vacuum-polarization and scalar-boson hypotheses (for $M_{\&} \geq 1 \mathrm{MeV}$ predict a reduction of order 0.027 eV in the $2 p_{1 r 2}-2 s_{1 / 2}$ transition energy in [ ${ }^{4} \mathrm{He}, \mu$ ]', an effect which may be observable.


## I. INTRODUCTION

A number of recent experiments have brought aspects of vacuum-polarization phenomena to the fore. Most prominent are the measurements by the Cambridge Electron Accelerator (CEA) and the Stanford LInear Accelerator Center-Lawrence Berkeley Laboratory (SLAC-LBL) groups of an unexpectedly large cross section for $e^{+} e^{-}-\mathrm{had}-$ rons, ${ }^{1}$ which gives the absorptive part of the hadronic vacuum polarization. In another area of physics, measurements of muonic-atom x-ray transition energies, undertaken to probe the asymptotic form of the electronic vacuum polarization, appear to show a persistent deviation from theoretical expectations. ${ }^{2}$ Forthcoming highprecision measurements of the muon-magneticmoment anomaly $g_{\mu}-2$ will provide an even more sensitive probe of the asymptotic electronic vacuum polarization, and of the hadronic vacuum polarization as well. We present in this paper simple phenomenological arguments which bear on the interpretation of both the annihilation and the muonic experiments. Although fundamentally different physical issues are at stake in the two classes of experiments, common elements of
formalism make it natural to consider them together. In Sec. II we use dispersion relations to determine what the timelike-region $e^{*} e^{-}$annihilation data say about the possibility of precocious asymptotic scaling in the spacelike region of the hadronic pacuum polarization (assuming that the observed data do indeed result from one-photon annihilation). In Sec. II we analyze the muonic experiments, with the aim of distinguishing between the possibilities that the muonic-atom x-ray discrepancies may arise from a discrepancy in the asymptotic electronic vacuum polarization, or from the existence of a weakly coupled light scalar boson. Some technical details are given in the appendixes.

## II. ELECTRON-POSITRON ANNIHILATION AND PRECOCIOUS SPACELIKE SCALING

The experimental data for electron-positron annlhilation into hadrons are conveniently expressed in terms of the ratio $R(t)$, defined as

$$
\begin{equation*}
R(t)=\frac{\sigma\left(e^{t} e^{-}-\text {hadrons } ; t\right)}{\sigma\left(e^{4} e^{-}-\mu^{4} \mu^{-} ; t\right)} \tag{1}
\end{equation*}
$$

with

$$
\begin{align*}
o\left(e^{4} e^{-}-\mu^{*} \mu^{-} ; t\right) & =\left(1+\frac{2 m_{\mu}{ }^{2}}{t}\right)\left(1-\frac{4 m_{\mu}{ }^{2}}{t}\right)^{1 / 2} \frac{4 \pi \alpha^{2}}{3 t} \\
& =\frac{4 \pi \alpha^{2}}{3 t}=\frac{87 \times 10^{-33} \mathrm{~cm}^{2}}{t\left[\ln (\mathrm{GeV} / c)^{2}\right]} \tag{2}
\end{align*}
$$

and with $t$ the virtual-photon four-momentum squared. In Fig. 1 we have plotted (versus $E=t^{1 / 2}$ ) a smooth interpolation through all available experimental data for $R$ in the continuum region (excluding the $\rho, \omega$, and $\phi$ vector-meson contributions). The CEA and SLAC-LBL data points are indicated, ${ }^{2}$ while the portion of the curve below $t=2.5$ is taken from the "eyeball" fit given by Silvestrini. ${ }^{3}$ When replotted versus $t$, the data for $R(t)$ rise approximately linearly, indicating a roughly constant hadronic annihilation cross section of $21 \times 10^{-33} \mathrm{~cm}^{2}$. Assuming that singlephoton annihilation is indeed being measured, this behavior strougly contradicts the asymptotic behavior expected on the basis of parton or of asymptotically free-field-theory models of the hadrons, which predict

$$
\begin{equation*}
R-C, \quad t \rightarrow \infty \tag{3}
\end{equation*}
$$

with the constants $C$ tabulated in Table 1. However, it can always be argued that while precocious asymptotic behavior is expected from the SLAC scaling results in the spacetike region, the annihilation reaction involves the timelike region, in which asymptotic predictions may be approached much more slowly. This objection naturally raises the question of determining what the annihilation data tell us about hehavior in the spacelike region.
To answer this question we consider the renormalized hadronic vacuum-polarization tensor $\left(t=q^{2}\right)$

$$
\begin{equation*}
\Pi_{\mu \nu}^{(H)}(q)=\left(q_{\mu} q_{\nu}-\operatorname{tg}_{\mu \nu}\right) \Pi^{(H)}(t), \tag{4}
\end{equation*}
$$

which obeys the dispersion relation

$$
\begin{equation*}
\Pi^{(H)}(t)=t \int_{4 m_{\pi}}^{\infty} \frac{d u}{u} \frac{(1 / \pi) \operatorname{lm} \Pi^{(H)}(u)}{u-l}, \tag{5}
\end{equation*}
$$

and whlch is related to the electron-positron annibllation cross section into hadrons by
$o\left(e^{*} e^{-}\right.$-hadrons; $u$ )

$$
\begin{equation*}
=\frac{1}{u} \operatorname{Im} \Pi^{(H)}(u) \times(\text { known constants }) \tag{6}
\end{equation*}
$$

Rather than using Eq. (5) directly, we consider its first derivative

$$
\begin{equation*}
\frac{d}{d t} \Pi^{(H)}(t)=\int_{d=\pi^{2}}^{\infty} d u \frac{(1 / \pi) \operatorname{Im} \Pi^{(H)}(u)}{(u-t)^{2}}, \tag{7}
\end{equation*}
$$

which on substituting Eq. (6) and using Eqs. (1) and (2) can be rewritten as


FIG. 1. "Eyeball" fit to the continuum $e^{+} e^{-}$annlhilation data. The $p, w$, and $\phi$ vector-meson contributions are not included.

$$
\begin{equation*}
\frac{d}{d t} \Pi^{H}(t)=\int_{t m_{z}^{2}}^{\infty} d u \frac{R(u)}{(u-t)^{2}} \times(\text { known constants }) \tag{8}
\end{equation*}
$$

Restricting ourselves to the spacelike region $t=-s, s>0$ and rescaling to remove the constant factors, we ohtain from Eq. (8) our basic relation

$$
\begin{align*}
T(-s i & =\int_{t=z_{2}^{2}}^{*} \frac{d u R(u)}{(s+u)^{2}} \\
& =\left.\frac{d}{d t} \Pi^{(\mu)}(t)\right|_{t=-s} \times(\text { known constants }) . \tag{9}
\end{align*}
$$

The quantity $T(-s)$ has two desirable properties which make it sultable for studying the implications of the annihilation reaction for spacelikeregion behavior:
(i) The integrand in Eq. (9) is positive definite. and so omitting the high-energy tall of the integral makes an error of known sign. Specifically, if experimental data on $R$ are avatlable only up to a maximum momentum transfer squared $t_{c}$, and if we deftne $T_{\text {obs }}(-s)$ by

$$
\begin{equation*}
T_{\infty s t}(-s)=\int_{-m_{m_{z}}}^{t} c \frac{d u R(u)}{(s+u)^{2}}, \tag{10}
\end{equation*}
$$

TABLE I. Values of $C$ in different models.

| Model | $\frac{2}{3}$ |
| :--- | :---: |
| Simple quark triplet | 2 |
| Color quark triplet | $\frac{18}{3}$ |
| Color quark quartet | 4 |
| Han-Nambu triplet | 6 |

then we have

$$
\begin{equation*}
T_{\text {obs }}(-s) \leqslant T(-s), \quad 0 \leqslant s<\infty . \tag{11}
\end{equation*}
$$

(ii) It is the quantity $T(-s)$ for which parton models and asymptotically free field theories most directly make predictions ${ }^{4}$; the asymptotic predictions for $R$ are always obtained from the prediction for $T(-s)$ by a dispersion-relation argument, which is bypassed if we use $T(-s)$ as the primary phenomenological object. In a model in which $R$ asymptotically approaches $C$, we have

$$
\begin{equation*}
T_{\mathrm{th}}(-s) \sim C / s, \quad s \sim \infty \tag{12}
\end{equation*}
$$

In asymptotically free field theories, the leading logarithmic correction to Eq. (12) is also determined. Specifically, in the $\mathrm{SU}(3) \otimes \mathrm{SU}(3)^{\prime}$ "color" triplet model of the hadrons, one has"

$$
\begin{equation*}
T_{\mathrm{oh}}(-s)-\frac{2}{s}\left(1+\frac{4}{9} \frac{1}{\ln \left(s / s_{\mathrm{o}}\right)}+\cdots\right) \tag{13}
\end{equation*}
$$

With $s_{0}$ an arbitrary momentum scale which, in the numerical work, we will take as $2(\mathrm{GeV} / \mathrm{c})^{2}$.

Before proceeding to numerical applications, let us briefly discuss the question of subtractions. Clearly, if the one-photon annihilation cross section were to remain constant as $t-\infty$, we would have $R(u) \propto u$ as $u \rightarrow \infty$ and the integral in Eq. (9) would need an additional subtraction to be well defined. ${ }^{\text {s }}$ However, such behavior of $R$ would in it self contradict Eq. (3) for all values of $C$, and hence would rule out all versions of the parton model or of asymptotically free field theories. On the other hand, if Eq. (3) is true for any finite $C$, then the integral in Eq. (9) converges as it stands and provides a sultable medium for comparing the annihilation data with theoretical expectations in the spacelike region. Note that a constant subtraction term in Eq. (5), which would be present if we renormalize at a point other than $t=0$, would not contribute to the $t$ derivative in Eq. (7); hence the renormalization prescription is not a possible source of ambiguity.
We turn now to the numerical results. In Fig. 2 we plot $T_{\text {obs }}(-s)\left[\ln\right.$ units where unity $\left.=(1 \mathrm{GeV} / c)^{2}\right]$, as obtained from all experimental data up to $\boldsymbol{t}_{c}=25(\mathrm{GeV} / \mathrm{c})^{2}$ according to the formula ${ }^{0}$

$$
\begin{aligned}
& T_{\text {abs }}(-s)=T^{\omega+\Phi}(-s)+T^{\rho}(-s)+T^{\text {coni(1) }}(-s), \\
& T^{\omega+\phi}(-s)=\frac{9 \pi}{\alpha^{2}} \sum_{V=\omega . \phi} \frac{M_{V} \Gamma\left(V-e^{\bullet} e^{-}\right)}{\left(s+M_{V}\right)^{2}}, \\
& T^{\rho}(-s)=\int_{4 m_{s}^{2}}^{\infty} \frac{d t}{(s+t)^{2}} \frac{1}{4}\left(1-\frac{4 m_{z^{2}}^{2}}{t}\right)^{3 / 2}\left|F_{F}(t)\right|^{2}, \\
& T^{\text {cont }(t)}(-s)=\int_{0.39}^{25} \frac{d t}{(s+t)^{2}} R(t) .
\end{aligned}
$$



FIG. 2. The fumction $T_{\text {obs }}(-s)$ as obtained from all experimental data up to $t_{C}=25(\mathrm{Gev} / c)^{2}$, in units where unity $=(1 \mathrm{GeV} / \mathrm{c})^{2}$.

The vector-meson parameters appearing in Eq. (14) are glven in Appendix A, while $R(t)$ is the continuum contribution to $R$ graphed in Fig. 1. In Fig. 3 we plot a family of curves, obtained by assuming that for $25 \leqslant t \leqslant t_{c}$ the annihilation cross section $\sigma\left(e^{+} e^{-}-\right.$hadrons; $\left.t\right)$ remains constant at $21 \times 10^{-33} \mathrm{~cm}^{2}$. That is, we take


FIG. 3. Ratios of $T_{o n s}(-s)$ to $T_{i n}(-s)$, with $T_{\text {in }}(-s)$ the color-triplet prediction of Eq. (13). The $t_{C}=25$ curve uses the presently known data; the curves for higher $t_{c}$ assume a constant badronic annililation oross section of $21 \times 10^{-35} \mathrm{~cm}^{2}$ above $25(\mathrm{GeV} / \mathrm{c})^{2}$.

$$
\begin{align*}
T_{\text {obs }}(-s)= & T^{\omega+\phi}(-s)+T^{\rho}(-s) \\
& +T^{\operatorname{cont}(1)}(-s)+T^{\operatorname{cont}(2)}(-s), \\
T^{\operatorname{cont}(2)}(-s) & =\int_{2 s}^{t_{c}} \frac{d t}{(s+t)^{2}} \times 5.94\left(\frac{t}{25}\right)  \tag{15}\\
& =0.24\left[\ln \left(\frac{s+t_{c}}{s+25}\right)-s \frac{(t-25)}{\left(s+t_{c}\right)(s+25)}\right] .
\end{align*}
$$

Rather than plotting $T_{\text {obs }}(-s)$ we have plotted the comparison ratio $T_{\text {obs }}(-s) / T_{t h}(-s)$, with $T_{\text {in }}(-s)$ the "color" triplet prediction of Eq. (13). The $t_{C}=25$ curve is just the curve of Fig. 2 divided by Eq. (13); since this curve lies below 1, the existing annihilation data do not yet challenge the "color" triplet model in the spacelike region. (However, since the $t_{c}=25$ curve lies well above $\frac{2}{3}$, the existing data already defintively rule out a precociously asymptotic simple quark-triplet model.) Evidently, the curves in Fig. 3 rise rapidly with $t_{c}$ and show that if the anninilation cross section should remain constant at roughly $21 \times 10^{-33} \mathrm{~cm}^{2}$ in the region $25 \leqslant t \leqslant 81$, which will be accessible at SPEAR II, a precociously asymptotic "color" triplet model would be ruled out in the spacelike region.
To explore the consequences of an annihilation cross section which remains flat up to large $t_{c}$, we ignore the vector-meson contributions to $T_{\text {obs }}$ and approximate $T^{\text {mont (1) }}(-s)$ by taking $R(t)=0$, $t<2 ; R(t)=0.24 t, 2 \leqslant t \leqslant 25$, giving the simple analytic expression

$$
\begin{align*}
T_{\mathrm{abs}}(-s) & =\int_{2}^{t_{c}} \frac{d t}{(s+t)^{2}} \times 0.24 t \\
& =0.24\left[\ln \left(\frac{s+t_{c}}{s+2}\right)-s \frac{\left(t_{c}-2\right)}{\left(s+t_{c}\right)(s+2)}\right] \\
& \approx 0.24\left[\ln \left(\frac{s+t_{c}}{s}\right)-\frac{t_{c}}{s+t_{c}}\right] . \tag{16}
\end{align*}
$$

Hence,

$$
\begin{align*}
& \frac{T_{\text {ats } s}(-s)}{1 / s}=R\left(t_{c}\right) f(z), \\
& R\left(t_{c}\right)=0.24 t_{c}, \tag{17}
\end{align*}
$$

$$
f(z)=\frac{1}{2} \ln (1+z)-\frac{1}{1+z}, \quad z=t_{c} / s .
$$

A simple maximization shows that $f(z)$ attains a maximum of 0.22 at $z_{\mu}^{-2}=s_{y} / t_{C}=0.46$, and fails to haif maximum at $z_{L}{ }^{-1}=s_{L} / t_{c}=0.059$ and $z_{U}{ }^{-1}$ $=s_{u} / t_{c}=3.22$. That is, $T_{\text {obs }}(-s) / s^{-1}$ reaches a maximum value

$$
\begin{align*}
{\left[T_{\text {obd }}(-s) / s^{-2}\right]^{\max } } & =0.22 \times 0.24 t_{c} \\
& =0.053 t_{c}, \tag{18a}
\end{align*}
$$

and lies above half this value in the wide range

$$
0.053 i_{c} \leqslant s \leqslant 9.22 t_{c}
$$

To give a concrete illustration, if $\sigma\left(e^{+} e^{-}\right.$ $\rightarrow$ hadrons; $t$ ) should remain constant up to the maximum $t_{c}$ of 900 obtainable in a $15 \mathrm{GeV} / c$ on $15 \mathrm{GeV} / c$ storage ring, the maximum of $T_{\mathrm{obn}}(-s) /$ $s^{-1}$ would be $0.053 \times 900=48$. This would exclude by a factor of 2 parton or asymptotically free models with $C \leqslant 24$, thus covering just about every model which has been seriously proposed.

## III. MUONIC-ATOM X-RAY DISCREPANCY AND $\mathbb{g}_{\mu}-2$

Recent studies of the transition energies between large circular orbits in muonic atoms have shown persistent discrepancies between theory and experiment. Because the muonic orbits in question lie well outside the nucleus and well inside the innermost $K$-shell electrons, one belleves that nuclear size and electron screening corrections can be reliably estimated. In particular, the disputed nuclear-size corrections to the vamumpolarization potential have been reevaluated recently by three independent groups, ${ }^{7}$ in good agreement with one another. A survey of all known theoretical corrections has been given by Watson and Sundarasen ${ }^{2}$ (see also Rafelskl et al. ${ }^{\text {a }}$ ), with the conclusion that all important effects within the standard electrodynamic theory have been correctly taken into account. On the experimental side. Independent measurements by the groups of Dixit et al. ${ }^{9}$ and of Walter et al. ${ }^{10}$ agree on x -ray transition energies which deviate by 2 standard deviations from the theoretical predictions, as summarized in Table $\Pi$. While it may stlll turn out that systematic experimental errors or errors or omissions in the theoretical calculations account for the discrepancy, we will assume this not to be the case. Rather, we will treat the discrepancy as a real effect, to be explained by modifications in the conventional theory.
The unique aspect of the muonic-atom transition energles is that, because the muonic orbits lie well inside the electron Compton wavelength, they recelve a large contribution from the electronic vacuum-polarization potential and (unlike the more accurate Lamb-shift experiments) they probe the asymptotic structure of this potential. Motivated by this observation, our principal focus will be to explore the possibility that the observed x-ray energy discrepancy arises from a nonperturbative devation of the electronic vacuum polarization from its expected value. Such an effect is qualltatively expected (but with unknown quantitative form) if recent speculations that the fine-

TABLE II. Muonic atom x-ray discrepancles.

| $\begin{gathered} \text { Element } \\ z^{E} E \end{gathered}$ | Transition $l_{j} \rightarrow^{n-1} l-1_{j-1}$ | $\begin{gathered} -6 E_{\gamma} \\ E_{\gamma}(\mathrm{th})-E_{\gamma}(\operatorname{expt}) \\ (\mathrm{eV}) \end{gathered}$ | Average $\text { discrepancy }-\delta E_{Y}$ $(e V)$ | Reduced average dlacrepancy $-\delta \bar{E}_{\gamma}=\frac{-6 E_{\gamma}}{4.35 \mathrm{eV} \times Z^{2}\left[1 /(n-1)^{2}-1 / n^{2}\right]}$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }_{20} \mathrm{Ca}$ | $\begin{aligned} & { }^{3} d_{3 / 2} \rightarrow{ }^{2} p_{1 / 2} \\ & { }^{\frac{1}{u}}{ }_{5 / 2} \rightarrow{ }^{2} p_{3 / 2} \end{aligned}$ | $\left.\begin{array}{r} 7 \pm 19 \\ 11 \pm 17 \end{array}\right\}$ | $9 \pm 13$ | $(37.2 \pm 54) \times 10^{-3}$ |
| ${ }_{22} \mathbf{T i}$ | $\begin{aligned} & { }^{3} d_{1 / 2}=2 p_{1 / 2} \\ & { }^{3} d_{5 / 2} \rightarrow{ }^{2} p_{3 / 2} \end{aligned}$ | $\left.\begin{array}{r} -3 \pm 19 \\ 10 \pm 18 \end{array}\right\}$ | $3.5 \pm 13$ | $(12.0 \pm 45) \times 10^{-3}$ |
| ${ }_{26} \mathrm{Fe}$ | $\begin{aligned} & { }^{3} d_{3 / 2}={ }^{2} p_{1 / 2} \\ & { }^{3} d_{5 / 2}={ }^{2} p_{3 / 2} \end{aligned}$ | $\begin{aligned} & 21 \pm 20 \\ & 10 \pm 17 \end{aligned}$ | $15.5 \pm 13$ | $(37.9 \pm 32) \times 10^{-3}$ |
| ${ }_{38} \mathrm{Sr}$ | $\begin{aligned} & { }^{4} f_{5 / 2}-{ }^{3} d_{3 / 2} \\ & { }^{4} f_{7 / 2}-{ }^{3} d_{5 / 2} \end{aligned}$ | $\begin{array}{r} 11 \pm 20\} \\ 0 \pm 18 j \end{array}$ | $5.5 \pm 13$ | $(18.0 \pm 43) \times 10^{-3}$ |
| ${ }_{47} A_{\text {g }}$ | $\begin{aligned} & { }^{4} f_{5 / 2}-{ }^{3} d_{3 / 2} \\ & { }^{1} f_{7 / 2}-{ }^{3} d_{5 / 2} \end{aligned}$ | $\begin{aligned} & 27 \pm 20 \\ & 19 \pm 20 j \end{aligned}$ | $23 \pm 14$ | $(49.3 \pm 30) \times 10^{-3}$ |
| ${ }_{41} \mathrm{Cd}$ | $\begin{aligned} & { }^{4} f_{5 / 2} \rightarrow{ }^{3} d_{3 / 2} \\ & { }^{\circ} f_{7 / 2} \rightarrow{ }^{3} d_{5 / 2} \end{aligned}$ | $\begin{array}{r} 13 \pm 19\} \\ 7 \pm 17\} \end{array}$ | $10 \pm 13$ | $(20.5 \pm 27) \times 10^{-3}$ |
| ${ }_{50} \mathrm{Sn}$ | $\begin{aligned} & { }_{l}^{f_{5 / 2} \rightarrow{ }^{3} d_{3 / 2}} \\ & f_{1 / 2} \rightarrow{ }^{3} d_{5 / 2} \end{aligned}$ | $\left.\begin{array}{l} 21 \pm 21 \\ 25 \pm 19 \end{array}\right\}$ | $23 \pm 14$ | $(43.5 \pm 26) \times 10^{-3}$ |
| ${ }_{56} \mathrm{Be}$ | $\begin{aligned} & f_{5 / 2}-{ }^{3} d_{3 / 2} \\ & f_{7 / 2}-d^{3} d_{5 / 2} \\ & f_{1 / 2}-f_{5 / 2} \\ & g_{9 / 2} \rightarrow f_{1 / 2}^{4} f_{1} \end{aligned}$ | $\left.\begin{array}{r} 55 \pm 23 \\ 76 \pm 20 \\ 12 \pm 17 \\ 3 \pm 16 \end{array}\right\}$ | $65.5 \pm 15$ $7.5 \pm 12$ | $\begin{aligned} & (98.8 \pm 23) \times 10^{-3} \\ & (24.4 \pm 39) \times 10^{-3} \end{aligned}$ |
| ${ }_{80} \mathrm{Hg}$ | $\begin{aligned} & { }^{5} g_{7 / 2}={ }^{4} f_{5 / 2} \\ & { }^{5} g_{9 / 2}-{ }^{4} f_{1 / 2} \end{aligned}$ | $\left.\begin{array}{l} 52 \pm 24\} \\ 38 \pm 25 \end{array}\right\}$ | $45 \pm 17$ | $(71.8 \pm 27) \times 10^{-3}$ |
| ${ }_{41}$ T1 | $\begin{aligned} & 5_{g_{7 / 2}}=+^{4} f_{5 / 2} \\ & { }_{g_{9 / 2}}-f_{T / 2} f^{2} \end{aligned}$ | $\begin{aligned} & 31 \pm 24\} \\ & 40 \pm 24 \end{aligned}$ | $35.5 \pm 17$ | $(55.3 \pm 26) \times 10^{-3}$ |
| ${ }_{12} \mathrm{~Pb}$ | $\begin{aligned} & { }^{5} g_{1 / 2}-f^{1} f_{5 / 2} \\ & { }_{g_{9 / 2}}-\int_{7 / 2} \end{aligned}$ | $\left.\begin{array}{l} 52 \pm 21 \\ 45 \pm 18 \end{array}\right\}$ | $48.5 \pm 14$ | $(73.7 \pm 21) \times 10^{-3}$ |

structure constant $\alpha$ is electrodynamically determined prove to be correct. ${ }^{11}$ We will also briefly consider an alternative explanation which has been advanced to explain the $x$-ray discrepancy, the possible existence of a weakly coupled light scalar boson. ${ }^{12}$
To calculate the effects of a possible discrepancy in the electronic vacuum polarization we start from the Uehling potential written in spectral form,

$$
\begin{align*}
& V(r)=-2 \frac{\alpha^{2}}{3 \pi} \int_{-=e^{2}}^{*} \frac{d t}{t}\left(\frac{e^{-t^{1 / 2}}}{r}\right) \rho_{e}[t] \\
& \rho_{\epsilon}[t]=\left(1+\frac{2 m_{e}^{2}}{t}\right)\left(1-\frac{4 m_{e}^{2}}{t}\right)^{1 / 2} . \tag{19}
\end{align*}
$$

If we now assume that the spectral function $\rho_{d}[t]$ is changed by nonperturbative effects ${ }^{13}$ to $\rho_{d}[t]$ $+\delta \rho[t]$, then $V$ is replaced by $V+\delta V$, with

$$
\begin{equation*}
\delta V(r)=-2 \frac{\alpha^{2}}{3 \pi} \int_{t=a_{2}^{2}}^{\infty} \frac{d t}{t}\left(\frac{e^{-1^{1 / 2}}}{r}\right) \delta \rho[t] . \tag{20}
\end{equation*}
$$

This potential contributes to muonic-atom energies through the diagram shown in Fig. 4(a).
Since Eq. (20) is a small perturbation and since the muon orbits of interest are appreciably larger in radius than the muon Compton wavelength, in evaluating matrix elements of $\delta V(r)$ we make the approximation of using nonrelativistic hydrogenic muon wave functions. [The same approximation applied to Eq. (19) yields the Uehling energy shifts for all of the levels in Table II to an accuracy of about 5\%. ${ }^{14}$ ] Thus we take

$$
\begin{array}{r}
R_{n-1}(r)=\left[\left(\frac{2 Z}{n a_{0}}\right)^{3} \frac{1}{(2 n)!}\right]^{1 / 2} e^{-\left(z / n a_{0}\right) r\left(\frac{2 Z r}{n a_{0}}\right)^{n-1},} \\
a_{0}=1 / \mathrm{om}_{\mu}, \tag{21}
\end{array}
$$

giving for the change in transition energy produced by $\delta V(r)$,

$$
\begin{align*}
\delta E_{\gamma} & =\delta E_{n}-\delta E_{n-1} \\
& =\int_{\Sigma}^{\infty} r^{2} d r\left[R_{n-1}(r)^{2}-R_{n-1 n-2}(r)^{2}\right] \sigma V(r) . \tag{22}
\end{align*}
$$

Substituting Eq. (20) into Eq. (22), evaluating the $r$ integrai, and using $\alpha^{2} /\left(3 \pi a_{0}\right)=4.35 \mathrm{eV}$, we find

$$
\begin{align*}
& \delta \bar{E}_{y}=\frac{8 E_{Y}}{4.35 \mathrm{eV} \times Z^{2}\left[1 /(n-1)^{2}-1 / n^{2}\right]} \\
& =\int_{-m_{a} a^{2}}^{\infty} \frac{d t}{t} f_{y}[t] \delta \rho[t] \text {, } \\
& f_{Y}[t]=\left[1 /\left(y_{2}-1\right)^{2}-1 / n^{2}\right]^{-1} \\
& \times\left\{\frac{1}{(n-1)^{2}}\left[1+\left(\frac{t}{4 m_{\mu}{ }^{2}}\right)^{1 / 2} \frac{n-1}{Z \alpha}\right]^{-2(n-1)}\right. \\
& \left.-\frac{1}{n^{2}}\left[1+\left(\frac{t}{4 m_{\mu}{ }^{2}}\right)^{1 / 2} \frac{n}{Z \alpha}\right]^{-2 n}\right\}, \\
& f_{\gamma}[0]=1 . \tag{23}
\end{align*}
$$

Finally, for convenience in doing the numerical work we make the change of variable

$$
\begin{equation*}
t=4 m_{e}{ }^{2} e^{w}, \tag{24}
\end{equation*}
$$

gtving the formulas

$$
\begin{align*}
& \delta E_{\gamma}=\int_{0}^{*} d w f_{\gamma}(w) \delta \rho(w), \\
& f_{\gamma}(w)=f_{\gamma}\left[4 m_{e}^{2} e^{w}\right],  \tag{25}\\
& \delta \rho(w)=\delta \rho\left[4 m_{e}{ }^{2} e^{w}\right] .
\end{align*}
$$

Evidently, in the nonrelativistic approximation which we are using, the shifts in the transition energy $\delta E_{y}$ are $j$ independent, and hence the two transitions for each $n, l$ measure the same weighted integral of $\delta \rho(w)$. Thus, for purposes of comparison with Eq. (25) we average the two discrepancy values for each $n, l$, as shown in the fourth column of Table $\Pi$. ${ }^{13}$ The "reduced discrepancies" $\delta \bar{E}_{Y}$ Introduced in Eq. (23) are tabulated in the final column of Table $I$.

Before proceeding further with our discussion of the muonic r-ray discrepancy, let us turn to consider another electrodynamic measurement which is sensitive to the asymptotic electronic vacuum polarization, the muon $g_{\mu}-2$ experiment. Here the conjectured deviation in the electronic vacuum-polarization spectral function contributes through the diagram of Fig. 4(b). Introducing the standard definition

$$
\begin{equation*}
a_{u}=\frac{1}{2}\left(g_{j}-2\right) \tag{26}
\end{equation*}
$$

and using well-known formulas ${ }^{10}$ for the photon spectral-function contribution to $a$, we find that changing the electron vacuum-polarization spectral function induces a $g_{\mu}-2$ discrepancy


FIG. 4. (a) Diagram by which a vacuum-polarization modification (denoted by the shaded blob) contributes to $\mu$ - and $e$-atomic energy levels. (b) Diagram by which a vacuum-polarization modification contributes to $g_{u}-2$ and $g_{e}-2$. (c) Diagram by which a scalar-meson contributes to $\mu$-atomic energy levels. (d) Diagram by which a scalar meson contributes to $g_{\mu}-2$.

$$
\begin{align*}
& \delta a_{\mu}=\frac{\alpha^{2}}{3 \pi^{2}} \int_{d m_{e}^{2}}^{\infty} \frac{d t}{t} \frac{1}{2} f_{a}[t] \delta p[l] \\
& f_{0}[t]=2 \int_{e}^{1} d x \frac{x^{2}(1-x)}{x^{3}+(1-x) t / m_{\mu}^{2}}, \quad f_{0}[0]=1 . \tag{27}
\end{align*}
$$

Using $\alpha^{2} /\left(3 \pi^{2}\right)=1.80 \times 10^{-6}$ and making the change of variable of Eq. (24), we get the convenient formula

$$
\begin{align*}
& \delta a_{H}=1.80 \times 10^{-\frac{s}{2}} \int_{-0}^{*} d w f_{a}(w) \delta \rho(w), \\
& f_{a}(w)=f_{a}\left[4 m_{a}^{2} e^{w}\right] . \tag{28}
\end{align*}
$$

The result of carrying out the integrations in the expression for $f_{s}(t)$ is given in Appendix $B$.
Let us now return to our analysis of the muonic $x$-ray discrepancy. The kernels $f_{y}(w)$ for four representative transitions are plotted in Fig. 5. Our numerical evaluation shows that the six transitions listed in Table III have weight functions $f_{y}$ which are nearly identical (their spread around curve $\delta$ in Fig. 5 is less than one third of the spacing between curve $b$ and curve $a$ ); averaging the weight functions for these transitions gives the function $\bar{f}_{Y}$ plotted in Fig. 6. Substituting the average of the reduced discrepancies for these six transitions into Eq. (25), we find

$$
\begin{align*}
(54.5 \pm 10) \times 10^{-3} & =\text { average of six }\left(-\delta \bar{E}_{\gamma}\right) \\
& =-\int_{0}^{-} d w \bar{f}_{\gamma}(w) \delta \rho(w), \tag{29}
\end{align*}
$$

Indicating that the sign of the discrepancy corresponds to a reduction in the electronic vacuumpolarization spectral function from its usual value of Eq. (19). Referring back to Fig. 6, we note that the function $f_{a}$ is always greater than $f_{y}$. Hence if we assume that $\delta \rho(w)$ is always of negative sign in the region where $f_{a}$ and $f_{Y}$ are nonzero [as might reasonably be expected if we are just entering a new region of physics where the discrepancy $\delta \rho(w)$ is turning on], we learn that

$$
\begin{equation*}
\int_{0}^{*} d w f_{n}(w) \delta_{0}(w)<-(54.5 \pm 10) \times 10^{-3} \tag{30}
\end{equation*}
$$

Comparing Eq. (30) with Eq. (28) we then get an inequality for the $g_{\mu}-2$ discrepancy,

$$
\delta \rho \leqslant 0 \Rightarrow\left\{\begin{array}{l}
\delta a_{\mu} \leqslant-1.80 \times 10^{-8 \frac{1}{2}(54.5 \pm 10) \times 10^{-3}}=-(0.49 \pm 0.09) \times 10^{-7},  \tag{31}\\
\delta a_{\mu} / a_{\mu} \leqslant-42 \pm 8 \mathrm{ppm}
\end{array}\right.
$$

A stronger prediction follows $1 f$, In addition to our assumption on the sign of $\delta \rho$, we assume that the magnitude of $\delta \rho$ increases monotonically with $t$ (again as might reasonably be expected for an effect just turning on). Then defining


FIG. 5. Kernels $f_{y}$ for aome representative transitions.

TABLE III. Transitions with nearly identical $f_{\mathbf{r}}$.

| $\begin{gathered} \text { Element } \\ { }_{z} E \end{gathered}$ | $\begin{gathered} \text { Transition } \\ n_{l} \rightarrow n-l-1 \end{gathered}$ | Reduced average discrepancy $-\delta E_{\gamma}$ |
| :---: | :---: | :---: |
| ${ }_{4}{ }^{\text {Ag }}$ | ${ }^{4} f-{ }^{3} d$ | $(49.3 \pm 30) \times 10^{-3}$ |
| ${ }_{48} \mathrm{Cd}$ | ${ }^{\prime} f \rightarrow{ }^{3} d$ | $(20.5 \pm 27) \times 10^{-3}$ |
| ${ }_{50} \mathrm{Sn}$ | ${ }^{4} \rightarrow{ }^{3} / 4$ | $(43.5 \pm 26) \times 10^{-3}$ |
| ${ }_{80} \mathrm{Hg}$ | ${ }^{5} g-4 . f$ | $(71.8 \pm 27) \times 10^{-9}$ |
| ${ }_{31}$ | ${ }_{5} g^{-1} f^{\prime}$ | $(55.3 \pm 26) \times 10^{-9}$ |
| ${ }_{82} \mathrm{~Pb}$ | ${ }^{5} g \rightarrow 4$ | $(73.7 \pm 21) \times 10^{-3}$ |
| Welghted average of aix reduced discrepancies ${ }^{2}$ : |  | $(54.5 \pm 10) \times 10^{-3}$ |

${ }^{2}$ We have treated the errors as if they were purely atatiatical and have quoted the rme error for the average.

$$
\begin{equation*}
\bar{f}_{\gamma}(w)=0, \quad w<0 \tag{32}
\end{equation*}
$$

we find that we can represent $f_{a}(w)$ as a superposition of displaced curves $\vec{f}_{\gamma}$,

$$
\begin{align*}
f_{a}(w)= & 1.016 \bar{f}_{\gamma}(w) \\
& \left.+\int_{0}^{10.2} d w^{\prime} c\left(w^{\prime}\right)\right]_{\gamma}\left(w-w^{\prime}\right), \tag{33}
\end{align*}
$$

with the positive weight function $c$ plotted In Fig. 6. Multiplying by $\delta p(w)$ and integrating we get

$$
\begin{align*}
\int_{-a}^{*} d w f_{a}(w) \delta \rho(w)= & 1.016 \int_{0}^{\infty} d w f_{\gamma}(w) \delta \rho(w) \\
& +\int_{0}^{10.2} d w^{\prime} c\left(w^{\prime}\right) \\
& \times \int_{0}^{\infty} d w \overline{f_{\gamma}}\left(w-w^{\prime}\right) \delta \rho(w) . \tag{34}
\end{align*}
$$

But using Eq. (32) and the assumed monotonicity


FIG. 6. Plota of the kernels $\vec{f}_{y}$ and $f_{a}$ Isee the discussion which follows Eqs. (28) and (29) of the text].
of $\delta \rho$,we get

$$
\begin{align*}
\int_{0}^{\infty} d w \bar{f}_{y}\left(w-w w^{\prime}\right) \delta \rho(w) & =\int_{0}^{\infty} d w \bar{f}_{y}(w) \delta \rho\left(w+w^{\prime}\right) \\
& \leqslant \int_{0}^{\infty} d w f_{y}(w) \delta \rho(w), \tag{35}
\end{align*}
$$

and so we learn

$$
\begin{align*}
\int_{0}^{*} d w f_{0}(w) \delta \rho(w) \leqslant & \left(1.016+\int_{0}^{10.2} d w^{\prime} c\left(w^{\prime}\right)\right) \\
& \times \int_{0}^{\infty} d w \bar{f}_{Y}(w) \delta \rho(w) \\
& =2.00 \times \int_{i}^{\infty} d w \bar{f}_{\gamma}(w) \delta \rho(w) \tag{36}
\end{align*}
$$

Thus adding the assumption of monotonicity doubles the prediction of Eq. (30), giving

$$
\left.\begin{array}{l}
\delta \rho \leqslant 0  \tag{37}\\
|\delta \rho|+
\end{array}\right\}\left\{\begin{array}{l}
\delta a_{\mu} \leqslant-(0.98 \pm 0.18) \times 10^{-7} \\
\delta a_{\mu} / a_{\mu} \leqslant-84 \pm 16 \mathrm{ppm} .
\end{array}\right.
$$

Equation (37) is the principal result of our analgsis.
Two remarks about Eq. (37) are in order. First, the discrepancy in $a_{\mu}$ predicted in Eq. (37) is compatible, within errors, with the present agreement of experiment with the conventional electrodynamic prediction for $a_{\mu}{ }^{17}$
$a_{\mu}($ expt $)-a_{\mu}($ conventional QED $)=(2.5 \pm 3.1) \times 10^{-7}$

However, it should be readtly observable in the next $g_{\mu}-2$ experiment, where it is anticipated ${ }^{17}$ that the current experimental error of $\pm 3.1 \times 10^{-7}$ ( $= \pm 270 \mathrm{ppm}$ in $\delta a_{\mu} / a_{\mu}$ ) will be reduced by a factor of 20. Second, the predicted effect is substantially larger than the likely remaining uncertaln contributions to $a_{\mu}$. Specifically, these are the following.
(1) The 8th-order electrodynamic contribution to $a_{\mu}$, which has been variously estimated ${ }^{18}$ as $6 \times 10^{-9}-7 \times 10^{-8}$, with an uncertainty of perhaps a few parts in $10^{-9}$.
(ii) The uncertainty in the hadronic contribution to $a_{\mu}$. Including the $\rho, \omega$, and $\phi$ resonances and integrating the $e^{+} e^{-}$annihilation continuum up to $t_{c}=25$ gives a known hadronic contribution of $71 \times 10^{-8}$ with an estimated uncertainty of $\pm 7 \times 10^{-9}$ (see Appendix B). The unknown contribution of the $e^{+} e^{-}$annihilation continuum beyond $t_{c}=25$ will of course depend on the behavior of $R(t)$ in that re-
gion. To get a crude estimate, let us make the (hopefully extreme) assumption that $R(t)$ rises Iinearly up to $t=(460)^{2}$, where the one-photon annihilation cross section violates the $J=1$ unitarity limit, ${ }^{19}$ and cut off the integral at this point. This procedure suggests a bound on the high-energy hadronic contribution to $a_{\mu}$ of $15 \times 10^{-9}$. (Again see Appendix B.)
(iii) Unified gauge theories of the weak and electromagnetic interactions which do not have charged heavy leptons typlcally give contributions ${ }^{20}$ to $a_{j}$ In the range from a few to ten parts in $10^{-9}$. Specifically, the Weinberg-Salam $\mathrm{SU}(2) \otimes \mathrm{U}(1)$ model predicts a contribution to $a_{\mu}$ of less than $9 \times 10^{-9}$. Thus, from (i), (ii), and (ili) we conclude that the sum of unknown contributions to $a_{\mu}$ is likely to be no bigger than $=35 \times 10^{-9}$, and hence should not mask the effect predicted in Eq. (37).

Although we have shown that the inequality of Eq. (37) does not contradict the current $g_{\mu}-2$ experiment, we must still verify that it is possible to find specific functional forms $\delta \rho(w)$ which fit the muonic x-ray discrepancy without seriously volating any of the conventional tests of QED, including the very high precision $g_{4}-2$ and Lambshift experiments. ${ }^{21}$ A postulated vacuum-polarization discrepancy contributes to $g_{0}-2$ through the diagram of Fig. $4(\mathrm{~b})$, giving a formula Identical to Eq. (27) apart from the replacement of $m_{p}$ in $f_{a}[t]$ by $m_{a}$. The smallness of $m_{d}$ then permits use of the large- $t$ asymptotic expression $\frac{1}{2} f_{o} \approx m_{e}{ }^{2} /(3 t)$, giving the simple expression

$$
\begin{align*}
\delta a_{\theta} & =0.60 \times 10^{-\theta} \int_{4 a^{2}}^{\infty} \frac{d t}{t} \frac{m_{l}^{2}}{t} \delta \rho[t] \\
& =0.15 \times 10^{-\theta} \int_{0}^{\infty} d w e^{-w} \delta \rho(w) . \tag{39}
\end{align*}
$$

Comparing Eq. (39) with the current difference between experiment and theory for $a_{0}{ }^{22}$
$a_{3}$ (experiment) $-a_{0}$ (conventional QED)

$$
\begin{equation*}
=(5.6 \pm 4.4) \times 10^{-6}, \tag{40}
\end{equation*}
$$

we get the restriction

$$
\begin{equation*}
\int_{0}^{\infty} d w e^{-w} \delta \rho(w)=(37 \pm 29) \times 10^{-3} \tag{41}
\end{equation*}
$$

Next we consider the Lamb shift, which recelves contributions from a vacuum-polarization discrepancy via the diagram of Fig. 4(a). Working again in the nonrelativistic hydrogenic approximation, we find for the change in the $2 s-2 p$ Lambtransition energy

$$
\begin{align*}
\delta \mathcal{L} & =8 E_{2 z-2 r} \\
& =\int_{0}^{\infty} r^{2} d r\left[R_{20}(r)^{2}-R_{21}(r)^{2}\right] \delta V(r) \\
& =-\frac{a_{0} \alpha^{2}}{\theta \pi} \int_{-=e_{e}}^{-} \frac{d \ell \delta \rho[\ell]}{\left(1+l^{1 / 2} a_{0} / Z\right)^{4}} . \tag{42}
\end{align*}
$$

Since $t^{1 / 2} a_{0} Z^{-1}=\left(t^{1 / 2} / m_{a}\right) \alpha^{-1} Z^{-1} \gg 1$, we can neglect the 1 in the denominator of Eq. (42), giving

$$
\begin{equation*}
\delta \mathscr{L}=-\frac{Z^{4} a^{5} m_{e}}{6 \pi} \int_{4 m_{e}^{2}}^{\infty} \frac{d t}{t} \frac{m_{e}^{2}}{t} \delta \rho[t], \tag{43}
\end{equation*}
$$

which evidently measures the same integral over $\delta \rho$ as does $g_{4}-2$. It is easy to see that the formula for the $n s-n p$ Lamb transition is ohtained by multiplying Eq. (43) by ( $2 / n)^{3}$. Hence, using the fact that

$$
\begin{equation*}
\frac{\alpha^{*} m_{g}}{30 \pi}=27.1 \mathrm{MHz} \tag{44}
\end{equation*}
$$

we get the relation
$\int_{0}^{\infty} d w e^{-w} \delta \rho(w)$

$$
\begin{equation*}
=\frac{n^{3}\left[\mathcal{L}_{n z} \text { (conventional QED) }-\mathcal{L}_{n z}(\text { expt })\right]}{Z^{4} \times 271 \mathrm{MHz}} . \tag{i45j}
\end{equation*}
$$

In Table IV we have tabulated the right-hand side of Eq. (45) for a series of measured Lamb transitions. ${ }^{23}$ Taking a weighted average of the four best determinations [the two measurements for $\mathrm{H}(\mathrm{n}=2)$ and the measurements for $\mathrm{D}(\mathrm{n}=2)$ and $\mathrm{He}^{+}(n=2)$ ], we find

$$
\begin{equation*}
\int_{0}^{\infty} d w e^{-w} \delta \rho(w)=(0.29 \pm 1.0) \times 10^{-3}, \tag{48}
\end{equation*}
$$

evidently a much tighter restriction than is obtalned from $g_{t}-2$.

Our procedure for searching for satisfactory functional forms $\overline{\mathrm{f}} \mathrm{\rho}$ is now as follows. Let

$$
\begin{aligned}
\delta \bar{E}_{y}(i), \sigma(i)= & \text { experimental reduced discrepancies } \\
& \text { and standard deviations from Table II, } \\
& i=1, \ldots, 12 ;
\end{aligned}
$$

$F(i)=$ theoretical fit to reduced discrepancies,

$$
\begin{equation*}
i=1, \ldots, 12 \tag{47}
\end{equation*}
$$

$\delta a_{\mu}^{\mathrm{m}}=$ predicted change in $a_{\mu}$,
$\delta I^{\text {th }}=$ predicted value of $\int_{0}^{\infty} d w e^{-s} \delta \rho(w)$.
We form two $\chi^{2}$ :

$$
\begin{align*}
X_{1}^{2} \equiv & \sum_{i=1}^{13}\left[\frac{F(i)-\delta \bar{E}_{Y}(i)}{\sigma(i)}\right]^{2} \\
X_{2}^{2}= & \chi_{1}^{2}+\left(\frac{\delta a_{\mu}^{\mathrm{th}}-2.6 \times 10^{-7}}{3.1 \times 10^{-7}}\right)^{2}  \tag{48}\\
& +\left(\frac{\delta 1^{\text {th }}-37 \times 10^{-3}}{29 \times 10^{-3}}\right)^{2} \\
& +\left(\frac{\delta I^{\text {th }}-0.29 \times 10^{-3}}{1.0 \times 10^{-3}}\right)^{2}
\end{align*}
$$

the first tests the fit to the muonic $x$-ray discrepancies alone, while the second tests the combined fit to the x-ray data and the $g_{\mu}-2, g_{\phi}-2$ and Lamb-shift experiments. For each assumed functional form of $\delta \rho$, we treat the over-all normalization as a free parameter and adjust it to minimize either $\chi_{1}^{2}$ or $\chi_{2}^{2}$, corresponding respectively to $12-1=11$ or $15-1=14$ degrees of freedom. A sampling of results of this procedure is shown in Tables V and VI. We conclude from these fits the following. ${ }^{24}$
(i) Functional forms giving good $\chi^{2}$ fits can be found. When these same functional forms are fit by the $\chi^{2}{ }_{1}$ procedure the coefficients change by only about $25 \%$, which is satisfactory.
(ii) The forms which give good $\boldsymbol{x}_{2}^{2}$ fits are all nearly step-function-like in character, with a turn-on at $w \approx 2-3$ [i.e., at $t \approx(30-80) m_{\varepsilon}{ }^{2}$ ]. The smallness below $w \sim 2$ is required by the Lamb-

TABLEIV. Lamb-shift measurements.

| System | Conventional QED $(\mathrm{MHz})$ | Expt MHz$)$ | Right-hand side of Eq. (41) |
| :--- | :---: | :---: | :---: |
| $\mathrm{H}(n=2)$ | $1057.911 \pm 0.012$ | $1057.90 \pm 0.06$ | $(0.33 \pm 1.80) \times 10^{-3}$ |
|  |  | $1057.86 \pm 0.06$ | $(1.50 \pm 1.80) \times 10^{-3}$ |
| $\mathrm{H}(n=3)$ | $314.896 \pm 0.003$ | $314.810 \pm 0.052$ | $(8.57 \pm 5.18) \times 10^{-3}$ |
| $\mathrm{H}(n=4)$ | $133.084 \pm 0.001$ | $133.18 \pm 0.59$ | $(-22.7 \pm 139) \times 10^{-3}$ |
| $\mathrm{D}(n=2)$ | $1059.271 \pm 0.025$ | $1059.28 \pm 0.06$ | $(-0.27 \pm 1.92) \times 10^{-3}$ |
| $\mathrm{He}(n=2)$ | $14044.765 \pm 0613$ | $14045.4 \pm 1.2$ | $(-1.18 \pm 2.49) \times 10^{-3}$ |
| $\mathrm{He}^{+}(n=3)$ | $4184.42 \pm 0.18$ | $4183.17 \pm 0.54$ | $(7.79 \pm 3.55) \times 10^{-3}$ |
| $\mathrm{He}^{+}(n=4)$ | $1769.088 \pm 0.076$ | $1769.4 \pm 1.2$ | $(-4.60 \pm 17.7) \times 10^{-3}$ |
| $\mathrm{~L}^{++}(n=2)$ | $62762 \pm 9$ | $62765 \pm 21$ | $(-1.1 \pm 8.3) \times 10^{-3}$ |
| $\mathrm{C}^{5+}(n=2)$ | $(783.678 \pm 0.251) \times 10^{-3}$ | $(744.0 \pm 7) \times 10^{-9}$ | $(904 \pm 159) \times 10^{-3}$ |

TABLE V. Sample functional forms giving statistically satisfactory fits.

|  | (1) Fits minimizing $x_{2}^{2}$ |  |  |
| :--- | :---: | :---: | :---: |
| Functional form $\delta \rho(w)$ | $x_{2}^{2}$ | $10^{9} \delta a_{\mu}$ | $\delta \mathcal{( H ) ( M H _ { z } )}$ |
| $-0.053 \theta(w-3)$ | 12.1 | -1.9 | 0.08 |
| $-0.071\left(\frac{w-3}{w}\right)^{0.2} \theta(w-3)$ | 12.1 | -2.1 | 0.08 |
| $-0.16\left(\frac{w-2}{w}\right)^{2} \theta(w-2)$ | 12.9 | -2.4 | 0.08 |

(2) Fits minimizing $\chi_{1}^{2}$

| Functional form $\delta \rho(w)$ | $x^{2} 1$ | $10^{9} \delta a_{\mu}$ | $\delta \mathcal{L}(H)(M H z)^{2}$ |
| :--- | :---: | :---: | :---: |
| $-0.066 \theta(w-3)$ | 7.9 | -2.3 | 0.10 |
| $-0.088\left(\frac{w-2}{w}\right)^{0.2} \theta(w-3)$ | 7.9 | -2.6 | 0.10 |
| $-0.21\left(\frac{w-2}{w}\right)^{2} \theta(w-2)$ | 8.1 | -3.1 | 0.11 |

(3) Reduced discrepancies predicted by the fit $-0.071[(w-3) / w]^{0.2} \theta(w-3)$

| $Z$ | 20 | 22 | 26 | 38 | 47 | 48 | 50 | 56 | 56 | 80 | 81 | 82 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Transition $n \rightarrow n-1$ | $3-2$ | $3-2$ | $3 \rightarrow 2$ | $4 \rightarrow 3$ | $4 \rightarrow 3$ | $4 \rightarrow 3$ | $4 \rightarrow 3$ | $4-3$ | $5 \rightarrow 4$ | $5 \rightarrow 4$ | $5 \rightarrow 4$ | $5 \rightarrow 4$ |
| $-10^{3} \times \delta \bar{E}_{\gamma}($ expt $)$ | 37.2 | 12.0 | 37.9 | 18.0 | 49.3 | 20.5 | 43.5 | 98.8 | 24.4 | 71.8 | 55.3 | 73.7 |
|  | $\pm 54$ | $\pm 45$ | $\pm 32$ | $\pm 43$ | $\pm 30$ | $\pm 27$ | $\pm 26$ | $\pm 23$ | $\pm 39$ | $\pm 27$ | $\pm 26$ | $\pm 21$ |
| $-10^{3} \times \delta \bar{E}_{y}(f(t)$ | 40.6 | 46.2 | 57.3 | 30.5 | 42.5 | 43.8 | 46.5 | 54.2 | 21.6 | 40.0 | 40.8 | 41.6 |

[^157]shift data, while the slow growth above the turnon is needed in order not to volate the current limits on deviations in $g_{\mu}-2$.
(iii) All of the good fits satisfy $\delta \rho \leq-0.03$ for large $w$. This is a general feature for any monotonic form $\delta \rho$ which is small in the Lamb-shift region $w \leqslant 2$, since (using the fact that $\vec{f}_{\gamma} \approx 0$ for $w z 9$ ) we have
\[

$$
\begin{align*}
-54.5 \times 10^{-3} & =\int_{c}^{\infty} d w \bar{f}_{\gamma}(20) \delta \rho(w) \\
& \approx \int_{2}^{\theta} d w \bar{f}_{\gamma}(w) \delta \rho(w) \\
& \geq \delta \rho(9) \int_{2} d w \bar{f}_{\gamma}(w)=1.6 \times \delta \rho(9), \tag{49}
\end{align*}
$$
\]

that fs ,

$$
\begin{equation*}
-0.034 \geq \delta \rho(9) \tag{50}
\end{equation*}
$$

Possible Implications of Eq. (50) for QED tests Involving timelike photon vertices will be discussed elsewhere. ${ }^{25}$

One additional place where a vacuum-polarization discrepancy should produce interesting effects
is in the Lamb shift in muonic helium. ${ }^{28}$ Applying Eq. (42) to this system (and noting that the $2 p$ level here lies above the 2 s level), we find

$$
\begin{align*}
\delta \mathcal{L}\left([4 \mathrm{He}, \mu]^{4}\right) & =\delta E_{2,-3 s} \\
& =\frac{a_{\varepsilon} \alpha^{2}}{6 \pi} \int_{\Delta m_{e}^{2}}^{0} d t \frac{\delta \rho[t]}{\left(1+t^{1 / 2} a_{0} / Z\right)^{4}} \\
& =\frac{2}{3 \pi} \alpha \frac{m_{\theta}^{2}}{m_{y}} \int_{\theta}^{*} d w f_{\mathrm{Hc}}(w) \delta \rho(z 0), \\
f_{\mathrm{He}}(w)= & \frac{e^{\infty}}{\left[1+\left(m_{e} / m_{\mu} \alpha\right) e^{* / 2}\right)^{*}}, \quad f_{\mathrm{He}}(0) \approx 0.13 . \tag{51}
\end{align*}
$$

TABLE VI. Results of step-function fits.

| Functional form $\delta \rho$ | $\chi^{2}{ }_{2}$ | $10^{\top} \delta a_{\mu}$ | $\delta \mathcal{L}(H)(\mathrm{MHz})^{1}$ |
| :---: | :---: | :---: | :---: |
| $-0.004 \theta(w-0.5)$ | 38 | -0.23 | 0.08 |
| $-0.014 \theta(w-1.5)$ | 21 | -0.69 | 0.10 |
| $-0.032 \theta(w-2.5)$ | 14 | -1.3 | 0.09 |
| $-0.072 \theta(w-3.5)$ | 12 | -2.3 | 0.07 |
| $-0.168(w-4.5)$ | 13 | -4.0 | 0.06 |
| $-0.37 \theta(w-5.5)$ | 22 | -6.7 | 0.05 |
| $-0.39 \theta(w-6.5)$ | 43 | -5.0 | 0.02 |

[^158]Numerical evaluation of Eq. (51) shows that $f_{\mathrm{H}_{0}}(w) /$ 0.13 lies within $20 \%$ of $\bar{f}_{Y}(w)$ in the range $0 \leqslant w \leqslant 6$ where neither is vanishingly small. Hence independent of the detalled form of $5 \rho$, we find the prediction

$$
\begin{align*}
\delta \mathcal{L}\left(\left[{ }^{4} \mathrm{He}, \mu\right]^{+}\right) & -\frac{2}{3 \pi} \alpha \frac{m_{2}^{2}}{m_{\mu}} \times\left(-54.5 \times 10^{-3}\right) \times 0.13 \\
& \approx-0.027 \mathrm{eV}, \tag{52}
\end{align*}
$$

which may be an observable effect.
At this point let us conclude our examination of vacuum-polarization effects and turn to an alternative explanation for the muonic $x$-ray discrepancy, the possible existence ${ }^{12}$ of a weakly coupled scalar, iscscalar boson $\phi$. Interest in this explanation has been stimulated by the fact that such particles (with undetermined mass) are called for in unified gauge theories of the weak and electromagnetic interactions. Letting $g_{\phi \mu \bar{\mu}}$ and $g_{\delta N \bar{N}}$ denote the $\phi$-muon and the $\phi$-nucleon scalar couplings, and $M_{\phi}$ the $\phi$ mass, the potential produced by $\phi$ exchange between a muon and a nucleus of nucleon number $A$ [Fig. 4(c)] is the simple Yukawa form ${ }^{27}$

$$
\begin{equation*}
V_{\phi}(r)=-\frac{g_{\theta} \overline{\bar{H}} g_{\phi N \bar{\pi}}}{4 \pi} A \frac{e^{-n_{\phi}}}{r} . \tag{53}
\end{equation*}
$$

Since a repulsive potential is required to remove the $x$-ray discrepancy, fitting Eq. (53) to the $x$-ray data will necessarily give $g_{\phi \mu \bar{J}} g_{\phi N \bar{N}}<0$. As shown in Appendix $C$, this sign for the product of couplings is not possible in the simplest forms of gauge models, in which there is only one physical scalar meson and in which the chiral $\mathrm{SU}(3) \otimes \mathrm{SU}(3)$ symmetry-breaking term in the stronf-interaction Lagrangian transforms as pure $(3, \overline{3}) \oplus(3,3)$. Nonetheless, let us proceed in a purely phenomenological fashion and make a quantitative fit of Eq. (53) to the $x$-ray data. Replacing $6 V(r)$ in Eq. (22) by $V_{\phi}(r)$, we find

$$
\begin{equation*}
\delta \bar{E}_{\gamma}^{\prime} \equiv \frac{\delta \bar{E}_{\gamma}}{(A / 2 Z)}=2.82 \times 10^{4} g_{\phi \mu \bar{\mu}} g_{\alpha N \bar{N} f_{\gamma}}\left[M_{d}^{2}\right], \tag{54}
\end{equation*}
$$

with $\delta \bar{E}_{y}^{\prime}$ the "reduced discrepancy" approp riate to a potential which couples to $A$ rather than to $\mathcal{Z}$. The experimentally measured values of $\delta E_{\gamma}^{\prime}$ are tabulated in Table VII. Since in all gauge models the $\phi$-electron coupling is expected to be of order $\left(m_{a} / m_{\mu}\right) g_{\phi \mu \bar{\mu}}$, the $\phi$ will have a negligible effect on the electron $g_{a}-2$ and Lambshift measurements. So in fitting Eq. (54) to the data we minimize $x^{2}$, defined in Eq. (48), giving the results shown in Table VIII, in good agreement with the results quoted by Sundaresan and Watson. ${ }^{28}$

TABLE VII. Reduced discrepancies far acalar-meson calculation.

| Element $z^{E}$ | Transition $n l \rightarrow n^{-1} l-1$ | Reduced average discrepancy - $\delta \bar{E}_{\gamma}^{\prime}$ |
| :---: | :---: | :---: |
| ${ }_{20} \mathrm{Ca}$ | ${ }^{3} d-{ }^{2} p$ | $(37.2 \pm 54) \times 10^{-1}$ |
| ${ }_{22} \mathrm{Ti}$ | ${ }^{3} d \rightarrow{ }^{2} p$ | (11.0 $\pm 41) \times 10^{-3}$ |
| ${ }_{21} \mathrm{Fe}$ | ${ }^{3} d \rightarrow{ }^{2} p$ | $(35.1 \pm 30) \times 10^{-5}$ |
| ${ }_{38} \mathrm{Sr}$ | ${ }^{4} f \rightarrow 3^{3}$ | $(15.5 \pm 37) \times 10^{-3}$ |
| ${ }_{19}{ }^{\text {Ag }}$ | ${ }^{1} \rightarrow{ }^{3} d$ | $(42.9 \pm 26) \times 10^{-3}$ |
| ${ }_{48} \mathrm{Cd}$ | ${ }^{4} f \rightarrow^{3} d$ | $(17.5 \pm 23) \times 10^{-3}$ |
| ${ }_{50} \mathrm{Sn}$ | $4^{4} \rightarrow{ }^{3} d$ | $(36.6 \pm 22) \times 10^{-3}$ |
| $588_{88}$ | ${ }^{4} \rightarrow{ }^{3} d$ | $(81.0 \pm 19) \times 10^{-3}$ |
|  | ${ }_{5}^{5}-6$ | $(20.0 \pm 32) \times 10^{-3}$ |
| ${ }_{10} \mathrm{Hg}$ | ${ }_{5} g^{-4} f$ | $(57.0 \pm 21) \times 10^{-3}$ |
| ${ }_{81} \mathrm{Tl}$ | ${ }_{5} \mathrm{~g} \rightarrow 4^{4}$ | $(43.9 \pm 21) \times 10^{-3}$ |
| ${ }_{\mathbf{H} 2} \mathrm{~Pb}$ | ${ }^{5} g-6$ | $(58.5 \pm 17) \times 10^{-3}$ |

Since a light scalar boson, as well as a vacuumpolarization anomaly, can satisfactorily fit the $x-r a y$ discrepancy, let us examine ways of distingulshing between the two possible explanations. First we consider the muonic-helium Lamb shift. Since $f_{\text {не }}(w) \approx \bar{f}_{y}(w)$ for $0 \leqslant w \leqslant 6$, a scalar boson in the mass range from 1 to 22 MeV predicts an effect within about $20 \%$ of -0.027 eV , while for scalar bosons lighter than 1 MeV (corresponding to $w<0$ ), the muonic-helium Lamb shift decreases as

$$
\begin{equation*}
\delta \mathcal{L}\left(\left[{ }^{4} \mathrm{He}, \mu\right]^{+}\right) \sim \frac{-0.178 M_{\phi}{ }^{2}}{\left(1+0.65 M_{\phi}\right)^{4}} \mathrm{eV}, \tag{55}
\end{equation*}
$$

where $M_{d}$ is in MeV. Hence the muonic-helium experiment could only distinguish between a very light scalar boson ${ }^{28}$ and the joint possibilities of a heavier scalar boson or a vacuum-polarization effect. On the other hand, the muonic vertex correction involving scalar-meson exchange makes a small positive ${ }^{20}$ contribution to $a_{\mu}$, as distinct from the sizable negative contribution predicted by a vacuum-polarization anomaly. So the next generation of $g_{\mu}-2$ experiments should unambiguously distinguish between the vacuum-

TABLE VII, Resulte of scalar-meson fits.

| $M_{ \pm}(\mathrm{MeV})$ | $x_{1}{ }_{1}$ |  |
| :---: | :---: | :---: |
| 0.5 | 8.1 | $-1.3 \times 10^{-7}$ |
| 1 | 7.9 | $-1.4 \times 10^{-7}$ |
| 4 | 6.8 | $-2.0 \times 10^{-7}$ |
| 8 | 6.1 | $-3.8 \times 10^{-7}$ |
| 12 | 6.5 | $-6.9 \times 10^{-1}$ |
| 16 | 7.5 | $-1.2 \times 10^{-4}$ |
| 22 | 10.1 | $-2.5 \times 10^{-7}$ |

polarization and scalar-meson explanations for the muonic-atom $x$-ray discrepancy.
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## APPENDIX A: VECTOR-MESON PARAMETERS

For the $\omega$ and $\phi$ vector-meson parameters we take ${ }^{30}$

$$
\begin{align*}
& M_{\omega}=784 \mathrm{MeV}, \quad \Gamma\left(\omega-e^{+} e^{-}\right)=0.76 \mathrm{keV}  \tag{A1}\\
& M_{\phi}=1019 \mathrm{MeV}, \quad \Gamma\left(\phi-e^{+} e^{-}\right)=1.36 \mathrm{keV} .
\end{align*}
$$

For $F_{\pi}(t)$ we use the Gounaris-Sakural formula ${ }^{31}$ with an $\omega-2 \pi$ interference term, ${ }^{30}$

$$
\begin{align*}
& F_{\mathrm{F}}(i)=\frac{M_{\rho}{ }^{2}\left(1+5 \Gamma_{\rho} / M_{\rho}\right)}{M_{\rho}{ }^{2}-t+H(t)-i M_{\rho} \Gamma_{\rho}\left(k / k_{p}\right)^{3} M_{\rho} / \sqrt{t}} \\
& +A e^{i \alpha} \frac{M_{.}{ }^{2}}{M_{\omega}{ }^{2}-t-i M_{\omega} \Gamma_{\omega}} \text {, } \\
& H(t)=\frac{\Gamma_{\rho} M M_{\rho}{ }^{2}}{k_{\rho}{ }^{3}}\left\{k^{2} \mid h(t)-h\left(M_{\rho}{ }^{2}\right)\right] \\
& \left.+k_{\rho}^{2} h^{\prime}\left(M_{p}^{2}\right)\left(M_{\rho}^{2}-t\right)\right\}, \\
& h(t)=\frac{2}{\pi} \frac{k}{\sqrt{t}} \ln \left(\frac{\sqrt{t}+2 k}{2 m_{m}}\right),  \tag{A2}\\
& h^{\prime}\left(M_{\rho}{ }^{2}\right)=\frac{1}{2 \pi M_{\rho}{ }^{2}}+\frac{m_{\eta}{ }^{2}}{\nabla M_{\rho}{ }^{3} k_{\rho}} \ln \left(\frac{M_{\rho}+2 k_{\rho}}{2 m_{\eta}}\right), \\
& k=\left(\frac{t}{4} t-m_{\Sigma}^{2}\right)^{1 / 2}, \quad k_{p}=\left(\frac{1}{4} M_{p}^{2}-m_{\pi}^{2}\right)^{1 / 2}, \\
& A=\frac{6 B^{1 / 2}(\omega-e e) \Gamma_{\epsilon}}{\alpha M_{\omega} \beta_{\tau}^{3 / 2}} B^{1 / 2}(\omega-2 \pi) \text {, } \\
& \beta_{\%}=\left(1-\frac{4 m_{\tau}^{2}}{t}\right)^{1 / 2},
\end{align*}
$$

with the following values for the parameters ${ }^{0}$ :

$$
\begin{array}{ll}
\delta=0.6, & \alpha=86^{\circ}, \\
M_{\rho}=775 \mathrm{MeV}, & \Gamma_{\omega}=9.2 \mathrm{MeV},  \tag{A3}\\
\Gamma_{\rho}=149 \mathrm{MeV}, & B^{1 / 2}(\omega \rightarrow e e)=0.906 \times 10^{-2}, \\
m_{n}=140 \mathrm{MeV}, & B^{1 / 2}(\omega-2 \pi)=0.19 .
\end{array}
$$

As discussed in Appendix $B$, approximating the small- $t$ region In this fashion as a sum of $\omega, \phi$, and $\rho$ contributions should yield the small- $t$ contribution to $T_{o b}(-s)$ (which is only a small frac-

Hon of the total for large $-s$ ) to an accuracy of about 15\%.

APPENDIX B: FORMULAS FOR $f_{d}[t]$ AND THE HADRONIC CONTRIRUTION TO $\varepsilon_{\mu}-2$

The function $f_{f}[t]$ appearing in Eq. (27) has been evaluated by Brodsky and de Rafael, ${ }^{32}$ who find

$$
\begin{align*}
& f_{0}[t] \equiv 2 K(t), \\
& 0 \leqslant t \leqslant 4 m_{\mu}^{2}, \quad \tau=t / 4 m_{\mu}^{2}, \\
& K(t)=\frac{1}{2}-4 \tau-4 \tau(1-2 \tau) \ln (4 \tau) \\
&-2\left(1-8 \tau+8 \tau^{2}\right)\left(\frac{\tau}{1-\tau}\right)^{1 / 2} \arctan \left(\frac{1-\tau}{\tau}\right)^{1 / 2} ; \\
& t \geqslant 4 m_{\mu}^{2}, \quad x=\frac{1-\left(1-4 m \mu^{2} / t\right)^{1 / 2}}{1+\left(1-4 m_{\mu}^{2} / t\right)^{1 / 2}}, \\
& K(t)= \frac{1}{2} x^{2}\left(2-x^{2}\right)+(1+x)^{2}\left(1+x^{2}\right) \frac{\ln (1+x)-x+\frac{1}{2} x^{2}}{x^{2}} \\
&+\frac{1+x}{1-x} x^{2} \ln x . \quad \text { (B1) } \tag{B1}
\end{align*}
$$

Corresponding to the difiston of $T_{\text {obs }}(-s)$ into four pleces In Eq. (15), we write the hadronic contribution to $a_{\mu} 28$

$$
\begin{align*}
a_{\mu} & =\frac{1}{4 \pi^{3}} \int_{\Delta-_{\pi}^{2}}^{\infty} d t \sigma\left(e^{*} e^{-}-\text {hadrons; } t\right) K(t) \\
& =a_{\mu}^{\omega+\Phi}+a_{\mu}^{p}+a_{\mu}^{\operatorname{cont}(2)}+a_{\mu}^{\operatorname{cont}(2)} . \tag{B2}
\end{align*}
$$

Working in the same narrow-resonance approximation as in the text, we find for $a_{j}^{\omega+\phi}$ the expression ${ }^{6}$

$$
\begin{equation*}
a_{\mu}^{u \cdot \bullet}=\sum_{v=\omega \cdot e^{\pi}} \frac{3}{\pi} K\left(M v^{2}\right) \frac{\Gamma\left(V-e^{*} e^{-}\right)}{M v}, \tag{B3}
\end{equation*}
$$

While $a_{\mu}^{p}$ is given by the integral

$$
\begin{equation*}
a_{\mu}^{p}=\frac{\alpha^{2}}{12 \pi^{2}} \int_{\Delta m_{*}^{2}}^{-} \frac{d t}{t}\left(1-\frac{4 m_{*}^{2}}{t}\right)^{2 / 2}\left|F_{\pi}(t)\right|^{2} K(t) . \tag{B4}
\end{equation*}
$$

Substituting the parameters from Appendix $A$ and evaluating Eqs. (B3) and (B4) numerically gives

$$
\begin{align*}
& a_{\mu}^{\text {net }}=9.1 \times 10^{-9}, \quad a_{\mu}^{p}=45 \times 10^{-』},  \tag{B5}\\
& a_{\mu}^{\text {cot cratl t t }}=54 \times 10^{-9} .
\end{align*}
$$

A more elaborate evaluation of the amall-t contribution has been given by Bramon, Etim, and Greco, ${ }^{33}$ who sum the contributions of the various important hadronic states directly from Eq. (B2), giving

$$
\begin{equation*}
a_{\mu}^{\text {tot munn }!}=(61 \pm 7) \times 10^{-9}, \tag{B6}
\end{equation*}
$$

Indicating that our method of treating the amall- $t$ region is good to about $15 \%$. To evaluate $a_{\downarrow}^{\operatorname{conit}(1)}$
and $a_{\mu}^{\text {mont(2) }}$ we approximate $K(t)$ by its asymptotic form

$$
\begin{equation*}
K(t)=\frac{1}{3} m_{\mu}{ }^{2} / t, \quad t-\infty, \tag{B7}
\end{equation*}
$$

giving [In units where unity $=(1 \mathrm{GeV} / \mathrm{c})^{2}$ ]

$$
\begin{align*}
& a_{\mu}^{\operatorname{cont}(1)}=6.7 \times 10^{-9} \int_{0.39}^{25} \frac{d t R(t)}{t^{2}}, \\
& a_{\mu}^{\operatorname{cont}(2)}=6.7 \times 10^{-8} \int_{26}^{t} \frac{d t R(t)}{t^{2}} . \tag{B8}
\end{align*}
$$

Evaluating $a_{\mu}^{\text {coat(1) }}$ numerically using the data plotted in Fig. 1 gives

$$
\begin{equation*}
a_{\mu}^{\text {cont }(1)}=9.6 \pm 2, \tag{B9}
\end{equation*}
$$

with the error a rough guess. Thus the total known hadronic contribution to $a_{\mu}$ is

$$
\begin{equation*}
(61 \pm 7) \times 10^{-8}+(9.6 \pm 2) \times 10^{-8}=(71 \pm 7) \times 10^{-9} \tag{B10}
\end{equation*}
$$

Estimating the unmeasured contribution by assuming a linearly rising $R(i)$ up to $t_{C}=(2.230)^{2}$, we get

$$
\begin{align*}
a_{\mu}^{\operatorname{con}(2)} & =6.7 \times 10^{-8} \times 0.24 \times \ln \left(\frac{(460)^{2}}{25}\right) \\
& =15 \times 10^{-9} \tag{B11}
\end{align*}
$$

as stated in the text.

## APPENDIX C: SIGN OF THE SCA LAR-MESON EXCHANGE POTENTIAL IN SIMPLE GAUGE THEORIES

Consider a gauge theory of the weak and electromagnetic Interactions in which only one scalar field $\phi$ develops a vacuum expectation, $\phi-\phi+\lambda$, as a result of spontaneous symmetry breaking. Since $\lambda$ is the source of the lepton masses, the interaction Hamiltonian ( $=$ - the interaction La-
grangian) coupling $\phi$ to the muons is ${ }^{34}$

$$
\begin{equation*}
x_{\Phi_{\mu} \bar{\psi}}=\frac{\phi}{\lambda} m_{\mu} \bar{\phi}_{\mu} \psi_{\mu} . \tag{C1}
\end{equation*}
$$

Since in the hadronic sector $\lambda$ is the origin of chiral $\mathrm{SU}(3) \otimes \operatorname{SU}(3)$ symmetry breakfig, the interaction Hamiltonian coupling $\phi$ to the hadrons is $^{34}$

$$
\begin{equation*}
x_{s \text { hadron }}=\frac{\phi}{\lambda} \delta X_{\text {chiual breakina }} \tag{C2}
\end{equation*}
$$

Hence the sign of $g_{\phi \mu \bar{T}} g_{\Delta N N}$ is the same as the sign of $\langle N| \delta \mathcal{K}_{\text {chtral breaking }}|N\rangle$. Now if $\delta \mathcal{K}_{\text {chtural breaking }}$ transforms under $\operatorname{SU}(3) \otimes \operatorname{SU}(3)$ as $(3,3) \oplus(3,3)$, then using the notation of Gell-Mann, Oakes, and Renner ${ }^{35}$ we readily find that

$$
\begin{aligned}
\langle N| \delta \mathcal{K}_{\text {chinal brakiona }}|A \Gamma\rangle= & \frac{3 \sigma_{\Delta N X}}{(\sqrt{2}+c) \sqrt{2}} \\
& +\left(c-\frac{1}{\sqrt{2}}\right)\langle N| u_{\mathrm{B}}|N\rangle \\
c=-\sqrt{2} \frac{m_{K}{ }^{2}-m_{\pi}{ }^{2}}{m_{\pi}{ }^{2}+\frac{1}{2} m_{\pi}^{2}}= & -1.25,
\end{aligned}
$$

$$
\langle N| u_{\mathrm{a}}|N\rangle=\text { baryon mass splitting parameter }
$$

$$
=170 \mathrm{MeV}
$$

$$
\sigma_{\pi N N}=\frac{1}{3}(\sqrt{2}+c)\langle N| \sqrt{2} u_{0}+u_{\mathrm{a}}|N\rangle .
$$

That is, we have

$$
\begin{equation*}
\langle N| \delta \mathcal{J} \mathrm{C}_{\text {chimal traxking }}|N\rangle=12.9 \sigma_{\pi N N}-333 \mathrm{MeV} . \tag{C4}
\end{equation*}
$$

Recent determinations of the $\sigma$ term $\sigma_{\pi N N}$ suggest a value in the range $45-85 \mathrm{MeV}$, ${ }^{36}$ making $\langle N| \delta \mathcal{K}_{\text {chtas break bog }}|N\rangle$ positive and giving an attractive scalar-meson exchange force. A value of $\sigma_{s N N}$ smaller than 25 MeV would be needed to make the scalar-meson exchange force repulsive, as is required to explain the muonic $x$-ray discrepancy.
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# $I=\frac{1}{2}$ contributions to $\nu_{\mu}+N \rightarrow \nu_{\mu}+N+\pi^{0}$ in the Weinberg weak-interaction model Stephen L. Adler <br> Institute for Advanced Study, Princeton, New Jersey 08540 <br> and National Accelevator Laboratory.* Batavia, IllinoLs 60510 <br> (Recelved 8 Auguat 1973) 

We use a detalled diepersion-theoretic model for pion production in the (3, 3)-resonance region to calculate the ratio

$$
R=\frac{\sigma\left(\nu_{\mu}+n-\nu_{\mu}+n+\pi^{0}\right)+\sigma\left(\nu_{\mu}+p-\nu_{\mu}+p+\pi^{0}\right)}{2 \sigma\left(\nu_{\mu}+n-\mu^{-}+p+\pi^{0}\right)}
$$

In the Weinberg weak-interaction theory. We find that $I=\frac{1}{2}$ contributione do not subatantially modify the earlier static model calculation of $R$ given by B. W. Lee.

Neutral-pion production by neutrinos appears to be one of the best reactions for searching for the hadronic weak neutral current predicted by the Weinberg weak-interaction theory. ${ }^{1}$ In fact, if one accepts the bound

$$
\begin{equation*}
\sin ^{2} \theta_{7} \leqslant 0.35 \tag{1}
\end{equation*}
$$

given by Gurr, Reines, and Sobel, ${ }^{2}$ the static-model calculation by B. W. Lee ${ }^{3}$ of

$$
\begin{equation*}
R=\frac{\sigma\left(\nu_{\mu}+n-\nu_{\mu}+n+\pi^{0}\right)+\sigma\left(\nu_{\mu}+p-\nu_{\mu}+p+\pi^{0}\right)}{2 \sigma\left(\nu_{\mu}+n-\mu^{-}+p+\pi^{0}\right)} \tag{2}
\end{equation*}
$$

in the Weinberg theory is already in conflict with existing experiments ${ }^{4}$ in complex nuclei. Two essential cautions are necessary, however, before concluding that the Weinberg theory is ruled out. First, charge-exchange effects are important in complex nuclei, and may result in an experimentally measured value of $R$ which is smaller than the true single-nucleon-target value by a factor of up to 2. ${ }^{5}$ Second, the static-model approximation, which neglects $I=\frac{1}{2} s$-channel contributions to the reactions in Eq. (2), has the effect of overegtimating $R$. $^{5}$ If the $I=\frac{1}{2}$ corrections are large enough, then, together with charge-exchange corrections, they may move experiment and theary back into agreement.

In this note we report the results of calculating
the $I=\frac{1}{2}$ corrections to $R$ using the detailed disper -aion-theoretic model of weak pion production in the ( 3,3 )-resonance region which we developed some time ago. ${ }^{7}$ The model is basically a generalization to weak pion production of the old CGLN model for pion photoproduction. ${ }^{\text {a }}$ Nonresonant multipoles are treated in the Born approximation, ${ }^{\circ}$ while the resonant (3, 3)-channel multipoles are obtained from the Born approximation by a unitar ization procedure. The model is in excellent agreement with pion photoproduction data, ${ }^{7}$ agrees well with pion electroproduction data up to a fourmomentum transfer of $k^{2} \approx 0.5(\mathrm{GeV} / c)^{2},{ }^{7}$ and is al$s o$ in satisfactory accord with the recent Argonne measurements of weak pion production. ${ }^{10}$ Because all terms contributing to the weak-production amplitude in the model are proportional to nucleon elastic form factors, the model fails badly in the region $k^{2} \gg 0.5(\mathrm{GeV} / c)^{2}$, where scaling effecta become visible and leptonic inelastic cross sections decrease more slowly with tncreasing $k^{2}$ than elastic form factors squared. Fortunately, this region of large $k^{2}$ makes a relatively small contribution to the individual cross sections in Eq. (2), and the errors will furthermore tend to cancel between numerator and denominator.

In the Weinberg model, the effective Lagrangian for the semileptonic atrangeness-conserving weak interactions is

$$
\begin{align*}
& \mathscr{E}=\frac{G}{\sqrt{2}} \cos \theta_{c}\left\{\bar{\mu}_{\lambda}\left(1+\gamma_{s}\right) \nu_{\mu}\left(J_{\lambda}^{\gamma_{1}}+i J_{\lambda}^{\gamma_{2}}+J_{\lambda}^{A_{2}}+i J_{\lambda}^{A_{2}}\right)\right. \\
&\left.+\bar{\nu}_{\mu} \gamma_{\lambda}\left(1+\gamma_{5}\right) \nu_{\mu}\left[J_{\lambda}^{V_{3}}\left(1-2 \sin ^{2} \theta_{W}\right)+J \lambda_{\lambda}^{A_{s}}-2 \sin ^{2} \theta_{w} J S_{\lambda}^{S}\right]+\cdots\right\}, \tag{3}
\end{align*}
$$

where we have shown both the charged- and the neutral-current terms contributing to Eq. (2). In terms of the isospin matrix elements defined in Eqs. (2B.4) and (2B.5) of Ref. 7, the hadronic matrix element of the neutral current is

$$
\begin{align*}
& -2 \sin ^{2} \theta_{V} a_{Z}^{(0)} V_{\lambda}^{(0)}+a_{\Sigma}^{(0 / 2)} A_{\lambda}^{(3 / 2)}+a_{E}^{(1 / 2)} A_{\lambda}^{(1 / 2)} . \tag{4}
\end{align*}
$$

$$
\underline{9} \quad 229
$$

The amplitudes appearing in Eq. (4) are all ones which appear in either the pion-electroproduction or the weak-production calculations of Ref. 7, and so $R$ can be evaluated by a simple adaptation of the computer routines used in the earlier work. The result of such a calculation is shown in Fig. 1, where we have agsumed an incident lab neutrino energy $k_{10}^{L_{10}}=1 \mathrm{GeV}$ and a nucleon axial-vector elastic form factor

$$
\begin{equation*}
g_{\Lambda}\left(k^{2}\right)=\frac{1.24}{\left[1+k^{2} /(1 \mathrm{GeV} / c)^{2}\right]^{2}} \tag{5}
\end{equation*}
$$

and have integrated over the ( 3,3 )-resonance region up to a maximum isobar mass of $W=1.47$ GeV. Curve a gives the result ohtained from our model when both resonant and nonresonant multipoles are kept; curve $b$ is the corresponding result obtained when only the resonant multipoles are kept, and hence when $I=\frac{1}{2}$ amplitudes are neglected. As expected, curve $a$ lies below curve $b$, but the effect of the $I=\frac{1}{2}$ corrections is not dramatic. For comparison, we give in curve $c$ the result obtained from Lee's atatic-model calculation. ${ }^{11}$ If one assumes that $\theta_{\mathbf{v}}$ is restricted as in Eq. (1), and includes a safety factor of 2 for charge-exchange effects, curve $a$ is barely consistent with the present experimental upper bounds. Put conservatively, our calculations indicate that an experiment to measure $R$ at the level of a few percent should be decisive.
Note added in proof. Recently, the possible observation of neutral current events has been reported in deep-inelastic inclusive neutrino reactions by the CERN Gargamelle group. ${ }^{12}$ If confirmed, this experiment will establish the exis-


FIG. 1. Ratio $R$ of Eq. (2) va Weinberg angle $\theta_{\text {w }}$. Curve a-resonant and nonresonant multipoles; curve bresonant multipoles only; curve c-resonant multipoles in Lee's atatic-model calculation.
tence of neutral currents; however, more detalled questions, such as whether the phenomenolagical form of Eq. (3) is correct, will require the independent study of many different neutral-current induced reactions, among them the plon-production reaction considered in this note.
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#### Abstract

We discuss nuclear chargeexchange carrections to leptonjc pion production in the region of the $(3,3)$ reconance, both from a phenomenolagical viewpoint and from the evaluation of a detailed model for pion multiple scattering in the targel nucleus Using our analysic, we extimate the nuclear corrections needed to extract the ratio $\boldsymbol{R}=\left[0\left(\nu_{\mu}+n \rightarrow \nu_{\mu}+n+\pi^{0}\right)+\sigma\left(\nu_{\mu}+p \rightarrow \nu_{\mu}+p+\pi^{0}\right)\right] / 2 \sigma\left(\nu_{\mu}+n \rightarrow \mu^{-}+p+r^{0}\right)$ from neutral-current search experiments using ;3 $\mathrm{Al}^{\text {¹ }}$ and other nuclei as targets.


## I. INTRODUCTION

Although weak-interaction experiments on hydrogen and deuterium targets are most readily interpreted theoretically, experimental considerations necessitate the use of complex nuclear targets in many of the current generation of accelerator neutrino experiments. As a result, in such experiments, corrections for nuclear effects must be made in order to extract free nucleon cross sections from the experimental data. Our aim in the present paper is to analyze these corrections in a particulariy simple case: that of leptonic single-pion production in the region of the $(3,3)$ resonance. This reaction has gained prominence recently because measurement of the ratio
$\mathcal{R}=\frac{\sigma\left(\nu_{\mu}+n-\nu_{\mu}+n+\pi^{0}\right)+\sigma\left(\nu_{\mu}+p-\nu_{\mu}+p+\pi^{0}\right)}{2 \sigma\left(\nu_{\mu}+n \rightarrow \mu^{-}+p+\pi^{0}\right)}$
appears to be one of the better ways of searching for hadronic weak neutral currents. ${ }^{1}$ Experiments measuring $R$ use aluminum (and in some cases also carbon) as target materials, so the experimentally measured quantity is actually ( $T^{\prime \prime}, T^{\prime \prime}$ denote unobserved final target states)
$R^{\prime}(T)=\frac{\sigma\left(\nu_{\mu}+T-\nu_{\mu}+T^{\prime}+\pi^{9}\right)}{2 \sigma\left(\nu_{\mu}+T-\mu^{-}+T^{\alpha}+\pi^{0}\right)}, \quad T={ }_{15} \mathrm{Al}^{27},{ }_{0} \mathrm{C}^{12}$.

As Perkins has emphasized, ${ }^{2}$ nuclear charge-exchange effects can cause substantial differences between $R$ and $R^{\prime}$, which makes reliable estimation of these effects an important ingredient in correctly interpreting the experiments. Fortunately, pion production in the $(3,3)$ region is also a particularly favorable case for theoretical analysis, primarily because the elasticity of the $(3,3)$
resonance implies that nuclear effects will not bring multipion or other more complex hadronic channels into play.

Our discussion is organized as follows. In Sec. II we introduce our basic phenomenological assumption: that leptonic pion production on a nuclear target may be represented as a two-step compound process in which pions are first produced from constituent mucleons with the free leptonnucleon cross section (apart from a Pauli-principle reduction factor), and subsequently undergo a nuclear interaction independent of the identity of the leptons involved in the production step. This assumption allows us to isolate nuclear effects (pion charge exchange and absorption) in a $3 \times 3$ "charge-exchange matrix." We analyze the structure of the charge-exchange matrix in the particularly simple case of an isotopically neutral target nucleus. [For ${ }_{15} \mathrm{Al}^{27}$, with a neutron excess of 1 and a corresponding isospin of $\frac{1}{2}$, the approximation of isotopic neutrality should be quite adequate. For ${ }_{\mathrm{e}} \mathrm{C}^{12}$, of course, no approximation is involved.] Our main phenomenological result is that parameters of the charge-exchange matrix, which can be measured in high-rate pion electroproduction experiments, can be used to calculate the nuclear corrections to the weak pion production process and in particular to give the connection between $R^{\prime}$ and $R$. In Sec. II we develop a detailed multiple-scattering model for the chargeexchange matrix. Our model is quite similar to a successful calculation by Sternheim and Silbar ${ }^{3}$ of pion production in the ( 3,3 )-resonance region induced by protons incident on nuclear targets, and uses the nuclear pion absorption cross section which they determine (as well as the experimental pion-nucleon charge-exchange cross section) as

Input. The principal difference between our calculation and that of Sternheim and Silbar (apart from obvious changes atemming from the fact that they deal with a strongly absorbed rather than a weakly interacting projectile) is that we use an improved approximation to the multiple-scattering problem, based on a one-dimensional scattering solution introduced by Fermi in the early days of neutron physics. ${ }^{4}$ Using our model for the chargeexchange matrix, and a theoretical calculation of electroproduction and weak production of pions from free mucleons which has been described elsewhere, ${ }^{\text {B }}$ we present detalled predictions for $R^{\prime}$ in the Weinberg weak-interaction theory and some of its variants. We also use the production model to test averaging approximations implicit in the phenomenological discussion of Sec. II. In Sec. IV we summarize briefly our conclusions. Three appendixes are devoted to mathematical details. In Appendix A we formulate and solve the one-dimensional acattering problem which forms the basis for the approximate solution of the three-dimensional multiple-scattering problem actually encountered in our model. To calibrate this approximation, in Appendix $B$ we compare the approximate solution with the exact multiple-scattering solution for the simple case of isotropic scattering centers uniformly distributed within a aphere. Finally, in Appendix $C$ we collect miscellaneous formulas for cross aections and for Pauli exclusion factors which are needed in the text.

## II. PHENOMENOLOGY

## A. Kinematics

We consider the lepkonic pion-production reaction

$$
\begin{equation*}
l\left(k_{1}\right)+T-l^{\prime}\left(k_{2}\right)+T^{\prime}+\pi^{( \pm 0)}, \tag{3}
\end{equation*}
$$

with $k_{1}$ and $k_{2}$ respectively the four-momenta of the initial and final lepton $l$ and $l^{\prime}$, with $T$ a nuclear target initially at rest in the laboratory, and with $T^{\prime}$ an unobserved final nuclear state. Let $k^{2}$ $=\left(k_{1}-k_{3}\right)^{2}$ be the leptonic invariant four-momentum transfer squared, and let $k_{0}^{L}=k_{10}^{L}-k_{20}^{L}$ be the laboratory leptonic energy transfer to the hadrons. Corresponding to the three plonic charge atates in Eq. (3) we have three doubly differential cross
sections with respect to the variables $k^{2}$ and $k_{0}^{\text {c }}$ which we denote by

$$
\begin{equation*}
\frac{d^{2} \sigma\left(l l^{\prime} T ; \pm 0\right)}{d k^{2} d k_{0}^{2}} \tag{4}
\end{equation*}
$$

When the target $T$ is a single nucleon $N$ (of mass $M_{N}$, below the two-pion production threshold the recoil target $T^{\prime}$ must also be a single nucleon, and we can specify the kinematics more precisely. We write in this case

$$
\begin{equation*}
l\left(k_{1}\right)+N\left(p_{1}\right)-l^{\prime}\left(k_{2}\right)+N^{\prime}\left(p_{2}\right)+\pi^{( \pm 0)}(q), \tag{5}
\end{equation*}
$$

with the hadron four-momenta indicated in parentheses. We denote the final pion-mucleon isobar mass by $W$,

$$
\begin{equation*}
W^{2}=\left(p_{2}+q\right)^{2} \tag{6a}
\end{equation*}
$$

This variable is evidently related to the leptonic energy transfer $k_{0}^{L}$ by

$$
\begin{equation*}
W^{2}=M_{N}^{2}-\left|k^{2}\right|+2 M_{N} k_{0}^{L} \tag{Bb}
\end{equation*}
$$

B. Factorization ascumptian

We now introduce a factorization assumption which is basic to all of our subsequent arguments. We assume that leptonic pion production on a nuclear target may be regarded as a two-step compound process. In the first atep of this process pions are produced from constituent nucleons of the target nucleus with the free lepton-muclean cross section. In the second step the produced pions undergo a muclear interaction, dependent on properties of the target nucleus and on the kinematic variables $k_{0}^{L}$ and (possibly) $k^{2}$, but independent of the identities of the leptons involved in the first step. Since we are considering only excitation energies below the two-pion production threshold, the nuclear interaction in the aecond atep involves only two types of processes, (i) scattering of the pion and (ii) absorption of the pion in twonucleon or more complex nuclear processes. In particular, the two-pion production channel cannot come into play, and hence the factorization assumption allows us to write a simple matrix relation between the cross sections for leptonic pion production on nuclear and on free nucleon targets. We have

| $\frac{d^{2} \sigma\left(l l^{\prime} T^{1} T^{1}+\right)^{\prime}}{d k^{2} d k_{0}^{2}}$ |  | $\left[\frac{d^{2} \sigma\left(l l^{\prime} N_{r} ;\right)_{z}}{d k^{2} d k_{0}^{i}}\right.$ |
| :---: | :---: | :---: |
| $\begin{equation*} \frac{d^{2} \sigma\left(l l^{\prime} z^{A} ; 0\right)}{d k^{2} d k_{0}^{i}} \tag{7} \end{equation*}$ | $=\left[M\left({ }_{z} T^{A} ; k^{2} k_{0}^{L}\right)\right]$ | $\frac{d^{2} \sigma\left(l l^{\prime} N_{r} ; 0\right)_{r}}{d k^{2} d k_{0}^{L}}$ |
| $\left[\frac{d^{2} \sigma\left(l l^{\prime}{ }^{\prime} T^{4} ;-\right)}{d k^{2} d k_{o}^{L}}\right]$ |  | $\frac{d^{2} \sigma\left(u^{\prime} N_{r i}-\right)_{p}}{d k^{2} d k_{0}^{\dagger}}$ |

with

$$
\begin{align*}
\frac{d^{2} \sigma\left(l l^{\prime} N_{r}: \pm 0\right)_{\Sigma}}{d k^{2} d k_{0}^{L}}= & =\frac{d^{2} \sigma\left(l^{\prime} p ; \pm 0\right)_{z}}{d k^{2} d k_{0}^{L}} \\
& +(A-Z) \frac{d^{2} \sigma\left(l l^{\prime} n ; \pm 0\right)_{r}}{d k^{2} d k_{n}^{L}} \tag{8}
\end{align*}
$$

an appropriately weighted linear combination of free proton and free neutron cross sections. The subscript $F$ indicates that these cross sections are to be averaged over the Fermi motion of the individual target mucleon in the nucleus, which substantially alters the shape (but not the integrated area) of the ( 3,9 ) resonance ${ }^{7}$ when plotted versus the excitation energy $\boldsymbol{k}_{0}$. In writing Eq. (7) we have obvicusly used rotational symmetry, which implies that when the angular variables of the pion emerging from the nucleus are integrated over, no dependence remains on the angles characterizing the initial production of the pion. The matrix $M$ appearing in Eq. (7) is a $3 \times 3$ "chargeexchange matrix" which is independent of the nature of the initial and final leptons $l$ and $l^{\prime}$. In addition to including pion scattering and absorption effects, $M$ also takes into account the reduction of leptonic pion production in a mucleus resulting from the Pauli exclusion principle. We will keep this effect in $M$ in the ensuing phenomenological discussion, but when we make our multiple-scattering model in Sec. III we will separate it off as an explicit multiplicative factor.

## C. Structure of $M$

Up to this point Eq. (7) applies to all nuclei, even those with a large neutron excess. In order to simplify the subsequent discussion we now restrict ourselves to the case of isotopically neutral targets, with the neutron excess and isotopic spin

$$
\left[\begin{array}{c}
\frac{d^{2} \sigma\left(l l^{\prime}{ }_{2} T^{A} ;+\right)}{d k^{2} d k_{0}^{L}}+\frac{d^{2} \sigma\left(l l^{\prime}{ }_{z} T^{A} ;-\right)}{d k^{2} d k_{0}^{L}} \\
\frac{d^{2} \sigma\left(l l^{\prime}{ }_{z} T^{A} ; 0\right)}{d k^{2} d k_{0}^{L}}
\end{array}\right]=\left[N\left({ }_{z} T^{4} ; k^{2} k_{0}^{L}\right)\right]
$$

with $N$ a $2 \times 2$ matrix. When the target $T$ is isotopically neutral, the matrix $N$ can be expressed in terms of the parameters of Eq. (12), giving

$$
\left(\begin{array}{ll}
N_{\mathrm{ctac}} & N_{\mathrm{co}}  \tag{14}\\
N_{\mathrm{och}} & N_{\mathrm{po}}
\end{array}\right)=4\left(\begin{array}{cc}
1-d & 2 d \\
d & 1-2 d
\end{array}\right)
$$

The dependence on the parameter $c$ has dropped
equal to zero.' (See Added Note preceding Acknowledgnenta.) As noted in the Introduction, this appraximation is reasonable for the targets of greatest experimental interest. With this reatriction, the pion charge atructure of the matrix $M_{11}$ ( $f, i= \pm, 0$ ) is that of the inclusive reaction

$$
\begin{equation*}
\pi_{i}+T(I=0)-\pi_{i}+T^{\prime}(\text { unobserved }), \tag{9a}
\end{equation*}
$$

or equivalently, of the forward scattering procese

$$
\begin{equation*}
\pi_{1}+\bar{\pi}_{f}+T(I=0)-\pi_{i}+\bar{\Pi}_{f}+T(I=0) . \tag{9b}
\end{equation*}
$$

Since the isospin of the system $\pi_{1}+\pi_{f}$, can be either 0,1 , or 2 , we conclude that the matrix $M_{f 1}$ involves three independent parameters. We introduce them by writing

$$
\begin{align*}
M_{f 1}= & A(c-d) \psi_{f} \cdot \psi_{1} \psi_{f}^{*} \cdot \psi_{i}^{*}+A d \psi_{i} \cdot \psi_{i}^{*} \phi_{f} \cdot \psi_{f}^{*} \\
& +A(1-c-2 d) \psi_{j} \cdot \psi_{i}^{*} \psi_{i} \cdot \psi_{j}^{*}, \tag{10}
\end{align*}
$$

with $\phi_{1}$ and $\psi$, the isospin wave functions of $\pi_{i}$ and $\pi_{f}$, respectively. Substituting

$$
\psi_{0}=\left(\begin{array}{l}
0  \tag{11}\\
0 \\
1
\end{array}\right), \psi_{t}=\frac{1}{\sqrt{2}}\left(\begin{array}{r}
1 \\
\pm i \\
0
\end{array}\right)
$$

and writing our Eq. (10) component by component, we get the basic form
$\left(\begin{array}{lll}M_{++} & M_{+0} & M_{+-} \\ M_{0+} & M_{\infty} & M_{0-} \\ M_{-+} & M_{-0} & M_{--}\end{array}\right)=A\left(\begin{array}{ccc}1-c-d & d & c \\ d & 1-2 d & d \\ c & d & 1-c-d\end{array}\right)$.

It is useful to consider the form which the above equations take when no distinction is made between $\pi^{+}$and $\pi^{-}$, but only between charged and neutral pions. Equation (7) is then replaced by

out, leaving only two parameters which determine the nuclear corrections in this case.

## D. Applicatians

Equations (13) and (14) can be applied in two ways. First, they can be uned to generate a specific theoretical prediction for the ratio $R^{\prime}$ of Eq.
(2), by integrating with reapect to $k^{2}$ and $k_{0}^{L}$ [with the latter integration extending only over the (3,3)resonance region] to give

$$
\begin{align*}
& \sigma\left(\nu_{\mu}+T-\nu_{\mu}+T^{\prime}+\pi^{0}\right)=\int d k^{2} d k_{0}^{L} A\left(T ; k^{2} k_{0}^{L}\right)\left\{d\left(T ; k^{2} k_{0}^{L}\right)\left[\frac{d^{2} \sigma\left(\nu_{\mu} \nu_{\mu} N_{\chi} ;+\right)_{p}}{d k^{2} d k_{0}^{2}}+\frac{d^{2} \sigma\left(\nu_{\mu} \nu_{\mu} N_{r i}-\right)_{p}}{d k^{2} d k_{0}^{L}}\right]\right. \\
& \left.+\left[1-2 d\left(T ; k^{2} k_{0}^{L}\right)\right] \frac{d^{2} \sigma\left(\nu_{u} \nu_{y} N_{r} ; 0\right)_{r}}{d k^{2} d k_{0}^{L}}\right\}, \\
& \sigma\left(\nu_{\mu}+T-\mu^{-}+T^{\prime}+\pi^{O}=\int d k^{2} d k_{0}^{L} A\left(T ; k^{2} k_{0}^{L}\right)\left\{d\left(T ; k^{2} k_{0}^{L}\right)\left[\frac{d^{2} \sigma\left(\nu_{\mu} \mu^{-} N_{r i}+\right)_{\Sigma}}{d k^{2} d k_{0}^{L}}+\frac{d^{2} \sigma\left(\nu_{\mu} \mu^{-} N_{r i}-\right)_{r}}{d k^{2} d k_{s}^{L}}\right]\right.\right. \\
& \left.+\left[1-2 d\left(T ; k^{2} k_{0}^{L}\right)\right] \frac{d^{2} \sigma\left(\nu_{y} \mu^{-} N_{x} ; 0\right)_{z}}{d k^{2} d k_{n}^{2}}\right\} . \tag{15}
\end{align*}
$$

In Sec. III we will evaluate Eq. (15) (and thus $R^{\prime}$ ) using our multiple-scattering model for $M$ and the weak pion production calculation of Ref. 5 as inputs. ${ }^{10}$

The second way of applying Eqs. (13) and (14) is to use them in a purely empirical fashion to extract the charge-exchange matrix parameters $A\left(T ; k^{2} k_{0}^{L}\right)$ and $d\left(T ; k^{2} k_{0}^{L}\right)$ from a comparison of pion
electroproduction on free mucleons with pion electroproduction on a nuclear target $T$. Specifically, we find from Eqs. (13) and (14) that

$$
\begin{equation*}
d\left(T ; k^{2} k_{D}^{L}\right)=\frac{r(e e T)-r\left(e e N_{T}\right)}{\left[2-r\left(e e N_{r}\right)\right][1+r(e e T)]}, \tag{16}
\end{equation*}
$$

with

$$
\begin{align*}
& r(e e T)=\left[\frac{d^{2} \sigma(e e T ;+)}{d k^{2} d k_{0}^{L}}+\frac{d^{2} \sigma(e e T ;-)}{d k^{2} d k_{j}^{2}}\right]\left[\frac{d^{2} \sigma(e e T: 0)}{d k^{2} d k_{0}^{2}}\right]^{-2},  \tag{17}\\
& r\left(e e N_{r}\right)=\left[\frac{d^{2} \sigma\left(e e N_{r} ;+\right)_{r}}{d k^{2} d k_{0}^{j}}+\frac{d^{2} \sigma\left(e e N_{r i}-\right)_{r}}{d k^{2} d k_{0}^{L}}\right]\left[\frac{d^{2} \sigma\left(e e N_{r} ; 0\right)_{I}}{d k^{2} d k_{0}^{L}}\right]^{-2},
\end{align*}
$$

the electroproduction charged-pion-to-neutral-pion ratios on targets $T$ and $N_{r}$, and

$$
\begin{equation*}
A\left(T ; k^{2} k_{0}^{L}\right)=\left[\frac{d^{2} \sigma\left(e e T_{i}+\right)^{-2}}{d k^{2} d k_{0}^{L}}+-\frac{J(e e T ; 0)}{d k^{2} d k_{0}^{L}}+\frac{d^{2} \sigma\left(e e T_{i}-\right)}{d k^{2} d k_{0}^{L}}\right]\left[\frac{d^{2} \sigma\left(e e N_{T i}+\right\rangle_{Y}}{d k^{2} d k_{0}^{L}}+\frac{d^{2} \sigma\left(e e N_{T} ; 0\right)_{Z}}{d k^{2} d k_{0}^{L}}+\frac{d^{2} a\left(e e N_{r i}-\right)_{I}}{d k^{2} d k_{0}^{L}}\right]^{-1} . \tag{18}
\end{equation*}
$$

Once $d\left(T ; k^{2} k_{0}^{L}\right)$ and $A\left(T ; k^{2} k_{0}^{L}\right)$ have been extracted from electroproduction data by use of Eqs. (16)(18), they can be substituted into Eqs. (13) and (14) and used to calculate the nuclear corrections to weak pion production on the same target $T$. Note that Eqs. (16) and (17) for $d$ are independent of the absolute normalization of the electron cross sections, and that $A$, which does depend on absolute normalization, appears as a simple multiplicative factor in both mumerator and denominator of Eq. (2) for $R^{\prime}$. Hence the relation between $R$ and $R^{\prime}$ given by our empirical procedure is also independent of the absolute normalization of the electron cross sections used to extract $A$ and $d$.
In many applications it te convenient to deal not with the doubly differential cross sections of Eq. (4), but rather with these cross sections integrated
in excitation energy over the (3, 3)-resonance region,

$$
\begin{equation*}
\frac{d^{2} \sigma\left(l l^{\prime} T ; \pm 0\right)}{d k^{2}}=\int_{0,3 \text { revenem indea }} d k_{0}^{L} \frac{d^{2} \sigma\left(l l^{\prime} T ; \pm 0\right)}{d k^{2} d k_{0}^{L}} \tag{19}
\end{equation*}
$$

In order to write simple formulas directly in terms of these integrated cross sections we note that, to a good first approximation, the $k_{0}^{L}$ dependence of the doubly differential cross sections is governed by the dominant ( 3,3 ) channel, and hence is independent of the identities of $l$ and $l^{\prime}$ and of the pionic charge. This near-identity of excitation energy dependence allows us to make the averaging approximation of replacing Eqs. (7), (12), (13), and (14) by equations of identical form written directly in terms of the cross sections of Eq. (18),


$$
\begin{align*}
& \bar{d}\left(T ; k^{2}\right)=\frac{F(e e T)-\bar{F}\left(e e N_{r}\right)}{\left[2-\bar{T}\left(e e N_{T}\right)\right][1+\bar{F}(e e T)]}, \\
& F(e e T)=\left[\frac{d \sigma(e e T ;+)}{d k^{2}}+\frac{d \sigma(e e T ;-)}{d k^{2}}\right]\left[\frac{d \sigma(e e T ; 0)]^{-1}}{d k^{2}},\right. \tag{22a}
\end{align*}
$$

$$
r\left(e e N_{2}\right)=\left[\frac{d \sigma\left(e e N_{r i}+\right)}{d k^{2}}+\frac{d \sigma\left(e e N_{\tau i}-\right)}{d k^{2}}\right]\left[\frac{d \sigma\left(e e N_{\tau} ; 0\right)}{d k^{2}}\right]^{-1} ;
$$

$$
\begin{equation*}
A\left(T ; k^{2}\right)=\left[\frac{d \sigma\left(e e T_{i}+\right)}{d k^{2}}+\frac{d \sigma(e e T ; 0)}{d k^{2}}+\frac{d \sigma(e e T ;-)}{d k^{2}}\right]\left[\frac{d \sigma\left(e e N_{r i}+\right)}{d k^{2}}+\frac{d \sigma\left(e e N_{r i} 0\right)}{d k^{2}}+\frac{d \sigma\left(e e N_{r} ;-\right)}{d k^{2}}\right]^{-1} \tag{22b}
\end{equation*}
$$

In terms of $\bar{d}$ and $\bar{A}$, the expression for $R^{\prime}$ analogous to Eqs. (2) and (15) is

$$
\begin{equation*}
R^{\prime}(T)=\frac{\int d k^{2} \bar{A}\left(T ; k^{2}\right)\left\{\bar{d}\left(T ; k^{2}\right)\left[\frac{d \sigma\left(\nu_{\mu} \nu_{\mu} N_{r} ;+\right)}{d k^{2}}+\frac{d \sigma\left(\nu_{\mu} \nu_{\mu} N_{\pi}-\right)}{d k^{2}}\right]+\left[1-2 d\left(T ; k^{2}\right)\right] \frac{d \sigma\left(\nu_{\mu} \nu_{\mu} N_{\mu} ; 0\right)}{d k^{2}}\right\}}{2 \int d k^{2} \bar{A}\left(T ; k^{2}\right)\left\{d\left(T ; k^{2}\right)\left[\frac{d \sigma\left(\nu_{\mu} \mu^{-} N_{\pi} ;+\right)}{d k^{2}}+\frac{d \sigma\left(\nu_{\mu} \mu-N_{r i}-\right]}{d k^{2}}\right]+\left[1-2 \tilde{d}\left(T ; k^{2}\right)\right] \frac{d \sigma\left(\nu_{\mu} \mu-N_{r i} 0\right)}{d k^{2}}\right\}} . \tag{23}
\end{equation*}
$$

Equations (20)-(23) are in a form convenient for direct comparison with experimental data, and constitute our principal phenomenological result.
We contique by introducing one further averaging approximation. To the extent that $\bar{d}\left(T ; k^{2}\right)$ and $\bar{A}\left(T ; k^{2}\right)$ are slowly varying functions of $k^{2}$ (and this is suggested by the numerical work of Sec. III) we can replace them by average values $\bar{d}(T)$ and $A(T)$ in the integrals of Eq. (23). The parameter $\bar{A}(T)$ then cancela between numerator and denominator and the integration over $\boldsymbol{k}^{2}$ can be explicitly carried out. We are left with a simple formula relating $R^{\prime}$ to $R$,

$$
\begin{equation*}
R^{\prime}\left(T^{\prime}\right)=R \frac{\bar{d}(T) \tilde{r}\left(\nu_{\mu} \nu_{\mu} N_{\tau}\right)+1-2 \tilde{d}(T)}{\bar{d}(T) \tilde{r}\left(\nu_{\mu} \mu^{-} N_{T}\right)+1-2 d(T)}, \tag{24}
\end{equation*}
$$

with

$$
\begin{align*}
& \bar{r}\left(\nu_{\mu} \nu_{\mu} N_{\tau}\right)=\frac{\sigma\left(\nu_{\mu} \nu_{\mu} N_{\tau} ;+\right)+\sigma\left(\nu_{\mu} \nu_{\mu} N_{\tau i}-\right)}{\sigma\left(\nu_{\mu} \nu_{\mu} N_{\tau} ; 0\right)},  \tag{25}\\
& \bar{r}\left(\nu \mu-N_{T}\right)=\frac{\sigma\left(\nu_{\mu} \mu-N_{\tau i} ;\right)+\sigma\left(\nu_{\mu} \mu^{-} N_{\tau} ;-\right)}{\sigma\left(\nu_{\mu} \mu^{-} N_{\tau} ; 0\right)},
\end{align*}
$$

the charged-pion-to-neutral-pion ratios produced on an average nucleon target by neutral and charged weak currents, reapectively. In the approximation of Eq. (24), nuclear charge-exchange effects are isolated in the aingle parameter $d(T)$. This deacription is particularly useful for giving a aimple comparison of the charge-exchange corrections expected for different nuclear targets $T$.

## E. Discussion

We conclude by pointing out an experimental problem which will limit the direct applicability of the phenomenological results of Eqs. (16)-(23). In all of the above equations, we have assumed that the angular variables of the produced pion are unobserved, which corresponds to an experimental situation in which the acceptance for produced pions is $4 \pi s r$. However, in realistic experiments observing the weak production and electroproduction of pions, the pion acceptance will, in general, be rather small. Since the pion angular distributions do depend on the leptons involved in the production process, ${ }^{11}$ the introduction of acceptance restrictions will tend to spoil the simple relation between nuclear charge-exchange corrections to weak production and electroproduction of pions which we have developed above. There are two possible ways of dealing with this problem. One would be to simply go ahead and apply Eqs. (21)(23) to the limited-acceptance case, interpreting the cross sections on $T$ and $N_{T}$ as being limited to the actual pion acceptance. If both the value of $\bar{d}$ extracted from electroproduction ${ }^{2}$ and the pion charge ratios observed in weak production were found to be only weakly acceptance-dependent, one would have an a posteriori justification for applying the phenomenological recipe of Eq. (23) to the acceptance-limited case. An alternative procedure would be to develop a detailed model for the charge-exchange parameters $d, c$, and $A$, and then to numerically fold these charge-exchange corrections into experimental or theoretical cross sections for pion production on a free-nucleon target, taking acceptance limitations into account. Although, in this approach, one would forego the possibility of direct phenomenological application of electroproduction data, a comparison of the theory with electroproduction experiments on nuclear targets would still be essential to test (and possibly revise) the charge-exchange model. Once validated in this way, the charge-exchange parameters could be substituted into Eqs. (15) and (23) to generate predictions for weak-production experiments. The question of constructing a suitable model for the charge-exchange parameters will be pursued further in Sec. m .

## II. MULTIPLE-SCATTERING MODEL

We proceed in this section to develop a detailed multiple-scattering model for nuclear charge-exchange corrections. Our motivations are, first, to get an estimate of the magnitude of charge-exchange corrections to be expected for various target nuclei, and second, as discussed above, to facilitate comparison with expertment in the real-
istic case in which there are pion acceptance limitations.

## A. Formulation of the model

Our model closely resembles (with differences which we explain below) a successful semiclassical treatment of $\pi^{*}$ production in proton-mucleus collisions which has been given by Sternheim and Silbar. ${ }^{3}$ The ingredients of the model are as follows:
(1) We regard the target mucleus as a collection of independent nucleons, distributed spatially according to the density profile determined by electron scattering experiments. For aluminum and lighter nuclei, it is convenient to parameterize the nucleon density in the so-called "harmonic well" form

$$
\begin{equation*}
\rho(r)=\rho(0) e^{-r^{2} / R^{2}}\left[1+c \frac{r^{2}}{R^{2}}+c_{1}\left(\frac{r^{2}}{R^{2}}\right)^{2}\right] \tag{26}
\end{equation*}
$$

with the values of the various parameters given in Table 1 .
(2) In discussing pion multiple scattering within the target nucleus, we regard the nucleons as fixed within the nucleus, thus neglecting Fermi motion and nucleon recoil effects. [A numerical estimate of the importance of these effects will be made in Sec. III B 2 below.] This approximation allows us to characterize interactions of the plon with the constituent nucleons by a unique center-of-mass energy $W$, related to the lepton energy transfer $k_{0}^{L}$ by Eq. (6b). Through all stages of the multiple scattering we approximate the target nucleus to be isotopically neutral, composed of equal numbers of protons and neutrons. (See Added Note.)
(3) Interactions of pions in the nucleus are

TABLE I. Nuclear density parameters.i.b

| Nucleus $z^{T}{ }^{A}$ | $c$ | $c_{1}$ | $R(F)$ (Ref. $c)$ | $R \rho(0)(F)^{-2}$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }_{5} B^{10}$ | 1 | 0 | 2.45 | 0.251 |
| ${ }_{6} \mathrm{C}^{12}$ | 1.333 | 0 | 2.41 | 0.268 |
| ${ }_{1} \mathrm{~N}^{14}$ | 1667 | 0 | 2.46 | 0.263 |
| ${ }_{8} \mathrm{O}^{14}$ | 1.600 | 0 | 2.75 | 0.247 |
| ${ }_{13} \mathrm{Al}^{24}$ | 2.000 | 0.667 | 1.76 | 0.241 |

${ }^{\text {a }}$ The data are taken from H. R. Collard, L. R. B. Elton, and R. Hofstadter, in Landolt-Bornstein: Numerical Data and Functional Relationships; Nuclear Radii, edited by K.-H. Hellwege (Springer, Berlln, 1967), New Series, Group I, Vol. 2.
${ }^{\text {b }}$ The density $\rho(r)$ is normalized so that $\int d^{3} r \rho(r)=A$.
cFor the first four nuclei, the rma charge radiua is equal to $R$. For aluminum, the rms charge radiua corrasponding to the listed parameters is 2.91 F .
treated in the approxdmation of complete incoherence, involving the use of pion-nucleon cross sections rather than acattering amplitudes in the multiple-scattering calculation. In the region of the $(3,3)$ resonance, pion production and more complex hadron production channels are closed, and so there are only two relevant cross sections. The first is the cross section per nucleon $\sigma_{2 b_{1}}(W)$ for pion absorption via various nuclear processes; for this quantity we use the best-fit value obtained by Sternheim and Silbar in their study of pion production by protons,

where

$$
\begin{equation*}
T_{\nabla}=\frac{W^{2}-\left(M_{y}+M_{z}\right)^{2}}{2 M_{z}} \tag{27}
\end{equation*}
$$

To allow for the considerable uncertainties in this expression for $\sigma_{\text {arr }}$, we examine numerically the effect on the charge-exchange corrections of multiplying Eq. (27) by factors of $\frac{1}{2}$ or 2. (See also Added Note.) The second cross aection needed is the usual elastic cross section for pion-nucleon scattering. Since in the $(3,3)$ region the $I=\frac{1}{2}$ pionnucleon cross aection is very amall, we neglect it entirely and regard all pion-nucleon scattering as proceeding through the $I=\frac{3}{2}$ channel. The elastic cross section is then simply proportional to the cross aection

$$
\begin{equation*}
\sigma_{*+}(W), \tag{28}
\end{equation*}
$$

for which a simple parameterization is given in Appendix C. In order to solve the pion multiplescattering problem, we actually need the differential cross section for elastic scattering; in the approximation of $(3,3)$ dominance, this is given by
with $\phi$ the pion scattering angle.
(4) When a pion is produced by leptons incident on a nucleus or undergoes subsequent rescatterings, with small momentum transfer to the nuclear system, the corresponding production or scattering cross section is reduced by the Pauli exclusion principle. ${ }^{6}$ We take this effect inio account, within the framework of the independent nucleon picture, by multiplying the pion-leptoproduction cross section and the pion-nucleon rescattering cross section by respective reduction factors $g\left(W, k^{2}\right)$ and $h(W, \phi)$. Formulas for these factors are given in Appendix C. Neutrinn quasielastic
scattering experiments at small momentum transfer $k^{2}$ provide some empirical evidence for the presence of the production factor $g$. The argument for including $h$ is less compelling, since we are using a semiclassical picture, with fixed constituent nucleons, for treating the pion multiple scattering in the nuclear medium, and in a semiclassical picture there are no Pauli effects. To take this objection ${ }^{13}$ into account, in the numerical work below we also calculate results for the case in which $h$ is replaced by unity.
(5) The approximation of keeping only $I=\frac{3}{2}$ pionnucleon acattering allows us to reduce the problem of calculating the charge-exchange matrix $M$ to a one-component acattering problem. To see this we let

$$
\psi_{i}=\left(\begin{array}{l}
n_{i}\left(\pi^{+}\right)  \tag{30}\\
n_{i}\left(\pi^{0}\right) \\
n_{i}\left(\pi^{-}\right)
\end{array}\right)
$$

denote the pion charge multiplicities initially present in a beam of pions, at a fixed isobar energy W. A simple isospin Clebsch analysis then shows that when the pion beam undergoes a single scattering on an equal mixture of protons and neutrons through the $I=\frac{3}{2}$ channel, the effect is to replace $\psi$ by $Q \psi$, with $Q$ the matrix

$$
Q=\left(\begin{array}{lll}
\frac{b}{6} & \frac{1}{6} & 0  \tag{31}\\
\frac{1}{6} & \frac{2}{3} & \frac{1}{8} \\
0 & \frac{1}{6} & \frac{4}{6}
\end{array}\right)
$$

Obviously, the natural way to describe a multiplescattering process in which $Q$ acts on $\psi$ repeatedly is to decompose $\psi$ into a sum of eigenvectors of Q. These eigenvectors, with their corresponding eigenvalues $\lambda$, are

$$
\begin{align*}
& q_{1}=\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right), \quad \lambda_{1}=1 \\
& q_{2}=\left(\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right), \quad \lambda_{2}=\frac{1}{6}  \tag{32}\\
& q_{3}=\left(\begin{array}{r}
1 \\
-2 \\
1
\end{array}\right), \quad \lambda_{3}=\frac{1}{2}
\end{align*}
$$

and the decomposition reads

$$
\begin{align*}
& \psi=\sum_{i=1}^{3} C_{n} q_{A}, \\
& C_{1}=\frac{1}{3}\left[n_{1}\left(\pi^{+}\right)+n_{1}\left(\pi^{0}\right)+n_{i}\left(\pi^{-}\right)\right], \\
& C_{2}=\frac{1}{2}\left[n_{1}\left(\pi^{+}\right)-n_{1}\left(\pi^{-}\right)\right],  \tag{33}\\
& C_{3}=-\frac{1}{3} n_{1}\left(\pi^{0}\right)+\frac{1}{6}\left[n_{i}\left(\pi^{+}\right)+n_{1}\left(\pi^{-}\right)\right] .
\end{align*}
$$

The effect of a multiple-scattering process on Eq. (33) will be to lead to a final pion multiplicity state $\psi_{f}$, related to $\psi_{i}$ by

$$
\begin{equation*}
\psi_{t}=\sum_{t=1}^{2} f\left(\lambda_{*}\right) c_{*} q_{k}, \tag{34}
\end{equation*}
$$

with $f(\lambda)$ a function of the eigenvalue $\lambda$ which contains all geometric and dynamical information concerning nuclear parameters, magnitudes of cross sections, etc. Taking now $\psi_{1}$ to be the initial distribution of lepto-produced pions in target $T$,

$$
\phi_{1}=g\left(W, k^{2}\right)\left[\begin{array}{l}
\frac{d^{2} \sigma\left(l l^{\prime} N_{r i}+\right)}{d k^{2} d k_{0}^{L}}  \tag{35}\\
\frac{d^{2} \sigma\left(l l^{\prime} N_{r} ; 0\right)}{d k^{2} d k_{0}^{L}} \\
\frac{d^{2} \sigma\left(l l^{\prime} N_{r i}-\right)}{d k^{2} d k_{0}^{L}}
\end{array}\right]
$$

and $\psi$, to be the distribution of exiting pions,

$$
\phi_{f}=\left[\begin{array}{c}
\frac{d^{2} \sigma\left(l l^{\prime} T ;+\right)}{d k^{2} d k_{0}^{L}}  \tag{36}\\
\frac{d^{2} \sigma\left(l l^{\prime} T ; 0\right)}{d k^{2} d k_{0}^{L}} \\
\frac{d^{2} \sigma\left(l l^{\prime} T ;-\right)}{d k^{2} d k_{n}^{L}}
\end{array}\right],
$$

we find that the connection of Eq. (34) takes the form of Eqs. (7) and (12), with

$$
\begin{align*}
& A=g\left(W, k^{2}\right) a, \quad a=f(1) \\
& c=\frac{1}{3}-\frac{1}{2} f\left(\frac{5}{6}\right) / f(1)+\frac{1}{6} f\left(\frac{1}{2}\right) / f(1),  \tag{37}\\
& d=\frac{1}{9}\left[1-f\left(\frac{1}{2}\right) / f(1)\right] .
\end{align*}
$$

(6) We turn finally to the function $f(\lambda)$, which contains the dynamical details of pion multiple scattering in the nucleus. The precise statement of the problem defining $f(\lambda)$ is as follows: We introduce an initial distribution of monoenergetic pions into a nucleus, with the pion density proportional to the nuclear density [given by Eq. (26)]. The pions are multiply scattered, with absorption cross section given by Eq. (27) and with elastic scattering cross section given by Eq. (29). At each elastic scattering the pion number is multiplied by a factor $\lambda$. The function $f(\lambda)$ is then defined as the expected number of pions eventually emerging from the nuclear medium, normalized to unit integrated initial pion density.

To get a simple (and, it turns out, surprisingly accurate) approximation to $f(\lambda)$, we replace the actual angular distribution [Eq. (29) times $h(W, \cos \phi)]$ by a modified elastic scattering distribution, in which all forward-hemisphere scattering ( $0 \leqslant \phi \leqslant \pi / 2$ ) is projected onto the forward direction ( $\phi=0$ ), and all backward-hemisphere scattering ( $\pi / 2 \leqslant \phi \leqslant \pi$ ) is projected onto the backward direction ( $\phi=\pi$ ). In this approximation, once a pion is produced in the nucleus, it scatters back and forth along its initial line of motion until it either is absorbed or it leaves the nucleus. Since both the initial pion distribution and the interaction probabilities are proportional to nucleon density, the nucleon density profile along the line can be scaled out of the problem by an appropriate change in length variable. Thus, for each line passing through the nucleus the expected fraction of pions which exit is independent of the density profile along the line, but depends only on the integrated density along the line (the so-called optical thickness), which we denote by $L$. Once we have solved for the one-dimensional exit fraction $f(\lambda, L)$, we need only average over the distribution of optical thickness in the mecleus to get an expression for $f(\lambda)$.
To put these remarks in quantitative form, let us take the central nucleon density $\rho(0)$ as the "standard density" relative to which densities elsewhere in the nucleus are measured. For given impact parameter $b$ relative to the center of the nucleus, the optical thickness is then given by

$$
\begin{align*}
L(b) & =\int_{-=} d z e^{-\left(2^{2+b^{2}}\right) / R^{2}}\left[1+c\left(\frac{z^{2}+b^{2}}{R^{2}}\right)+c_{1}\left(\frac{z^{2}+b^{2}}{R^{2}}\right)^{2}\right] \\
& =R \pi^{1 / 2} e^{-D^{2} / R^{2}}\left\{1+c\left(\frac{1}{2}+\frac{b^{2}}{R^{3}}\right)+c_{1}\left[\frac{3}{4}+\frac{b^{2}}{R^{2}}+\left(\frac{b^{2}}{R^{2}}\right)^{2}\right]\right\} . \tag{38}
\end{align*}
$$

Averaging over impact parameters, the relation between $f(\lambda)$ and $f(\lambda, L)$ is given by

$$
\begin{equation*}
\rho(\lambda)=\frac{\int_{0}^{-} b d b L(b) f(\lambda, L(b))}{\sqrt{6} b d b L(b)} \tag{39}
\end{equation*}
$$

The one-dimensional problem defining $f(\lambda, L)$ is formulated precisely as follows: We consider a uniform one-dimensional medium of length $L$, in which pions are uniformly initially produced moving (say) to the right. The pions propagate in the medium with inverse interaction length $\kappa$, given in terms of the nucleon density and the absorption and scattering cross sections by

$$
\begin{align*}
& \kappa=\rho(0) \sigma_{10 c}, \\
& \sigma_{\mathrm{wol}}=\sigma_{\mathrm{b}_{1}}(W)+\frac{1}{3} \sigma_{\mathrm{\Sigma}+\rho}(W)\left[h_{+}(W)+h_{-}(W)\right] . \tag{40}
\end{align*}
$$

The factors $h_{+}$and $h_{-}$describe the forward- and backward-hemisphere projections of the Pauli reduction factor $h(W, \phi)$,

$$
\begin{align*}
& h_{+}=\frac{1}{2} \int_{0}^{t / 2} \sin \phi d \phi\left(1+3 \cos ^{2} \phi\right) h(W, \phi), \\
& h_{-}=\frac{1}{2} \int_{-1 / 2}^{\pi} \sin \phi d \phi\left(1+3 \cos ^{2} \phi\right) h(W, \phi), \tag{41}
\end{align*}
$$

and are explicitly calculated in Appendix C. At each interaction the pions are forward-scattered with probability $\mu_{+}$and back-scattered with probability $\mu_{\text {. ( }}$ (and, of course, absorbed with probability $1-\mu_{+}-\mu_{-}$), with

$$
\begin{equation*}
\mu_{t}=\frac{1}{3} \sigma_{*}+(W) h_{*}(W) / \sigma_{\text {tot }}, \tag{42}
\end{equation*}
$$

and, concomitantly with each scattering, the pion number is multiplied by a factor $\lambda$. The desired quantity $f(\lambda, L)$ is the expected number of pions eventually emerging from the medium, normalized to unit integrated initial pion density. An explicit expression for $f$ is calculated in Appendix A [see Eq. (A12) and Eqs. (A25)-(A27)], as well as expressions for $f_{+}$and $f_{-}$, the expected fractions of pions eventually emerging with and without a net reversal of direction of motion along the line. In Appendix $B$ we compare the approximate solution for $f(\lambda)$ given by Eq. (39) with the exact solution in the simple geometry of a uniform sphere composed of material which scatters isotropically, and find very satisfactory agreement. Since the actual angular distribution of interest to us, $1+3$ $\cos ^{2} \phi$, is already peaked in the backward and forward directions, ${ }^{14}$ our approximation should be at least as accurate for this case as it is for handling isotropic scattering.

This completes the specification of our multiplescattering model. As we have already noted, it closely resembles the calculation of Sternheim
and Silbar, and the reader is referred to Ref. 3 for an excellent, detailed analysis of the approximations and physical assumptions which are involved. The aspects in which our model differs from that of Ref. 3 are the following: (1) We take into account the diffuseness of the nuclear edge, rather than treating the nucleon distribution as a uniform sphere; (2) we take Pauli exclusion effects into account in a crude way; and (3) we use an improved approximation for solving the pion mul-tiple-scattering problem. Instead of using the back-forward approximation described above, Sternheim and Silbar use the considerably less accurate approximation of treating all scattering as purely forward scattering. A comparison of their approximation with the exact solution, in the case of a uniform sphere composed of material which scatters isotropically, is given in Appendix B.
B. Numerical calculations

We turn now to numerical calculations, in which we combine our model for nuclear charge-exchange corrections with the theory of electroproduction and weak production of pions from freenucleon targets developed in Rei. 5. For the hadronic weak neutral current, we adopt the Wein-berg-model form ${ }^{16}$

$$
\begin{equation*}
J_{\lambda}^{\text {nuval }}=J_{\lambda}^{V_{3}}+J_{\lambda}^{\lambda^{3}}-2 \sin ^{2} \theta_{w} J_{\lambda}^{\mathrm{em}} ; \tag{43}
\end{equation*}
$$

we will say a few words below about variants of this model in which Eq. (43) contains an additional isoscalar current. We assume throughout an incident lab neutrino energy $k_{10}^{L}=1 \mathrm{GeV}$ and a nucleon elastic form factor ${ }^{2}$

$$
\begin{equation*}
g_{A}\left(k^{2}\right)=\frac{1.24}{\left[1+k^{2} /(0.9 \mathrm{GeV} / c)^{2}\right]^{2}} \tag{44}
\end{equation*}
$$

and take integrations over the (3, 3)-resonance region to extend from the pion production threshold up to a maximum isobar mass of $W=1.47 \mathrm{GeV}$. In our calculations on aluminum, we weight the freenucleon production cross sections according to the actual neutron/proton ratio in aluminum (i.e., we take $N_{T}=13 p+14 n$ ), but as emphasized above, we adopt the approximation of isotopic neutrality in calculating charge-exchange corrections.

> 1. Calculation of $R^{\prime}$ from Eq. (15) (with Fermi motion neglected)

In Table II we present results for the ratio $R^{\prime}$ on an aluminum target, calculated by using Eq. (15) to fold the $W$-dependent charge-exchange matrix into the production cross sections from a free-nucleon target at rest [i.e., we neglect the Fermi-motion average symbolized by the sub-
script $F$ in Eq. (15)]. In the second column we tabulate

$$
\begin{equation*}
R\left(N_{T}\right)=\frac{\sigma\left(\nu_{\nu}+N_{T}-\nu_{\mu}+N_{T}^{\prime}+\pi^{0}\right)}{2 \sigma\left(\nu_{\mu}+N_{T}-\mu^{-}+N_{T}^{\prime \prime}+\pi^{0}\right)}, \tag{45}
\end{equation*}
$$

which is the ratio predicted by the production model when no charge-exchange corrections are made. In the third through seventh columns we tabulate values of the charge-exchange-corrected ratio $R^{\prime}$ obtained under various alternative assumptions. The column labeled "no variations" is the result obtained from the multiple-scattering model of Sec. MI A above; the next three columns show how this result changes when the Fauli factors $h$ in Eqs. (40) and (42) are replaced
by unity, or when the absorption cross section of Eq. (27) is modified. The predictions for $\boldsymbol{R}^{\prime}$ are evidently quite insensitive to these variations. The seventh column gives the result for $R^{\prime}$ when all isoscalar multipoles are omitted. Since the isoscalar multipoles only contribute quadratically to $R^{\prime},{ }^{\text {to }}$ this column gives a lower bound on $R^{\prime}$ for any variant of the Weinberg theory in which the hadronic neutral current differs from Eq. (43) by purely isoscalar terms. In the final column we have used our production and charge-exchange calculations to generate simulated pion weak-production and electroproduction cross sections on aluminum, which are then used to evaluate the lower bound on $R^{\prime}$ derived by Albright et al. ${ }^{17}$ in the Iso-scalar-target approximation,

$$
\begin{align*}
& R^{\prime}\left({ }_{19} \mathrm{Al}^{27}\right) \geqslant \frac{1}{4}\left\{\left[\bar{r}\left(\nu_{\mu} \mu^{-}{ }_{19} \mathrm{Al}^{27}\right)-1\right]^{1 / 2}-2 \sin ^{2} \theta_{v}\left[\frac{V_{j}^{0}}{\sigma\left(\nu_{\mu} \mu^{-}{ }_{13} \mathrm{Al}^{27} ; 0\right)}\right]^{1 / 2}\right\}^{2}, \\
& \tilde{r}\left(\nu_{\mu} \mu^{-}{ }_{13} \mathrm{Al}^{27}\right)=\frac{\sigma\left(\nu_{\mu} \mu^{-}{ }_{13} \mathrm{Al}^{27} ;+\right)+\sigma\left(\nu_{\mu} \mu^{-}{ }_{13} \mathrm{Al}^{27} ;-\right)}{\sigma\left(\nu_{\mu} \mu^{-}{ }_{13} \mathrm{Al}^{27} ; 0\right)}  \tag{46}\\
& V_{\Delta m}^{0}=\frac{G^{2} \cos ^{2} \theta_{C}}{\pi} \frac{1}{4 \pi \alpha^{2}} \int\left(k^{2}\right)^{2} d k^{2} \frac{d \sigma\left(e e_{19} \mathrm{Al}^{27} ; 0\right)}{d k^{2}} .
\end{align*}
$$

We see that the bound of Eq. (46) provides a satisfactory estimate of $R^{\prime}$ for small values of $\sin ^{2} \theta_{w}$.
We turn next to Table III, where we have tabulated charged-pion to neutral-pion production ratios for the usual charged weak current. The first column gives the standard 5:1 prediction for an isotopically neutral target, assuming complete $I=\frac{3}{2}$ dominance. When $I=\frac{1}{2}$ multipoles are taken into account, ${ }^{18}$ the prediction is lowered to $3.67: 1$,
as shown in the second column. Finally, in the third column we give the prediction of 2.63:1 which results when Eq. (15) and its analog for charged plons are used to fold in charge-exchange corrections for aluminum. ${ }^{18}$ It would obviously be very desirable to try to check this prediction for $\bar{r}$ simultaneously with the experimental determination of $R^{\prime}$.

TABLE D. Calculations of $R^{\prime}\left({ }_{19} A 1^{29}\right)$ based on Eq. (15).

| $\sin ^{2} \theta_{v}$ | $\boldsymbol{R}\left(N_{T}\right)^{\text {a }}$ | $R^{\prime}\left(1 S^{A} 1^{2 i}\right)$ |  |  |  | Isascalar multipoles cmitted | SHmulated Albight ed al. lower bound on $R^{\prime}\left(1, A^{12}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { No } \\ \text { variationa } \end{gathered}$ | Paulifactors $h-1$ | with $\frac{1}{3} \sigma_{\text {nbu }}$ | with <br> $20 \cdot b_{1}$ |  |  |
| 0 | 0.697 | 0.422 | 0.396 | 0.411 | 0.435 | 0.422 | 0.408 |
| 0.1 | 0.573 | 0.346 | 0.325 | 0.337 | 0.356 | 10.346 | 0.321 |
| 0.2 | 0.465 | 0.280 | 0.264 | 0.273 | 0.289 | 0.280 | 0.245 |
| 0.3 | 0.374 | 0.225 | 0.212 | 0.220 | 0.232 | 0.225 | 0.179 |
| 0.4 | 0.300 | 0.180 | 0.170 | 0.176 | 0.186 | 0.180 | 0.123 0.078 |
| 0.5 | 0.242 | 0.146 | 0.138 | 0.143 | 0.150 | 0.145 0.120 | 0.048 |
| 0.6 | 0.200 | 0.122 | 0.115 | 0.119 | 0.125 | 0.106 | 0.019 |
| 0.7 | 0.175 | 0.108 | 0.102 | 0.106 | 0.107 | 0.102 | 0.004 |
| 0.8 | 0.166 | 0.104 | 0.099 | 0.102 | 0.113 | 0.108 | 0.000 |
| 0.9 | 0.174 | 0.111 | 0.106 | 0.109 | 0.131 | 0.125 | 0.006 |
| 1.0 | 0.198 | 0.128 | 0.123 |  |  |  |  |

( Adlar
 [Phys. Rev. D g, 229 (1974)), because we have reduced culation, and have also waighted the [See Eq. (44)] from 1.0 to $0.9 \mathrm{GeV} / \mathrm{c}$ in the proval neutron/proton ratio in aluminum.
production cross aections according to the actual neutron proton ratio alum.

TABLE III. Charged-plon-to-neutral-pion ratio $\overline{\boldsymbol{r}}\left(\nu_{\mu} \mu^{-} T\right)$.

| $\begin{gathered} \overline{\mathcal{F}}\left(\nu_{\mu} \mu^{-} n+p\right) \\ \text { pure }(3,9) \\ \text { approximation } \end{gathered}$ | $\begin{gathered} \bar{Y}\left(\nu_{\mu} \mu^{-} N_{\tau}\right) \\ \text { with } I=\frac{1}{2} \\ \text { corrections } \end{gathered}$ | $\bar{r}^{\prime}\left(\nu_{\mu} \mu^{-}{ }_{13^{A}} \mathrm{~A}^{22}\right)$ from Eq. (15) and charged-pion analog | $\begin{aligned} & \tilde{r}^{\prime}\left(\nu_{\mu} \mu^{-}{ }_{19} \mathrm{Al}^{27}\right) \\ & \text { from } \mathrm{Eq} .(48) \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| 5 | 9.67 | 2.63 | 2.68 |

## 2. Averaging approximations, comparison of different nuclei, and estimate of mucleon motion effects

We conclude with a test of the averaging approximations introduced in Sec. II and a discussion of related topics. To study Eqs. (20)-(23), we fold together the electroproduction and charge-exchange models, as in Eq. (15), to give simulated data for pion electroproduction cross sections on aluminum. Substituting this data Into Eqs. (21) and (22) then gives the values for $\bar{d}$ and $\bar{A}$ tabulated in Table IV. The charge-exchange parameters obtained this way are seen to be nearly independent of the incident electron energy $k_{10}^{L}$, and are slowly varying functions of $\boldsymbol{k}^{2}$ except in the region $\boldsymbol{k}^{2} \leqslant 0.3$, where Pauli exclusion effects and $I=\frac{1}{2}$ multipoles arising from the pion exchange graph become important. Substituting the $2-\mathrm{GeV} / c$ values of $\bar{d}$ and $A$ into Eq. (23), and continuing to use our production model for the neutrino cross sections, gives the values of $R^{\prime}$ tabulated in the second column of Table V. In the third column we transcribe from Table II the values of $R^{\prime}$ obtained directly from Eq. (15); the good agreement indicates that the averaging approximation is working.
We turn next to the "double-averaged" approximation of Eqs. (24) and (25). We define the tilded charge-exchange parameters by averaging the charge-exchange matrix over the leading $W$-dependent part of the production cross section as obtained in the static approximation ${ }^{20}$ :

$$
\begin{align*}
& \bar{f}(\lambda)=\frac{\int d W q(W)^{-1} \sigma_{(9, s)}(W) f(\lambda)}{\int d W q(W)^{-1} \sigma_{(3,3)}(W)}, \\
& \bar{a}=f(1),  \tag{47}\\
& \varepsilon=\frac{1}{3}-\frac{1}{2} f\left(\frac{3}{8}\right) / \bar{f}(1)+\frac{1}{d} \tilde{f}\left(\frac{1}{2}\right) / f(1), \\
& d=\frac{1}{3}\left[1-\bar{f}\left(\frac{1}{2}\right) / f(1)\right]
\end{align*}
$$

Expressions for the resonant pion-nucleon scattering cross section $\sigma_{(s, s)}(W)$ and the pion momentum $q(W)$ are given in Appendix C. Evaluating Eq. (47) for aluminum gives $\bar{d}\left({ }_{1 g} A 1^{27}\right)=0.162$, which, when substituted into Eq. (24) along with the charged-to-neutral ratios tabulated in the second and third columns of Table VI, gives the predictions for $R^{\prime}$ tabulated in the fourth column. These agree well with the corresponding values of $R^{\prime}$ obtained directly from Eq. (15). As another test of the "double averaged" approximation, we consider the formula giving the charge-exchange corrections to the charged-to-neutral ratio $\bar{r}$,

Substituting $\bar{r}=3.67, \bar{d}=0.162$ into Eq. (48) gives $\bar{r}^{\prime}=2.68$, as tabulated in the final column of Table III. This again is in close agreement with the value of $\bar{r}^{\prime}$ obtained directly from Eq. (15).

As we remarked in Sec. $I$, the double-averaged approximation provides a convenient format for comparing charge-exchange effects in different
 charge-exchange correction models.

| $k^{2}(\mathrm{GeV} / c)^{2}$ | $k_{10}^{L}=2 \mathrm{GeV} / \mathrm{c}$ |  | $h_{10}^{\frac{L}{0}}=6 \mathrm{GeV} / \mathrm{c}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\bar{d}\left(13 \mathrm{Al}^{27} ;{ }^{2}{ }^{2}\right)$ | $\bar{A}\left(1 \mathrm{Al}^{27} ;{ }^{2}\right)$ | $\bar{d}\left({ }_{15} \mathrm{Al}^{27} ; k^{2}\right)$ | $\bar{A}\left({ }_{19} \mathrm{Al}^{27} \mathrm{~m}^{2}\right)$ |
| 0 | 0.191 | 0.606 | 0.188 | 0.608 |
| 0.1 | 0.181 | 0.688 | 0.179 | 0.682 |
| 0.2 | 0.169 | 0.702 | 0.167 | 0.694 |
| 0.3 | 0.164 | 0.702 | 0.162 | 0.694 |
| 0.4 | 0.160 | 0.698 | 0.158 | 0.690 |
| 0.6 | 0.157 | 0.694 | 0.154 | 0.684 |
| 0.8 | 0.156 | 0.680 | 0.152 | 0.680 |
| 1.0 | 0.155 | 0.690 | 0.150 | 0.676 |
| 1.4 | 0.155 | 0.688 | 0.147 | 0.672 |
| 1.8 | 0.156 | 0.686 | 0.145 | 0.666 |

TABLE V. Test of firat averaging approximation for $R^{\prime}\left({ }_{19} A l^{27}\right)$.

| $\sin { }^{29}{ }^{6}$ | $R^{\prime}\left({ }_{19} \mathrm{Al}^{29}\right)$ |  |
| :---: | :---: | :---: |
|  | From Eq. (23) | From Eq. (15) |
| 0 | 0.433 | 0.422 |
| 0.1 | 0.355 | 0.346 |
| 0.2 | 0.288 | 0.280 |
| 0.3 | 0.232 | 0.225 |
| 0.4 | 0.186 | 0.180 |
| 0.5 | 0.151 | 0.146 |
| 0.6 | 0.127 | 0.122 |
| 0.7 | 0.113 | 0.108 |
| 0.8 | 0.108 | 0.104 |
| 0.8 | 0.116 | 0.111 |
| 1.0 | 0.134 | 0.128 |

nuclei. In Table VII we have tabulated the chargeexchange parameters $\tilde{\tilde{d}}, \tilde{c}$, and $d$ for a range of light and medium-weight nuciei up to aluminum. The key point to notice is that the parameter $d$ is slowly varying, indicating that charge-exchange effects in different medium-weight targets, such as, for example, freon (CF, Br) and aluminum, should be quite similar.

Finally, we apply the double-averaged approximation to estimate the effect on our numerical results of including nucleon Fermi motion and nucleon recoil. Obviously, to include nucleon motion in a realistic way one would have to go outside the framework of the one-apeed scattering theory used above, since once the nucleons are not regarded as fixed the pion changes energy in each collision. Rather than attempting to follow these energy changes in detail (which would require an elaborate numerical calculation), we adopt a simple approximation which can be treated by the methods used above. We observe that in the (3, 3)-resonance region typical nucleon recoll momenta are of the same order as the nucleon Fermi momentum ( $\sim 1.6 M_{\mathrm{z}} / c$ ); hence a rough estimate of nucleon-
recoll and Fermi-motion effects should be given by the simple randomizing approximation of regarding the pion energy as a constant throughout Its motion in the nucleus, but replacing the pionproduction and charge-exchange-scattering cross sections by corresponding cross sections which are smeared over nucleon Fermi motion. Evaluating Eq. (47) using these smeared cross sections gives $d\left({ }_{19} A i^{27}\right)=0.142$, as compared with the value of 0.162 which results when nucleon motion is neglected. We see that the change in $d$ is relatively amall and is in the direction of reducing the size of charge-exchange effects; we expect these qualltative features to survive in a more careful treatment of nucleon-motion effects. In Table VIII we summarize the values of $d\left({ }_{1}, \mathrm{Al}^{27}\right)$ obtained in our original model and when various modifications are made.

## C. Pion angular distributions

Up to this point we have only discussed chargeexchange corrections to cross sections in which the pion angular variables have been integrated out. Our model, however, makes specific predictions for angular distributions as well, and although they are much more subject to error than the Integrated predictions, ${ }^{21}$ they are essential for describing experimental situations in which the pion acceptance is limited. To describe the angular distribution predictions, we let the column vector

$$
d \sigma\left(N_{T} \hat{q}\right)=\left(\begin{array}{l}
d \sigma\left(N_{\Gamma} \hat{q} ;+\right)  \tag{49}\\
d \sigma\left(N_{T} \hat{q} ; 0\right) \\
d \sigma\left(N_{T} \hat{q} ;-\right)
\end{array}\right)
$$

denote the free-nucleon-target pion-production cross section, with the pion emerging in direction q. In the backward-forward acattering approximation, after undergoing nuclear interactions the

TABLE VI. Test of second averaging approximation for $R^{\prime}\left({ }_{13} A l^{27}\right)$.

| $\sin ^{2} \theta_{v}$ | $F\left(\nu_{\mu} \nu_{\mu} N_{T}\right)$ | $\bar{r}\left(\nu_{\mu} \mu-N_{T}\right)$ | $R^{\prime}\left({ }_{13} \mathrm{Al}^{\text {n }}\right.$ ) |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | From Eq. (24) | From Eq. (15) |
| 0 | 0.692 | 3.67 | 0.432 | 0.422 |
| 0.1 | 0.697 | 3.67 | 0.356 | 0.346 |
| 0.2 | 0.707 | 3.67 | 0.289 | 0.280 |
| 0.3 | 0.727 | 3.67 | 0.234 | 0.225 |
| 0.4 | 0.763 | 3.67 | 0.189 | 0.180 |
| 0.5 | 0.820 | 3.67 | 0.154 | 0.146 |
| 0.6 | 0.903 | 3.67 | 0.129 | 0.122 |
| 0.7 | 1.01 | 3.67 | 0.116 | 0.108 |
| 0.8 | 1.12 | 3.67 | 0.112 | 0.104 |
| 0.9 | 1.19 | 3.67 | 0.118 | 0.111 |
| 1.0 | 1.22 | 3.67 | 0.136 | 0.128 |

TABLE VII. Averaged charge-exchange parameters for various nuclei.

| Nucleus | a | $\tau$ | d |
| :---: | :---: | :---: | :---: |
| ${ }_{5} \mathrm{~B}^{10}$ | 0.848 | 0.0363 | 0.125 |
| ${ }^{\text {c }} 12$ | 0.811 | 0.0450 | 0.138 |
| ${ }_{7} \mathrm{~N}^{14}$ | 0.790 | 0.0498 | 0.144 |
| $8_{8} \mathrm{O}^{18}$ | 0.807 | 0.0460 | 0.138 |
| ${ }_{19} \mathrm{Al}^{27}$ | 0.724 | 0.0642 | 0.162 |

pion can emerge either in direction $\vec{q}$ or with reversed direction - $\mathbf{q}$. In Appendix A, In addition to calculating the total expected fraction of emerging pions $f(\lambda, L)$, we also calculate the expected fractions $f_{+}(\lambda, L), f_{-}(\lambda, L)$ which emerge, respectively, with or without a net change in direction. Using these to define a forward charge-exchange matrix $M_{\text {. }}$ and a backward matrix $M_{-}$in analogy with Eqs. (12), (37), and (39),

$$
\begin{align*}
& {\left[M_{ \pm}\right]=A_{i}\left(\begin{array}{ccc}
1-c_{ \pm}-d_{i} & d_{i} & c_{i} \\
d_{i} & 1-2 d_{i} & d_{ \pm} \\
c_{1} & d_{i} & 1-c_{ \pm}-d_{i}
\end{array}\right),} \\
& A_{i}=g\left(W, k^{2}\right) a_{k}, \quad a_{t}=f_{t}(1) \\
& c_{t}=\frac{1}{5}-\frac{1}{2} f_{t}\left(\frac{5}{8}\right) / f_{t}(1)+\frac{1}{8} f_{t}\left(\frac{1}{2}\right) / f_{t}(1) \text {, }  \tag{50}\\
& d_{i}=\frac{1}{3}\left[1-f_{i}\left(\frac{1}{2}\right) / f_{t}(1)\right] \text {, } \\
& f_{ \pm}(\lambda)=\frac{\int_{u}^{\infty} b d b L(b) f_{ \pm}[\lambda, L(b)]}{\int_{0}^{\infty} b d b L(b)},
\end{align*}
$$

we get for the charge-axchange-corrected pion angular distribution

$$
\begin{equation*}
d \sigma(T \hat{q})=\left[M_{+}\right] d \sigma\left(N_{T} \hat{q}\right)+\left[M_{-}\right] d \sigma\left(N_{T}-\grave{q}\right) . \tag{51}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left[M_{*}\right]+\left[M_{-}\right]=[M] \tag{52}
\end{equation*}
$$

Eq. (51) implies that

$$
\begin{equation*}
d \sigma(T \hat{q})+d \sigma(T-\hat{q})=[M]\left[d \sigma\left(N_{\Gamma} \bar{q}\right)+d \sigma\left(N_{\tau}-\hat{q}\right)\right], \tag{53}
\end{equation*}
$$

and so Eq. (51) reduces to our previous result for charge-exchange corrections when integrated over pion angle.

## Iv. CONCLUSIONS

We briefly summarize the results of the preceding sections, with particular emphasis on their
implications for further experimental and theoretical work.
(1) Our model calculations confirm the suggestion of Perkins ${ }^{2}$ that charge-exchange corrections to weak pion production are a substantial effect, even for relatively light nuclear targets. To improve our understanding of these corrections it is important to do the analogous pion electroproduction experiments on nuclear targets, both to implement the phenomenological procedures of Sec. II and to teat the predictions of the detailed multiple-scattering model of Sec. III. In the context of the mul-tiple-scattering model these electroproduction experiments have an independent nuclear physics interest, since they will permit a determination of the pion absorption cross section $\sigma_{a s}(W)$ entering into the Sternheim-Silbar ${ }^{9}$ calculation, independent of assumptions about the magnitude of proton absorption in nuclear matter.
(2) Again, in the context of the multiple-scattering model, it is important to repeat the calculations of Sternheim and Silbar using the improved scattering approximation developed in Sec. II and Appendix A (as extended ${ }^{9}$ to the case of a neutron excess). This will permit the extraction of an optimized pion absorption cross section $\sigma_{a b s}(W)$ appropriate to the precise model which we use, and hopefully, may reduce some of the remaining areas of disagreement between the Sternheim-Silbar calculation and experiment.
(3) Our calculations auggest that the ratio $R^{\prime}\left({ }_{1 g} \mathrm{Al}^{27}\right)$ is larger than about 0.18 when the Weinberg parameter is in the currently interesting ${ }^{2}$ range $\sin ^{2} \theta_{w} \leq 0.35$. We do not attach great algnificance to the fact that this theoretical estimate of $R^{\prime}$ exceeds the upper bound of 0.14 reported by $W$. Lee, ${ }^{1}$ since the discrepancy is easily of the or der of uncertainties in the predictions of our production and charge-exchange models. We believe that a reasonably conservative statement is that if the hadronic neutral weak current has (up to isoscalar additions) the form of Eq. (43), and if $\sin ^{2} \theta_{N} \leq 0.35$, then $R^{\prime}$ on an aluminum target is in the neighborhood of a $15 \%$ effect. Thus, an experiment capable of measuring $R^{\prime}$ to a level of a few percent will provide a decisive test of Eq. (43), and if Eq. (43) is correct, should permit a crude determination of $\sin ^{2} \theta_{W}$.

Added note. A more recent calculation of pro-ton-induced pion production on nuclear targets by

TABLE VIII. Effect of modifications of the model on $\overline{\text { ( }}\left({ }_{1 j} A 1^{29}\right)$.

|  | No variationa | Nucleon mation included | Paull factors $h-1$ | with tost | with $2 \sigma_{\mathrm{m}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $d\left(1 S^{\text {Al }}\right.$ 27 $)$ | 0.162 | 0.142 | 0.187 | 0.175 | 0.145 |

R. R. Silbar and M. M. Sternheim [Phys. Rev. C 8, 492 (1973)] gives a best-fit $\sigma_{\text {ab, }}$ given by

$$
\sigma_{\text {sba }}(W)=\left\{\begin{array}{l}
30 \mathrm{mb} \times \frac{T_{\%}}{1.433 M_{\pi}}, \quad T_{*}<1.433 M_{\pi}  \tag{AN1}\\
51.3 \mathrm{mb}\left(1-\frac{T_{r}}{3.455 M_{*}}\right), \quad 1.433<T_{\nabla}<3.455 M_{\%} .
\end{array}\right.
$$

Equation (AN1) is substantially larger than Eq. (27) in the region of low pion energy; Silbar and Sternheim attribute this difference largely to the inclusion of various nuclear corrections in their new calculation. Although it may not be consistent to use Eq. (AN1) in a model, such as ours, in which most of these nuclear corrections are neglected, we have nonetheless repeated the computation of Table II using Eq. (AN1), instead of Eq. (27), for $\sigma_{\mathrm{ta}}$. The effect is to give values of $R^{\prime}$ which are about 17\% larger than those tabulated in column 3 of Table II.

We have also repeated our calculations using the work of Ref. 9 to take the neutron excess in ${ }_{15} \mathrm{Al}^{27}$ into account. The effect is to reduce $R^{\prime}$ by about 2.5\% as compared with column 3 of Table II, indicating that the approximation of isotopic neutrality is a good one for ${ }_{19} \mathrm{Al}^{27}$. This calculation also suggests that our neglect of changes in the nuclear isospin in the course of the multiple-scattering process (see Sec. IIIA 2) should cause an error of perhaps $10 \%$ at most in $R^{\prime}$. Similarly, in analyzing the structure of $M$ in Sec. IIC we have implicitly neglected a possible change in the nuclear isospin arising from the pion production step (i.e., we continue to treat an initially $I=0$ nucleus as being in an $I=0$ state after the pion is produced); again, for nuclei which are not very light, the error resulting from making this approximation should be small and the three-parameter form given in Eq. (12) should give a reasonably good description of $M$.
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## APPENDIX A: ONE - DIMENSIONAL SCATTERING PROBLEM

In this appendix we solve the one-dimensional multiple-scattering problem on which our approximate solution for pion three-dimensional multiple
scattering is based. ${ }^{29}$ We briefly recapitulate the formulation of the problem given in the text. We consider a uniform one-dimensional medium extending from $x=0$ to $x=L$, in which pions are uniformly initially produced moving (say) to the right. The pions move in the medium with inverge interaction length $\kappa$, and at each interaction the pions are forward-scattered with probability $\mu$, and back-scattered with probability $\mu_{-}$, with a concomitant multiplication of the pion number by a factor of $\lambda$. The probabilities $\mu_{\text {, }}$ and $\mu_{-}$satisfy the constraint

$$
\begin{equation*}
\mu_{\bullet}+\mu_{-} \leqslant 1 ; \tag{A1}
\end{equation*}
$$

when Eq. (Al) holds with the inequality, pion absorption is present. The problem is to find the expected numbers $f_{t}$ of pions eventually emerging from the medium either moving to the right ( $f_{+}$: no over-all direction reversal) or to the left ( $f$ _: over-all direction reversal), normalized to unit integrated initial pton density.

We begin by remarking that since $f_{+}\left(f_{-}\right)$is even (odd) in the direction-reversal probability $\mu_{-1}$ it suffices to calculate

$$
\begin{equation*}
f=f_{*}+f_{-}, \tag{A2}
\end{equation*}
$$

the expected amplitude for pions to emerge in either direction. We then recover $f_{*}$ by splitting $f$ into parts even and odd in $\mu_{-}$. To formulate the multiple-scattering problem, we let $P(x j \mid y i) d x$ be the probability that a pion which after collision $n-1$ was at coordinate $\boldsymbol{y}$ moving in direction $i$ ( $i$ $=l, r=$ left, right) is, after collision $n$, in an inter val $d x$ at $x$ moving in direction $j$. From the definitions of $\kappa$ and $\mu_{\text {, }}$ given above, one easily finds that $P$, which does not depend on $n$, is given by

$$
\begin{align*}
& P(x r \mid y r)=\mu_{*} \kappa e^{-\kappa(x-y)} \theta(x-y), \\
& P(x l \mid y r)=\mu_{-} \kappa e^{-\kappa(x-y)} \theta(x-y),  \tag{A3}\\
& P(x l \mid y l)=\mu_{\star} \kappa e^{-\kappa(y-x)} \theta(y-x), \\
& P(x r \mid y l)=\mu_{-} \kappa e^{-\kappa(y-x)} \theta(y-x),
\end{align*}
$$

with $\theta$ the usual step function. Since the composition laws for conditional prababilities are the same as the quantum-mechanical composition laws for probability amplitudes, it is convenient to introduce a Dirac state notation by writing
$\langle x j| P|y i\rangle=P(x j \mid y i) ;$
$\langle x j| P^{2}|y i\rangle=\int_{0}^{L} d z \sum_{i}\langle x j| P|z k\rangle\langle z k| P|y i\rangle$,
$\langle x j| P^{2}|y i\rangle=\int_{0}^{2} d z \sum_{i}\langle x j| P|z k\rangle\langle z k| P^{n-1}|y i\rangle$.
Letting $\rho^{(0)}(y i)$ be the initial density of produced pions moving in direction $i$, we then find that the density $\rho^{(1)}(x j)$ of pions which have undergone ex-
actly $n$ collisions and are moving in direction $j$ is

$$
\begin{equation*}
\rho^{(n)}(x j)=\int_{n}^{L} d y \sum_{i}\langle x j| P^{n}|y i\rangle \rho^{(0)}(y i) . \tag{A5}
\end{equation*}
$$

The number of pions $N^{(0)}$ emerging from the medium after exactly $n$ interactions is equal to the total number of pions present after $n$ interactions less the number of such pions which interact once more in the medium,

$$
\begin{equation*}
N^{(n)}=\int_{0}^{L} d x\left[\rho^{(n)}(x l)+\rho^{(n)}(x r)\right]-\int_{0}^{L} d x\left[\int_{0}^{x} d z \kappa e^{-\kappa(x-z)} \rho^{(n)}(x l)+\int_{\pi}^{L} d z \kappa e^{-\kappa(x-x)} \rho^{(n)}\langle x r\rangle\right] . \tag{A6}
\end{equation*}
$$

Since each interaction multiplies the pion number by one factor of $\lambda_{1}$ the number $N^{(n)}$ must be weighted by $\lambda^{n}$ in forming the expected number of pions leaving the medium. Taking $\rho^{(0)}(y i)$ to have the unit normalized value

$$
\begin{equation*}
\rho^{(0)}(y i)=\frac{1}{L} \delta_{i, r}, \tag{A7}
\end{equation*}
$$

we get finally

$$
\begin{equation*}
f=\sum_{n=0}^{\infty} \lambda^{n} N^{(n)} \tag{A8}
\end{equation*}
$$

Equations (A3)-(A8) constitute the statement of our acattering problem. To write these equations more compactly, we introduce the additional notations

$$
\begin{align*}
& \langle z i| 1|x j\rangle=\delta(z-x\rangle \delta_{11}, \\
& \langle z| P_{\text {tol }}|x r\rangle=\kappa e^{-\kappa(z-x)} \theta(z-x\rangle,  \tag{A9}\\
& \langle z| P_{\text {wo }}|x l\rangle=\kappa e^{-\kappa(x-s)} \theta(x-z),
\end{align*}
$$

in terma of which Eqs. (A5)-(A8) take the form

$$
\begin{align*}
& f=\int_{0}^{L} \int_{0}^{L} d z d x\left\{\left[\delta(z-x)-\langle z| P_{L o t}|x l\rangle\right] \sum_{n=0}^{\infty} \lambda^{n} \rho^{(n)}(x l)+\left[\delta(z-x)-\langle 2| P_{10 t}|x r\rangle\right] \sum_{n=0}^{\infty} \lambda^{n} \rho^{(n)}(x r)\right\}, \\
& \sum_{n=0}^{\infty} \lambda^{n} \rho^{(n)}(x j)=\frac{1}{L} \int_{0}^{L} d y\langle x j| \sum_{n=0}^{\infty} \lambda^{n} P^{n}|y r\rangle=\frac{1}{L} \int_{0}^{L} d y\langle x j|(1-\lambda P)^{-1}|y r\rangle \tag{A10}
\end{align*}
$$

Equation (A10) can be further simplified by noting that

$$
\begin{align*}
\Delta(z-x)-\langle z| P_{\text {tot }}|x j\rangle= & \left(1-\frac{1}{\sigma_{+}+\sigma_{-}}\right) \sum_{i}\langle z i| 1|x j\rangle \\
& +\frac{1}{\sigma_{+}+\sigma_{-}} \sum_{1}\langle z i| 1-\lambda P|x j\rangle \tag{A11}
\end{align*}
$$

with

$$
\begin{equation*}
\sigma_{t}=\lambda \mu_{k} . \tag{A12}
\end{equation*}
$$

Substituting Eq. (A11) into Eq. (A10) we obtain, finally,

$$
\begin{equation*}
f=\left(1-\frac{1}{\sigma_{*}+\sigma_{-}}\right)\left((1-\lambda P)^{-1}\right)_{* v}+\frac{1}{\sigma_{*}+\sigma_{-}} \tag{A13}
\end{equation*}
$$

with
$\left\langle(1-\lambda P)^{-1}\right\rangle_{v y}=\frac{1}{L} \int_{0}^{i} \int_{0}^{L} d z d y \sum\langle z i|(1-\lambda P)^{-1}|y r\rangle$.

Equations (A12)-(A14) give a formal expression for $f$; to evaluate this expression explicitly we must determine the inverse operator appearing in Eq. (A14). Writing

$$
\begin{equation*}
\langle z i|(1-\lambda P)^{-1}|y j\rangle=\delta(z-y) \delta_{i j}+F(z i|y j\rangle \tag{A15}
\end{equation*}
$$

and defining

$$
\begin{equation*}
f(y j)=\int_{-}^{L} d z \sum_{i} F(z i \| y j) \tag{A16}
\end{equation*}
$$

we find that Eq. (A14) can be expressed in terms of $f(y j)$ as

$$
\begin{align*}
\left\langle(1-\lambda P)^{-1}\right\rangle_{\Delta v} & =1+\frac{1}{L} \int_{0}^{L} d y f(y r) \\
& =1+\frac{1}{L} \int_{0}^{L} d y f(y l\rangle \tag{A17}
\end{align*}
$$

while the relation $(1-\lambda P)(1-\lambda P)^{-1}=1$ implies that $f(y j)$ satisfies the integral equation

$$
\begin{gather*}
f(y j)=g(y j)+\int_{0}^{L} d z \sum_{i} f(z i)\langle z i| \lambda P|y j\rangle, \\
g(y j)=\int_{0}^{2} d z \sum_{i}\langle z i| \lambda P|y j\rangle . \tag{A18}
\end{gather*}
$$

Referring back to Eq. (A3) for $P$, we easily see that $f(y j)$ and $g(y j)$ have the reflection symmetry

$$
\begin{equation*}
f(y l)=f(L-y r), \quad g(y l)=g(L-y r) . \tag{A19}
\end{equation*}
$$

Substituting Eq. (A3) into Eq. (A18) and using this symmetry, we find that Eq. (A18) reduces to the single integral equation

$$
\begin{align*}
f(y l)= & \left(\sigma_{+}+\sigma_{-}\right)\left(1-e^{-\kappa y}\right) \\
& +\int_{0}^{y} d z\left[\kappa \sigma_{+} f(z l)+\kappa \sigma_{-} f(L-z l)\right] e^{-\kappa(y-\kappa)} \tag{A20}
\end{align*}
$$

Multiplying Eq. (A20) by $e^{x y}$ and differentiating, we find the equivalent differential equation and boundary condition

$$
\begin{aligned}
\kappa f(y l)+f^{\prime}(y l)= & \left(\sigma_{+}+\sigma_{-}\right) \kappa+\kappa \sigma_{+} f(y l) \\
& +\kappa \sigma_{-} f(L-y l),
\end{aligned}
$$

$$
\begin{equation*}
f(0 l)=0 . \tag{A21}
\end{equation*}
$$

The solution to Eq. (A21) has the form

$$
\begin{equation*}
f(y l)=\frac{\sigma_{+}+\sigma_{-}}{1-\left(\sigma_{+}+\sigma_{-}\right)}\left[1-\frac{h(y)}{h(0)}\right] \tag{A22}
\end{equation*}
$$

with $h$ a solution of the homogeneous equation

$$
\begin{equation*}
\kappa h(y)+h^{\prime}(y)=\kappa \sigma_{+} h(y)+\kappa \sigma_{-} h(L-y) . \tag{A23}
\end{equation*}
$$

To solve Eq. (A23), we try an exponential ansatz of the form

$$
\begin{equation*}
h(y)=e^{\kappa a y}+\mu e^{-\kappa \sigma y} \tag{A24}
\end{equation*}
$$

which we find gives a solution when $\sigma$ and $\mu$ are related to $\kappa$ and $\sigma_{i}$ by

$$
\begin{align*}
& \sigma=\left[\left(1-\sigma_{+}\right)^{2}-\sigma_{-}^{2}\right]^{1 / 2},  \tag{A25}\\
& \mu=\frac{\sigma+1-\sigma_{+}}{\sigma_{-}} e^{\kappa \sigma L} .
\end{align*}
$$

It is now a matter of simple algebra to combine Eqs. (A13), (A17), (A22), (A24), and (A25) to give our final result for $f, f_{*}$, and $f_{-}$:

$$
\begin{align*}
f & =\frac{e^{\kappa \sigma L}-1}{\kappa \sigma L} \frac{1+\mu e^{-\kappa \sigma L}}{1+\mu} \\
& =f_{*}+f_{-}  \tag{A26}\\
f_{*} & =\frac{e^{\kappa \sigma L}-1}{\kappa \sigma L} \frac{\mu^{2} e^{-\kappa \sigma L}-1}{\mu^{2}-1}  \tag{A27}\\
f_{-} & =\frac{e^{\kappa \sigma L}-1}{\kappa \sigma L} \frac{\mu\left(1-e^{-\kappa o L}\right)}{\mu^{2}-1}
\end{align*}
$$

As a check on Eq. (A27), we consider the special case in which there is no backward scattering, i.e., $\mu_{-}=0$. We find

$$
\begin{align*}
& f_{-}=0 \\
& f_{+}=\frac{1-e^{-\kappa L\left(1-\lambda \mu_{*}\right)}}{\kappa L\left(1-\lambda \mu_{+}\right)}=\frac{1}{L} \int_{0}^{L} d y e^{-\kappa \gamma\left(1-\lambda \mu_{+}\right)} \tag{A28}
\end{align*}
$$

which is just the elementary exponential decay law appropriate to the case of forward propagation with effective absorption constant $\kappa\left(1-\lambda \mu_{+}\right)$, averaged over the length of the one-dimensional medium.

## APPENDIX B: COMPARISON OF APPROXIMATE AND EXACT SCATTERING SOLUTIONS FOR A UNIFORM SPHERICAL GEOMETRY

In this appendix we calibrate the accuracy of the approximate scattering solution used in the text by comparing the approximate solution with the exact scattering solution in the case of a simple geometry. We consider a uniform sphere of radius $R$ composed of material which scatters isotropically. Particles ("pions") are produced uniformly throughout the sphere and propagate with inverse interaction length $\kappa$. At each interaction the particles scatter isotropically, with the particle number simultaneously multiplied by a factor $\lambda$. We wish to find the expected number $f$ of particles eventually emerging from the sphere, normalized to unit integrated initial particle density. We discuss successively the exact solution, two approximate solutions, and the numerical comparison.

## 1. Exact solution

The formulation of the solution to the spherical problem is closely analogous to the formulation of the one-dimensional problem in Appendix $A$, and we omit all details. Corresponding to Eqs. (A13), (A17), and (A18) we find ${ }^{3}$

$$
\begin{align*}
& f=\left(1-\frac{1}{\lambda}\right)\left\langle(1-\lambda P)^{-1}\right\rangle_{\Delta v}+\frac{1}{\lambda},  \tag{B1}\\
& \left\langle(1-\lambda P)^{-1}\right\rangle_{z v}=1+\frac{1}{\frac{s}{3} \pi \vec{R}^{3}} \int_{|\bar{y}| \leq R} d^{3} y f(\vec{y}),  \tag{B2}\\
& f(\vec{y})=g(\bar{y})+\int_{|\bar{z}| \leq n} d^{3} z f(\bar{z}) \lambda \frac{\kappa}{4 \pi} \frac{e^{-\kappa|\vec{z}-\vec{y}|}}{\left|\frac{1}{z}-\vec{y}\right|^{2}},  \tag{B3}\\
& g(\bar{y})=\int_{|\vec{z}| \leqslant R} d^{3} z \lambda \frac{\kappa}{4 \pi} \frac{e^{-x|\vec{z}-\bar{y}|}}{|\vec{z}-\bar{y}|^{2}} .
\end{align*}
$$

After spherical-averaging the scattering kernel, scaling out the sphere radius $R$, and expressing the solution of the integral equation in iterative form, we find

$$
\begin{align*}
& f=1+3\left(1-\frac{1}{\lambda}\right) \int_{0}^{1} u^{2} d u \sum_{n=1}^{\infty} \lambda^{n} g^{(n)}(\rho, u), \\
& g^{(0)}=1, \\
& g^{(n)}(\rho, u)=\rho \int_{0}^{1} \frac{1}{2} v d v g^{(n-1)}(\rho, v) \frac{1}{n} \\
& \quad \times\left[E_{1}(\rho|v-u|)-E_{1}(\rho(v+u))\right] \\
& E_{1}(x)=\int_{z}^{-} d t \frac{e^{-t}}{l},  \tag{B4}\\
& \rho=\kappa R .
\end{align*}
$$

Since we are only interested in values of $\lambda$ which are smaller than 1, the series in Eq. (B4) is convergent and $f$ is readily calculated by repeated numerical integration.

## 2. Approximate solutions

We recall that the approximate scattering solution used in the text is obtained by projecting all forward- and backward-hemisphere scattering, respectively, onto the forward and backward directions, solving the resulting one-dimensional scattering problem as a function of optical thickness, and then integrating over the distribution of optical thickness actually present. For the spherical problem considered here substitution of Eqs. (A25) and (A26) into this recipe gives the following approximate formula for $f$ :

$$
\begin{align*}
& f^{(1)}=\int_{0}^{\rho} \frac{1}{d} u^{2} d u \frac{e^{\rho \sigma u}-1}{\rho \sigma u} \frac{1+\mu e^{-\rho \rho u}}{1+\mu} \\
& \sigma=(1-\lambda)^{1 / 2},  \tag{B5}\\
& \mu=\frac{\sigma+1-\frac{1}{2} \lambda}{\frac{1}{2} \lambda} c^{\rho \sigma u},
\end{align*}
$$

which is readily evaluated by a single numerical integration. We also include in our comparison the scattering approximation used by Sternheim and Silbar, in which all scattering is projected onto the forward direction. In this case the relevant one-dimensional solution becomes the pure-for-ward-scattering solution of Eq. (A28) and we find a second approximate formula for $f$ :

$$
\begin{equation*}
f^{(\lambda)}=\int_{0}^{2} \frac{3}{d} u^{2} d u \frac{e^{\rho(\lambda-1) u}-1}{\rho(\lambda-1) u} . \tag{B6}
\end{equation*}
$$

## 3. Numerical comparison

Numerical results for $f, f^{(1)}$, and $f^{(3)}$ are given in Table XX for a wide range of values of $\lambda$ and $\rho$. Agreement between the exact result $f$ and the approximation $f^{(1)}$ used in the text is excellent over the entire range of parameters. The approximation $f^{(2)}$ used by Sternheim and Silbar is qualitatively correct, but develops significant deviations from the exact answer for large values of $\rho$. To
interpret the parameter $\rho$ in terms of nuclear size, we note that for a uniform spherical nucleus of radius $R-1.3 A^{1 / 3} \mathrm{~F}$, and an interaction cross section characteristic of the peak of the ( 3,3 ) resonance $\left(a_{\max }-210 \mathrm{mb}=21 \mathrm{~F}^{2}\right.$ ), we have

$$
\begin{align*}
& \rho-\frac{A}{\frac{1}{3} \pi R^{9}} \times \frac{2}{3} \sigma_{\max } R \\
& -2 A^{1 / 3} \\
& -6 \text { for aluminum } \\
& \sim 12 \text { for lead. } \tag{B7}
\end{align*}
$$

Hence for aluminum our simple forward-backward approximation solves the multiple-scattering problem to an accuracy of better than $1 \%$; even for the heaviest nuclei the approximation (with appropriate modifications to take neutron excess into account) should be good to better than $3 \%$.

## APPENDIX C: MISCELLANEOUS FORMULAS

We collect here the formulas for cross sections and Pauli factors used in the text.

## 1. Cross sections

For $\sigma_{n+d}(W)$ we use the simple form

$$
\begin{equation*}
\sigma_{\mathrm{a}}+\mathrm{d}(W)=\sigma_{(\mathrm{s}, \mathrm{~s})}(W)+20 \mathrm{mb} \tag{C1}
\end{equation*}
$$

TARIE IX. Compariaon of exact and approxdmate multhple-scattering solutions.

| $\lambda$ |  | $f$ [Eq. (B4)] | $f^{(1)}$ [Eq. (B5)] | $f^{(2)}$ [ Eq. ( ${ }^{\text {( } 6) \mid}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.5 | 0.827 | 0.827 | 0.835 |
|  | 1 | 0.687 | 0.686 | 0.707 |
|  | 2 | 0.489 | 0.488 | 0.527 |
|  | 4 | 0.290 | 0.289 | 0.332 |
|  | 8 | 0.154 | 0.153 | 0.182 |
|  | 16 | 0.0790 | 0.0773 | 0.0930 |
| 0.6667 | 0.5 | 0.878 | 0.877 | 0.885 |
|  | 1 | 0.766 | 0.764 | 0.789 |
|  | 2 | 0.584 | 0.583 | 0.638 |
|  | 4 | 0.370 | 0.368 | 0.445 |
|  | 8 | 0.203 | 0.200 | 0.262 |
|  | 16 | 0.105 | 0.102 | 0.138 |
| 0.8339 | 0.5 | 0.935 | 0.934 | 0.940 |
|  | 1 | 0.867 | 0.865 | 0.885 |
|  | 2 | 0.733 | 0.781 | 0.789 |
|  | 4 | 0.524 | 0.522 | 0.638 |
|  | 8 | 0.310 | 0.307 | 0.445 |
|  | 16 | 0.166 | 0.161 | 0.262 |
| 0.9167 | 0.5 | 0.966 | 0.966 | 0.969 |
|  | 1 | 0.928 | 0.927 | 0.940 |
|  | 2 | 0.845 | 0.842 | 0.885 |
|  | 4 | 0.678 | 0.676 | 0.789 |
|  | 8 | 0.446 | 0.443 | 0.638 |
|  | 16 | 0.251 | 0.244 | 0.445 |

with the first term the resonant cross aection and the second term a constant approximation to the nonresonant background. (This formula slightly overestimates the cross aection at and below the resonant peak, and underestlmates it above resonance.) For $\sigma_{(9,9)}(W)$ we use the Roper parameterization, ${ }^{24}$

$$
\begin{equation*}
\sigma_{(9, y)}(W)=\sigma_{\max }\left(\frac{q_{r}}{q}\right)^{2} \frac{(i, \Gamma)^{2}}{\left(q_{0}-q_{0 r}\right)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}} \tag{C2}
\end{equation*}
$$

with

$$
\begin{align*}
& q_{0}=\frac{W^{2}-M_{\nu}{ }^{2}+M_{ \pm}{ }^{2}}{2 W}, q=q(W)=\left(q_{0}{ }^{2}-M_{\eta}{ }^{2}\right)^{1 / 2}, \\
& q_{0 r}=1.921 M_{n}, \quad q_{r}=1.640 M_{n}, \\
& \Gamma=\frac{1.262 q^{9} / M_{q}}{\left(q_{0}+q_{07}\right)\left(1+0.504 q^{2} / M_{\tau}^{2}\right)},  \tag{C3}\\
& \sigma_{\text {max }}=\frac{8 \pi}{q_{r}{ }^{2}} \approx 185 \mathrm{mb} \text {. }
\end{align*}
$$

$$
\begin{align*}
& \left.\begin{array}{l}
h_{+}=\alpha \frac{1}{\sqrt{2}} \frac{59}{70}-\alpha^{2} \frac{1}{\sqrt{2}} \frac{29}{420} \\
h_{-}=\alpha \frac{196-59 / \sqrt{2}}{70}-\alpha^{2} \frac{176-29 / \sqrt{2}}{420}
\end{array}\right\}, \alpha \leqslant 1 \\
& \left.\begin{array}{l}
h_{+}=\alpha \frac{1}{\sqrt{2}} \frac{59}{70}-\alpha^{3} \frac{1}{\sqrt{2}} \frac{29}{420} \\
h_{-}=2-\frac{4}{5} \alpha^{-9}+\frac{18}{35} \alpha^{-4}-\frac{4}{21} \alpha^{-6}-\alpha \frac{1}{\sqrt{2}} \frac{59}{70}+\alpha^{3} \frac{1}{\sqrt{2}} \frac{29}{420}
\end{array}\right\}, 1 \leqslant \alpha \leqslant \sqrt{2} \\
& \left.h_{+}=1-\frac{1}{5} \alpha^{-2}+\frac{14}{55} \alpha^{-4}-\frac{4}{21} \alpha^{-4}\right), \sqrt{2} \leqslant \alpha \\
& h_{-}=1  \tag{C7}\\
& \text { th } \\
& \alpha=q / R .
\end{align*}
$$

with

For the production Pauli factor $g\left(W, k^{2}\right)$ we use the expression ${ }^{26}$

$$
\begin{align*}
& k_{0}=\frac{W^{2}-M_{N}^{2}-\left|k^{2}\right|}{2 W}, \quad k=\left(k_{0}^{2}+\left|k^{2}\right|\right)^{1 / 2} \\
& g\left(W, k^{2}\right)=\frac{1}{2 k}\left(\frac{3 k^{2}+q^{2}}{2 R}-\frac{5 k^{4}+q^{4}+10 k^{2} q^{2}}{40 R^{9}}\right), \quad k+q \leqslant 2 R  \tag{C8}\\
& g\left(W, k^{2}\right)=\frac{1}{4 q k}\left[(q+k)^{2}-\frac{4}{5} R^{2}-\frac{(k-q)^{3}}{2 R}+\frac{(k-q)^{3}}{40 R^{3}}\right], \quad k-q \leqslant 2 R \leqslant k+q \\
& g\left(W, k^{2}\right)=1, \quad 2 R \leqslant k-q .
\end{align*}
$$
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# Erratum: Nuclear charge-exchange corrections to leptonic pion production in the (3,3)-resonance region [Phys. Rev. D 9, 2125 (1974)] 

Stephen L. Adler, Shmuel Nussinov, and E. A. Paschos

Page 2138: In the second paragraph of the added note, the statement "The effect is to reduce $R^{\prime}$ by about 2.5 贯. . should cause an error of perhaps $10 \%$ at most in $R^{\prime \prime}$ " should be changed to read "The effect is to reduce $R^{\prime}$ by about $1 \%$. . should cause an error of at most a few percent in $\boldsymbol{R}^{\prime}$."

The following misprints should be corrected:
(i) Page 2127, Eq. (9b): The $\pi_{1}$ to the right of the arrow should read $\pi_{f}$.
(ii) Page 2128, Eq. (15): The quantity $\sigma\left(\nu_{\mu}+T\right.$ $\left.-\mu^{-}+T^{\prime}+\pi^{0}\right)$ should read $o\left(\nu_{\mu}+T-\mu^{-}+T^{n}+\pi^{0}\right)$.
(iii) Page 2134, Eq. (46): The quantity $\bar{r}\left(\nu_{\mu} \mu^{-}{ }_{12} \mathrm{Al}^{27}\right)$ should read $\bar{r}^{\prime}\left(\nu_{\mu} \mu^{-}{ }_{13} A^{17}\right)$.
(iv) Page 2139, Eq. (A14): The quantity

$$
\sum \text { should read } \sum_{i}
$$

(v) Page 2143: In Ref. 4 "G. M. Wing, Ref. 20" should read "G. M. Wing, Ref. 22"; in Ref. 26, "Eq. (6C.6) of Ref. 18" should read "Eq. (6C.6) of S. Adler, Ann. Phys. (N.Y.) 50, 189 (1966)."

# Application of Current Algebra Techniques to Neutral-Current-Induced Threshold Pion Production 
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The initial experiments discovoring wonk noutral currents in high-energy deep-Inclatlic noutrino reactions ${ }^{1}$ have now been supplomentod with the observation of neutral-current effocts in lowenergy neutrino pion production. ${ }^{43}$ Obtainablo invariant-mass resolutions will permit the study of $\pi N$ production in the threshold region below the $(3,3)$ resonance, and in fact prellminary Argonne data ${ }^{2}$ (without final correctione for neulron background) raise the possibility that the threshold crose section for $\pi^{-} p$ production by the newtral current may be appreciable. In this Letter we study threshold pion-production processes by using current-algebra, soft-pion techniques. I briefly describe the methods used in making such an analysis, and summarize the results obtalned.

I begin by giving a simple analytic treatment of threshold pion production, which, although somewhat naive, illustrates the basic ideas which we exploit in our more careful numerical calculations. According to standard solt-pion lore, the amplitude for the pion emiagion procesa d $+\infty$ $-\pi^{J}+\beta$, with $\alpha$ and $\beta$ hadronic etates and $\delta$ an ex-







 In the case of neutrab-curremitank whet wrimtit. tion, the current $A$ in, id eintram, lime holrimile










 ine :re escn stazs in all kinomatics, we lime ina
 ticn wis

Here $M_{M}, M_{\text {, }}$ are tho nucitoon nud phon mame, $W$ is the mass of the finn $n^{\prime} N$ laoliur, iff in the
 the leptronte equarod four-momontum transtor





 on the atrankit "f Itroabinili filim fromiluillion by the uegels naulrul n:lurianli


[^159]$(3,3)$ resonance. We deal with these problems by using an extended version of a model for weak pion production which has been described in detail elsewhere. ${ }^{6}$ In its original form, the model included the rapidly varying pole terms and the resonant $(3,3)$ multipoles, with no kinematic approximations. The extensions consist of adding subtraction constants (in the dispersion-theory sense) to the non-Born terms of the model, which guarantee that it satisfies the relevant soft-pion theorems and which include the leading corrections (of first order in the pion four-momentum $q$ and zeroth order in the lepton four-momentum transfer $k$ ) to the soft-pion limit. These latter corrections are calculated by the method of Low ${ }^{7}$ and Adler and Dothan ${ }^{7}$; for the vector current amplitude they vanish, while for the isovector
axial-vector amplitude they are related by partial conservation of axial-vector current to momentum derivatives of the pion-nucleon scattering amplitude at the crossing-symmetric point. For an isoscalar axial-vector current the order$q$ corrections cannot be precisely calculated, but a heuristic resonance-dominance argument suggests that they should be much smaller than in the isovector axial-vector case, and so we neglect them.
I give now the results of numerical calculations using the extended model in various cases, focusing attention on the reaction $\nu_{\mu}+n-\nu_{\mu}+\pi^{-}+p$.
(1) Isoscalar neutral current.-For the vector and axial-vector form factors in this case we take, for definiteness, a dipole formula with characteristic $\operatorname{mass} M_{N}$,
\[

$$
\begin{equation*}
F_{1}^{s}\left(k^{2}\right)=\lambda_{1}\left(1+k^{2} / M_{N}{ }^{2}\right)^{-2}, \quad 2 M_{N} F_{2}^{s}\left(k^{2}\right)=\lambda_{2}\left(1+k^{2} / M_{N}{ }^{2}\right)^{-2}, \quad g_{A}^{s}\left(k^{2}\right)=\lambda_{3}\left(1+k^{2} / M_{N}{ }^{2}\right)^{-2}, \tag{2}
\end{equation*}
$$

\]

with $\lambda_{1}, \lambda_{2}$, and $\lambda_{s}$ free parameters. Assuming the $95 \%$ confidence bound ${ }^{2}$

$$
\begin{equation*}
\sigma\left(\nu_{p}+p \rightarrow \nu_{\mu}+p\right) \leqslant 0.32 \sigma\left(\nu_{\mu}+n \rightarrow \mu^{-}+p\right), \tag{3}
\end{equation*}
$$

we find that the cross section for $\nu_{\mu}+n-\nu_{\mu}+\pi^{-}+p$, with $\pi^{-} p$ invariant mass $W$ between 1080 and 1120 MeV, is bounded by ${ }^{\text {B }}$

$$
\begin{align*}
\sigma\left(\nu_{\mu}+n \rightarrow \nu_{\mu}+\pi^{-}+p\right) & \leqslant 0.32 \sigma\left(\nu_{\mu}+n-\mu^{-}+p\right)\left[\sigma\left(\nu_{\mu}+n \rightarrow \nu_{\mu}+\pi^{*}+p\right) / \sigma\left(\nu_{\mu}+p-\nu_{\mu}+p\right)\right],  \tag{4a}\\
& \leqslant 1.0 \times 10^{-41} \mathrm{~cm}^{2} . \tag{4b}
\end{align*}
$$

The inequality in Eq. (4b) is obtained by maximizing the ratio in square brackets with respect to variation of $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$. We find in this case that the naive form of the low-energy theorem in Eq. (1) is reasonably good, predicting a bound about one-third as large as that of Eq. (4). ${ }^{10}$
(2) Weinberg-Salam $S U(2) \otimes U(1)$ model.- In the simplest, one-parameter version of this model, the neutral current has the form
with $\Delta g^{\lambda}$ an isoscalar, $V-A$, strangeness-and "charm"-current contribution which is conventionally assumed to couple only weakly to nonstrange low-mass hadrons. Neglecting $\Delta g^{\lambda}$ for the moment, we can make an absolute calculation of the cross section for $\nu_{\mu}+n-\nu_{\mu}+\pi^{-}+p$. We find, for $\pi^{\circ} p$ invariant mass $W$ between 1080 and 1120 MeV , a predicted cross section of 0.75 $\times 10^{-41} \mathrm{~cm}^{2}$. To assess the reliability of our calculations, Fig. 1 gives a comparison of our model with the Argonne National Laboratory results for the charged-current reaction $\nu_{\mu}+p-\mu^{*}+\pi^{+}$ $+p$. The predicted cross section for $\pi^{*} p$ invariant mass $W$ between 1080 and 1120 MeV is 6.9 $\times 10^{-41} \mathrm{~cm}^{2}$, in satisfactory agreement with the observed cross section of $(9.3 \pm 4.7) \times 10^{-41} \mathrm{~cm}^{2}$.

In certain extensions of the original WeinbergSalam model, the neutral current has the gener-
al form of Eq. (5), but with an adjustable strength parameter $\kappa$ in front. A useful upper bound on the magnitude of $\kappa$ is provided by deep-inelastic neutrino-scattering neutral-current data. In terms of the standard ratios $R_{\nu, v}=\sigma(\nu, \nu+N$ $-\nu, D+\Gamma) / \sigma\left(\nu, \nabla+N \rightarrow \mu^{-}, \mu^{+}+\Gamma\right)$, we find ${ }^{11}$ the $95 \%$ confidence limit ${ }^{1}$

$$
\begin{equation*}
1.5 \geqslant 3 R_{\nu}+R_{V} \geqslant \kappa^{2}\left[1+(1-2 x)^{2}\right] . \tag{6}
\end{equation*}
$$

Continuing for the moment to neglect the isoscalar addition $\Delta g^{\lambda}$, we can combine the bound of Eq. (6) with the extended model to predict that the cross section for neutral-current $\pi^{-}$production, with $\pi^{-} p$ invariant mass $W$ between 1080 and 1120 MeV , is bounded by $1.5 \times 10^{-41} \mathrm{~cm}^{2}$ for all allowed values ${ }^{12}$ of $\kappa$ and $x$. Finally, we can include the is oscalar addition $\Delta d^{\lambda}$ by parametriz-


FIG. 1. Comparison of the extended pion production model with the Argonne National Laboratory chargedcurrent data. Each event represents an Argonne fluxaveraged cross section of $2.3 \times 10^{-61} \mathrm{~cm}^{2}$.
ing the total isoscalar contribution to $\mathfrak{g}_{N}{ }^{\lambda}$ as in Eq. (2), giving a cross section dependent on the five parameters $\kappa, x, \lambda_{1}, \lambda_{2}$, and $\lambda_{3}$. Combining the bounds of Eqs. (6) and (4a) with the extended model and maximizing over the five-parameter space, ${ }^{12}$ we find that the cross section for $\nu_{\mu}+n$ $-\nu_{\mu}+\pi^{-}+p$, with $W$ between 1080 and 1120 MeV , is bounded by $4.4 \times 10^{-41} \mathrm{~cm}^{2}$, for a general hadronic neutral current formed from the usual vector and axial-vector nonets. ${ }^{13}$

Experimental violation of this general bound, or the observation of evtdence for an isoscalar neutral current together with violation of the bound of Eq. (4b), would suggest that the neutral current involves unusual types of coupling, in addition to or in place of the usually assumed $V-A$ structure. One possible source of violations could be an interaction of the $V-A$ type involving currents outside the usual quark-model vector and axial-vector nonets. An alternative source of violations could be the presence of $S-, P_{-}$, and $T$-type neutral-current couplings. ${ }^{14}$ If we define $S, P$, and $T$ hadronic "currents" $\mathscr{F}_{j}, \mathscr{F}_{j}{ }^{\mathbf{s}}$, $\mathcal{F}_{j}{ }^{\wedge 0}$ and abstract their commutation relations from the quark-model forms

$$
\begin{align*}
& \mathcal{F}_{j}=\bar{q} \frac{1}{2} \lambda_{j} q, \quad \mathcal{F}_{j}^{5}=\bar{q} \frac{1}{2} \lambda_{j} \gamma_{5} q,  \tag{7}\\
& \mathcal{F}_{j}{ }^{\lambda \eta}=\bar{q} \frac{i}{2} \lambda_{f} \sigma^{\lambda \eta} q_{3},
\end{align*}
$$

then the commutator term d' appearing in the
soft-pion analysis above will have $\operatorname{SU}(3) D$ - rather than $F$-type structure. This will substantially alter the structure of the low-energy theorems; for instance, the commutator term will no longer vanish for an isoscalar neutral current. The effect of this altered structure on the bounds given above is presently under study.
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# Application of current-algebra techniques to soft-pion production by the weak neutral current: $V, A$ case * 

Stephen L. Adler<br>The Institute for Advanced Study. Princeton, New Jersey 08540<br>(Received 21 April 1975)

We apply current-algebriz techniques to study the constrainta imposed on neutral-currentinduced soft-pion production, using as input existing boumds on neutrino-proton elastic scattering and exiating data on neutral-current-induced deep-inalastic acattaring. In the case of a purely lanacalar wenk neutral current, a aimple soft-pion arguraent relates the crose eaction for threshold (in pion-nucleon invariant masa) weak pion production directly to the crosa section for neutrino-proton elestic scattering. Hence, a bound on the latter crass gection implies a bound on the former. To apply the method away from threshold and to monisoscalar neutral currenta, we extend a model which we had developed earlier for weak plon production in the ( 3,3 ) resonance region so an to include the low-energy-theorem conatraints. Numerical work using the extended model shows that a threshold peak (now attributed to beckground) in preliminary Argonne data on $\nu+n \rightarrow \nu+p+\pi^{-}$would have implied a threahold croas aection much larger than can be obtainad with any neut ral current formed aolely from members of the usual V. $A$ nonets. We analyze recently reported Brookhaven National Labaratory reaulta for neutral-currant-induced eoft-pion production under the aimpiliting assumption of a purely isoacalar $V, A$ neutral current. We find in this cage that the magnitude of the Erookhaven observations exceeds the theoreticsl meximum by more than a factor of 2 unlese the aseumed isoscalar current eitber contains a vector part with an anomaloualy large gyromagnetic ratio $|g|=\left|2 M_{N} F_{2} / F_{1}\right|$ or involves the ninth ( $8 U_{j}$ inglet) axial-vector current. A vector part with a large $|\boldsymbol{f}|$ value leads to characteriftic modifications in the pion-nucieon invarignt-mass apeotrun for $M(\pi N) \leq 1.4 \mathrm{GeV}$, an effect which should be tagtable in highstatistice experiments. Two other qualitative predictions of leoscalar $V$, $A$ et ructuras are (i) except for a narrow range of values of $g$, conatructive $V$, A interferance in $v+N-\nu: N$ $+\pi$ implies constructive interierence in $\nu+p-\nu+p$ and vice veras, and (ii) If $V$, $A$ interierence is observed in naukral weak procestas then (as is well-known) the neutral interaction may make a parity-violating contribution to the $p p$, ep, and $\mu \rho$ interactiona. Thear features may help to distinguish $V$, $A$ neutral-current couplings from alternative coupling types, which will be discussed in detall in aubsequant papera of this series.

## I. INTRODUCTION

The initial experimenta discovering weak neutral currents in high-energy inclusive neutrino-nucleon scattering ${ }^{1}$ have now been supplemented with the observation of neutral-current effects in the exclusive channel containing a pion-nucleon final state. Obtainable resolutions will permit the detailed study of pion-nucleon invariant-mass distributions in the region at and below the $(3,3)$ resonance. Some of the issues raised by recent Argonne National Laboratory (ANL) ${ }^{2}$ and Brookhaven National Laboratory (BNL) ${ }^{3}$ data on neutralcurrent exclusive channels are: (i) What is the expected magnitude for threshold (in invariant mass) neutral-current pion production? (ii) What are the implications if $(3,3)$ resonance excitation is not observed in neutral-current pion production? In the present paper we analyze these questions under the conventional assumption that the weak neutral current has a $V, A$ spatial structure. A preliminary account of the analysis has appeared elsewhere. ${ }^{4}$ In subsequent publications, ${ }^{9}$ the same
methods will be applied to the more general cases in which neutral-current couplings of $S, P, T$ type appear, or in which $V, A$ neutral currents with abnormal $G$ parity are present.

The paper is organized as follows. In Sec. II we give a simple (although somewhat naive) analytic treatment of threshold pion production in the case when the neutral current is of pure isoscalar form, and use it to illustrate the methods employed in the more detailed treatments which follow. In Sec. II we develop the ingredients needed for a more elaborate treatment of bounds on soft-pion prodaction. We first review the standard formulas describing neutrino-proton elastic scattering and deep-inelastic inclusive neutrino-nucleon scattering, the latter both in a general framework and within the context of quark-parton-model assumptions. We then describe the modifications needed to make our old dispersion-theoretic model for soft-pion production in the $(3,3)$ resonance region ${ }^{\text {a }}$ consistent with all soft-pion theorem constraints, and discuss the inclusion of a well-defined set of corrections to the soft-pion limit. In Sec. IV we
give results of numerical studies of the pion production model, which show its validity in the charged current case. We then apply the formulas developed in Sec. III to a detalied numerical analysis of threshold pion production for the ANL neutrino flux case, considering a succession of more complex models for the structure of the neutral current, leading up to the most general neutral current which can be formed from members of the usual $V, A$ nonets. We finally analyze low-in-variant-mass [ $W=M(\pi N) \leqslant 1.4 \mathrm{GeV}$ ] pion production for the BNL neutrino-flux spectrum, under the simplifying assumption of a pure isoscalar $V, A$ neutral current. In Appendix $A$, we give the threshold low-energy theorem (analogous to that developed in Sec. I) which applies in the case of the $\mathrm{SU}(2) \otimes \mathrm{U}(1)$ model neutral current. In Appendix $B$, we attempt a rough estimate of the leading corrections to the soft-pion limit in the case of an isoscalar (octet) axial-vector current, and esti-
mate the extent to which the corresponding corrections in the isovector current case are already included in the basic pion production model as a result of unitarization of the $(3,3)$ multipoles. In Appendix $C$, we discuas muclear charge-exchange corrections for low-invariant-mass weak pion production and give a tabulation of the charge-exchange matrices for various nuclear targets of current theoretical interest.

## II. SIMPLE ANALYTIC TREATMENT

We begin by giving a simple analytic treatment of threshold pion production, which, although somewhat naive, nonetheless illustrates the basic ideas exploited below in our more careful numerical calculations. The starting point for our derivation is the standard soft-pion formula ${ }^{7}$ for pion emisaion in the process $\mathfrak{d}+N-\boldsymbol{\pi}^{\prime}+N$, with da general external current and $N$ a nucleon. This reads ${ }^{8}$

with

$$
\begin{aligned}
& \mathfrak{X}_{N}=\left(\frac{M_{M}}{p_{10}} \frac{M_{N}}{p_{20}}\right)^{1 / 2}, \quad \mathbb{K}_{N}=\mathbb{K}_{N}\left(2 q_{0}\right)^{-1 / 2}, \\
& \left\langle N\left(p_{2}\right)\right| g(0)\left|N\left(p_{1}\right)\right\rangle \equiv \mathfrak{I}_{N} \bar{u}\left(p_{2}\right) J\left(p_{2}-p_{1}\right) u\left(p_{1}\right), \quad(2) \\
& \left\langle N\left(p_{2}\right)\right|\left[F_{j}^{3}, \mathcal{J}(0)\right]\left|N\left(p_{1}\right)\right\rangle=G \mathbb{R}_{N} \bar{u}\left(p_{2}\right) J_{j}^{\prime}\left(p_{2}-p_{1}\right) u\left(p_{1}\right) .
\end{aligned}
$$

In Eqs. (1) and (2), $k=p_{2}+q-p_{1}$ denotes the fourmomentum carried by the external current, $g_{r}=13.5$ is the pion-nucleon coupling constant, $g_{A} \approx 1.24$ is the nucleon axial-vector renormalization constant, $\bar{u}\left(p_{2}\right), u\left(p_{1}\right)$ are nucleon apinors (including isospinors), and $\psi_{j}$ is the isospin wave function of the emitted pion. The first term on the right-hand side of Eq. (1) is the usual equal-time commutator term which appears in soft-pion theorems, while the second and third terms are ex-ternal-line-insertion terms in which the soft pion is emitted, respectively, from the final and initial nucleon lines. The additional plon-pole "seagull" piece ${ }^{9}$ is necessary only when the pion-pole contributions of the firat three terms do not add up to give the full pion-pole contribution expected for the reaction $g+N \rightarrow \mathbb{I}^{\prime}+N$.

Let us now specialize to the case of an isoscalar $V, A$ external current $g$, for which the equal-time commutator term vanishes ${ }^{10}$ and for which there is no additional pion-pole "seagull" contribution. The entire soft-pion emission amplitude then comes from the external-line-insertion terms, which are most conveniently evaluated in the isobaric \&rame in which the final pion-nucleon system is at rest. In this frame, the insertion on the outgoing nucleon line vanishes at threshold in invariant mass, since when $\stackrel{\rightharpoonup}{p}_{2}=\overline{\mathrm{q}}=0$ we have

$$
\begin{align*}
\left.\bar{u}\left(p_{2}\right) d \gamma_{s}\left(p_{2}+M_{N}\right)\right|_{p_{2}-\bar{d}-0} & =\left.q_{0} \bar{u}\left(p_{2}\right) \gamma_{0} \gamma_{5}\left(p_{2}+M_{n}\right)\right|_{p_{2}=0} \\
& =0 . \tag{3}
\end{align*}
$$

So at threshold, for an isoscalar $V, A$ current $\mathbb{D}$, the matrix element of Eq. (1) reduces to the aingle term

$$
\begin{align*}
& \left(M\left(p_{2}\right) \pi(q)|\mathcal{J}(0)| N\left(p_{1}\right)\right\rangle \\
& \quad=\pi_{N *} \bar{u}\left(p_{2}\right) J(k) \frac{p_{1}+M_{N}}{M_{*}-2 p_{10}} \frac{g_{r}}{2 M_{N}} \gamma_{0} \gamma_{3} \tau j u\left(p_{1}\right) \psi_{j}^{*} . \tag{4}
\end{align*}
$$

On replacing the projection operator $\left(p_{1}+M_{N}\right) / 2 M_{N}$
by $\sum . u\left(p_{1} s\right) \bar{x}\left(p_{1} s\right)$ and explicitly indicating the nucleon isospinors $X_{2}^{\dagger}, X_{1}$ and the helicity $s_{1}$ of the inltial nucleon spinor $u\left(p_{1}\right)$, we find

$$
\begin{align*}
& \left\langle N\left(p_{2}\right) \pi(q)\right| \partial(0)\left|M\left(p_{2}\right)\right\rangle \\
& =\sum \Re_{N=} \bar{u}\left(p_{2}\right) J(k) u\left(p_{1} s\right) \frac{g_{r}}{M_{z}-2 p_{10}} \\
& \quad \times\left[\bar{u}\left(p_{1} s\right) \gamma_{0} \gamma_{5} u\left(p_{2} s_{1}\right)\right] a, \tag{5}
\end{align*}
$$

with

$$
\begin{align*}
a & =x_{2}^{\dagger} \tau_{1} x_{1} \psi_{i}^{\phi} \\
& =\left\{\begin{array}{l}
1 \text { for } p-p+\pi^{0} \\
-1 \text { for } n-n+\pi^{0} \\
\sqrt{2} \text { for } n-p+\pi^{-} \\
\sqrt{2} \text { for } p-n+\pi^{+}
\end{array}\right. \tag{6}
\end{align*}
$$

The factor in square brackets in Eq. (5) is readily evaluated by using explicit expressions for the spinors, giving

$$
\begin{align*}
\bar{m}\left(p_{1} s\right) \gamma_{0} \gamma_{5} u\left(p_{1} s_{1}\right) & =\left(\frac{p_{10}+M_{N}}{2 M_{N}}\right) x_{2}^{\dagger}\left(1, \frac{\sigma \cdot \vec{k}}{p_{10}+M_{N}}\right) \\
& \times\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{1}{-\delta \cdot \bar{E} /\left(p_{10}+M_{N}\right)} x_{s_{1}} \\
& =-x_{1}^{\dagger} \frac{\sigma \cdot \vec{k}}{M_{N}} x_{a_{1}} \\
& =\frac{|\vec{k}|}{M_{n}} \delta_{2 x_{1}} s_{1} \tag{7}
\end{align*}
$$

Where we have used the definition

$$
\begin{equation*}
-\delta \cdot k x_{x_{1}}=s_{1} x_{d_{1}} \tag{8}
\end{equation*}
$$

of the initial-state helicity. Since $s_{1}= \pm 1$, this factor disappears when we square and sum over initial and final nucleon spins, so we get

$$
\begin{align*}
& \frac{1}{2} \sum_{N \text { мpint }}\left|\left(N\left(p_{2}\right) n(q)|\Omega(0)| N\left(p_{1}\right)\right\rangle\right|^{2} \\
& \left.=\left.\pi_{n}{ }^{2}\langle | 9 \pi_{F}\right|^{2}\right\rangle_{\text {micchold }} \\
& =\mathscr{X}_{N \Psi^{2}}\left[\frac{1}{2} \sum_{N} \sum_{\text {ppai }}\left|\bar{u}\left(\rho_{2}\right) J(k) u\left(p_{1}\right)\right|^{2}\right] \\
& x\left(\frac{g_{r}}{M_{q}-2 p_{10}}\right)^{2} \frac{|\vec{k}|^{2}}{M_{N}^{2}} a^{2} . \tag{9}
\end{align*}
$$

If we now make the approximation of neglecting the pion mass in all kinematics, the factor in square brackets in Eq. (9) becomes just the squared, spin-averaged matrix element $\left.\left.\langle | भ \pi\right|^{2}\right\rangle$ for $\boldsymbol{\nu}$ elastic scattering, and Eq. (9) telle us that
$\left.\left.\langle | S \pi_{r}\right|^{2}\right\rangle_{\text {tre minald }}$

$$
\begin{align*}
& \left.=\left.\langle | \operatorname{Fr}\right|^{2}\right\rangle\left(\frac{g_{r}}{2 M_{N}}\right)^{2} a^{2} \frac{|\overline{\mathrm{k}}|^{2}}{p_{10}^{2}} \\
& \left.=\left.\langle | \pi\right|^{2}\right\rangle\left(\frac{g_{r}}{2 M_{H}}\right)^{2} a^{2} \frac{t}{M_{N}{ }^{2}} \frac{\left(1+\hbar / 4 M_{N}{ }^{2}\right)}{\left(1+t / 2 M_{N}{ }^{2}\right)^{2}}, \quad t=-k^{2} . \tag{10}
\end{align*}
$$

Inserting phase-space factors according to

$$
\begin{align*}
& \left.\frac{d \sigma(\nu+p-\nu+p)}{d t}=\left.\frac{1}{4 \pi} \frac{1}{E^{2}} m_{L}{ }^{2}\langle | 9 \pi\right|^{2}\right\rangle, \\
& \left.\frac{d \sigma(\nu+N-v+N+\pi)}{d t d W}=\left.\frac{1}{16 \pi^{3}} \frac{\mid \stackrel{q}{ } E^{2}}{E^{2}} m_{\nu}{ }^{2}\langle | 9 \pi \pi_{\mathrm{I}}\right|^{2}\right\rangle, \tag{11}
\end{align*}
$$

with | $\overline{\|} \mid$ the pion isobaric frame three-momentum, $W$ the invariant mass of the final $\pi N$ isobar, and $E$ the initial lab neutrino energy, we get finally the relation

$$
\begin{aligned}
& \left.\frac{1}{|\overrightarrow{\mathbf{q}}|} \frac{d \sigma(\nu+N-\nu+N+\pi)}{d t d W}\right|_{\text {incshold }} \\
& =\frac{a^{2}}{4 \pi^{2} M_{V}^{2}}\left(\frac{g_{V} M_{*}}{2 M_{N}}\right)^{2} \frac{t}{M_{N}^{2}}\left(1+\frac{t}{4 M_{N}^{2}}\right) \\
& \times\left(1+\frac{t}{2 M_{H}^{2}}\right)^{-2} \frac{d \sigma(\nu+p-\nu+\rho)}{d t},
\end{aligned}
$$

$$
a^{2}=\left\{\begin{array}{l}
1 \text { for } \pi^{0} \text { production }  \tag{12}\\
2 \text { for } \bar{\Psi}^{*} \text { production } .
\end{array}\right.
$$

We see that in the special case which has been under consideration, ingtead of obtaining a softpion relation between matrix elements, we obtain a relation directly in terms of reaction cross sections. The significance of Eq. (12) is that it allows one to translate an upper bound on the strength of $\nu+p \rightarrow \nu+p$ into an upper bound on the strength of threshold pion production by the weak neutral current.
As an illustration, let us apply Eq. (12) to the ANL data ${ }^{2}$ by integrating over $t$ and averaging over the ANL neutrino energy flux ${ }^{11} n_{\text {ANI }}(E)$, giving

$$
\begin{align*}
\int d E n_{A N L}(E) & \frac{M_{t}^{2}}{\mid q 1} \frac{d \sigma\left(\nu+n-\nu+p+\pi^{-}\right)}{d W} \\
= & \frac{2}{4 \pi^{2}} \frac{M_{N}^{2}}{M_{\nabla}^{2}}\left(\frac{g_{r} M_{\mathrm{N}}}{2 M_{N}}\right)^{2} \int d E n_{A N L}(E) \int_{0}^{t_{\max }(s)} d t \frac{t}{M_{N}^{2}}\left(1+\frac{t}{4 M_{N}^{2}}\right)\left(1+\frac{t}{2 M_{N}^{2}}\right)^{-2} \frac{d \sigma(\nu+p-\nu+p)}{d t} . \tag{13}
\end{align*}
$$

We have multiplied both sides of Eq. (12) by $M_{N}{ }^{2}$ so that they have the dimensions of a cross section; also for convenience, we assume the flux $n_{\text {ANL }}(E)$ to be unit normalized,

$$
\begin{equation*}
\int d E n_{A N A .}(E)=1, \tag{14}
\end{equation*}
$$

so that we are considering flux-averaged cross sections. Using the ANL 95\% confidence bound ${ }^{12}$

$$
\begin{equation*}
\sigma^{A N L}(\nu+p-\nu+p) \leqslant 0.32 \sigma^{A N L}\left(\nu+n \rightarrow \mu^{-}+p\right) \approx 0.25 \times 10^{-3 \mathrm{~B}} \mathrm{~cm}^{2}, \tag{15}
\end{equation*}
$$

and assuming the $t$ dependence of the charged-current quasielastic and neutral-current elastic cross sections to be similar, ${ }^{19,14}$ we find that the right-hand side of Eq. (13) is bounded by $0.32 \times 0.46 \times 10^{-38} \mathrm{~cm}^{2}$ $=0.15 \times 10^{-38} \mathrm{~cm}^{2}$. Using $20-\mathrm{MeV}$ invariant-mass bins, we can then estimate a bound on the flux-averaged cross section in the two bins nearest threshold as shown in Table I, giving the result

$$
\begin{equation*}
\sigma_{2 \operatorname{Vin}}^{A N L} \equiv \sigma\left(\nu+n-\nu+p+\pi^{-} \text {ANL 品ux averaged, } 1.08 \mathrm{GeV} \leqslant W \leqslant 1.12 \mathrm{GeV}\right) \leqslant 0.6 \times 10^{-41} \mathrm{~cm}^{2} \tag{16}
\end{equation*}
$$

For comparison, the preliminary ANL data on $\nu+n-\nu+p+\pi^{-}$, before final background subtraction, showed $\sim 5$ events in the first two bins, which would have corresponded to a cross section of
$\sigma_{2 \text { bin }}^{\text {Al }}$ (before background subtraction)

$$
\begin{equation*}
\sim 20 \times 10^{-41} \mathrm{~cm}^{2} \tag{17}
\end{equation*}
$$

in strong vialation of the bound of Eq. (16). It is now considered very probable that these events do not represent a true neutral-current effect, but arise from various neutron-induced backgrounds.

As we have already remarked, the above treatment is too naive in a number of respects. First of all, the restriction to cases, such as ${ }^{10}$ that of an isoscalar neutral current $d$, for which the equal-time conmutator term vanishes excludes from consideration such processes as $\pi^{-}$production in the $S U(2) \& U(1)$ gauge model. Secondly, the external-line-insertion terms are rapidly varying pole terms, and so the kinematic approximation of neglecting $M_{5}$ in calculating them can be dangerous. Finally, it is important to estimate the leading $O(q)$ corrections to the soft-pion approximation, and to calculate the effects in the threshold region of the tail of the $(3,3)$ resonance. As discussed in detail in Sec. III, we deal with these problems by using an extended version of a model for the weak pion-production amplitude which we have described elsewhere. "The extension will permit us to study the entire low-invariant-mass
region $W \leqslant 1.4 \mathrm{GeV}$, rather than just the first 40 MeV or so around threshold. For completeness, however, we give in Appendix $A$ the analog of the threshold low-energy theorem of Eq. (12) for the case of the $\operatorname{SU}(2) \otimes U(1)$-model neutral current. The formulas of Appendix A still neglect the pion mass in the kinematics [as well as the leading $O(q)$ corrections and the $(3,3)$ resonance tail] and are not used in the subsequent numerical work.

## III. DETAILED TREATMENT

We proceed in this section to set out the basis for a more detailed numerical treatment of bounds on weak pion production by a $V, A$ weak neutral current. The basic idea, as developed above, is to use soft-pion techniques to relate weak pion production to elastic neutrino-proton scattering, and to use experimental hounds on the latter. It will also be useful, at some stages of the analysis, to impose constraints obtained from experimental data ${ }^{1 /}$ is on deep-inelastic inclusive neutrino-nucleon scattering induced by the weak neutral current. In Sec. IIIA we give the necessary vertex structure and cross-section formulas needed to describe neutrino-nucleon elastic scattering. In Sec. III B we give the necessary formulas for using deep-inelastic information; first, in a rather general form assuming only scaling and the fact that

$$
\sigma\left(\bar{\nu}+N-\mu^{+}+\Gamma\right) / \sigma\left(\nu+N-\mu^{-}+\Gamma\right)=\frac{1}{3},
$$

TABLE I. Application of Eq. (13) to bound the cross section for $\nu+n \rightarrow \nu+p+\pi^{-}$in the two ANL 20-MeV bins nearest invarlant-mass threshold.

| $W$ at bin <br> center | $\|q\| / M_{A}$ | $d W / M_{N}$ | Bound on <br> right-hand side <br> of Eq. (13) |
| :---: | :---: | :---: | :---: |
| 1.09 | $6.4 \times 10^{-2}$ | 0.021 | $0.15 \times 10^{-31} \mathrm{~cm}^{2}$ |
| 1.11 | $1.1 \times 10^{-1}$ | 0.021 | $0.15 \times 10^{-38} \mathrm{~cm}^{2}$ |

and then in a more restrictive form which makes use of quark-parton model and quark-model assumptions. Finally, in Sec. IIC we develop the extended weak-pion-production model which remedies the defects in our naive treatment enumerated at the end of Sec. II.
A. Elastic neutrina-nuclean scallering

We shall consider in what follows the most general $V, A$ weak neutral current which can be formed from members of the usual vector and axial-vector nonets. We write for the neutral-current effective Lagrangian

$$
\begin{align*}
& S_{\text {erf }}^{v}=\frac{G}{\sqrt{2}} \bar{\nu} \gamma_{\lambda}\left(1-\gamma_{3}\right) \nu \delta_{n}^{\lambda}, \\
& g_{N}^{\lambda}=g_{V_{0}} \mathcal{F}_{0}^{\lambda}+g_{v_{3}} F_{j}^{\lambda}+g_{Y_{B}} \mathcal{F}_{0}^{\lambda} \tag{18}
\end{align*}
$$

with $\mathfrak{F}_{j}^{\lambda}, g_{j}^{s \lambda}$ nonet currents represented in the quark model (with quark field $\psi$ ) by ${ }^{18}$

$$
\begin{align*}
& \boldsymbol{s}_{j}^{\lambda}=\bar{\psi} \gamma^{\lambda} \frac{1}{2} \lambda_{j} \psi, \\
& \boldsymbol{S}_{j}^{s \lambda}=\bar{\psi} \gamma^{\lambda} \gamma_{s} \frac{1}{2} \lambda, \psi . \tag{19}
\end{align*}
$$

We express the nucleon matrix elements of the neutral members of these current nonets in the form ${ }^{16}$

$$
\begin{align*}
& \left\langle N\left(p_{2}\right)\right| F_{f}^{\lambda}\left|M\left(p_{1}\right)\right\rangle=\nabla_{N} \bar{u}\left(p_{2}\right)\left[F_{2}^{(J)}\left(k^{2}\right) \gamma^{\lambda}+i F_{u}^{(J)}\left(k^{2}\right) \sigma^{\lambda \pi_{n}} k_{\pi}\right] t_{j} u\left(\rho_{1}\right), \\
& \left\langle N\left(p_{2}\right)\right| G_{2}^{3} \lambda\left|N\left(p_{1}\right)\right\rangle=\nabla_{N}{ }^{\bar{k}}\left(p_{2}\right)\left[g_{\lambda}^{\prime \prime}\left(k^{2}\right) \gamma^{\lambda} \gamma_{5}+h_{\lambda}^{(\prime)}\left(k^{2}\right) k^{\lambda} \gamma_{5}\right] t_{j} u\left(p_{1}\right),  \tag{20}\\
& t_{0}=\frac{1}{2}\left(\frac{2}{3}\right)^{1 / 2}, \quad L_{3}=\frac{1}{2} T_{3}, \quad t_{\mathrm{B}}=\frac{1}{2}\left(\frac{1}{3}\right)^{1 / 2} .
\end{align*}
$$

The vector and axial-vector form factora defined in Eq. (20) are related to the standard nucleon form fac.tors $F_{1,2}^{V, s}\left(k^{2}\right), g_{A}\left(k^{2}\right), k_{A}\left(k^{2}\right)$ by

$$
\begin{array}{ll}
F_{1,2}^{(3)}\left(k^{2}\right)=F_{1,2}^{V}\left(k^{2}\right), & g_{A}^{(3)}\left(k^{2}\right)=g_{A}\left(k^{2}\right), \\
F_{1,2}^{(3)}\left(k^{2}\right)=3 F_{1,2}^{S}\left(k^{2}\right), \quad h_{A}^{(3)}\left(k^{2}\right)=h_{A}\left(k^{2}\right) . \tag{21}
\end{array}
$$

Defining total form factors $F_{1,2}^{T}\left(k^{2}\right), g_{A}^{\Gamma}\left(k^{2}\right)$ by

$$
\begin{align*}
& F_{1.2}^{7 T}\left(k^{2}\right)=\frac{1}{2}\left(\frac{2}{3}\right)^{1 / 2} g_{V_{0}} F_{1,2}^{(0)}\left(k^{2}\right)+\frac{1}{2} \in g_{V_{3}} F_{1,2}^{(3)}\left(k^{2}\right)+\frac{1}{2}\left(\frac{1}{3}\right)^{1 / 2} g_{V_{B}} F_{1,2}^{(0)}\left(k^{2}\right), \\
& g_{\Lambda}^{T}\left(k^{2}\right)=\frac{1}{2}\left(\frac{2}{3}\right)^{1 / 2} g_{A_{0}} g_{\Lambda}^{(0)}\left(k^{2}\right)+\frac{1}{2} \in g_{A_{3}} g_{\lambda}^{(3)}\left(k^{2}\right)+\frac{1}{2}\left(\frac{1}{3}\right)^{1 / 2} g_{\Lambda_{B}} g_{A}^{(0)}\left(k^{2}\right), \tag{22}
\end{align*}
$$

with $\epsilon=1$ for $\nu+p-\nu+p$ and $\epsilon=-1$ for $\nu+n-\nu+n$, the differential cross section for neutrino-nucleon scattering takes the form

$$
\begin{align*}
\frac{d \sigma(\nu+N-\nu+M}{d t}=\frac{G^{2}}{8 \pi E^{2} M_{N}^{2}}\{ & \left\{\left|F_{1}^{T}\right|^{2}+\left|g_{A}^{T}\right|^{2}+t\left|F_{2}^{T}\right|^{2}\right]\left[4 M_{N}^{2} E^{2}-t\left(M_{N}^{2}+2 M_{N} E\right)\right] \\
& \left.+\frac{1}{2} t\left[\left|g_{A}^{T}\right|^{2}\left(t+4 M_{N}^{2}\right)+\left|F_{2}^{T}+2 M_{N} F_{2}^{T}\right|^{2} t\right]+\operatorname{Re}\left[g_{A}^{T}\left(F_{1}^{T}+2 M_{N} F_{2}^{T}\right)\right] t\left(4 M_{N} E-t\right)\right\} \tag{23}
\end{align*}
$$

For incident antineutrinos, the sign of $g_{A}^{\pi}$ in Eq. (23) is reversed.
B. Deep-inelastic inclusive neutrino-nuclean scaltering

We turn next to the constraints on the coefficlents appearing in Eq. (18) which are imposed by experimental measurements ${ }^{2 \cdot 15}$ of the deepinelagtic inclusive neutrino-nucleon scattering ratios ${ }^{\text {a }}$

$$
\begin{align*}
& R_{\nu} \equiv \sigma(\nu+N-\nu+\Gamma) / \sigma\left(\nu+N-\mu^{-}+\Gamma\right), \\
& R_{\nu}^{-} \equiv \sigma(\bar{\nu}+N-\nabla+\Gamma) / \sigma\left(\bar{\nu}+N-\mu^{+}+\Gamma\right) . \tag{24}
\end{align*}
$$

The charged-current-induced reactions in the denominators in Eq. (24) are described by the usual charged-current effective Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{eff}}^{\mathrm{dt}}=\frac{G}{\sqrt{2}} \bar{\mu} \gamma_{\lambda}\left(1-\gamma_{s}\right) \nu d_{c h}^{\lambda}+\text { adjoint }, \tag{25}
\end{equation*}
$$

with

$$
\begin{align*}
& d_{i h}^{\lambda}=\cos \theta_{c}\left(F_{1+i_{2}}^{\lambda}-F_{1+i_{2}}^{\lambda}\right) \\
& +\sin \theta_{C}\left(\mathcal{F}_{4+15}^{\lambda}-\mathcal{F}_{4+15}^{-\lambda}\right) . \tag{26a}
\end{align*}
$$

In what follows we aim only at getting formulas which hold to an accuracy of 10 or $20 \%$, and so we make at the outaet the approximation of taking the Cabibbo angle $\theta_{c}$ to be zero, which slmplifies Eq. (26a) to read

$$
\begin{equation*}
g_{\mathrm{ch}}^{\lambda}=\mathcal{F}_{1 * 1_{2}}^{\lambda}-\mathcal{F}_{1+1_{2}}^{\Delta \lambda} . \tag{26b}
\end{equation*}
$$

The virtue of using Eq. (28b) is that the vector and axial-vector parts of the charged current are then related by an isospin rotation to the corre-
sponding isovector vector and axial-vector terms in the neutral current of Eq. (18).

To proceed with the analysis, we assume the validity of Bjorken scaling ${ }^{17}$ in deep-inelastic charged-current and neutral-current-induced inclusive neutrino reactions. Considering for the moment the charged-current crose sections $\sigma\left(\nu+N \rightarrow \mu^{-}+\Gamma\right)$ and $\sigma\left(\bar{\nu}+N-\mu^{+}+\Gamma\right.$, we review a standard analysis ${ }^{18}$ starting from the formula
$\frac{\sigma\left(\tilde{\nu}+N-\mu^{+}+\Gamma\right)}{\sigma\left(\nu+N-\mu^{-}+\Gamma\right)}$

$$
\begin{equation*}
=\frac{\int_{0}^{1} d x a_{s}+\frac{1}{3} \int_{0}^{1} d x x a_{L}+\int_{0}^{1} d x x a_{R}}{\int_{s}^{1} d x a_{s}+\int_{0}^{1} d x x a_{L}+\frac{1}{3} \int_{t}^{1} d x x a_{R}} \tag{27}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{S}=\frac{1}{2} F_{2}-x F_{1} \geqslant 0, \\
& a_{\mathrm{L}}=F_{1}-\frac{1}{2} F_{\mathrm{y}} \geqslant 0, \\
& a_{R}=F_{1}+\frac{1}{2} F_{\mathrm{y}} \geqslant 0, \\
& x=1 / \omega=\text { scaling variable },
\end{aligned}
$$

with $F_{1,2,}$, the deep-inelastic structure functions in the scaling limit, and where an average nucleon target $N=\frac{1}{2}(n+p)$ has been assumed. Empirically, it is found that

$$
\sigma\left(\tilde{\nu}+N-\mu^{+}+\Gamma\right) / \sigma\left(\nu+N-\mu^{-}+\Gamma\right) \approx \frac{1}{3},
$$

which implies that $a_{s} \approx a_{R} \approx 0$, that is,

$$
\begin{equation*}
F_{9}(x)=-2 F_{1}(x), \quad F_{2}(x)=2 x F_{1}(x) \tag{28}
\end{equation*}
$$

Splitting $F_{1}$ and $F_{2}$ into vector and axial-vector
contributions

$$
\begin{equation*}
F_{1,2}(x)=F_{1,2}^{V}(x)+F_{1,2}^{1}(x), \tag{29}
\end{equation*}
$$

we mag rewrite the relations of Eq. (28) as

$$
\begin{align*}
& \frac{1}{4}\left|F_{3}(x)\right|=\frac{1}{2}\left[F_{2}^{\nabla}(x)+F_{1}^{A}(x)\right] \\
& F_{2}^{\boldsymbol{\gamma}}(x)+F_{2}^{A}(x) \approx 2 x\left[F_{1}^{V}(x)+F_{1}^{A}(x)\right] \tag{30}
\end{align*}
$$

Comparing Eq. (30) with the Schwarz inequality ${ }^{18}$
$\frac{1}{4}\left|F_{3}(x)\right| \leqslant\left[F_{1}^{V}(x) F_{1}^{A}(x)\right]^{1 / 2} \leqslant \frac{1}{2}\left[F_{1}^{V}(x)+F_{1}^{A}(x)\right]$
and the positivity inequalities

$$
\begin{align*}
& F_{2}^{V}(x) \geqslant 2 x F_{1}^{V}(x),  \tag{32}\\
& F_{2}^{A}(x) \geqslant 2 x F_{1}^{\wedge}(x),
\end{align*}
$$

we learn that

$$
\begin{align*}
F_{1}^{V}(x) & \approx F_{1}^{A}(x) \approx \frac{1}{2 x} F_{2}^{V}(x) \approx \frac{1}{2 x} F_{2}^{A}(x) \\
& \approx-\frac{1}{4} F_{3}(x) \approx \frac{1}{2} F_{1}(x) \approx \frac{1}{4 x} F_{2}(x) . \tag{33}
\end{align*}
$$

Now let us turn our attention to the deep-inelastic ratios of Eq. (24). If we again take $N$ to be an average nucleon target, the isovector and isoscalar terms in the neutral current of Eq. (18) do not interfere, and so we get a lower bound on $R_{\nu}$ and $R_{v}$ by neglecting the isoscalar contributions to the cross section. Using the fact, already mentloned, that the Isovector pleces of Eq. (18) are related to the corresponding isovector pieces of Eq. (26) by an isospin rotation, we find that

$$
\left(\begin{array}{l}
R_{\nu}  \tag{34}\\
\left.R_{\bar{u}}\right)
\end{array} \geqslant \frac{1}{2} \frac{\int_{0}^{1} d x\left\{g_{\mathrm{r}}{ }^{2}\left[\frac{1}{3} x F_{1}^{V}(x)+\frac{1}{2} F_{2}^{V}(x)\right]+g_{\Lambda_{1}}{ }^{2}\left[\frac{1}{3} x F_{1}^{A}(x)+\frac{1}{2} F_{2}^{A}(x)\right] \mp g_{r} g_{A_{0}} \frac{1}{3} x F_{\cdot}(x)\right\}}{\int_{0}^{1} d x\left[\frac{1}{3} x F_{1}(x)+\frac{1}{2} F_{2}(x)+\frac{1}{3} x F_{3}(x)\right]}\right.
$$

Substituting now the relations of Eq. (33), we get the simple inequalities ${ }^{20}$

$$
\begin{align*}
& R_{\nu} \geqslant \frac{1}{8}\left(g_{V_{3}}{ }^{2}+g_{A_{3}}{ }^{2}+g_{V_{3}} g_{A_{3}}\right), \\
& R_{\nu} \geqslant \frac{1}{2}\left(g_{V_{3}}{ }^{2}+g_{A_{3}}^{2}-g_{V_{3}} g_{A_{3}}\right) . \tag{35}
\end{align*}
$$

When added in the linear combination $3 R_{v}+R_{\bar{v}}$ which eliminates the vector-axial-vector interference term, and combined with $95 \%$ confidence limits inferred from current measurements of $R_{\nu}$ and $F_{\bar{v}}$, the inequalities of Eq. (35) yield the constraint

$$
\begin{equation*}
1.5 \geqslant 3 R_{\nu}+R_{\tau} \geqslant g_{v_{3}}^{2}+g_{\Lambda_{0}}^{2}, \tag{36}
\end{equation*}
$$

which will be used in our subsequent analysis. As we have already emphasized, in getting Eq. (36) we have only used the assumption of scaling together with the empirical observation of a
charged-current antineutrino-to-neutrino inclusive cross-section ratio of $\approx \frac{1}{3}$.

In order to strengthen Eq. (36) so as to include the isoscalar current terms in Eq. (18), it is necessary to go begond the assumptions just atated by using information from the quark-parton model. Specifically, we will make use of the standard spin- $\frac{1}{2}$ quark-parton model for deep-inelastic scattering, ${ }^{21}$ with the additional assumptions that the strange parton and the antiparton content of the nucleon may be neglected ${ }^{22}$ [the latter of these assumptions is suggested by the approximate relations of Eq. (33)]. The quark-parton model in this form is expected ${ }^{23}$ to be good to an accuracy of order $20 \%$, and has the great virtue that all $x$ dependence (for an average nucleon target) appears in a single universal over-all factor which drops out in the ratios $R_{\nu, \bar{v}}$. A straightforward calculation then gives

$$
\begin{aligned}
& \pm \frac{2}{3}\left\{\left[g_{r_{0}} \frac{1}{2}\left(\frac{2}{3}\right)^{1 / 2}+g_{V_{a}} \frac{1}{2}\left(\frac{1}{3}\right)^{1 / 2}\right]\left[g_{A_{0}} \frac{1}{2}\left(\frac{2}{3}\right)^{1 / 2}+g_{A_{8}} \frac{\frac{1}{2}\left(\frac{1}{3}\right)^{1 / 2}}{}\right]+\frac{1}{2} g_{r_{3}} \frac{1}{2} g_{A_{3}}\right\}, \\
& 1.5 \geqslant R_{i j}+3 R_{i v}=\left[g_{V_{0}}\left(\frac{2}{3}\right)^{1 / 2}+g_{V_{A}}\left(\frac{1}{3}\right)^{1^{1 / 2}}\right]^{2}+g_{V_{3}}{ }^{2}+\left[g_{A 0}\left(\frac{2}{3}\right)^{1 / 2}+g_{A 8}\left(\frac{1}{3}\right)^{1 / 2}\right]^{2}+g_{A_{j}}{ }^{2} .
\end{aligned}
$$

One additional piece of information which will be needed, in order to use the constraint of Eq. (37) in an analysis of low-energy pion production, is knowledge of the renormalization constants $g \lambda^{(0,8)}(0)$ and $F_{2}^{(0, s)}(0)$ which describe the one-nucleon matrix elements of the isoscalar currents appearing in Eq. (18). The constant $g \lambda^{(8)}(0)$ is fairly reliably fixed by $S U(3)$ to have the value ${ }^{23}$

$$
\begin{equation*}
g_{A}^{(日)}(0) \approx(3-4 \times 0.66) 1.24=0.45 \tag{38a}
\end{equation*}
$$

while the measured value of $F_{2}^{(0)}(0)$ is

$$
\begin{equation*}
2 M_{N} F_{2}^{(\mathrm{s})}(0) / F_{1}^{(\mathrm{s})}(0)=-0.12 \tag{38b}
\end{equation*}
$$

For the constants $g_{A}^{(0)}(0)$ and $F_{2}^{(\alpha)}(0)$ recourse must be made to a quark-model analysis of cur-rent-renormalization constants, ${ }^{10}$ which gives ${ }^{24}$

$$
\begin{align*}
& g_{A}^{(0)}(0) \approx \frac{1}{5} 1.24=0.74, \\
& 2 M_{N} F_{2}^{(0)}(0) / F_{1}^{(0)}(0) \approx-0.1 \tag{39}
\end{align*}
$$

for the unitary-singlet renormalization constants.

## C. Extended model for weak pian production

We turn finally to a description of the extended model for weak pion production which we will use in the numerical calculations of Sec. IV. As an aid to the discussion which follow b , let us first rewrite the pion-production matrix element of Eq. (1) in an alternative form, obtained by rearranging the pseudovector-coupling external-nucleon-line-ingertion terms which appear there into pseudoscalar-coupling Born terma of the usual form. This gives

$$
\begin{align*}
\left\langle N\left(p_{2}\right) \pi(q)\right| g(0)\left|N\left(p_{1}\right)\right\rangle=-\Re_{N} \bar{u}\left(p_{2}\right) & {\left[\frac{g_{r}}{M_{N} g_{A}} J_{j}^{\prime}(k-q)+\frac{g_{r}}{2 M_{N}}\left\{\gamma_{s} \tau_{j} J(k)\right\}_{+}\right.} \\
& +\frac{g_{r}}{2 M_{N}} \gamma_{s} \tau_{i} \frac{p_{2}+\phi+M_{k}}{\nu-\nu_{B}} J(k)-J(k) \frac{p_{1}-q+M_{H}}{\nu+\nu_{B}} \frac{g_{F}}{2 M_{N}} \gamma_{5} \tau_{j} \\
& + \text { possible additional pion-pole "seagull" contribution }] u\left(p_{1}\right) \psi_{j}^{*}+O(q), \tag{40}
\end{align*}
$$

with

$$
\begin{align*}
& \nu=\left(p_{1}+p_{2}\right) \cdot k /\left(2 M_{N}\right),  \tag{41}\\
& \nu_{\mathrm{B}}=-q \cdot k /\left(2 M_{N}\right),
\end{align*}
$$

and with all other quantities as defined above. The anticommutator term which has appeared in Eq. (40) is the PCAC (partial conservation of axial-vector current) "consistency-condition" term ${ }^{25}$ arising from the pseudovector-to-pseudoscalar rearrangement.

With the aid of Eq. (4), we can now proceed to discuse the pion-production model, which is an extension of a calculation of weak pion production in the $(3,3)$ resonance region which we have de-
scribed in detail elsewhere. ${ }^{\text {a }}$ In its original form, the model included the pseudoscalar-coupling Born terms and the pion-pole terms of Eq. (40), with no kinematic approximations. In addition, the dominant ( 3,3 ) multipoles were unitarized by the method uged in the CGLN treatment of pion photoproduction, ${ }^{20}$ so as to correctly describe $(3,3)$ resonance excitation. Our basic extended pionproduction model is obtained by adding the commutator term in Eq. (40) (evaluated at $q=0$, except where a pion pole appears) and the "consis-tency-condition" term to the Born approximation and resonant terms of the original model, yielding a pion-production amplitude which has the correct soft-pion limit. In terms of the amplitudes $V_{j}^{(* 0)}, j=1, \ldots, 6$ and $A_{f}^{(t)}, j=1, \ldots, 8$ used in Ref. 6 the additions are ${ }^{21}$

$$
\begin{align*}
& \Delta V_{2}^{(+)} \approx \frac{g_{r}}{M_{N}} F_{2}^{V}\left(k^{2}\right), \\
& \Delta V_{1}^{(0)} \approx \frac{g_{r}}{M_{N}} F_{2}^{s}\left(k^{2}\right), \\
& \Delta V_{1}^{(-)}=\frac{g_{r}}{M_{N}}\left[\frac{g_{A}\left(k^{2}\right)}{g_{A}}-F_{1}^{V}\left(k^{2}\right)\right]\left(k^{2}\right)^{-1}, \\
& \Delta A_{2}^{(-)}=\frac{g_{r}}{M_{N} g_{A}} F_{2}^{V}\left(k^{2}\right),  \tag{42}\\
& \Delta A_{4}^{(-)} \approx-\frac{g_{r}}{M_{N}^{2} g_{A}}\left[F_{1}^{V}\left(k^{2}\right)-g_{A} g_{A}\left(k^{2}\right)\right. \\
& \left.\quad+2 M_{N} F_{2}^{V}\left(k^{2}\right)\right] .
\end{align*}
$$

Note that the terma referred to in Ref. 6 as "dia-persion-relation corrections to the small partial waves" are omitted from the amplitude, since including them along with the additions of Eq. (42) would involve double counting (and also for the practical reason that the numerical evaluation of the dispersion-relation terms is very costly in terms of computer time).
A further elaboration on the pion-production model consists of adding in the leading corrections (of first order in the pion four-momentum $q$ and zeroth order in the lepton four-momentum transfer $k$ ) to the soft-pion limit. These corrections are calculated by the method of Low ${ }^{24}$ and Adler and Dothan ${ }^{23}$; for the vector amplitude they vanish (as a result of vector current conservation), while for the isovector axial-vector amplitude they are related by PCAC to momentum derivatives of the pion-nucleon scattering amplitude at the crossing symmetric point. For an isoscalar axial-vector current the $O(Q)$ corrections cannot be precisely calculated, but an heuristic resonance dominance argument given in Appendix $B$ suggests that they may be relatively considerably smaller than in the isovector axial-vector case, and so we neglect them. For the isovector axialvector amplitudes, the calculations of Ref. 28 tell us that ${ }^{7}$

$$
\begin{aligned}
& {\left.\left[A_{1}^{(-)}-A_{1}^{(-) s}\right]\right|_{0}=\left.\frac{g_{A}}{g_{r}} B^{n N(-)}\right|_{\nu v v_{z}=0}} \\
& -\frac{g_{r}}{2 M_{N}^{2}}\left(\frac{1}{g_{A}}-g_{A}+\frac{\mu_{F}}{g_{A}}\right) \\
& =0.36 \text {, } \\
& {\left.\left[A_{i}^{(t)}-A_{3}^{(t) B}\right]\right|_{0} \geqslant\left.\frac{\underline{g}_{A}}{g_{V}} \frac{\partial \bar{A}^{* N(t)}}{\partial V_{B}}\right|_{\nu=\nu_{B}=0}} \\
& \simeq 2.8 \text {; } \\
& 1_{0}=\left.\right|_{\nu=V_{g}=z^{2}=0,}
\end{aligned}
$$

with the superscript $B$ indicating the Born approximation and with the numerical values in units in
which $M_{8}=1$. In order to apply Eq. (43a), we must first eatimate the extent to which the amplitudes $A_{1}^{(-)}, A_{3}^{(+)}$in our basic pion-production model differ from their Born approximations as a result of unitarization of the $(3,3)$ multipoles. This is done at the end of Appendix B , with the result

$$
\begin{align*}
& {\left.\left[A_{1}^{(-)}-A_{1}^{(-) B}\right]\right|_{0} ^{\text {bade modal }} \approx 0.21,}  \tag{43b}\\
& {\left.\left[A_{3}^{(+)}-A_{3}^{(+))}\right]\right|_{0} ^{\text {bade model }} \approx 0.84 .}
\end{align*}
$$

Hence to bring the basic model into agreement with Eq. (432) we add the $O(q)$ corrections

$$
\begin{align*}
& \Delta A_{1}^{(-)} \approx 0.15\left(1+k^{2} / M^{2}\right)^{-2},  \tag{43c}\\
& \Delta A_{1}^{(1)} \approx 1.96\left(1+k^{2} / M^{2}\right)^{-2} .
\end{align*}
$$

Only the $k^{2}=0$ values of the correction terms are actually determined by low-energy theorem arguments; however, to a void a spurious dominance of these correction terms at large $k^{2}$, we have included an ad hoc dipole form factor ${ }^{27}\left(1+k^{2} / M^{2}\right)^{-2}$, characterized by a dipole mass $M$. In the numerical work of Sec. IV, $M$ was taken equal to the nucleon mass $M_{M}=0.94 \mathrm{GeV}$, which te rather typical of the dipole mass values ${ }^{29}$ found in both the vector and the axial-vector form factors. As we will see in Sec. IVA, substantial variations of $M$ about this value have a relatively small effect on the magnitude of the $O(q)$ corrections to the threshold pion-production cross sections. While the inclusion of the order- $q$ corrections may be an improvement in the amplitude near threshold (or at a minimum, should give an idea of the likely importance of corrections to the basic soft-pion matrix element), their undamped growth as $q$ increases makes their inclusion of doubtful value away from the threshold region. To illustrate thls, we also evaluate the $O(q)$ corrections according to the modified recipe

$$
\begin{align*}
& \Delta A_{1}^{(-)}=\left(M_{N} / W\right) 0.15\left(1+k^{2} / M^{2}\right)^{-2},  \tag{43d}\\
& \Delta A_{3}^{(+)}=\left(M_{N} / W\right) 1.96\left(1+k^{2} / M^{2}\right)^{-2},
\end{align*}
$$

which agrees with Eq. (43c) at $\nu=\nu_{B}=0$, but which grows less rapidly with increasing $W$. To sum up, the fully extended pion-production model which we have just described contains both nucleon and pion Born diagrame with no kinematic approximations, includes the dominant $(3,3)$ multipoles in unitarized form, and agrees with all low-energy-theorem constraints through terms of first order in $q$ and $k$, with an error of order $q k$ at most. It should thus give a reasonably accurate description of low-invarlant-mass pion production, particularly in the region close to invariant-masa threshold.

## IV. NUMERICAL RESULTS

We turn now to numerical calculations using the pion-production model developed above. In Sec. IVA we give the results of numerical studies of the model, in which we examine the effect of the $O(q)$ corrections of Eqs. (43c), (43d) and explore their sensitivity to the mass parameter $M$, and in which we compare the predictions of the model for charged-current-Induced neutrino pion production with experiment. In Sec. IV B we use the model to give bounds on the ANL neutral-current-induced threshold pion-production cross aection, for a variety of different models for the atructure of the weak neutral current. Finally, in Sec. IV C we atudy low-invariant-mass pion production in the BNL neutrino flux, in the special case of a pure isoscalar weak neutral current.

## A. Numerical studies of the model

We begin our numerical examination of the pionproduction model of Sec. IIIC with a atudy of the $O(q)$ correction terms added to the weak pion production amplitude in Eq. (43). In Table II we give theoretical ANL 2-bin cross sections, defined as in Eq. (16), for the seven allowed charged- and neutral-current-induced pion-production reactions. In column 2 we give the cross gection obtained without the $O(q)$ correction [that is, from the basic pion-production model including the aoft-pion additions of Eq. (42), but without the additions of Eqs. (43c) or (43d)]. In columns 3, 4, and 5 we give the corresponding cross sections with the $O(q)$ corrections included as in Eq. (43c), taking the ad hoc dipole mass $M$ as $M_{N}, M_{N} / \sqrt{2}$, and $M_{N} \sqrt{2}$, respectively. In column 6 we give the cross sections calculated with the $O(q)$ corrections included as in Eq. (43d), with $M=M_{N}$. We see that the $O(q)$ corrections have a substantial effect on threshold cross aections for $\nu+p \rightarrow \nu$ $+p+\pi^{0}$ and $\nu+n-\nu+\pi+\pi^{\circ}$, a moderate effect on
the cross section for $\nu+p \rightarrow \mu^{-}+p+\pi^{+}$, and a relatively small effect on the remaining reactions. As expected in the threshold region, the recipes of Eq. ( 43 c ) and Eq. ( 43 d ) for the $O(q)$ corrections give similar results; we also see that the variation in the threshold cross section as $M^{2}$ is changed by a factor of 2 in either direction from $M^{2}=M_{N}{ }^{2}$ is smaller than the effect of including the $O(q)$ corrections, indicating that the aensitivity to the value of the mass parameter $M$ is not excessive. In Table III we show the effect of the $O(q)$ additions on the ANL and BNL crose sections integrated over the low-invariant-masa region $W \leqslant 1.4 \mathrm{GeV}$. Again, the reactions $\nu+N-\nu+N+\pi^{\circ}$ are sensitive to the $O(q)$ additions, with the effects on the other cross sections ranging from moderate to small. Here, however, we see a substantial dependence on whether the recipe of Eq. (43c) or of Eq. (43d) is used, indicating that the $O(q)$ additions do not conatitute a well-defined correction to the basic pion production model outside the threshold region. A satisfactory treatment of the $O(q)$ terms away from threshold would require their interpretation as the low-energy limits of appropriate particle exchange terms. In the numerical work on the ANL threshold cross sections for $\nu+n \rightarrow \nu+p+\pi^{-}$deac ribed in Sec. IV $B$, we will include the $O(q)$ correction terms with $M=M_{N}$. In the numerical work of Sec. IV C analyzing the isoscalar case for the BNL spectrum, we will neglect the $O(q)$ corrections-they vanish for an isoscalar vector current and, as argued in Appendix $B$, may be relatively amall (although hard to estimate precisely) for an isoscalar axialvector current.

Obviously, the best way to assese the reliability of the pion-production model developed in Sec. IIIC is to compare its predictions for charged-current-induced pion production reactions with experiment. In Fig. 1 the ANL data ${ }^{30}$ for $\nu+p$ $-\mu^{-}+p+\pi^{+}$are plotted together with predictions

TABLE II. Effect of $O$ G ) additions of Eqs. (43c), (43d) and sensitivity to the ad hoc dipole parameter $M$ in the ANL threshold region. Neutral-current cross aections are calculated in the Weinberg-Salam model, $w$ ith $\sin ^{2} \theta_{w}=0.35$ and $\Delta d^{2}=0$ [see Eq. (52)].


TABLE III. Effect of $O(q)$ additions of Eqs. (43c), (43d) in the ANL and BNL (3, 3) resonance regions, defined by $W \leq 1.4 \mathrm{GeV}$. Neutral-current crosa aections are calculated in the Weinherg-Salam model, with $\sin ^{2} \theta_{\mathbf{w}}=0.35$ and $\Delta^{d^{\lambda}}=0$ [see Eq. (52)]. As is evident from the differences between the two recipes for adding in the $O(q)$ terms away from the threshold region, the $O(q)$ additions do not constitute a well-defined correction to the basic pion production model when the entire ( 3,3 ) resonance region is considered. However, they do usefully indicate which channels may prove to be particularly sensitive to corrections to the basic model.

| Reaction | Values of $\sigma^{\text {ANL }}(W \leq 1.4 \mathrm{GeV})$ In $10^{-31} \mathrm{~cm}^{2}$ |  |  | $\begin{gathered} \text { Velues of } \\ \sigma^{\mathrm{HNL}}(W \leq 1.4 \mathrm{GeV}) \\ \text { in } 10^{-3 \mathrm{~g}} \mathrm{~cm}^{2} \end{gathered}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Without } \\ \left.O_{q}\right) \end{gathered}$ | With $O(q)$ |  | Without $0(4)$ | With O(q) |  |
|  |  | Eq. (43c) | Eq. (43d) |  | Eq. (43c) | Eq. (43d) |
| $\nu+n \rightarrow \mu^{-}+p+r^{0}$ | 0.0733 | 0.0694 | 0.0698 | 0.147 | 0.143 | 0.143 |
| $\nu+p \rightarrow \mu^{-}+p+x^{+}$ | 0.219 | 0.237 | 0.228 | 0.427 | 0.499 | 0.466 |
| $\nu+n-\mu^{-}+n+\pi^{+}$ | 0.0571 | 0.0534 | 0.0491 | 0.129 | 0.134 | 0.116 |
| $\nu+p-\nu+p+n^{0}$ | 0.0283 | 0.0348 | 0.0308 | 0.0532 | 0.0765 | 0.0629 |
| $\nu+n \rightarrow \nu+n+\pi^{0}$ | 0.0288 | 0.0350 | 0.0311 | 0.0539 | 0.0768 | 0.0634 |
| $\nu+n \rightarrow \nu+p+\pi^{-}$ | 0.0192 | 0.0181 | 0.0181 | 0.0366 | 0.0352 | 0.0351 |
| $\nu+p \rightarrow \nu+n+{ }^{*}$ | 0.0204 | 0.0191 | 0.0192 | 0.0383 | 0.0367 | 0.0367 |

of the pion proctuction model, both with $O(q)$ additions (curves $b$ and $c$ ) and without these additions (curve a). The theoretical curves are evidently low by $30-40 \%$ in the case of curve $a$ and by smaller amounts in the cases of curves $b$ and $c$. Part of this discrepancy may arise from uncertainties in the absolute level of the ANL neutrino Hux (these uncertainties are included in the experimental error bars) and in the value of the axial-vector mass parameter ${ }^{11} M_{A}$, but part is probably due to the known ${ }^{\text {d }}$ tendency of the pionprocuction model to underestimate pion-produc-


FIG. 1. Comparison of the extended pion-production model of Sec. IIIC with the ANL data for $\nu+p \rightarrow \mu^{-}$ $+p+r^{+}$. Curve a, basic model containing Born, resonant, and soft-pion terms; curve $b$, basic model with $O$ (q) additions from Eq. (43c); curve $c$, basic model with $O(q)$ additions from Eq. (43d).
tion cross sections for $\left|k^{2}\right| \geqslant 0.6(\mathrm{GeV} / c)^{2}$. To minimize this problem, in discussing the BNL isoscalar-current case in Sec. IV C we will always compare ratios of cross sections computed within the pion production model with the corresponding ratios obtained experimentally, rather than making direct comparisons of cross sections between theory and experiment. In Table IV we compare preliminary ANL values ${ }^{32}$ of the ratios $\sigma\left(\nu+n-\mu^{-}\right.$ $\left.+p+\pi^{0}\right) / \sigma\left(\nu+p-\mu^{-}+p+\pi^{+}\right)$and $\sigma\left(\nu+n-\mu^{-}+n+\pi^{\eta}\right) /$ $\sigma\left(\nu+p-\mu^{-}+p+\pi^{+}\right)$with the corresponding theoretical predictions for the invariant-mass interval $W \leqslant 1.4 \mathrm{GeV}$. The agreement is seen to be generally satisfactory. In Fig. 2 we compare the area normalized theoretical invariant-mass distribution for $\nu+p \rightarrow \mu^{-}+p+\bar{I}^{+}$[including $O(q)$ corrections from Eq. (43c)] with the corresponding ANL experimental histogram ${ }^{33}$; the agreement in this case is excellent. In Fig. 3 we give the same comparison for the reactions ${ }^{34} \nu+n-\mu^{-}+p+\pi^{0}$ and $\nu+n \rightarrow \mu^{-}+n+\pi^{+}$. The agreement is again satisfactory. In general, the comparisons given above suggest that the pion-production model developed in Sec. IIIC should be reliable to better than a factor of 2 in the region at and below resonance. The reliability should be substantially better than this for relative cross-section ratios or reactions without large $O(q)$ corrections.

## B. Threshald neutral-current-induced pian production <br> in the ANL flux

We consider now the application of the formulas develon-j in Sec. In to the study of neutral-cur-

TABLE IV. Comparison of theoretical predictions for charged-current pion final-state retion with preliminary ANL experimental results (Ref 32).

| Ratio | Experiment | Without $O$ (q) | Eq. (43c) |
| :---: | :---: | :---: | :---: |
| $\frac{\sigma\left(\nu+n-\mu^{-}+p+\pi^{0}\right)}{\sigma\left(\nu+p \rightarrow \mu^{-}+p+\pi^{+}\right)}$ | $0.27 \pm 0.06$ | 0.34 | 0.29 |
| $\frac{\sigma\left(\nu+n \rightarrow \mu^{-}+n+1 r^{+}\right)}{\sigma\left(\nu+p \rightarrow \mu^{-}+p+\pi^{+}\right)}$ | $0.31 \pm 0.07$ | 0.26 | 0.31 |

rent-induced threshold pion production in the ANL neutrino flux.4 We start with the general six-parameter neutral-current structure in Eq. (18), but we note that since the isoscalar axial currents contribute only $y^{39}$ through the $g f^{(0, \theta)} \gamma^{\lambda} \gamma_{g}$ term in
their nucleon vertices, the effective number of parameters entering the pion production calculation can be reduced to 5 . These are conveniently introctuced by writing the one-nucleon matrix element of the neutral current as

$$
\begin{align*}
\left\langle N\left(p_{2}\right)\right| \partial_{N}^{\lambda}\left|N\left(p_{1}\right)\right\rangle=\pi_{N} \bar{u}\left(p_{2}\right)\{[ & \left.-\lambda_{1} g_{A}\left(k^{2}\right) \gamma^{\lambda} \gamma_{5}+\lambda_{2} F_{1}^{V}\left(k^{2}\right) \gamma^{\lambda}+i \lambda_{2} F_{2}^{V}\left(k^{2}\right) \sigma^{\lambda \eta} k_{n}\right] \frac{1}{2} \tau_{3} \\
& \left.+\left[-\lambda_{3} D\left(k^{2}\right) \gamma^{\lambda} \gamma_{3}+\lambda_{1} D\left(k^{2}\right) \gamma^{\lambda}+i \lambda_{3}\left(2 M_{N}\right)^{-1} D\left(k^{2}\right) \sigma^{\lambda \eta_{n}} k_{n}\right] \frac{1}{2}\right\} u\left(p_{1}\right), \tag{44}
\end{align*}
$$

with $D\left(k^{2}\right)$ a dipole structure characterizing the isoscalar current vertices, which for definiteness we take as

$$
\begin{equation*}
D\left(k^{2}\right)=\left(1-k^{2} / M_{N}^{2}\right)^{-2} \tag{45}
\end{equation*}
$$

To a first approximation, we expect ${ }^{38}$ that small changes in the isoscalar dipole mass parameter from the assigned value of $M_{N}$ can be compensated by making appropriate rescalings of the isoscalar parameters $\lambda_{3,4,5}$. In terms of the parameters $\lambda_{1}, \ldots, \lambda_{4}$, the couplinge $g_{\mathrm{VVO}_{0, \mathrm{~B}}}, g_{\mathrm{AO,3,8}}$ introduced in Eq. (18) are given by

$$
\begin{align*}
& g_{V_{0}}\left(\frac{2}{3}\right)^{1 / 2}+g_{V_{3}}\left(\frac{1}{3}\right)^{1 / 2}=\frac{1}{3} \lambda_{4}, \quad g_{v_{3}}=\lambda_{2}, \\
& g_{A_{0}}\left(\frac{2}{3}\right)^{1 / 2}+g_{\Lambda_{3}}\left(\frac{1}{3}\right)^{1 / 2}=\frac{1}{g_{\Lambda}^{5}} \lambda_{3}, \quad g_{A_{0}}=\lambda_{1}, \tag{46a}
\end{align*}
$$

with $g_{A}^{S}$ an effective isoscalar axial-vector renormalization constant defined by

$$
\begin{equation*}
g_{A}^{s}=\frac{g_{A_{0}}\left(\frac{2}{3}\right)^{1 / 2} g_{\Lambda}^{(0)}(0)+g_{A_{0}}\left(\frac{1}{3}\right)^{1 / 2} g_{A}^{(0)}(0)}{g_{A_{0}}\left(\frac{1}{3}\right)^{1 / 2}+g_{A_{0}}\left(\frac{1}{3}\right)^{1 / 2}} \tag{46b}
\end{equation*}
$$

In terms of these definitions, the deep-inelastic constraint of Eq. (36) becomes

$$
\begin{equation*}
1.5 \geqslant 3 R_{v}+R_{i} \geqslant \lambda_{1}^{2}+\lambda_{2}^{2} \tag{47}
\end{equation*}
$$

while the stronger constraint of Eq. (37), which follows when quark-parton-model information is used, takes the form

$$
\begin{equation*}
1.5 \geqslant 3 R_{\nu}+R_{\bar{\nu}}=\lambda_{1}{ }^{2}+\lambda_{2}{ }^{2}+\frac{\lambda_{y}{ }^{2}}{\left(\bar{g}_{A}^{5}\right)^{2}}+\frac{1}{8} \lambda_{4}{ }^{2} \tag{48}
\end{equation*}
$$

Equations (15) and (47), or (15) and (48), are the basic constraints which will be imposed in maximizing $\sigma_{\text {abin }}^{\text {NL }}$ over the space of parameters $\lambda_{1}, \ldots, \lambda_{3}$.

Obviously, to recompute the pion-production and neutrino-proton-elastic-scattering cross sections for each distinct set of parameter values being studied would be a very inefficient procedure from


FIG. 2. Comperison of the area-normalized theoretical invariant-mase distribution for $\nu+p-\mu^{-}+p+\pi^{*}$ \{calculated with $O(q)$ additione from Eq. (43c)] whth the ANL hlatogram for thle reaction.


FIG. 3. Comparison of the area-normalized theoretical invarlant-mase diatributlons for $\nu+n-\mu^{-}+n+\pi^{+}$and $\nu+n-\mu^{-}+p+\mathbb{I}^{0}$ Icalculated with $O(q)$ additions from Eq. (43c)] with the corresponding ANL histograms. The theoretical predictions have been folded with the experimental invariant-mase regalutions of 25 MeV for $n+\boldsymbol{\pi}^{\boldsymbol{+}}$ and 40 MeV for $p+\pi^{0}$.
a numerical point of view. Rather, we exploit the fact that the cross gections are quadratic forms in the parameters $\lambda_{j}$, taking the form
$\sigma_{2 \mathrm{bin}}^{\mathrm{NL}} / 10^{-38} \mathrm{~cm}^{2}=\sum_{j=1}^{5} \sum_{1 \leq j \leq i} P_{i j} \lambda_{i} \lambda_{j}$,
$\sigma^{\mathrm{ANL}}(v+p-v+p) / 10^{-39} \mathrm{~cm}^{2}=\sum_{i=1}^{3} \sum_{i \leq j \leq 1} E_{1} \lambda_{1} \lambda_{j 1}$
so it is only necessary to perform the cross-section calculation for the 15 parameter geta

$$
\left.\begin{array}{ll}
\lambda_{1}=0, & i \neq I, J  \tag{50}\\
\lambda_{1}=1, & \lambda_{s}=1
\end{array}\right\} 1 \leqslant I \leqslant J \leqslant 5
$$

to extract the coefficient ${ }^{4} P_{1,}, E_{1 / 1}$ which are tabulated in Table V. The quadratic forms of Eq. (49) are then used to compute the cross sections when searching over parameter values, permitting a complete survey of the five-parameter space using a very reasonable amount of computer time.
 $\sigma^{\text {ANL }}(\nu+p \rightarrow \nu+p)$ via the quadratic forms of Eq. (49). Note the comment in Ref. 4.

| Plon-production coefficients | Elastic-scattering coeff Iclents |  |
| :---: | :---: | :---: |
| $P_{11} 0.621 \times 10^{-3}$ | $E_{11}$ | $0.692 \times 10^{-1}$ |
| $P_{22} 0.807 \times 10^{-3}$ | $E_{22}$ | $0.767 \times 10^{-1}$ |
| $P_{33} 0.163 \times 10^{-3}$ | $E_{37}$ | $0.478 \times 10^{-1}$ |
| $P_{44} 0.244 \times 10^{-4}$ | $E_{44}$ | $0.364 \times 10^{-1}$ |
| $P_{55} 0.121 \times 10^{-4}$ | $E_{55}$ | $0.300 \times 10^{-2}$ |
| $P_{12} 0.534 \times 10^{-4}$ | $E_{12}$ | $0.656 \times 10^{-1}$ |
| $P_{13} 0.772 \times 10^{-5}$ | $E_{13}$ | 0.115 |
| $P_{14} 0.166 \times 10^{-4}$ | $E_{14}$ | $0.158 \times 10^{-1}$ |
| $P_{15}-0.211 \times 10^{-4}$ | $E_{15}$ | $0.159 \times 10^{-1}$ |
| $P_{29}-0.393 \times 10^{-4}$ | $E_{2}$ | $0.554 \times 10^{-1}$ |
| $P_{14} \quad 0.143 \times 10^{-3}$ | $E_{24}$ | $0.858 \times 10^{-1}$ |
| $P_{25}-0.312 \times 10^{-4}$ | $E_{25}$ | $0.201 \times 10^{-1}$ |
| $P_{34} \quad 0.328 \times 10^{-4}$ | $E_{34}$ | $0.134 \times 10^{-1}$ |
| $P_{35} \quad 0.532 \times 10^{-4}$ | $E_{35}$ | $0.134 \times 10^{-1}$ |
| $P_{45} 0.996 \times 10^{-5}$ | $E_{45}$ | $0.229 \times 10^{-2}$ |

The results, for various assumptions about the structure of the weak neutral current, are as follows:
(1) Pure isoscalar weak neutral current. Taking $\lambda_{1}=\lambda_{2}=0$ and maximizing $\sigma_{2 \text { bin }}^{\text {ANL }}$ over the $\lambda_{3}, \lambda_{4}, \lambda_{5}$ subspace subject to the constraint of Eq. (15) gives the upper bound

$$
\begin{equation*}
\sigma_{2 \mathrm{bin}}^{\mathrm{ANLL}} \leqslant 1.0 \times 10^{-41} \mathrm{~cm}^{2} \tag{51}
\end{equation*}
$$

(2) Weinberg-Salam $S U(2) \otimes \cdot U(1)$ model. In the simplest, one-parameter version of this model, ${ }^{97}$ the neutral current has the form

$$
\begin{align*}
& g_{H}^{\lambda}=F_{3}^{\lambda}-F_{3}^{3 \lambda}-2 x\left(F_{j}^{\lambda}+3^{-1 / 8} F_{1}^{\lambda}\right)+\Delta g^{\lambda},  \tag{52}\\
& x=\sin ^{2} \theta_{v}
\end{align*}
$$

with $\Delta d^{\lambda}$ an isoscalar $V-A$ strangeness and "charm" current contribution which is conventionally assumed to couple only weakly to nonstrange low-mass hadrons (auch as the low-energy pionnucleon gystem). Neglecting $\Delta d^{\lambda}$ for the moment we can make an absolute calculation of the cross section for $v+n-v+b+\pi^{-}$, giving

$$
\begin{equation*}
\sigma_{i \mathrm{bln}}^{A N L}=0.75 \times 10^{-41} \mathrm{~cm}^{2} \tag{53}
\end{equation*}
$$

In certain extensions of the original WeinbergSalam model, the neutral current has the general form of Eq. (52), but with an adjustable strength parameter $\kappa$ In front,

$$
\begin{equation*}
g_{N}^{\lambda}=\kappa\left[\mathcal{F}_{3}^{\lambda}-\mathcal{F}_{3}^{S \lambda}-2 x\left(\mathcal{F}_{3}^{\lambda}+3^{-1 / 2} F_{a}^{\lambda}\right)\right]+\Delta \mathfrak{g}^{\lambda} \tag{54}
\end{equation*}
$$

Still neglecting $\Delta g^{\lambda}$, and comparing with Eq. (44), we now see that the parameters $\lambda_{j}$ have the values

$$
\begin{array}{ll}
\lambda_{1}=k, & \\
\lambda_{1}=k(1-2 x), & \lambda_{4}=-2 k x,  \tag{55}\\
\lambda_{3}=0 . & \lambda_{3}=0.24 k x .
\end{array}
$$

Maximizing $\sigma_{2 \mathrm{Bm}}^{\mathrm{NL}}$ over the $\kappa, x$ parameter space (allowing all real values of $x$, rather than restrict ing $\boldsymbol{x}$ to lie between 0 and 1) subject to the constraints of Eqs. (15) and (47) gives the upper bound

$$
\begin{equation*}
\sigma_{2}^{A N L} \leqslant 1.5 \times 10^{-41} \mathrm{~cm}^{2} . \tag{56}
\end{equation*}
$$

Finally, we can include the isoscalar addition $\Delta d^{\lambda}$ by regarding $\lambda_{3}, \lambda_{4}, \lambda_{3}$ as free parameters, rather than relating them to $\kappa$ and $x$ as $\operatorname{In}$ Eq. (55).
Searching now over the five-parameter $k, x, \lambda_{3}, \lambda_{4}$, $\lambda_{\mathrm{s}}$ space (again allowing all real values of $x$ ) subject to the constraints of Eqs. (15) and (47) gives the upper bound

$$
\begin{equation*}
\sigma_{2}^{\mathrm{NL}} \mathrm{NL} \leq 4.6 \times 10^{-41} \mathrm{~cm}^{2} . \tag{57}
\end{equation*}
$$

We emphasize that Eq. (57) is the upper bound on $\sigma_{2 \mathrm{bln}}^{\mathrm{AR}}$ for the most general hadronic neutral current formed from the usual vector and axial-vector nonets. IV Eq. (47) is replaced by the stronger constraint of Eq. (48), and if the parameters $g$ $\equiv \lambda_{g} / \lambda_{4}$ and $g_{A}^{s}$ are restricted [as suggested by the quark-model ${ }^{16,24}$ values of Eq. (39) ${ }^{\text {by }}$

$$
\begin{equation*}
|g| \leqslant 1.5, \quad\left|g_{A}^{s}\right| \leqslant 0.74 \tag{58}
\end{equation*}
$$

then the bound in the general $V, A$ case is substantially reduced, to

$$
\begin{equation*}
\sigma_{2 \mathrm{bl}}^{\mathrm{NL}} \leqslant 1.5 \times 10^{-41} \mathrm{~cm}^{2} . \tag{59}
\end{equation*}
$$

C. Analysis of low-invariant-rasss ( $W \leqslant 1.4 \mathrm{GeV}$ ) pion production at BNL: Isoscalar current case

We turn finally to an analysis of low-invariantmass ( $W \notin 1.4 \mathrm{GeV}$ ) pion production in the BNL neutrino flux. ${ }^{\text {sa }}$ Recently, the Columbla-IlinoisRockefeller collaboration at BNL has reported a measurement of the ratio

$$
\begin{align*}
& R_{0}^{\prime}=\frac{\sigma\left(\nu+T-\nu+\pi^{0}+\cdots\right)}{2 \sigma\left(\nu+T-\mu^{-}+\pi^{0}+\cdots\right)}  \tag{60}\\
& T=\frac{1}{4}\left({ }_{8} \mathrm{C}^{22}\right)+\frac{3}{4}\left({ }_{{ }_{5}} \mathrm{Al}^{27}\right),
\end{align*}
$$

with the preliminary result ${ }^{30}$

$$
\begin{equation*}
R_{a}^{\prime}=0.17 \pm 0.06 \tag{61}
\end{equation*}
$$

This measured value of $R_{0}^{\prime}$ is in accord with the value expected ${ }^{40}$ in the Weinberg-Salam model when $\sin ^{2} \theta_{v}$ is in the currently favored range of $0.3-0.4$. Hence if $(3,3)$ resonance excitation, which is expected in the Weinberg-Salam model (see Fig. 4), is observed in the BNL experiment, the presumption would be strongly in favor of the standard gauge-theory interpretation of neutral currents. However, preliminary BNL invariant-
mass spectra ${ }^{3}$ for $\pi^{0}$ production in the chargedand neutral-current cases show a clear (3, 3) peak in the charged-current case, but indicate no comparable peaking in the neutral-current reaction, suggesting that perhaps the ( 3,3 ) resonance is not excited by the neutral current. In what follows we analyze the implications for neutral-current structure if this indication is confirmed both by more detailed analysis of the BNL data and by other experiments.

Since the isovector $V$ and $A$ neutral currents both ${ }^{1}$ strongly excite the $(3,3)$ resonance, the $a b-$ sence of a $(3,3)$ peak in the $V, A$ case would sug gest an isoscalar neutral-current structure, and we assume this in what follows. Applying nuclear charge-exchange corrections as described in Appendix $C$, we find that the nuclear target ratio quoted in Eq. (61) implies the free-nucleon target ratio

$$
\begin{align*}
2 R_{0} & =\frac{\sigma^{\mathrm{BNL}}\left(\nu+n-\nu+n+\pi^{0}\right)+\sigma^{\mathrm{BNL}}\left(\nu+p-\nu+p+\pi^{0}\right)}{v^{\mathrm{ML}}\left(\nu+n-\mu^{-}+p+\pi^{5}\right)} \\
& =2 R_{8}^{\prime} \times 1.4=0.48 \pm 0.17 . \tag{82}
\end{align*}
$$

Let us now compare the experimental reault of Eq. (62) with theoretical predictions obtained from the extended pion production model developed in


FIG. 4. Arein-normelized, BNL-flux-zvergged beoretica! Invariart-mass distribution in the WainbergSalam model ( $w$ tith $\sin ^{2} \theta_{w}=0.36$ ) for the rasction $\nu+p$ $\rightarrow \nu \rightarrow p+r^{2}$. Curve a, basic model contalning Born, resonant, and aft-pion terms; curve b, balic model whth $O$ (iq) additions from Bq. (43c); ourve e, basic model with $O(8)$ eddtions from Eq. (43d).

Sec．IIIC，in the case of a pure isoscalar neutral current．Again we parameterize the neutral cur－ rent as in Eq．（44），with $\lambda_{1}=\lambda_{2}=0$ ．The BNL flux－
averaged pion production and elastic cross sec－ tions are then quadratic forms in $\lambda_{3}, \lambda_{4}, \lambda_{9}$ ，taking the form
$\left[\sigma^{\mathrm{BNL}}\left(\nu+n-\nu+n+\pi^{0}, W \leqslant W_{\mu}\right)+\sigma^{\mathrm{BNL}}\left(\nu+p-\nu+p+\pi^{0}, W \leqslant W_{\mu}\right)\right] / 10^{-\mathrm{si}} \mathrm{cm}^{2}=\sum_{i=1}^{3} \sum_{2 \leq j \leq i} P_{i j}\left(W_{\mu}\right) \lambda_{j} \lambda_{j}$,
$\sigma^{\mathrm{BNL}}(\nu+p-\nu+p$, Cundy cuts $) / 10^{-3 \mathrm{a}} \mathrm{cm}^{\mathrm{d}}=\sum_{i=1}^{\mathrm{s}}, \sum_{5 \leq j \leq 1} E_{i j}^{(2)} \lambda_{i} \lambda_{j}$,
$\sigma^{\text {日NL }}(\nu+p-\nu+p$, no cuts $) / 10^{-\mathrm{sa}} \mathrm{cm}^{2}=\sum_{i=3}^{g} \sum_{s \leq j \leq 1} E_{i j}^{(i)} \lambda_{1} \lambda_{j} ;$
Cundy cuts： $1 \mathrm{GeV} \leqslant E \leqslant 4 \mathrm{GeV}, \quad 0.3(\mathrm{GeV} / c)^{2} \leqslant\left|k^{2}\right| \leqslant 1(\mathrm{GeV} / c)^{2}$ ．
The pion－production coefficients $P_{i j}$（for $W_{\mu}=1.2,1.3$ ，and 1.4 GeV ）and the cut and uncut ${ }^{42}$ elastic－scat－ tering coefficients $E_{i j}$ required in Eq．（63）are tabulated in Table VI．In maximizing the pion－production cross section over the space of parameters $\lambda_{3}, \lambda_{4}, \lambda_{3}$ ，we impose the constraints

$$
\begin{aligned}
& \sigma^{\mathrm{ANL}}(\nu+\rho-\nu+p, \text { Cundy cuts }) \leqslant 0.24 \sigma^{\mathrm{ANL}}\left(\nu+n-\mu^{-}+p, \text { Cundy cuts }\right) \approx 0.085 \times 10^{-89} \mathrm{~cm}^{2}, \\
& 1.5 \geqslant 3 R_{u}+R_{\bar{v}}=\frac{\lambda_{3}{ }^{2}}{\left(\rho_{\lambda}^{\top}\right)^{2}}+\frac{1}{\theta} \lambda_{4}^{2},
\end{aligned}
$$

the first of which is the Cundy et al．${ }^{13} 95 \%$ confi－ dence－level limit from the CERN neutrino experi－ ment，which has a neutrino flux similar ${ }^{43}$ to that of the BNL experiment，while the second is the deep－inelastic quark－parton－model constraint of Eqs．（37）and（48）above．The results of the maxi－ mization are expressed as theoretical upper bounds on the ratio $2 R_{0}$ defined in Eq．（62），with $b o t h$ the numerator and the denominator calculated from the pion production model．As stressed in Sec．IV A，the procedure of comparing theoretical cross－section ratios with experimental ratios should minimize the effects of discrepancies be－ tween the experimental and theoretical cross－sec－ tion magnitudes．For the denominator cross sec－ tion $\sigma^{\mathrm{BNL}}\left(\nu+n-\mu^{-}+\rho+\pi^{0}, W \leqslant 1.4 \mathrm{GeV}\right)$ we use the value $0.143 \times 10^{-3 n} \mathrm{~cm}^{2}$ listed in columns 6 and 7 of

Table III，corresponding to inclusion of $O(q)$ cor－ rections；however，as is apparent from the table， the effect of the $O(q)$ corrections on this cross sec－ tion is very small．

Results of the maximization calculation ${ }^{44}$ are given in Figs． 5 and 6．Curve a of Fig． 5 gives the maximum for an isoscalar pure vector current， while curve b gives the maximum when an octet isoscalar axial－vector current is also present （corresponding to $g_{A}^{s}=0.45$ ），both plotted versus the isoscalar current gyromagnetic ratio $g=\lambda_{3} / \lambda_{4}$ ． Evidently，both curves lie below the BNL data， with a discrepancy exceeding a factor of 2 unless $|g| \geq 4-6$ ，that is，unless the isascalar vector cur－ rent has a $|g|$ value which is anomalously large based on quark－model expectations．${ }^{24}$ Interesting－ $1 y$ ，a vector current with a large $|g|$ value pro－

TABLE VI．Coefficients determining $\sigma^{\text {日NL }}\left(\nu+n \rightarrow \nu+n+\pi^{0}\right)+\sigma^{\text {BNL }}\left(\nu+p \rightarrow \nu+p+\pi^{0}\right)$ for various $W$ ranges and $\sigma^{\text {日NL }}(\nu+p \rightarrow \nu+p)$ ，both cut and uncut，via the quadratic forms of Eq． （63）．

|  | Plon－production coefficients |  |  | Elastic－scattering coefficients |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $W \leq 1.2 \mathrm{GeV}$ | $W \leq 1.3 \mathrm{GeV}$ | $W \leq 1.4 \mathrm{GeV}$ |  | Cundy cuts |  | No cuts |
| $P_{30}$ | $0.210 \times 10^{-2}$ | $0.607 \times 10^{-2}$ | $0.109 \times 10^{-1}$ | $E_{33}^{(1)}$ | $0.176 \times 10^{-1}$ | $E_{33}^{(2)}$ | $0.555 \times 10^{-1}$ |
| $P_{u}$ | $0.286 \times 10^{-3}$ | $0.638 \times 10^{-3}$ | $0.994 \times 10^{-3}$ | $E\left({ }^{(1)}\right.$ | $0.158 \times 10^{-1}$ | $E\left({ }^{(3)}\right.$ | $0.515 \times 10^{-1}$ |
| $P_{55}$ | $0.193 \times 10^{-3}$ | $0.566 \times 10^{-3}$ | $0.106 \times 10^{-2}$ | $E\left\{{ }^{(1)}\right.$ | $0.265 \times 10^{-2}$ | $E_{55}^{(2)}$ | $0.480 \times 10^{-2}$ |
| $P_{34}$ | $0.247 \times 10^{-3}$ | $0.925 \times 10^{-3}$ | $0.165 \times 10^{-2}$ | Ef ${ }^{\text {（1）}}$ | $0.558 \times 10^{-2}$ | $E_{34}^{(2)}$ | $0.105 \times 10^{-1}$ |
| $P_{35}$ | $0.467 \times 10^{-3}$ | $0.138 \times 10^{-2}$ | $0.258 \times 10^{-2}$ | $E_{35}^{(1)}$ | $0.558 \times 10^{-2}$ | $E_{35}^{(2)}$ | $0.105 \times 10^{-1}$ |
| $P_{45}$ | $0.169 \times 10^{-3}$ | $0.519 \times 10^{-3}$ | $0.941 \times 10^{-3}$ | $E_{4}^{(1)}$ | $0.635 \times 10^{-3}$ | $E{ }_{6}{ }^{2}$ | $0.142 \times 10^{-2}$ |



FIG. 5. Resuita of a maximization calculation for BNL crosa-action ratios in the Invariant-mase interval $W \leq 1.4 \mathrm{GeV}$, ploted versus the $g$ value of the isoacalar vector current. Curve 8 is the maximum for an isoscalar pure vector current; curve $b$ is the maxdmum when an isoscalar axial current is also present, witio the axial-vector renormalization constant fixed at $g S_{A}^{S}=0.45$ (the octet axial-vector current value). The dashed line ls the central experimental value from Eq. (62).
duces a characteristic change in the $d \sigma / d W$ plot predicted for the BNL חux, as shown in the dashed curve in Fig. 7. [The dashed curve is calculated for the case of an isoscalar vector current containing only an $F_{\mathbf{2}}$ form factor; for the $F_{1}, F_{2}$ admixture corresponding to $|g|=4$, the curve is substantially the same. Similarly, changing the ad hoc dipole mass in Eq. (45) from $M_{N}$ to $M_{N} \sqrt{2}$ or


FIG. 6. Resulte of a maximization calculation for BNL crosa-aection ratios in the Invariant-mase interval $W \leq 1.4 \mathrm{GeV}$, plotted versus the effective renormalization constant $\mathrm{F}_{\mathrm{A}}^{\mathrm{S}}$ of the isoscalar axdal-vector current. Curve a ia the maximum for an isoscalar pure axialvector current; curve $b$ is the maximum when an lisoacalar vector current is also present, with $g$ value fixed at -0.12 the quark model and octet vactor current value). The dashed line is the central experimental value from Eq. (62).


FiG. 7. Shapes of $d \sigma / d W$ for an isoscalar vector current containing an $F_{1}$ term only or an $F_{2}$ term only. The two curvas are normalized to equal area for $W \leq 1.4$ GeV.
$M_{N} / \sqrt{2}$ produces only a $2 \%$ change in the dashed curve.] As seen in the figure, an isoscalar vector current with large $|g|$ produces, relative to the pure $F_{1}$ case, ${ }^{45}$ a depression In the $d \sigma / d W$ distribution for small $W$, characterized by an almost linear rise from threshold, and a corresponding enhancement at the large $W$ end of the range. An experiment with good statistics should be able to search for this effect. Continuing with the results of the maximization calculation, curve a of Fig. 6 gives the maximum for an isoscalar pure axialvector current, while curve b gives the maximum when an isoscalar vector current is also present (with gyromagnetic ratio fixed at the quark-model value of -0.12), both plotted versus the effective axial-vector renormalization constant $g_{A}^{5}$. Deviation of $g_{A}^{s}$ from the octet value of 0.45 of course requires the presence of a contribution from the SU(3)-singlet axial-vector current. The curves again lie below the BNL data, with a discrepancy exceeding a factor of 2 unless $\left|g_{A}^{s}\right| z 1.5$, which would imply a sizable ninth axial-vector current contribution and a relatively large ninth current renormalization constant as compared with quarkmodel expectations. ${ }^{34}$

To summarize, if the observed BNL neutralcurrent pion production rate is to be interpreted in terms of isoscalar $V, A$ currents, then existing elastic and deep-inelastic constraints require that the neutral current contain either a vector current with anomalously large $|x|$ value, or an apprecia ble coupling to the ninth [SU(3) singlet] axial-vector current.
We conclude by briefly mentioning two other qualitative features of an isoscalar $V, A$ neutral current which may help to distingulsh it from alternative phenomenological neutral-current struc-
tures. First, referring to Table VI we note that the $V, A$ interference terms in $\nu p$ elastic scattering and in weak pion production (for $W \leqslant 1.4 \mathrm{GeV}$ ) are given by
elastic scattering:
$V, A$ interference $\propto$ (positive)

$$
\begin{equation*}
x \lambda_{3} \lambda_{4}(1+g) \tag{65}
\end{equation*}
$$

weak pion production:
$V, A$ interference $\propto$ (positive)

$$
\times \lambda_{3} \lambda_{1}(0.64+g)
$$

$g=\lambda_{5} / \lambda_{4}$.
Hence, except for the small range of isoscalar gyromagnetic ratios

$$
\begin{equation*}
-1 \leqslant g \leqslant-0.64 \tag{66}
\end{equation*}
$$

the Interference terms in neutral-current elastic $u p$ scattering and weak pion production have the same sign. That is, except for $g$ values in the range of Eq. (68), constructive $V, A$ interference in $\nu+N-\nu+N+\pi$ implies constructive interference In $\nu+p-\nu+p$ and vice versa. A second useful remark (which has been made by many authors) is that if $\nu$ and $\bar{\nu}$ neutral -current cross sections differ (implying the presence of $V, A$ interference effects in a $V, A$ current picture), then the neutral interaction may induce parity-violating terms in the $p p, e p$, and $\mu p$ interactions. The significance of this statement is that the same connection between $\nu, \bar{\nu}$ cross-gection differences and parity-
violating effects does not hold in other neutralcurrent phenomenologies, such as the $S, P, T$ current picture to be discussed in the second paper ${ }^{5}$ of this series.
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## APPENDIX A

We give here the analog of the low-energy theorem of Eq. (12) for the case of the $S U(2)$ © U(1)-model neutral current of Eq. (52), with $\Delta d^{\lambda}=0$, (The following formulas still neglect the plon mass in the kinematics and so were not uged in the numerical work described in the text.) The threshold pion production cross section is given by

$$
\begin{align*}
& \left.\frac{1}{|\bar{q}|} \frac{d \sigma(\nu+N-\nu+N+\pi)}{d t d W}\right|_{\text {threchola }}=\frac{G^{2}}{16 \pi^{3}} \frac{1}{E^{2}}\left(\frac{g_{V}}{2 M_{N}^{2}}\right)^{2}\left(1+\frac{t}{4 M_{N}^{2}}\right)\left(1+\frac{t}{2 M_{N}^{2}}\right)^{-2} \bar{T}_{1}  \tag{A1}\\
& T=\left(2 M_{N}^{2}\right)^{-1}\left[\left(1+\frac{t}{4 M_{N}^{2}}\right)^{-1}\left(H_{2}^{2}+t H_{3}^{2}\right)+\left(H_{4}^{2}+t H_{3}^{2}\right)\right]\left[4 M_{N}^{2} E^{2}-t\left(M_{N}^{2}+2 M_{N} E\right)\right] \\
& \quad+t\left[H_{1}^{2}+t\left(1+\frac{t}{4 M_{N}^{2}}\right) H_{3}^{2}\right]+\xi H_{1} H_{3} \frac{t}{M_{N}}\left(4 M_{N} E-t\right)
\end{align*}
$$

with $\xi=1(-1)$ for $\nu(\bar{\nu})$-induced reactions, and with

$$
\begin{align*}
& H_{1}=a_{k}^{(-)}(1-2 x) 2 M_{N}\left(1+\frac{t}{2 M_{N}^{2}}\right) \frac{g_{A}\left(k^{2}\right)}{g_{A}}+\frac{t}{2 M_{N}}\left[\hat{F}_{1}\left(k^{2}\right)+2 M_{N} \hat{F}_{2}\left(k^{2}\right)\right], \\
& H_{2}=-F_{1}\left(k^{2}\right)+\frac{t}{2 M_{N}}-\hat{F}_{2}\left(k^{2}\right), \\
& H_{3}=a_{E}^{(-)} \frac{1}{g_{A}}\left[F_{1}^{v}\left(k^{2}\right)+2 M_{N} F_{2}^{V}\left(k^{2}\right)\right] \frac{1+t / 2 M_{N}^{2}}{1+t / 4 M_{N}^{2}}+\hat{g}_{A}\left(k^{2}\right), \\
& H_{4}=a_{E}^{(-)} \frac{2 M_{N}}{g_{A}} \frac{\left(1+t / 2 M_{N}^{2}\right)}{\left(1+t / 4 M_{N}^{2}\right)}\left[F_{1}^{V}\left(k^{2}\right)-\frac{t}{2 M_{N}} F_{2}^{V}\left(k^{2}\right)\right],  \tag{A2}\\
& \hat{F}_{1,2}\left(k^{2}\right)=F_{1,2}^{V}\left(k^{2}\right)\left[a_{E}^{(0)}-a_{E}^{(-)}\right](1-2 x)+F_{1,2}^{s}\left(k^{2}\right) a_{E}^{(0)}(-2 x), \\
& \hat{g}_{A}\left(k^{2}\right)=g_{A}\left(k^{2}\right)\left[a_{E}^{(+)}-a_{E}^{(-)}\right] .
\end{align*}
$$

TABLE VII. Tsospin coefficienta appearing in Eq. (A2).

|  | $a_{s}^{(4)}$ | 㫙 ${ }_{\text {( }}$ | $a_{2}^{(0)}$ |
| :---: | :---: | :---: | :---: |
| $\binom{\nu}{\bar{\nu}}+p \rightarrow\binom{\nu}{\bar{\nu}}+p+\pi^{0}$ | $\frac{1}{1}$ | 0 | $\frac{1}{2}$ |
| $\binom{\nu}{\bar{\nu}}+x \rightarrow\binom{\nu}{\bar{\nu}}+n+x$ | $\frac{1}{2}$ | 0 | $-\frac{1}{2}$ |
| $\binom{\nu}{\bar{\nu}}+n-\binom{\nu}{\bar{\nu}}+p+\pi^{-}$ | 0 | $-\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ |
| $\binom{\nu}{\bar{\nu}}+p-\binom{\nu}{\bar{\nu}}+n+\pi^{*}$ | 0 | $\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ |

As in the text, we have used the abbreviations $t=-k^{2}, x=\sin ^{2} \theta_{w}$. The isospin coefficients $a_{B}^{( \pm 0)}$ are given in Table VII. As the diligent reader may verify, in the case of $\pi^{0}$ production (for which the low-energy-theorem equal-time commutator vanishes) Eqg. (A1) and (A2) reduce to Eq. (12) of the text, with $d(\nu+N-\nu+N) / d t$ appropriate to the Weinberg-Salam-model case of Eqs. (21)-(23). Since Eqs. (A1) and (A2) were obtained by algebraic reduction from the Born-approximation expressions of Ref. 6, this agreement provides a cross check on the extensive algebra involved in the extended pion-production model of Sec. III C.

## APPENDIX E

We give first a rough estimate of the $O(q)$ corrections in the case of an isoscalar octet axialvector current. We start from the analogy $\pi^{0}-S U(3)-3$ index, $\eta-S U(3)-8$ index and the fact
 (in units with $M_{2}=1$ )

Isovector:

$$
\begin{equation*}
\Delta A_{3}^{(+)}=\left.\frac{g_{A}}{g_{\eta}} \frac{\partial}{3 \nu_{B}} A^{0^{0} N-8^{0} N}\right|_{0}=2.8, \tag{B1}
\end{equation*}
$$

Octet isoscalar:

$$
\Delta A_{3}^{(n)}=\frac{g^{(n)}}{g_{f}^{(n)}} \frac{\Delta}{8 v_{z}} A^{* 0} N-\left.n N\right|_{0} .
$$

Here $g$, and $g_{r}^{(n)}$ are, respectively, the $\pi^{0} N N$ and the $\eta N N$ coupling constants, which according to octet PCAC and SU(3) are related by

$$
\begin{equation*}
\frac{g_{n}^{(\eta)}}{g_{r}}=\frac{g_{A}^{(\eta)}}{g_{A}}=\frac{3-(4 \times 0.66)}{\sqrt{3}}=0.21 . \tag{B2}
\end{equation*}
$$

Since the over-all magnitudes of the leading terms in the axial-vector soft-pion amplitude in the isovector and the octet isoscalar cases are governed respectively by $g_{A}$ and $g_{A}^{(n)}$, a convenient measure of the importance of the $O(q)$ correction in the isoscalar octet axial-vector case, relative to its importance in the isovector axial-vector case, is given by

To estimate the derivative appearing in Eq. (B3), we assume an unsubtracted dispersion relations

$$
\begin{align*}
& A^{\mathrm{o}^{0} N \rightarrow \eta N}=\frac{1}{\pi} \int_{x_{0}}^{\infty} d x^{\prime}\left(\frac{1}{x^{\prime}-x}+\frac{1}{x^{\prime}+x+2 \nu_{\mathrm{n}}}\right) \\
& \quad x \operatorname{lm} A^{\nabla^{0} N \rightarrow n N}, \\
& x^{0}=M_{\nabla}+M_{\mathrm{\pi}}^{2} /\left(2 M_{N}\right) . \tag{B4}
\end{align*}
$$

We approximate the integral by supposing $A^{\pi^{0} N \rightarrow n N}$ to be dominated by those partial waves containing resonances which couple $\pi^{0} N$ strongly to $\eta N$. Referring to the Particle Data Group summary, ${ }^{46}$ we see that the only such resonances are the $N^{*}(1535)$ ( $J^{P}=\frac{1_{2}}{}{ }^{-}$) and the $N^{*}(1470)\left(J^{P}=\frac{1^{+}}{2}\right)$. Writing the partial-wave expansion for $A^{V_{N} \rightarrow \eta N}$ and keeping only the $f_{0+}$ and $f_{1}$ partial waves to which the $N^{*}$ (1535) and $N^{*}(1470)$ respectively contribute, we find ${ }^{49}$

$$
\begin{aligned}
\operatorname{Im} A^{+^{\circ} N-\eta N}= & \frac{4 \pi\left(W+M_{N}\right) \operatorname{Im} f_{n+}^{0_{N}-n N}}{\left[\left(p_{10}+M_{N}\right)\left(p_{20}+M_{N}\right)\right]^{1 / 2}} \\
& -\frac{4 \pi\left(W-M_{N}\right) \operatorname{Im} f_{1}^{* N-n N}}{\left[\left(p_{10}-M_{N}\right)\left(p_{30}-M_{N}\right)\right]^{2 / 2}},
\end{aligned}
$$

which is independent of $\nu_{\mathrm{a}}$. So in the approximation of dominance by the $N^{*}(1535)$ and $N^{*}(1470)$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \nu_{z}} \operatorname{lm} A^{n^{0}, N \rightarrow \eta^{\prime}}=0 . \tag{B6}
\end{equation*}
$$

Hence, only the derivative of the explicit $\nu_{\mathrm{g}}$ in Eq. (B4) contributes, and we find

$$
\begin{equation*}
\left.\frac{\partial}{\partial v_{1}} A^{x^{0} N-n N}\right|_{0} \approx-\frac{2}{\pi} \int_{x_{0}}^{\infty} \frac{d x^{\prime}}{\left(x^{\prime} T^{\prime}\right.} \operatorname{Im} A^{0^{0} N-n N}\left(x^{*}, v_{z}=0\right) . \tag{B7}
\end{equation*}
$$

Substituting Eq. (B5) Into Eq. (B7), we find the bound

$$
\begin{align*}
\left.\left|\frac{\theta}{\partial v_{B}} A^{x^{0} N-n N}\right|_{0}\right|_{\leftarrow}= & \frac{2}{\pi} \int_{x_{0}}^{*} \frac{d x^{\prime}}{\left(x^{\prime}\right)^{2}} \frac{4 \pi\left(W^{\prime}+M_{N}\right)}{\left[\left(p_{10}^{\prime}+M_{N}\right)\left(p_{20}^{\prime}+M_{N}\right)\right]^{1 / 2}}\left|\operatorname{Im} f_{0+}^{* 0}{ }^{0} \rightarrow n N\left(x^{\prime}\right)\right| \\
& +\frac{2}{\pi} \int_{x_{0}}^{\infty} \frac{d x^{\prime}}{\left(x^{\prime}\right)^{2}} \frac{4 \pi\left(W^{\prime}-M_{N}\right)}{\left[\left(p_{10}^{\prime}-M_{N}\right)\left(p_{20}^{\prime}-M_{N}\right)\right]^{1 / 2}}\left|\operatorname{Im} f_{1-}^{* 0}{ }^{0} \rightarrow n N\left(x^{\prime}\right)\right| . \tag{BB}
\end{align*}
$$

To proceed further, we use resonance dominance to approximate the inelastic amplitude imaginary parts appearing in Eq. (B8) by
with $g^{n, 0^{0}}$ the $\eta, \pi^{0}$ couplings to the resonance in question. Using the optical theorem to evaluate the righthand side of Eq. (B9),

$$
\begin{equation*}
\operatorname{Im} f^{*}{ }^{0} N \rightarrow \varepsilon^{0} N=\frac{\left|q_{\pi}\right|}{4 \pi} \sigma_{*} 0_{N}, \tag{B10}
\end{equation*}
$$

combining Eqs. (B8)-(B10) in the narrow-resonance approximation, and expressing the coupling ratios $g^{\eta} / g^{\pi}$ in terms of resonance partial widths $\Gamma_{n, 0^{0}}$ and $q$ values $q_{n, \pi}$, yields the final formula

$$
\begin{align*}
& +\frac{2}{\pi}\left[\frac{1}{x^{2}} \frac{\left(W-M_{y}\right)\left[\left(p_{10}+M_{y}\right)\left(p_{20}+M_{y}\right)\right]^{1 / 2}}{\left|q_{\eta}\right|}\left(\frac{\Gamma_{\eta}}{\Gamma_{r} 0} \frac{\left|q_{r}\right|}{\left|q_{\eta}\right|}\right)^{1 / 2} \int \sigma_{\pi N} d x\right]_{N *(1470)} \text {. } \tag{B11}
\end{align*}
$$

Remembering that the branching ratio of an $I=\frac{1}{2}$ state into $\Gamma^{0}$ relative to all pionic modes is $\frac{1}{5}$, and taking $\left|q_{\overline{7}}\right| \sim 182 \mathrm{MeV}$ for the nominally forbidden decay $N^{*}(1470)-N \eta$ (corresponding to resonance half maximum), we find numerically that the ratio $\boldsymbol{R}$ defined in Eq. (B3) is given by

$$
\begin{align*}
R S R_{N *(\text { iss })}+R_{N *(1470)} & =0.014+0.074 \\
& \approx 0.09 . \tag{B12}
\end{align*}
$$

Hence the $O(q)$ corrections appear to be substantially less important in the isoscalar octet axialvector case than they are in the isovector axialvector case, and so we neglect them. We similarly neglect the $O(q)$ corrections in the unitary singlet axial-vector amplitude, although an analogous argument is not possible in this case since the ninth axial current does not satisfy a PCAC equation. ${ }^{24}$ We caution ${ }^{47}$ in closing that the above argument is very crude at best, particularly since the $N^{*}(1470)$ contribution to Eq. (B11) depends as $\left|q_{\eta}\right|^{-3 / 2}$ on the $q_{\eta}$ value assumed for the $N^{*}(1470)-N \eta$ mode.

We next estimate the extent to which the order-q corrections of Eq. (43a) are already included in the basic pion-production model as a result of unitarization of the $(3,3)$ multipoles. Using the fact that at $k^{2}=0$ the electric and longitudinal $(3,3)$ multipoles are approximately related by ${ }^{d}$

$$
\begin{equation*}
\mathcal{L}_{1+}^{(9 / 2)} \approx-\frac{1}{2} \mathcal{S}_{1+}^{(3 / 2)}, \tag{B13}
\end{equation*}
$$

a simple calculation shows that

$$
\begin{align*}
& {\left.\left[A_{1}^{(-)}-A_{2}^{(-) s}\right]\right|_{0} \approx-\left.\frac{1}{3} \frac{\mathcal{E}_{10}^{(3 / 2)}-\mathcal{S}_{10}^{(3 / 2) B}}{|\bar{q}|}\right|_{0},}  \tag{B14}\\
& {\left.\left[A_{3}^{(+)}-A_{3}^{(+) \mathbf{s}}\right]\right|_{0} \approx-\left.\frac{4}{3} \frac{\mathcal{E}_{1+2}^{(3 / 2)}-\mathcal{E}_{12}^{(3 / 2) B}}{|\bar{q}|}\right|_{0}}
\end{align*}
$$

where as in the text the superscript $B$ indicates the Born approximation. To evaluate the righthand side of Eq. (B14), we employ the partialwave dispersion relation satisfied by $\mathcal{E}_{1+}^{(3 / 2)}$, which [using Eq. (B13) and making a static nucleon expansion through terms of order $M_{N}{ }^{-1}$ ] takes the simple approximate form

$$
\begin{align*}
& \omega=W-M_{N}, \quad O_{1_{+}}=\left[\left(p_{10}+M_{N}\right)\left(p_{20}+M_{N}\right)\right]^{1 / 2} . \tag{B15}
\end{align*}
$$

Hence we get
integrating the right-hand side numerically, using Eq. (40.22) of Ref. 6 for $\mathcal{B}_{14}^{(1 / 2)}$, gives -0.63 in units in which $M_{\pi}=1$. Finally, as a point of consistency, we note that a simple calculation shows that Eq. (B16) makes no contribution to the amplitudes $\left.\left[A_{2}^{(-1}-A_{2}^{(-) B}\right]\right|_{0}$ and $\left.\left[A_{4}^{(-)}-A_{4}^{(-) s}\right]\right|_{0}$ which are determined by the zeroth-order PCAC relations of Eq. (42).

## APPENDIXC

We give here the nuclear charge-exchange corrections calculation needed to extract the freenucleon target ratio of Eq. (62) from the measured value of Eqs. (60)-(61). We use the averaged recipe of Eq. (24) of Ref. 40, as extended ${ }^{50}$ to the case of nuclei with a neutron excess. In order to simultaneously treat all of the nuclei of current experimental interest, ${ }^{41}$ we have performed the calculation outlined in Sec. $\Pi$ B of Ref. 50 using a simple "uniform-well" parameterization of the
nuclear density, characterized by a well radius $R$, a nucleon density $p$, and an rms charge radius $a$, given by ${ }^{n / 2}$

$$
\begin{align*}
& \rho=\frac{A}{\frac{1}{3} \pi R^{3}}, \\
& R=\left(\frac{1}{3}\right)^{1 / 2} a,  \tag{C1}\\
& a \approx\left(0.82 A^{2 / 3}+0.58\right) \mathrm{F} .
\end{align*}
$$

For each nucleus of interest we have calculated two $W$-averaged charge exchange matrices, one (labeled resonant) appropoiate to the ( 3,3 ) dominated BNL cross section for $\nu+p-\mu^{-}+p+\pi^{+}$, the other (labeled nonresonant) appropriate to the $d \sigma / d W$ curve labeled "Isoscalar pure $F_{1}$ " in Fig. 7. The results are summarized ${ }^{\text {B3 }}$ in Table VIII. In the case of the $I=0$ nucleus ${ }_{e} C^{12}$, the resonant matrix of Table VIII implies averaged chargeexchange parameters $\bar{a}=0.812, \bar{d}=0.137, ~ 己$ $=0.0392$, in satisfactory agreement with the val-

TABLE VIII. Resonant and nonresonant averaged nuclear charge-exchange matrices for low-inveriant-mess ( $W \leq 1.4 \mathrm{GeV}$ ) weak pion production. The matrix elements are to be read according to the scheme

$$
[I]=\left[\begin{array}{lll}
I_{++} & I_{+0} & I_{+-} \\
I_{0+} & I_{00} & I_{0-} \\
I_{-+} & I_{-0} & I_{--}
\end{array}\right] .
$$

See Appendix C for further detalls.

| $T$ | [ $I_{T}^{\text {rcs }}$ ] | [ $I_{T}^{\text {nonres }}$ ] |
| :---: | :---: | :---: |
| $\mathrm{c}^{12}$ | $\left[\begin{array}{lll}0.669 & 0.111 & 0.0318 \\ 0.111 & 0.589 & 0.111 \\ 0.0318 & 0.111 & 0.669\end{array}\right]$ | $\left[\begin{array}{lll}0.685 & 0.0866 & 0.0208 \\ 0.0866 & 0.620 & 0.0866 \\ 0.0208 & 0.0866 & 0.685\end{array}\right]$ |
| ${ }_{11} \mathrm{Ne}^{\text {20 }}$ | $\left[\begin{array}{lll}0.606 & 0.117 & 0.0390 \\ 0.117 & 0.529 & 0.117 \\ 0.0390 & 0.117 & 0.606\end{array}\right]$ | $\left[\begin{array}{lll}0.626 & 0.0914 & 0.0257 \\ 0.0914 & 0.560 & 0.0914 \\ 0.0257 & 0.0914 & 0.626\end{array}\right]$ |
| ${ }_{1} \mathrm{~F}^{19}$ | $\left[\begin{array}{lll}0.607 & 0.109 & 0.0348 \\ 0.120 & 0.534 & 0.113 \\ 0.0419 & 0.124 & 0.619\end{array}\right]$ | $\left[\begin{array}{lll}0.628 & 0.0854 & 0.0229 \\ 0.0940 & 0.566 & 0.0879 \\ 0.0276 & 0.0968 & 0.637\end{array}\right]$ |
| ${ }_{1 \times} \mathrm{Al}^{27}$ | $\left[\begin{array}{lll}0.565 & 0.113 & 0.0398 \\ 0.121 & 0.494 & 0.116 \\ 0.0453 & 0.124 & 0.574\end{array}\right]$ | $\left[\begin{array}{lll}0.588 & 0.0888 & 0.0263 \\ 0.0950 & 0.526 & 0.0908 \\ 0.0300 & 0.0971 & 0.594\end{array}\right]$ |
| ${ }_{34} \mathrm{Br}^{80}$ | $\left[\begin{array}{lll}0.428 & 0.0958 & 0.0397 \\ 0.119 & 0.378 & 0.106 \\ 0.0613 & 0.132 & 0.458\end{array}\right]$ | $\left[\begin{array}{lll}0.459 & 0.0777 & 0.0270 \\ 0.0972 & 0.412 & 0.0846 \\ 0.0419 & 0.106 & 0.482\end{array}\right]$ |

ues $a=0.811, d=0.138, \varepsilon=0.0450$ given in Table VII of Ref. 40 and obtained by using a "harmonicwell" parameterization of the nuclear density. Given the matrices [ $l_{T}$ ] of Table VIII, observed pion-production crose sections are related to free-nucleon cross sections by the following recipe: Let the experimental target contain the mass fractions $f_{T}$ of the nuclear species with $Z=Z_{r}, A=A_{\boldsymbol{r}}$. Then the observed cross section per nucleon is given by

$$
\left[\begin{array}{l}
\sigma\left(\mathrm{obs} ; \pi^{+}\right)^{-}  \tag{C2}\\
\sigma\left(\mathrm{obs} ; \pi^{0}\right) \\
\sigma\left(\mathrm{obs} ; \pi^{-}\right)
\end{array}\right]=\sum_{T} f_{T}\left[I_{T}\right]\left[\begin{array}{l}
\sigma\left(N_{\tau} ; \pi^{+}\right) \\
\sigma\left(N_{T} ; \pi^{0}\right) \\
\sigma\left(N_{r} ; \pi^{-}\right)
\end{array}\right]
$$

with $N_{r}$ an effective free-nucleon target given by

$$
\begin{equation*}
N_{T}=\frac{Z_{I}}{A_{T}} p+\left(1-\frac{Z_{I}}{A_{T}}\right) n \tag{C3}
\end{equation*}
$$

As an illustration, we apply Eq. (C3) in the BNL case of a mainly carbon and aluminum target. Assuming charged-current pion production to be purely resonant, and neutral-current pion production to be purely nonrescnant, we have
$R_{\mathrm{o}}^{\prime}=\frac{\sigma\left(\mathrm{obs} ; \pi^{0} \nu\right)}{2 \sigma\left(\mathrm{obs} ; \pi^{0} \mu^{-}\right)} ;$
$\sigma\left(\mathrm{obs} ; \pi^{0} \nu\right)=\sum_{T=C, N} f_{T} \sum_{j=+, 0,-}\left[r_{T}^{\text {punem }} b_{l} \sigma\left(N_{T} ; \pi^{\prime} \nu\right)\right.$,

Using the BNL target fractions $f_{C}=f_{1} f_{A 1}=\frac{3}{4}$ and assuming an isoscalar neutral current, which implies

$$
\begin{align*}
\sigma\left(n ; \pi^{0} \nu\right)=\sigma\left(p ; \pi^{0} \nu\right) & =\frac{1}{2} \sigma\left(n ; \pi^{-} \nu\right) \\
& =\frac{1}{2} \sigma\left(p ; \pi^{+} \nu\right), \tag{C5}
\end{align*}
$$

Eq. (C4) reduces, after some simple algebra to ${ }^{54}$

$$
\begin{align*}
2 R_{0} & =\frac{\sigma\left(n+p ; \pi^{0} \nu\right)}{\sigma\left(n ; \delta^{\delta} \mu\right)} \\
& =2 R_{0}^{\prime} \times 0.727\left(1+0.22 r_{1}+0.23 r_{2}\right) \tag{C8}
\end{align*}
$$

with $r_{12}$ the charged-current $\pi^{*}$ to $\pi^{0}$ ration

$$
\begin{equation*}
r_{1}=\frac{\sigma\left(p ; \pi^{+} \mu^{-}\right)}{\sigma\left(n ; \pi^{\circ} \mu^{-}\right)}, \quad r_{2}=\frac{\sigma\left(n ; \pi^{+} \mu^{-}\right)}{\sigma\left(n ; \pi^{\circ} \mu^{\alpha}\right)} . \tag{7}
\end{equation*}
$$

Direct measurements of $r_{1,2}$ in the BNL flux are unavailable, so we have either to use theoretical values for these ratios, or to extrapolate them from the ANL measurements, neglecting possible variations with neutrino energy. The theoretical cross sections tabulated in the fourth and fifth columns of Table III give, respectively,

$$
r_{1}=2.91, \quad r_{2}=0.88 \text { without } O(q) \text { corrections }
$$

(CBa)

$$
\begin{equation*}
r_{1}=4.01, \quad r_{2}=1.34 \text { with } O(q) \text { corrections, } \tag{c8b}
\end{equation*}
$$

while preliminary ANL data give

$$
\begin{equation*}
r_{1}=3.74 \pm 0.86, \quad r_{2}=1.14 \pm 0.3 \tag{C8c}
\end{equation*}
$$

Substituting into Eq. (Ca), Eqs. (C8a)-(C8c) give, respectively,

$$
\begin{align*}
& 2 R_{0}=2 R_{0}^{\prime} \times 1.59 \text { from (C8a) }, \\
& 2 R_{0}=2 R_{0}^{\prime} \times 1.34 \text { from (C8b) }  \tag{C9}\\
& 2 R_{0}=2 R_{0}^{\prime} \times 1.52 \pm 0.15 \text { from (C8c) }
\end{align*}
$$

A charge-exchange correction factor of 1.4 has been assumed in getting Eq. (62) of the text.
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a reault very gimilar to Eq. (C6).
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#### Abstract

We calculate the renormalization constants describing nueleor and pion matris elemens of scalar, pseudoscalar, and tensor (S,P,T) current densities. For certain of the constants, expreasions can be obtained using standard $\mathrm{SU}_{3}$ and chiral $\mathrm{SU}_{1} \otimes \mathrm{SU}_{3}$ methods. To get the remaining constants, we employ the quark model with spherically symmetric quark wave functions to relate the $S, P, T$ renormaization constants to known parameters of the usual vector and axial-vector ( $V, A$ ) currents. We also evaluate the renormalization constente using the MIT "bag" model quark wive functions We summarize our results in tabular form, compare the results of the various calculational methods uned. and attempt to ertimate the accuracy of our predictions.


## I. INTRODUCTION

A number of recent papers have examined the possibility that neutral currents may involve scalar, pseudoscalar, and tensor ( $S, P, T$ ) weak couplings in addition to or in place of the usually assumed vector and axial-vector ( $V, A$ ) Larentz structures. In particular, expressions have been given for deep inelastic neutrino nucleon scattering ${ }^{1} 2$ (using the quark parton model) and for various low-energy nuclear correlations, ${ }^{1}$ assuming a completely general Lorentz structure for the weak neutral current. In order to make phenomenological studies of $S, P, T$ weak neutral couplings which simultaneously use deep-inelastic information on the one hand, and exclusive channel or lowenergy nuclear results on the other, it is essential to know the renormalization constants describing the nucleon and pion matrix elements of the $S, P, T$ current densities. The purpose of this paper is to estimate these renormalization constants by using various dynamical models of hadron structure. Our results will be applied in a
subsequent publication to a detailed analysis, using current-algebra techniques, af soft-pion production by a weak neutral current of arbitrary Lorentz structure.

Within a general quark-model framework, the currents which we study have the form (for $S, P, V, A, T$ structures, respectively)

$$
\begin{align*}
& \mathcal{F}_{j}=\bar{\psi} \frac{1}{2} \lambda_{j} \psi, \\
& F_{j}^{5}=\bar{\psi} \gamma_{s} \frac{1}{2} \lambda_{j} \psi, \\
& F_{j}^{\lambda}:=\bar{\psi} \gamma^{\lambda} \frac{1}{2} \lambda_{j} \psi,  \tag{1}\\
& g_{j}^{s \lambda}=\bar{\psi} \gamma^{\lambda} \gamma_{s} \frac{1}{2} \lambda_{j} \psi, \\
& F_{j}^{\lambda \pi}=\bar{\psi} \sigma^{\lambda \pi} \frac{1}{2} \lambda_{j} \bar{\psi}, \\
& \quad j=0, \ldots, 8
\end{align*}
$$

with $\psi$ being the quark field, $\sigma^{\lambda n}=\left(\frac{1}{2} i\right)\left[\gamma^{\lambda}, \gamma^{n}\right]$, $\lambda_{0}=\left(\frac{2}{3}\right)^{1 / 2}$, and with $\lambda_{1} \ldots$, being the usual $\mathrm{SU}_{3}$ matrices. For describing $\Delta S=0$ neutral current effects, only the $j=0,3,8$ components of the above nonets are relevant. We write the nucleon matrix elements of the se components as ${ }^{3}$

$$
\begin{aligned}
& \left.\left\langle N\left(p_{2}\right)\right| F_{j}^{f}\left|N\left(p_{1}\right)\right\rangle=\mathscr{F}_{N} \bar{u}\left(p_{z}\right) F F_{j}^{\prime}\right\rangle\left(k^{2}\right) \gamma_{5} t_{j} u\left(\rho_{1}\right), \\
& \left.\left.\left.\left\langle N\left(p_{2}\right)\right| F{ }_{j}^{\lambda} \mid N\left(p_{1}\right\rangle\right)=\mathscr{I}_{N} \bar{z}\left(p_{2}\right) \mid F_{1}^{(1)}\left(k^{2}\right) \gamma^{\lambda}+i F_{2}^{(\lambda)}\left(k^{2}\right)\right)^{\lambda n} k_{n}\right] l_{j} u\left(p_{1}\right) \text {. }
\end{aligned}
$$

$$
\begin{align*}
& =\mathscr{x}_{N} \bar{u}\left(p_{2}\right)\left[T_{1}^{(j)}\left(k^{2}\right) \sigma^{\lambda 0}+\frac{i T_{1}^{(j)}\left(k^{2}\right)}{M_{N}}\left(\gamma^{\lambda} k^{0}-\gamma^{0} k^{\lambda}\right)+\frac{T^{(\rho)}\left(k^{2}\right)}{M_{N}^{\lambda}}\left(\sigma^{\lambda \nu} k_{k_{\nu}} k^{0}-\sigma^{a n} k_{v} k^{\lambda}\right)\right] t, u\left(p_{1}\right),  \tag{2}\\
& \hat{r}_{3}^{(H)}\left(k^{2}\right)=T_{2}^{(H)}\left(k^{2}\right)+2 T_{3}^{(\mu)}\left(k^{2}\right), \\
& k=p_{2}-p_{1}, \quad P=p_{2}+p_{1}, \quad ग_{N}=\left(\frac{M_{N}}{p_{20}} \frac{M_{N}}{p_{10}}\right)^{1 / 2}, \\
& t_{3}=\frac{1}{2} T_{3}, \quad t_{0}=\frac{1}{2}\left(\frac{2}{3}\right)^{1 / 2}, \quad t_{\mathrm{a}}=\frac{1}{2}\left(\frac{1}{)^{2}}\right)^{1 / 2} .
\end{align*}
$$

In the above expression, $\tau_{3}$ is the nucleon Pauli isospin matrix and the spinors $\bar{\pi}\left(p_{2}\right), u\left(p_{1}\right)$ are understood to include nucleon isospinors. The vector and axial-vector form factors defined above are related to the standard nucleon form factors $F_{1}^{V, s}\left(k^{2}\right), g_{A}\left(k^{2}\right), h_{A}\left(k^{2}\right)$ by

$$
\begin{align*}
& F_{i, 2}^{(3)}\left(k^{2}\right)=F_{1,2}^{\gamma}\left(k^{2}\right), \quad g_{A}^{(3)}\left(k^{2}\right)=g_{A}\left(k^{2}\right), \\
& F_{h, 2}^{\gamma,}\left(k^{2}\right)=3 F_{i, 2}^{\mathrm{S}}\left(k^{2}\right), \quad h_{A}^{(3)}\left(k^{2}\right)=h_{A}\left(k^{2}\right) . \tag{3}
\end{align*}
$$

The nonvanishing pion matrix elements of the scalar, pseudoscalar, and tensor currents are

$$
\begin{align*}
& \left\langle\pi^{a}\left(p_{2}\right)\right| \mathcal{F}_{j}\left|\pi^{b}\left(p_{1}\right)\right\rangle=\mathcal{R}_{\pi} F_{S \pi}^{(j)}\left(k^{2}\right) \sigma^{a b} l_{j}, \quad j=0,8 \\
& \left\langle\pi^{a}\left(p_{2}\right)\right| \mathscr{F}_{s}^{\lambda 0}\left|\pi^{b}\left(p_{1}\right)\right\rangle=\pi_{\pi} \frac{T_{\pi}^{(3)}\left(k^{2}\right)}{M_{\pi}} \epsilon^{a d_{3}}\left(p^{\lambda} k^{a}-P^{o} k^{\lambda}\right), \tag{4}
\end{align*}
$$

$$
\Re_{F}=\frac{1}{\left(2 p_{10} 2 p_{20}\right)^{1 / 2}}, \quad \epsilon^{121}=1
$$

Our analysis will give values at $k^{2}=0$ (and, in certain cases, first derivatives at $k^{2}=0$ ) for the various form factors which appear in the above expressions. Effectively, the $\boldsymbol{k}^{2}=0$ values are the strong interaction renormalization constants describing scalar, pseudoscalar, and tensor density couplings to nucleons and pions.
Two principal calculational methods are used in what follows. First, values for certain of the renormalization constants can be obtained by using standard $\mathrm{SU}_{3}$ and chiral $\mathrm{SU}_{3} \otimes \mathrm{SU}_{3}$ methods. For the remaining constants, we use the quark model with spherically symmetric quark wave functions to relate the $S, P, T$ renormalization constants (and certain first derivatives at $k^{2}=0$ ) to known parameters of the usual $V, A$ currents. We also give a direct calcuiation in the quark model using the specific quark wave functions oblained in the MIT "bag" model. Our calculational procedures are further briefly described in Sec. II below. Results of the computations are tabulated in Sec. II, while in Sec. IV we compare results obtained by the various calculational methods used and attempt to estimate the accuracy of our predictions.

## 11. CALCULATIONAL METHODS

## A. $\mathrm{SU}_{3}$ and chiral $\mathrm{SU}_{3} \otimes \mathrm{SU}_{3}$ predictions

We begin by discussing those renormalization constants which can be determined within the framework of the Gell-Mann-Cakes-Renner (GMOR) model' for $\mathrm{SU}_{3}$ and chiral $\mathrm{SU}_{3} \otimes \mathrm{SU}_{3}$ breakdown. In this model, the strong interaction Hamiltonian has the form

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}_{0}+\kappa\left(\mathcal{F}_{0}+c \mathcal{F}_{8}\right), \tag{5}
\end{equation*}
$$

with $\mathcal{K}_{0}$ chiral $\mathrm{SU}_{3} \otimes \operatorname{SU}$, symmetric and with $\kappa\left(\mathcal{F}_{0}+c \mathcal{F}_{\mathrm{A}}\right)$ a symmetry-breaking term. ${ }^{\text {. }}$ The parameter $\kappa$ has the dimension of mass, while the parameter $c$ is determined by the pseudoscalar meson masses to have the value $c \approx-1.25$ Since $\kappa$ is not fixed in the GMOR model, ${ }^{5}$ we can only determine values of the scalar and pseudoscalar renormalization constants relative to any one of them, say, relative to $F_{s}^{(a)}(0)$
We begin by getting relations for the scalar density renormalization constants. Within the scalar octet, $\mathrm{SU}_{3}$ symmetry relates $F_{s}^{(3)}(0) / F_{s}^{(8)}(0)$ to $\alpha_{s \mathrm{~s}} \mathrm{x}-0.44$, the $D /(D+F)$ value of the baryon octet semistrong mass splitting, giving

$$
\begin{equation*}
F_{S}^{(3)}(0) / F_{s}^{(a)}(0)=1 /\left(3-4 \alpha_{s s}\right) . \tag{6}
\end{equation*}
$$

The ninth scalar renormalization constant $F^{(0)}(0)$ cannot be calculated by $\mathrm{SU}_{\mathrm{s}}$ symmetry, but can be related to the experimentally measurable pionnucleon "o term" parameter" $\sigma_{\pi N M}$ and the nucleon $\mathrm{SU}_{3}$ mass splitting parameter $\Delta \boldsymbol{m}$ defined respectively by

$$
\begin{aligned}
\sigma_{* N N} & =\frac{1}{3}(\sqrt{2}+c)\left(N\left|\sqrt{2} \kappa \mathcal{F}_{0}+\kappa \mathcal{F}_{\mathrm{B}}\right| N\right\rangle \\
& \approx 45 \pm 20 \mathrm{MeV}, \\
\Delta m & =\langle N| \kappa \mathcal{F}_{\mathrm{a}}|N\rangle \\
& =\frac{1}{c}\left[M_{N}-\frac{1}{2}\left(M_{\Lambda}+M_{\Sigma}\right)\right] \\
& \approx 173 \mathrm{MeV},
\end{aligned}
$$

giving

$$
\begin{equation*}
\frac{F_{\xi^{(0)}}(0)}{F \xi^{\theta}(0)}=\frac{1}{2}\left[\frac{3 \sigma_{\sim N N} / \Delta m}{\sqrt{2}+c}-1\right] . \tag{8a}
\end{equation*}
$$

We remark that if $F_{3}^{(0)}(0)$ and $F_{3}^{(a)}(0)$ were equal, as is predicted in the quark model, then Eq. (Ba) would fix $\sigma_{\pi N N}$ to have the value

$$
\begin{align*}
\sigma_{* N N} & =\Delta m(\sqrt{2}+c) \\
& \approx 28 \mathrm{MeV} . \tag{8b}
\end{align*}
$$

Finally, we consider the pion scalar coupling $F_{\}_{1}}^{\prime \prime}(0)$, which can be evaluated relative to $F_{s}^{())}(0)$ by noting that

$$
\begin{align*}
& \frac{F_{S_{5}^{(B)}}^{(B)}(0)}{F_{S}^{(B)}(0)}=\frac{2 M I_{r}\left(\pi \mid \kappa C\left\{F_{\mathrm{B}} \mid i n\right)\right.}{\left.\left\langle\left. N\right|_{\kappa C F_{B}}\right| N\right)} \\
& =\frac{\frac{1}{2}\left(M_{n}{ }^{2}+M_{*}{ }^{2}\right)-M_{*}{ }^{2}}{\frac{1}{2}\left(M_{\Lambda}+M_{\Sigma}\right)-M_{N}} \\
& =\frac{M t_{*}{ }^{2}}{\sqrt{2+c}} \frac{1}{\Delta m}, \tag{9}
\end{align*}
$$

where the final equality is obtained by using Eq.
(7) and the GMOR relation $M_{n}^{2} / M_{r}^{2}=(\sqrt{2}-c) /$ $(\sqrt{2}+c)$.
To get relations for the pseudoscalar density re-
normalization constants, we consider axial-vector current divergences in the GMOR model. Taking first the divergence of $\mathcal{F}_{3}^{3 \lambda}$, we find

$$
\begin{align*}
a_{\lambda} \mathcal{F}_{3}^{5 \lambda} & =-i\left[F_{3}^{5}, \kappa\left(\mathcal{F}_{0}+c \mathcal{F}_{\mathrm{B}}\right)!\right. \\
& =i \frac{\sqrt{2}+c}{\sqrt{3}} \kappa \mathcal{F}_{3}^{s}, \tag{10}
\end{align*}
$$

which when sandwiched between nucleon states implies that

$$
\begin{equation*}
2 M_{N} G_{A}=\frac{\sqrt{2}+c}{\sqrt{3}} \kappa F_{P}^{(3)}(0) \tag{11}
\end{equation*}
$$

with $g_{A}=g_{A}^{(3)}(0)$. Rewriting Eq. (7) for $\Delta m$ as

$$
\begin{equation*}
\Delta m=\frac{1}{2} \frac{\kappa}{\sqrt{3}} F_{s}^{(\mathrm{g})}(0) \tag{12}
\end{equation*}
$$

and dividing Eq. (11) by Eq. (12) we get

$$
\begin{equation*}
\frac{F_{D}^{(3)}(0)}{F_{\xi^{(g)}(0)}(0)}=\frac{g_{A}}{\sqrt{2}+c} \frac{M M_{N}}{\Delta m} . \tag{13}
\end{equation*}
$$

Next we take the divergence of $\xi_{8}^{5 \lambda}$, giving

$$
\begin{align*}
\partial_{\lambda} \mathcal{F}_{8}^{5 \lambda} & =-i\left[F_{8}^{\mathrm{s}}, \kappa\left(\mathcal{F}_{0}+c F_{8}\right)\right] \\
& =i \kappa\left[\frac{\sqrt{2}-c}{\sqrt{3}} \mathcal{F}_{\mathrm{a}}^{\mathrm{a}}+\frac{\sqrt{2} c}{\sqrt{3}} \mathcal{F}_{0}^{\mathrm{s}}\right] \tag{14}
\end{align*}
$$

which when sandwiched between nucleon states gives

$$
\begin{equation*}
2 M_{N} g_{A}^{(\theta)}(0)=\frac{\sqrt{2}-c}{\sqrt{3}} \kappa F_{P}^{(\theta)}(0)+\frac{2 c}{\sqrt{3}} \kappa F_{P}^{(0)}(0) \tag{15}
\end{equation*}
$$

Using

$$
\begin{equation*}
g_{A}^{(b)}(0)=g_{A}\left(3-4 \alpha_{A}\right) \tag{16}
\end{equation*}
$$

[ where $a_{A} \approx 0.88$ is the $D /(D+F)$ value of the baryon octet axial-vector vertex\} and dividing by Eq. (12) gives the second relation

$$
\begin{equation*}
(\sqrt{2}-c) F_{P}^{(8)}(0)+2 c F_{P}^{(0)}(0)=\left(3-4 \alpha_{A}\right) \frac{M I_{N} g_{A}}{\Delta m} F_{S^{(\theta)}}(0) \tag{17}
\end{equation*}
$$

A second independent relation for $F_{\gamma}^{(B)}(0)$ and $F P^{(0)}(0)$ cannot be obtained in the GMOR model. We note, however, that if $F_{p}^{(8)}(0)$ and $F_{P}^{(0)}(0)$ were equal, as in the quark model, then Eq. (17) would reduce to

$$
\begin{align*}
F_{P}^{(8)}(0) & =\left(3-4 \alpha_{A}\right) \frac{g_{A}}{\sqrt{2}+c} \frac{M_{N}}{\Delta m} F_{S}^{(8)}(0) \\
& =\left(3-4 \alpha_{A}\right) F_{P}^{(3)}(0), \tag{18}
\end{align*}
$$

an analog of the $\mathrm{SU}_{3}$ relation of Eq. (16). We remark finally that standard pion pole dominance arguments give for the induced pseudoscalar form factor $h_{A}^{(3)}\left(k^{2}\right)$ the expression

$$
\begin{equation*}
h_{A}^{(3)}\left(k^{2}\right)=\frac{2 M_{N} k_{A}}{M_{*}^{2}-k^{2}} \tag{19}
\end{equation*}
$$

from which we get

$$
\begin{equation*}
h_{A}^{(3)}(0)=\frac{2 M_{N} g_{A}}{M_{*}^{2}} . \tag{20}
\end{equation*}
$$

The formulas obtained in this section are listed in column 1 of Tables I and II.

We next turn to the quark model, within which we can calculate expressions for all of the scalar, pseudoscalar, and tensor renormalization constants, and for certain of the form-factor first derivatives as well. We use for the nucleon the standard spin-internal-symmetry wave functions of the nonrelativistic quark model, ${ }^{?}$
where $\rho$ denotes the proton and $\mathbb{P}, \mathscr{Y}$ denote quarks. In treating the nucleon spatial wave function, we assume three colored quark triplets to be present, with the physical nucleon constructed as a color singlet. ${ }^{8}$ The nucleon states are then completely antisymmetric in the color index, and so satisfy Fermi statistics with completely symmetric spatial wave functions, which we form from one-particle quark orbitals. For the quark orbitals in a nucleon we assume a spherically symmetric Dirac wave-function form:

$$
\begin{equation*}
\psi(\tilde{\mathrm{r}})=\frac{\mathfrak{R}_{0}}{(4 \pi)^{1 / 2}}\binom{i J_{0}(r)}{-\tilde{\sigma} \cdot \dot{j}^{r} J_{1}(r)} X . \tag{22}
\end{equation*}
$$

with $J_{0}$ and $J_{1}$ arbitrary functions of $r$, with $x$ being the quark Pauli spincr, and with the normalization constant $\pi_{8}$ fixed by the condition

$$
\begin{align*}
1 & =\int d^{3} r \psi^{+}(\bar{r}) \psi(\bar{r}) \\
& =\int d^{3} r \frac{\pi_{0}^{2}}{4 \pi}\left[d_{0}^{2}(r)+J_{1}^{2}(r)\right] \tag{23}
\end{align*}
$$
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TABLE I. Nucleon parameters.

| Renormalization |
| :--- | :--- | :--- | :--- |
| constant |

TABLE I (continued)

| Renormalization constant | $\begin{gathered} \text { SU, or chiral } \\ S U_{9} \times S U_{3} \\ \text { prediction } \\ \hline \end{gathered}$ | Quark-model prediction, in terms of $I_{1}, \ldots,{ }_{s}$ | Quark-model phenomenological relation | Numerical value from column 3 in MIT model | n Numerical value from column 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $g_{4}^{(0)}(0)$ | $\left(3-4 \alpha_{A}\right) g_{A}$ | $1-\frac{1}{5} I_{2}$ | $\frac{1}{5} g_{A}$ | 0.65 | 0.74 |
| $g_{A}^{(0)}(0)$ |  | $1-\frac{4}{3} I_{2}$ | $\frac{18}{8}{ }_{1}$ | 0.65 | 0.74 |
| $g_{A}^{(3)}(0)$ |  | $\frac{5}{5}\left(1-\frac{4}{5} I_{2}\right)$ | $g_{A}$ | 1.09 | Expt: 1.24 |
| $h_{A}^{(3)}(0)$ | $\frac{2 M_{4}}{M_{\pi}^{2}} g_{A}$ | $\frac{4}{4} M_{N} I_{5}$ | $f_{5} M_{M}\left(\frac{1}{4} r_{n}{ }^{2}-\frac{3}{5} E_{A}^{\prime}\right)$ | $\frac{2 M_{N}}{M_{\sim}^{2}} 0.037$ | $\frac{2 M_{N}}{M_{\Sigma^{2}}} 0.017$ |
| $g_{A}^{(3)}(0)$ |  | $\frac{5}{2}\left(\frac{1}{1} t_{4}-\frac{1}{12} t_{5}\right)$ | $g_{A}^{\prime}$ | $\frac{0.066}{M_{\tau^{2}}{ }^{2}}$ | Expt: $\frac{2.48}{(0.90 \mathrm{GeV})^{2}}=\frac{0.060}{M_{\mathrm{z}}{ }^{2}}$ |
| $g_{A}^{(s)}{ }^{\prime}(0) / g_{A}^{(0)}(0)$, |  |  |  |  |  |
| $g_{A}^{(0)}(0) / g_{A}^{(0)}(0)$ |  |  |  |  |  |
| $T_{1}^{(0)}(0), T_{1}^{(0)}(0)$ |  | $1-\frac{2}{3} I_{2}$ | $\frac{1}{2}+\frac{1}{10} g_{A}$ | 0.83 | 0.87 |
| $T_{1}^{(1)}(0)$ |  | $\frac{5}{2}\left(1-\frac{1}{1} I_{\%}\right)$ | $\frac{5}{5}\left(\frac{1}{2}+\frac{3}{10} g_{A}\right)$ | 1.38 | 1.45 |
| $T_{2}^{(0)}(0), T_{2}^{(0)}(0)$ |  | $-\frac{18}{1 M^{-}}{ }^{2} L_{5}$ | $M_{N} \lambda^{\lambda}-\frac{1}{8} r_{n}{ }^{2}+\frac{3}{5} z^{\prime} d$ | -1.98 | -0.88 |
| $T_{2}{ }^{(3)}(0)$ |  | $-\frac{4}{8} M_{N}{ }^{2} I_{5}$ | $\frac{1}{3} M_{N}{ }^{2} I-\frac{1}{8 \prime}{ }^{2}+\frac{3}{5} g_{\lambda}^{\prime}{ }^{\prime}$ | $-3.30$ | -1.48 |
| $T_{3}^{(0)}(0), T_{3}^{(0)}(0)$ |  | $\frac{1}{2} I-2 M_{N} I_{3}+\frac{4}{15} M_{N}{ }^{2} I_{5}+\frac{1}{2}-\frac{1}{2} I_{t}$ | $\frac{1}{2}\left(-\frac{1}{2} \mu_{s}-T_{2}^{(1)}(0)+\frac{1}{T} T^{(3)}(0)\right]$ | -0.78 | -1.44 |
| $T_{3}{ }^{(3)}(0)$ |  | $\frac{1}{2}\left[-\frac{2}{3} M_{N} I_{3}+\frac{4}{4} M_{M}{ }^{2} I_{5}+\frac{5}{4}-\frac{5}{4} I_{2}\right]$ | $\frac{1}{2}\left(-\frac{1}{2} \mu_{p}-T_{2}^{(3)}(0)+\frac{1}{2} T_{1}^{(3)}(0)\right]$ | 1.34 | 0.41 |
| $\hat{T}_{2}^{(1)}(0), \hat{T}_{2}^{(0)}(0)$ |  | $-2 M_{N} I_{3}+\frac{1}{2}-\frac{1}{3} I_{2}$ | $\left.-\frac{3}{2} \mu_{*}+\frac{1}{2} x\right\}^{(0)}(0)$ | -3.54 | -3.75 |
| $\vec{T}_{2}{ }^{(3)}(0)$ |  | $-\frac{2}{5} M_{N} I_{3}+\frac{5}{8}-\frac{5}{9} I_{2}$ | $\left.-\frac{1}{2} \mu_{2}+\frac{1}{2} x\right\}^{2}{ }^{(0)}$ | -0.62 | -0.66 |
| $T_{1}^{(3)}{ }^{\prime}(0)$ |  | $\frac{5}{5}\left(\frac{1}{4} t_{4}-\frac{1}{4} t_{5}\right)$ | $\frac{5}{5}\left[\frac{1}{2} r_{8}{ }^{2}+\frac{1}{4} g^{\prime} \frac{1}{4}\right.$ | 0.085/ $M_{\mathbf{m}}{ }^{2}$ | 0.068/M* ${ }^{26}$ |
| $T_{1}^{(s)^{\prime}}(0) / T_{1}^{(1)}(0)$, $T_{1}^{(s)}(0) / T_{1}^{\prime 2}(0)$ |  |  |  |  |  |
| $T_{1}^{(0)}{ }^{\prime}(0) / T_{t}^{(0)}(0)$ |  |  | ) |  |  |



TABLE II. Pion parameters.

| Renormalization constant | $\mathrm{SU}_{3}$ or chiral $\mathrm{SU}_{\mathbf{3}} \otimes \mathrm{SU}_{\mathbf{3}}$ prediction | Quark-model prediction, in terms of $\mathbf{1}_{1} \ldots \ldots$ | Quark-model <br> phenomenological relation | Comment |
| :---: | :---: | :---: | :---: | :---: |
| $F_{5 T}(0)(0)$ | $\frac{M_{R}^{2}}{\sqrt{2}+c} \frac{1}{\Delta m} F(\beta)(0)$ | $\frac{1}{3} M_{1} 3\left(1-2 J_{2}\right)$ | $\frac{4}{5} M_{M} F^{(8)}(0)$ | Equating columns 2 and $4 \Rightarrow$ |
| $F S^{(0)}(0)$ |  | $\frac{1}{3} M_{M} 3\left(1-2 I_{2}\right)$ | $\frac{4}{3} M_{4} F_{5}^{(3)}(0)$ | $M_{w}=0.53 \mathrm{GeV}$ |
| $T^{(3)}(0)$ |  | $-\frac{2 M}{3} L^{\prime} I_{4}$ | $-\frac{1}{2} f \mu_{m}$ | For $f=\left(\frac{2}{3}\right)^{1 / 4}$, columns 3 and 4 give - 1.19 and -1.26, respectively. |

The procedure for calculating nucleon renormalization constants is now completely straightforward. ${ }^{9}$ We consider the general quark-model current $\mathfrak{F}_{\Gamma}=\bar{\psi} \Gamma \psi$ ( $\Gamma$ is a combination of $\gamma$ and $\lambda$ matrices) with one-nucleon matrix element

$$
\begin{equation*}
\left\langle N\left(p_{2}\right)\right| \mathcal{F}_{\Gamma}\left|N\left(p_{1}\right)\right\rangle=\pi_{N} \bar{u}\left(p_{2}\right) K_{\Gamma}\left(p_{2}, p_{1}\right) u\left(p_{1}\right) . \tag{24}
\end{equation*}
$$

Working in the brick-wall frame with

$$
\begin{align*}
& \overrightarrow{\mathrm{p}}_{1}=-\frac{1}{2} \overrightarrow{\mathrm{k}}, \quad \overrightarrow{\mathrm{p}}_{2}=\frac{1}{2} \overrightarrow{\mathrm{k}} \\
& p_{10}=p_{20}=\left[M_{N}^{2}+\frac{1}{4} \overrightarrow{\mathrm{k}}^{2}\right]^{1 / 2}, \tag{25}
\end{align*}
$$

and using our independent-orbital construction of the nucleon wave function, we get the relation
with $9 \pi_{\Gamma}$ a matrix in the quark spin-internal-symmetry space given by

$$
\begin{align*}
-\pi_{r}(\vec{k})= & \int d^{2} r e^{i t} \cdot i \frac{\pi \pi_{0}^{2}}{4 \pi}\left(-i J_{0}(r), \vec{\sigma} \cdot \hat{r} J_{1}(r)\right) \\
& \times \Gamma\binom{i J_{0}(r)}{-\bar{\sigma} \cdot \hat{r} J_{1}(r)} \tag{27}
\end{align*}
$$

Taylor-expanding $e^{i \vec{k} \cdot \bar{r}}$ and equating terms of zeroth, first, and second order in $k$ on the leftand right-hand sides of Eq. (26), we get formulas at zero momentum transfer for the form factors appearing in $K_{r}\left(p_{2}, p_{1}\right)$, expressed in terms of integrals over the quark wave function. [In evaluating the order $k^{2}$ relations we drop nucleon recoil terms of order $\overline{\mathbf{k}}^{2} /\left(8 M_{N}^{2}\right)$ on the left-hand side of Eq. (26); these terms are relatively small and do not represent a well-defined correction since a description of nucleon recoil has not been built into the quark-model wave functions.] The quark wave-function integrals which appear are linear combinations of the five basic integrals

$$
\begin{align*}
& I_{1}=\int d^{3} r \frac{\pi_{0}^{2}}{4 \pi} J_{0}^{2}(r), \\
& I_{2}=\int d^{3} r \frac{\pi_{0}^{2}}{4 \pi} J_{1}^{2}(r), \\
& I_{2}=\int d^{3} r \frac{\pi_{1}^{2}}{4 \pi} r J_{0}(r) J_{1}(r),  \tag{28}\\
& I_{4}=\int d^{3} r \frac{\pi_{1}^{2}}{4 \pi} r^{2} J_{0}^{2}(r), \\
& I_{5}=\int d^{3} r \frac{\pi_{0}^{2}}{4 \pi} r^{2} J_{1}^{2}(r) .
\end{align*}
$$

Expressions for the nucleon scalar, pseudoscalar, vector, axial-vector, and tensor renormalization constants and certain form factor derivatives, in terms of $I_{1}, \ldots, I_{5}$, are given in column 2 of Table 1. Eliminating the integrals $I_{1}, \ldots, 5$ in terms of the normalization condition of Eq. (23) and four experimentally measured parameters of the vector and axial-vector currents [we take these as $g_{A}, g_{A}^{\prime}=g_{A}^{\prime}(0), r_{A}^{2}=$ proton squared charge radius, ${ }^{10}$ $\mu_{\rho} /\left(2 M_{N}\right)=$ proton magnetic moment| gives the phenomenological relations listed in column 3 of Table I. These relations are valid in any quark model with a spherically symmetric wave function of the form of Eq. (22); for example, they are valid in both the MIT ${ }^{9}$ and the SLAC ${ }^{11}$ bag models and in the Bogoliubov model, ${ }_{1}{ }^{12}$ even though these assign the quarks very different looking wave functions.
The procedure for calculating pion renormalization constants is analogous to that used for the nucleon, with a few differences which we briefly describe. Just as for the nucleon, we use for the pion the usual spin-internal-symmetry wave functions of the nonrelativistic quark model, ${ }^{7}$

## 

For the quark wave function we use an analog of Eq. (22),

$$
\begin{equation*}
\psi(\vec{r})=\frac{\pi_{0} f^{-3 / 2}}{(4 \pi)^{1 / 2}}\binom{i J_{0}(r / f)}{-\delta \cdot \hat{r} J_{1}(r / f)} \varphi, \tag{30}
\end{equation*}
$$

with $f$ being a rescaling factor which reflects the fact that quark orbitals in a pion may have a different radius from those in a nucleon. In the MIT bag mode $1^{9} f$ has the value $\left(\frac{2}{3}\right)^{1 / 4} \approx 0.90$, not much different from unity. The antiquark wave function is the same as Eq. (30), with the antiquark contribution to a current with even (odd) charge conjugation equal to $+1(-1)$ times the corresponding quark contribution. The pion analog of Eqs. (24)(27) is evidently

$$
\begin{align*}
& \left\langle\pi\left(p_{2}\right)\right| F_{r}\left|\pi\left(p_{1}\right)\right\rangle=\pi_{\pi} K_{r}^{\prime}\left(p_{2}, p_{1}\right) \\
& \left.=\left.\langle\pi| \sum_{q u \pi} \operatorname{gr}_{\mathrm{r}}(f \vec{k})\right|_{\eta_{0}}\right\rangle_{a m},  \tag{31}\\
& \varkappa_{n}=\frac{1}{2\left(M_{*}^{2}+\frac{1}{6} K^{2}\right)^{1 / 2}}
\end{align*}
$$

with $\mathbb{R}_{\Gamma}$ being the same matrix function as defined in Eq. (27). In applying Eq. (31) we only expand out to terms of first order in $\bar{k}$, since neglect of recoil in the case of the pion would be unjustified. To order $\vec{k}$, the normalization factor $\pi_{z}$ is just $1 /\left(2 M_{r}\right)$. In the case of the tensor density coupling to the pion this factor of $M_{r}{ }^{-1}$ is just cancelled by a corresponding factor of $M_{*}$ coming from $K_{r}^{\prime}$, giving a formula for $T_{i}^{(3)}(0)$ which does not involve the pion mass. On the other hand, in the scalar density case the factor $M^{-1}$ survives, giving the relation

$$
\begin{equation*}
F_{S_{v}^{(\theta)}}^{(0)}(0)=4 M_{n}\left(1-2 I_{2}\right), \tag{32}
\end{equation*}
$$

which explicitly involves the pion mass. Since, however, the quark model leads to a degenerate meson $35-$ plet, instead of having a nearly massless pion, we reinterpret the factor $M_{\mathrm{F}}$ in Eq. (32) as being $M_{v}$, a typical quark-model meson mass, and thus write

$$
\begin{equation*}
F_{S_{r}^{(\theta)}}^{(0)}(0)=4 M_{\mu}\left(1-2 I_{2}\right) . \tag{33}
\end{equation*}
$$

As we will see below in Sec. IV, this interpretation of Eq. (32) is in accord with the chiral $\mathrm{SU}_{1} 8 \mathrm{SU}_{3}$ formula for $F_{3}^{(1)}(0)$ obtained above. The results of our analysis in the pion case are given in column 2 of Table $I\left(\right.$ in terms of the integrals $I_{1}, \ldots, s$ ) and in column 3 of Table II (in terms of vector and axial-vector current parameters).
We conclude this section by giving expressions for the quark orbitals and the integrals $I_{1}, \ldots, 5$ in the MTT bag model, ${ }^{9}$ which gives a fairly satisfactory account of the measurable parameters of the vector and axial-vector currents. In this model
the quarks in a nucleon are confined to a finite spherical region of space of radius $\boldsymbol{R}_{0}$, with or.. bitals

$$
\begin{align*}
& J_{0}(r)=j_{0}\left(\omega r / R_{0}\right), \quad J_{1}(r)=j_{1}\left(\omega r / R_{0}\right)_{1} \quad r \leqslant R_{0} \\
& J_{0}(r)=J_{1}(r)=0, \quad r \geqslant R_{0},  \tag{34}\\
& \omega=2.04, \quad R_{0}=0.97 M_{1}^{-1}, \\
& \quad j_{0}(z)=\frac{\sin z}{z}, \quad j_{2}(z)=\frac{\sin z}{z^{2}}-\frac{\cos z}{z}
\end{align*}
$$

Evaluating the integrals $I_{1}, \ldots, 5$ we find in the MIT model

$$
\begin{align*}
I_{1} & =\frac{2 \omega-1}{4(\omega-1)}=0.740, \\
I_{2} & =\frac{2 \omega-3}{4(\omega-1)}=0.260, \\
I_{3} & =\frac{R_{0}}{\omega} \frac{4 \omega-3}{8(\omega-1)}=0.304 R_{0}, \\
I_{4} & =\frac{R_{0}^{2}}{24 \omega^{2}(\omega-1)}\left(4 \omega^{3}+2 \omega^{2}-4 \omega+3\right)  \tag{35}\\
& =0.357 R_{0}^{2}, \\
I_{5} & =\frac{R_{n}^{2}}{24 \omega^{2}(\omega-1)}\left(4 \omega^{3}-10 \omega^{2}+20 \omega-15\right) \\
& =0.175 R_{0}^{2} .
\end{align*}
$$

## ili tabulation of results

In Tables I and II we tabulate our results for the form factors defined in Eq. (2). To recapitulate, the quantities $c, \Delta m, \alpha_{s s}, \alpha_{A}$, and $\sigma_{\| N M}$, defined above in Sec. IIA, have the values

$$
\begin{align*}
& c \approx-1.25 \\
& \Delta m=173 \mathrm{MeV} \\
& \alpha_{S S}=-0.44  \tag{36}\\
& \alpha_{A} \approx 0.66 \\
& \sigma_{\approx M N} \approx 45 \pm 20 \mathrm{MeV}
\end{align*}
$$

while the integrals $I_{1}, \ldots, 5$ are defined and evaluated in Eqs. (28) and (35). The mass $M_{u}$, a typical quark-model meson mass introduced in Eq (33), is of order $0.6-0.8 \mathrm{GeV}$ while the scale factor $f$ introduced in Eq. (30) is close to unity, with the value $\left(\frac{4}{5}\right)^{1 / 4} \approx 0.90$ in the MIT model. ${ }^{13}$

## IV. DISCUSSION

We conclude by comparing the results obtained by the various calculational methods described above and by attempting to estimate the reliability of our predictions for the scalar, pseudosca-
lar, and tensor current parameters. We turn our attention first to the isovector pseudoscalar renormalization $F_{P}^{(3)}(0)$ and the isovector induced pseudoscalar amplitude $h_{A}^{(3)}(0)$, both of which are pion pole dominated. From chiral $\mathrm{SU}_{3} \otimes \mathrm{SU}_{3}$ and pion pole dominance we find

$$
\begin{align*}
& \frac{F^{(3)}(0)}{F_{s}^{(b)}(0)}
\end{aligned}=\frac{g_{A}}{\sqrt{2}+c} \frac{M_{N}}{\Delta m}=41, ~ \begin{aligned}
h_{A}^{(3)}(0) & =\frac{2 M_{N} g_{A}}{M_{F}^{2}} \\
& =\frac{2 M_{N}}{M_{\mathrm{T}}^{2}} 1.24, \tag{37}
\end{align*}
$$

while the MIT model gives ${ }^{14}$

$$
\begin{equation*}
\frac{F_{P}^{(3)}(0)}{F_{S}^{(B)}(0)}=3.1, \quad h_{A}^{(3)}(0)=\frac{2 M_{p}}{M_{\pi}^{2}} 0.037, \tag{38}
\end{equation*}
$$

both much too small. Evidently, the quark-model predictions for pion pole dominated pseudoscalar quantities behave as if the effective pion mass were

$$
\begin{align*}
& \left(\frac{41}{3.1}\right)^{1 / 2} M_{\nabla}=0.51 \mathrm{GeV} \text { from } F_{F}^{(9)}(0), \\
& \left(\frac{1.24}{0.037}\right)^{1 / 2} M_{\nabla}=0.81 \mathrm{GeV} \text { from } h_{\Lambda}^{(9)}(0), \tag{39}
\end{align*}
$$

not unreasonable values since the quark model does not predict an almost massless pion, but rather gives a pion degenerate with all other pseudoscalar and vector mesons in the $35 \mathrm{re}-$ presentation of $\mathrm{SU}_{6}$. [In fact, the same MIT model calculation giving the value $f=\left(\frac{2}{3}\right)^{1 / 4}$ used in Eq. (30) above leads to a value of the 35 representation central mass of $8 \mathrm{u} /\left(3 f R_{0}\right)=0.87 \mathrm{GeV}$, consistent with the above estimates.] Referring to Table II, we see that these values for the effective quark-model pion mass are compatible with the value 0.53 GeV obtained by equating the chiral $\mathrm{SU}_{3} \otimes \mathrm{SU}_{3}$ with the quark-model predictions for the pion scalar density coupling $F_{S}^{(\mathrm{g})}(0)$.

We consider next the isoscalar pseudoscalar renormalization constants $F_{P}^{(\beta)}(0)$ and $F_{\rho}^{(0)}(0)$. As we have seen, chiral $S U_{3} \otimes S U_{3}$ gives a single equation [Eq. (17)] relating these two constants to $F_{s}^{(8)}(0)$, which reduces, when $F_{\rho}^{(8)}(0)$ and $F_{p}^{(0)}(0)$ are equal (as in the quark model), to the simple relation

$$
\begin{equation*}
\frac{F_{8}^{(8)}(0)}{F_{\xi^{8]}}(0)}=\left(3-4 \alpha_{A}\right) \frac{F_{2}^{(3)}(0)}{F_{S^{[8]}}(0)}=15 . \tag{40}
\end{equation*}
$$

This prediction is evidently in serious disagreement with the quark-model value

$$
\begin{equation*}
\frac{F_{P}^{(8)}(0)}{F_{s}^{(8)}(0)}=1.5 . \tag{41}
\end{equation*}
$$

The trouble here is most likely the quark-model prediction that $H_{P}^{(0)}(0)=F_{P}^{(\mathrm{B})}(0)$, which leads to near cancellation of the two terms on the lefthand side of Eq. (17) and hence to a large prediction for $F()^{(8)}(0)$. In actual fact, since there is no light ninth pseudoscalar meson associated with the $\mathrm{SU}_{3}$-singlet axial-vector current it is likely that $F_{p}^{(\mathrm{p})}(0)<F_{p}^{(\mathrm{g})}(0)$. Rewriting Eq. (17) in terms of the ratio

$$
\begin{equation*}
r=\frac{F_{P}^{(0)}(0)}{F_{P}^{b^{8}}(0)} \tag{42}
\end{equation*}
$$

we find

$$
\begin{equation*}
\frac{F_{b}^{(b)}(0)}{F_{s}^{(8)}(0)}=\frac{\left(3-4 \alpha_{A}\right) M_{N N} g_{A}}{\Delta m(\sqrt{2}-c+2 c r)} \text {, } \tag{43}
\end{equation*}
$$

which gives the following predictions for $r$ $=0.3,0.5,0.7$ respectively:

$$
\begin{align*}
& r=0.3: \frac{F_{8}^{(0)}(0)}{F_{S}^{(0)}(0)}=1.27, \frac{F_{\rho}^{(0)}(0)}{F_{S}^{8}(0)}=0.38, \\
& \gamma=0.5: \frac{F_{P}^{(\theta)}(0)}{\overrightarrow{F s}(0)}=1.71, \frac{F_{P}^{(0)}(0)}{F_{g^{(\theta)}}(0)}=0.86,  \tag{44}\\
& r=0.7: \frac{F_{8}^{(8)}(0)}{F_{S}^{(8)}(0)}=2.65, \frac{F_{P}^{(0)}(0)}{F S^{(8)}(0)}=2.85,
\end{align*}
$$

in reasonable agreement with the quark-model value of Eq. (41).

Continuing our comparison of columns 1 and 2 of Table I, we note that $\mathrm{SU}_{3}$ predicts

$$
\begin{equation*}
F_{s}^{(B)}(0) / F_{S}^{(1)}(0)=3-4 \alpha_{S S}=4.76 \tag{45}
\end{equation*}
$$

with an empirical semistrong $D /(D+F)$ ratio $\alpha_{S s}$ $\approx-0.44$, while the quark model gives

$$
\begin{equation*}
F_{s^{(8)}}^{(0) / F_{3}^{(3)}(0)=3 .} \tag{46}
\end{equation*}
$$

Evidently, Eq. (46) represents pure F-type baryon octet semistrong mass splitting, a feature which is a well-known shortcoming of the quark model. For the corresponding axial-vector coupling ratio $\mathrm{SU}_{3}$ predicts

$$
\begin{equation*}
g_{A}^{(8)}(0) / g_{A}^{(3)}(0)=3-4 \alpha_{A} \tag{47}
\end{equation*}
$$

with an empirical value $\alpha_{A} \approx 0.66$, while the quark model gives

$$
\begin{equation*}
g_{A}^{(\boldsymbol{\theta})}(0) / g_{A}^{(3)}(0)=3 / 5 \tag{48}
\end{equation*}
$$

corresponding to a value of $\alpha_{A}$ of 0.6 . Although the quark-model value of $\alpha_{A}$ is quite good in this case, the fact that Eq. (47) vanishes for $\alpha_{A}=0.75$ makes the predicted $g_{A}^{(8)}$ in the quark model differ by more than $60 \%$ from the value obtained from $\mathrm{SU}_{3}$ and the empirical $\alpha_{A}$. Obviously, in doing phenomenological calculations the predictions of column 1 of Table $I$ should be used (where they are available) in preference to the quark-model values.

For the value of $F^{(\mathrm{g})}(0)$ and for all of the tensor density parameters, we must rely solely on quarkmodel predictions since no information is furnished by $S U_{3}$ or chiral $S U_{3} \otimes S U_{3}$ alone. Hence it is essential to have some a priori estimate of the reliability of the quark-model predictions.
The following five considerations would appear to be important in forming such an estimate.

1. Consistency of the quark model with $\mathrm{SU}_{3}$ and chiral $S U_{3} \nexists S U_{3}$ predictions, where available. This question has just been discussed in detail above. In the case of $F \xi^{(8)}(0)$, the $60 \%$ discrepancy between Eq. (45) and Eq. (46) suggests an estimate of $60-90 \%$ for the possible quark model uncertainty.
2. Comparison of the quark-model predictions for the vector and axial-vector parameters with their known experimental values. Referring to Table I, we see that the MIT-model predictions for $g_{A}, g_{A}^{\prime}, \mu_{p}$, and $r_{,}{ }^{2}$ all agree with experiment ${ }^{1 s}$ to within about $30 \%$, suggesting $30-60 \%$ as the general level of reliability for quark-model predictions when other factors (such as pion pole dominance, sensitive cancellations, nucleon recoil corrections, or possible large "glue" contributions) are not involved. In particular, this estimate of the quark-model uncertainty might be expected to apply to the tensor renormalization constant $T_{1}^{(3)}(0)$. ${ }^{16}$
3. Consistency between the predictions in the final two columns in Table I. Column 5, we recall, gives the predictions of the MIT-model wave functions, while column 6 gives the predictions obtained from the quark-model phenomenological relations of column 4, using as input the empirical vaiues of $g_{A}, g_{A}^{\prime}, \mu_{p}$, and $r_{p}{ }^{2}$. Sensitive cancellations are unlikely to be involved in cases in which the quark-model predictions are relatively large and relatively unvarying from column 5 to column 6 , as for example, for $T_{i}^{(3)}(0)$. On the other hand, when the quark-model predictions are small or strongly varying from column 5 to column 6, as for $T_{1}^{(\theta, 0)}(0), \hat{T}_{2}^{(3)}(0)$, and $T_{3}^{(\theta, 0,1)}(0)$, they may be considerably less reliable than the $30-60 \%$ estimated above.
4. Possible importance of neglected nucleon recoil terms. Whereas $F_{s}^{(n)}(0), T_{1}^{(\theta, 0,3)}(0)$, and $T_{2}^{(8,0,5)}(0)$ are true static quantities which are insensitive to our neglect of nucleon recoil, expressions for the renormalization constants $T_{3}^{(8,0,3)}(0)$ are abtained from the second-order term in $\vec{k}$ in Eq. (27) only when nucleon recoil ambiguities are neglected. This introduces an additional source of uncertainty in the quark-model determination of $T_{s}^{(\mathrm{B}, 0,3)}(0)$ relative to the uncertainties present in the quark-model determinations of the other renormalization constants.

## 5. Possible presence of large "glue" contribu-

tions. In the quaris model only quark contributions to the various current densities are evaluated, while possible contributions fram the "glue" which binds the quarks together are ignored. One peculiar feature of tensor densities is the possibility of induced vector meson couplings of the form

$$
\begin{equation*}
g F^{\lambda \eta}=g\left(\theta^{\eta} A^{\lambda}-8^{\lambda} A^{\eta}\right) \tag{49}
\end{equation*}
$$

with $A$ being a vector meson field. Such couplings can contribute to the induced tensor renormalization constants $T_{2}(0)$ and $T_{3}(0)$, while not affecting the value of $T_{1}(0)$. If all vector gluons carry a color quantum number, then terms like Eq. (49) will be absent in the color-singlet tensor densities of Eq. (1). In this case, the quark-model predictions for $\hat{T}_{2}^{(0)}(0)$ and $\dot{T}_{2}^{(8)}(0)$ should, like that for $T_{1}^{(3)}(0)$, be relatively reliable. On the other hand, if color-singlet-unitary-singlet gluons are present, then the unitary-singlet tensor current $\mathcal{F}_{0}^{\lambda_{n}}$ could receive important "gluon" contributions from terms of the form of Eq. (49), introducing a possible large uncertainty into the quark-model prediction for $\mathbf{T}_{2}^{(0)}(0)$.
Added note. Applying the method of Eqs. (10)(15) to the ninth axial-vector current $\mathfrak{F}_{0}^{3 \lambda}$ gives the divergence equation

$$
\begin{equation*}
\partial_{\lambda} F_{0}^{5 \lambda}=i \kappa\left(\frac{2}{3}\right)^{1 / 2}\left(F_{0}^{5}+c F_{0}^{3}\right), \tag{50}
\end{equation*}
$$

which when sandwiched between nucleon states gives

$$
\begin{equation*}
2 M_{N} g_{A}^{(0)}(0)=-\frac{\kappa}{\sqrt{3}}\left[\sqrt{2} F_{P}^{(0)}(0)+c . F Y_{P}^{\theta}(0)\right] \tag{51}
\end{equation*}
$$

Dividing Eq. (51) by Eq. (15) then gives the additional chiral $\mathrm{SU}_{\mathbf{3}} \otimes \mathrm{SU}_{3}$ relation

$$
\begin{equation*}
\frac{g_{A}^{(0)}(0)}{g_{A}^{(6)}(0)}=\frac{\sqrt{2} r+c}{\sqrt{2}-c+2 c r} \tag{52}
\end{equation*}
$$

with $r=F)^{(0)}(0) / F_{\beta}^{(0)}(0)$ being the parameter defined in Eq. (42). For $r=0.3,0.5,0.7$, Eq. (52) gives the respective predictions for $g_{A}^{(0)}(0) / g_{A}^{(\theta)}(0)$,

$$
\begin{align*}
& r=0.3: \frac{g_{A}^{(0)}(0)}{g_{A}^{(0)}(0)}=-0.43, \\
& r=0.5: \frac{g^{(0)}(0)}{g_{A}^{(A)}(0)}=-0.38,  \tag{53}\\
& r=0.7: \frac{g_{i}^{(0)}(0)}{g g_{A}^{(i)}(0)}=-0.28,
\end{align*}
$$

while for the quark-model value $r=1$, Eq. (52) reduces to the quark-model prediction that $g^{(0)}(0) / g_{A}^{(0)}(0)=1$. Equations (50)-(53) are valid only when anomalies are not present. When anomalies appear, the above equations apply to the
axial-vector renormalization $g_{\Lambda}^{(0)}(0)$ associated with the "symmetry generating" ninth current, but this is no longer the same as the axial-vector renormalization for the physical ninth axial-vector current. (See W. A. Bardeen, Ref. 17).
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#### Abstract

We reanalyze the problem of regularization of the stress-energy tensor for massless vector particles propagating in a general background metric, using covariant point separation techniques applied to the Hadamard elementary solution. We correct an error, pointed out by Wald, in the earlier formulation of Adler, Lieberman, and Ng , and find a stress-energy tensor trace anomaly agreeing with that found by other regularization methods.


## 1. Introduction

The problem of regularization of the stress-energy tensor for particles propagating in a general background metric has been treated recently by many authors using differing calculational methods [1]. In an earlier paper by Adler et. al. [2], the regularization problem was approached by applying covariant point separation techniques to the Hadamard elementary solutions for the vector and scalar wave equations. The results of Ref. [2] appeared to contradict those obtained by other methods [1], in that no stress-energy tensor trace anomaly was found. Recently, however, Wald [3] has found a mistake in the formal arguments of Sec. 5 and Appendix.B of Ref. [2] which accounts for the discrepancy. The mistake consists of the assumption, made in Ref. [2], that the local and boundary-condition-dependent parts $G^{(2 L)}$ and $G^{(L 8)}$ of the Hadamard elementary solution $G^{(1)}$ are individually symmetric in their arguments $x$ and $x^{\prime}$, as is their sum $G^{(1)}$. Wald [3] has shown that when this assumption is dropped, a reanalysis of the stress-energy tensor in the scalar particle case gives the standard result for the trace anomaly. The purpose of the present paper is to give the corrected

[^160]stress-energy tensor calculation in the vector particle case; again, when the lack of symmetry of $G_{\lambda \sigma^{\prime}}^{(1 \mathrm{~L})}$ and $G_{\lambda \sigma^{\prime}}^{(1 \mathrm{~B})}$ is correctly taken into account, the standard result for the trace anomaly is obtained. In order to avoid needless repetition of formulas, this paper has been written in the form of a supplement to Ref. [2], with Eq. (N) of Ref. [2] indicated as Eq. (2.N) .

## 2. The Calculation

According to Eq. (2.4), the vector particle stress-energy tensor $T_{\mathrm{a} \mathrm{\beta}}$ is a sum of Maxwell, gauge-breaking, and ghost contributions,

$$
\begin{equation*}
T_{a \beta}=T_{\alpha \beta}^{\mathrm{M}}+T_{\alpha \beta}^{\mathrm{BR}}+T_{\alpha \beta}^{\mathrm{GH}} . \tag{i}
\end{equation*}
$$

Since the argument of Eqs. (2.43)-(2.45) showing that

$$
\begin{equation*}
\left\langle T_{a \beta}^{\mathrm{BR}}\right\rangle+\left\langle T_{a \beta}^{\mathrm{GH}}\right\rangle=0 \tag{2}
\end{equation*}
$$

does not depend on splitting the Hadamard elementary solution $G^{(1)}$ into (L) and (B) parts, it is unaffected by Wald's observation, and so we still have, as in Eqs. (2.5)(2.6),

$$
\begin{align*}
& \left\langle T_{\Delta \beta}(x)\right\rangle=\left\langle T_{\alpha \beta}^{M}(x)\right\rangle \\
& =\left(g_{a}{ }^{4} g_{\theta}{ }^{\lambda} g^{v a}-\frac{1}{4} g_{a \theta} g^{\mu \lambda} g^{v \sigma}\right) P_{\mu v \lambda a}, \\
& P_{\mu \nu \lambda \sigma}=\lim _{x \rightarrow x^{\prime}} \frac{1}{2}\left\langle F_{\mu \nu}(x) F_{\lambda \sigma}\left(x^{\prime}\right)+F_{\lambda \sigma}\left(x^{\prime}\right) F_{\mu \nu}(x)\right\rangle . \tag{3}
\end{align*}
$$

Expressing the expectation in Eq. (3) in terms of the vector particle Hadamard elementary solution $G_{v \sigma^{\prime}}^{(1)}$, and splitting $G_{v o}^{(1)}$ into (L) and (B) parts, we get [as in Eq. (2.48)]

$$
\begin{align*}
& \left\langle T_{\alpha \beta}(x)\right\rangle=\left\langle T_{\alpha \beta}^{(\mathrm{L})}(x)\right\rangle+\left\langle T_{\alpha \beta}^{(\mathrm{B})}(x)\right\rangle, \\
& \left\langle T_{\alpha \beta}^{(L / B)}(x)\right\rangle=\left(g_{\alpha}{ }^{4} g_{\beta}{ }^{\lambda} g^{\nu \sigma}-\frac{1}{a} g_{\alpha \beta} g^{\mu \lambda} g^{\nu \sigma}\right) P_{\mu \omega 1 \sigma}^{(\mathrm{L} / \mathrm{B})}, \tag{4}
\end{align*}
$$

$$
\begin{aligned}
& G_{u \times \lambda \sigma}^{(\mathrm{L} / \mathrm{B})}=\left[D_{\mu} D_{\lambda^{\prime}} G_{v o}^{(\mathrm{fL} / \mathrm{B})}\left(x, x^{\prime}\right)\right],
\end{aligned}
$$

with the notation [ ] in the final line denoting the $x^{\prime} \rightarrow x$ coincidence limit. We assume that the highly singular coincidence limit is regularized in such a manner that $\left\langle T_{\alpha \beta}(x)\right\rangle$ is finite and covariantly conserved, which implies that

$$
\begin{equation*}
D^{\alpha}\left\langle T_{\alpha \beta}^{(\mathrm{L})}(x)\right\rangle=-D^{\alpha}\left\langle T_{\alpha \beta}^{(\mathrm{B})}(x)\right\rangle . \tag{5}
\end{equation*}
$$

An explicit calculation of the right-hand side of Eq. (5), to be given below, shows that

$$
\begin{equation*}
D^{\alpha}\left\langle T_{\alpha \beta}^{(\mathrm{B})}(x)\right\rangle=D^{\alpha} t_{\alpha \beta}^{(\mathrm{L})}(x), \tag{6}
\end{equation*}
$$

with $t_{a \beta}^{(L)}(x)$ a tensor local in the Riemann curvature and its second covariant derivatives. Thus, from Eq. (5), we have

$$
\begin{equation*}
D^{a}\left[\left\langle T_{a \beta}^{(L)}(x)\right\rangle+t_{a \beta}^{(L)}(x)\right]=D^{\alpha}\left[-\left\langle T_{a B}^{(\mathrm{B})}(x)\right\rangle+t_{a B}^{(L)}(x)\right]=0, \tag{7}
\end{equation*}
$$

which implies that $\left\langle T_{\alpha \beta}^{(L)}(x)\right\rangle+t_{\alpha \beta}^{(L)}(x)$ is a tensor local in the Riemann tensor and its covariant derivatives, which furthermore is covariantly conserved. Since no parameters with dimension of mass appear in the problem, on dimensional grounds this tensor must have the structure

$$
\begin{align*}
& \left\langle T_{\alpha \beta}^{(L)}(x)\right\rangle+t_{a \beta}^{(L)}(x)=c_{1} I_{\alpha \beta}(x)+c_{2} J_{\alpha \theta}(x), \\
& I_{a \beta}=\frac{1}{(-g)^{1 / 2}} \frac{\delta}{\delta g^{\alpha B}} \int d^{4} x(-g)^{1 / 2} R^{2} \\
& =-2 g_{a \theta} R_{. \theta}^{\theta}+2 R_{a B}-2 R R_{\alpha B}+\frac{1}{2} g_{a \theta} R^{2},  \tag{8}\\
& J_{a s}=\frac{1}{(-g)^{1 / 2}} \frac{\delta}{\delta g^{\circ B}} \int d^{4} x(-g)^{1 / 2} R^{a r} R_{o r} \\
& =-\frac{1}{2} g_{\alpha \beta} R_{. \theta} \theta^{\circ}+\frac{1}{2} g_{a \theta} R_{\nu \theta} R^{\circ \theta}+R_{\alpha a \beta}-R_{\alpha \beta, \theta}^{\theta}-2 R^{\circ \theta} R_{\rho \alpha \theta B}, \tag{8}
\end{align*}
$$

with $c_{1}$ and $c_{2}$ arbitrary coefficients. The regularized stress-energy tensor thus becomes

$$
\begin{equation*}
\left\langle T_{a \beta}(x)\right\rangle=c_{1} I_{a \beta}(x)+c_{2} J_{\alpha \beta}(x)-t_{\alpha \beta}^{(L)}(x)+\left\langle T_{a \beta}^{(\mathrm{B})}(x)\right\rangle, \tag{9}
\end{equation*}
$$

which by Eqs. (7) and (8) is automatically covariantly conserved. To evaluate the trace of $\left\langle T_{a \beta}(x)\right\rangle$, we note that from Eq. (4) we have $g^{a \beta}\left\langle T_{\alpha \beta}^{(8)}(x)\right\rangle=0$. Hence we get

$$
\begin{equation*}
g^{\alpha \beta}\left\langle T_{a \beta}(x)\right\rangle=-2\left(3 c_{1}+c_{2}\right) R_{A \theta}^{\theta}-g^{\alpha f_{a B}}\left(\frac{L)}{(L)}(x),\right. \tag{10}
\end{equation*}
$$

which is the trace anomaly [and, as is evident from Eqs. (43) and (44) below, is nonvanishing irrespective of the value of $3 c_{1}+c_{2}$ ].

In order to evaluate $t_{\alpha \beta}^{(L)}(x)$ we must carefully calculate $D^{\alpha}\left\langle T_{\alpha \beta}^{(B)}(x)\right\rangle$, keeping in mind the fact that while $G_{v 0^{\prime}}^{(1)}\left(x, x^{\prime}\right)$ is symmetric under the interchange $\nu, x \leftrightarrow \sigma^{\prime}, x^{\prime}, G_{v 0^{\prime}}^{(12)}$ is not symmetric and hence neither is $G_{v 0}^{(18)}$. Following the notation of [2, Appendix B], we write

$$
\begin{equation*}
W_{v o} \cdot\left(x, x^{\prime}\right)=\frac{1}{2} G_{v 0^{\prime}}^{(\mathrm{B})}\left(x, x^{\prime}\right), \tag{11}
\end{equation*}
$$

which on substitution into Eq. (4) gives
with

In evaluating Eq. (12) we can use the equation of motion at $x$,

$$
\begin{equation*}
W_{v o^{\prime}: \nu^{\mu}}-R_{v}{ }^{\theta} W_{D a^{\prime}}=0, \tag{14}
\end{equation*}
$$

but we cannot (as was done in [2, Appendix B]) assume symmetry of $W_{v o}$ or the Lorentz gauge condition of Eq. (2.B3). Beginning with the second term on the righthand side of Eq. (12), and using Synge's theorem, we get

$$
\begin{align*}
& D_{A} P_{a \Delta r \delta^{\prime}}^{\left(b^{\prime}\right)}=\left[W_{\alpha \gamma^{\prime}, \theta \theta^{\prime} \lambda}-W_{a \delta^{\prime}, \Delta \gamma^{\prime} \lambda}+W_{a \gamma^{\prime}, \theta \sigma^{\prime} \lambda^{\prime}}-W_{\alpha \theta^{\prime}, \theta \gamma^{\prime} \lambda^{\prime}}-(\alpha \leftrightarrow \beta)\right] \\
& =\left[W_{a \gamma^{\prime} . \theta B^{\prime} \lambda}-W_{n \delta^{\prime} . \theta \gamma^{\prime} \lambda}-W_{r a^{\prime} . \Delta 8^{\prime} \lambda}+W_{\Delta a^{\prime}, v \theta^{\prime} \lambda^{\prime}}-\left(\begin{array}{c}
\alpha \leftrightarrow \beta \\
\text { or } \\
x^{\prime} \leftrightarrow \beta^{\prime}
\end{array}\right)\right] \tag{a}
\end{align*}
$$

Substituting Eq. (15) into the second term in Eq. (12), relabeling dummy indices, and combining like terms, we get

$$
\begin{align*}
& -\ddagger g^{a r} g^{g 8} D_{\lambda} P_{\text {abvo }}^{(8)} \tag{16}
\end{align*}
$$

$$
\begin{align*}
& \text { (a) } \tag{b}
\end{align*}
$$

We next consider the first term on the right-hand side of Eq. (12). Again using Synge's theorem, we have

$$
\begin{align*}
& D^{\alpha} P_{a \beta \gamma \delta}^{(\mathrm{B})}=\left[W_{\Delta \delta^{\prime}, a \gamma^{\prime}}+W_{a \gamma^{\prime}, \Delta \delta^{\alpha}}-W_{a \delta^{\prime}, A \gamma^{\alpha}}-W_{B \gamma^{\prime}, a \sigma^{\circ}}\right. \tag{c}
\end{align*}
$$

Using the Ricci identity and Eq. (14) to simplify the first line of Eq. (17), and using the cyclic identity, just as is done in [2, Appendix B]; to simplify the second line of Eq. (17), we get, on substitution into the first term of Eq. (12),

Term (d) of Eq. (18) cancels term (b) of Eq. (16), giving the result

If $W_{v o^{\prime}}\left(x, x^{\prime}\right)$ were symmetric under the interchange $\nu x \leftrightarrow \sigma^{\prime} x^{\prime}$, expression (a) in Eq. (19) would vanish, and if the gauge condition of Eq. (2.B3) $\left[W_{v a^{\prime}}{ }^{2}=-W_{.0}\right.$ with $W$ a scalar] were valid, expression (b) in Eq. (19) would banish, giving the result
$D^{\mu}\left\langle T_{\mu \lambda}^{(B)}\right\rangle=0$ found in [2, Appendix B]. In fact, as we shall now show, expressions (a) and (b) in Eq. (19) are both nonvanishing, providing the origin of the tensor $t_{\alpha \beta}^{(L)}(x)$ appearing in Eq. (6).

We begin with the evaluation of Eq. (19a). Substituting

$$
\begin{equation*}
W_{v o^{\prime}}=\frac{1}{(4 \pi)^{2}} \Lambda^{1 / 2} w_{r o^{\prime}}^{(\mathrm{B})}=\frac{1}{(4 \pi)^{2}} \Lambda^{1 / 2}\left(w_{v p^{\prime}}-w_{v o^{\prime}}^{(\mathrm{L})}\right) \tag{20}
\end{equation*}
$$

and noting that (i) $w_{v o}\left(x, x^{\prime}\right)$ is symmetric, and so makes no contribution to Eq. (19a), (ii) in the series $w_{v o}^{(L)}=w_{1 v a}^{(L)}, \sigma\left(x, x^{\prime}\right)+w_{2 r o}^{(L)} \cdot \sigma\left(x, x^{\prime}\right)^{2}+\cdots$, only the first term contributes to the coincidence limit in Eq. (19a), and (iii) terms with $\Delta$ differentiated make no contribution to the coincidence limit in Eq. (19a), we get

$$
\begin{align*}
& \left.=\frac{1}{2} \frac{1}{(4 \pi)^{2}}\left[\left(D_{A}-D_{\lambda^{\prime}}\right)\left(\left(\sigma w_{1}^{(\mathrm{L}) v} r^{\prime}\right)\right)_{\theta^{\prime}}^{s}-\left(\sigma w_{1}^{(\mathrm{L}) \gamma_{0}}\right)_{\cdot}^{d} r^{\prime}\right)\right]  \tag{21}\\
& =\frac{1}{2} \frac{1}{(4 \pi)^{2}}\left[5\left(D_{\lambda^{\prime}}-D_{\lambda}\right) w_{1}^{\left(\mathrm{LL} \nu_{\gamma^{\prime}}\right.}-2 D_{\gamma^{\prime}} w_{1}^{(\mathrm{L}) \nu_{\lambda^{\prime}}}+2 D^{d} w_{1}^{(\mathrm{L})}{ }_{\lambda \delta^{\prime}}\right] .
\end{align*}
$$

The next step is to evaluate the coincidence limits appearing in Eq. (21), following the procedure used by Wald [3] in the scalar case. Writing the recursion relations (2.20) and (2.38) for $v_{\text {la }}{ }^{\circ}$ and $w_{\text {lao }}^{(L)}$, in the form

$$
\begin{align*}
& v_{1}{ }^{a} \sigma^{\circ}+\frac{1}{2} s \frac{D v_{1}{ }^{a} \sigma^{\prime}}{d s}=-\frac{1}{4}\left[\Delta^{-1 / 2} D_{\mu} D^{u}\left(\Delta^{1 / 2} v_{0}{ }^{a} \sigma^{\circ}\right)-R^{\mathrm{ay}} v_{0 v^{\prime}}\right],  \tag{22}\\
& w_{1}^{(L) \alpha} \sigma^{\prime}+\frac{1}{2} s \frac{D w_{1}^{(L)} \sigma_{\sigma^{\prime}}}{d s}=-\frac{1}{2} v_{1}^{\alpha} \sigma^{\prime}+\frac{1}{4}\left[\Delta^{-1 / 2} D_{\mu} D^{\mu}\left(\Delta^{1 / 2} v_{0}{ }^{\alpha} \sigma^{\prime}\right)-R^{\alpha \nu} v_{\text {ava }}\right],
\end{align*}
$$

with $s$ the arc length along the geodesic joining $x^{\prime}$ to $x$, one finds the unique solution regular at $s=0$

Taking the coincidence limit of Eq. (23) and its first covariant derivative gives

$$
\begin{align*}
{\left[w_{2}^{(L) \alpha} \sigma^{\prime}\right] } & =\left(-1-\frac{1}{s^{\frac{\alpha}{2}}} \int_{0}^{s} \bar{s} d \bar{s}\right)\left[v_{1}^{\alpha} a^{\prime}\right]=-\frac{3}{2}\left[v_{1}^{\alpha} \sigma^{\alpha}\right],  \tag{24}\\
{\left[D_{\lambda} w_{1}^{(L) a} \sigma^{\prime}\right] } & =\left(-1-\frac{d}{d s} \frac{1}{s^{2}} \int_{a}^{s} \bar{s}^{2} d \bar{s}\right)\left[D_{\lambda} v_{1}^{\alpha} \sigma^{\prime}\right]=-\frac{4}{3}\left[D_{\lambda} v_{1}^{\alpha} \sigma^{\prime}\right] .
\end{align*}
$$

Thus, making use of Synge's theorem and the fact that $v_{1}{ }^{2} y^{\prime}$ is a symmetric biscalar function of $x$ and $x^{\prime}$, which implies $\left[D_{\lambda} v_{2}^{\gamma} \nu_{\gamma}^{\prime}\right]=\frac{1}{\frac{1}{2}} D_{\lambda}\left[v_{1}^{\gamma} y^{\gamma}\right]$, we get the evaluations

$$
\begin{align*}
& {\left[D_{\lambda} \cdot w_{1}^{(L)} \nu^{\prime}\right]=-\frac{5}{8} D_{\lambda}\left[0_{1}^{\nu} \gamma^{\prime}\right],} \\
& {\left[D_{\lambda} w_{1}^{(\mathrm{L})_{\nu}}{ }_{\nu}\right]=-\frac{{ }_{3}^{2}}{3} D_{\lambda}\left[v_{1}^{\nu} \nu_{\nu}^{\prime}\right],} \tag{25}
\end{align*}
$$

$$
\begin{aligned}
& {\left[D^{\delta} w_{1}^{(L)}{ }_{\lambda \sigma^{\prime}}\right]=\frac{4}{3}\left[D_{\alpha}\left(v_{1}^{\alpha} \lambda^{\prime}\right)\right]-\frac{4}{3} D_{\alpha}\left[v_{1}^{\alpha}{ }_{\lambda}{ }^{\prime}\right] .}
\end{aligned}
$$

Substituting these into Eq. (21), we get

$$
\begin{align*}
& -\frac{1}{2}\left[\left(D_{\lambda}-D_{\lambda}\right)\left(W_{\gamma^{\prime}, \theta^{\prime}}^{v}-W_{\theta^{\prime}}^{\gamma^{\prime}}, \nu^{\prime}\right)\right] \\
& =\frac{1}{2} \frac{1}{(4 \pi)^{2}}\left\{-\frac{5}{6} D_{A}\left[v_{1}^{\gamma} \gamma^{\prime}\right]+\frac{1}{3} D_{a}\left[\nu_{1}^{a n} \lambda^{\prime}\right]\right\} \text {. } \tag{26}
\end{align*}
$$

We trun next to the evaluation of Eq. (19b). We will need, as auxiliary formulas, some consequences of the gauge condition of Eq. (2.26),

$$
\begin{equation*}
G_{\nu 0^{\prime},}^{(1)}+G_{0,0^{\prime}}^{(1)}=0 . \tag{27}
\end{equation*}
$$

Substituting the Hadamard formulas

$$
\begin{align*}
& G_{v o^{\prime}}^{(1)}=\frac{2 \Delta^{1 / 2}}{(4 \pi)^{2}}\left(\frac{2 g_{v o^{\prime}}}{\sigma}+v_{v a^{\prime}} \ln \sigma+w_{v o^{\prime}}\right), \\
& G_{0}^{(1)}=\frac{2 \Delta^{1 / 2}}{(4 \pi)^{2}}\left(\frac{2}{\sigma}+v \ln \sigma+w\right) \tag{28}
\end{align*}
$$

into Eq. (27) and equating to zero the coefficient of $\ln \sigma$ gives

$$
\begin{equation*}
\left(\Delta^{1 / 2} v_{v v^{\prime}}\right)^{\nu}+\left(\Delta^{1 / 2} v\right)_{o^{\prime}}=0 \tag{29}
\end{equation*}
$$

while the remainder gives

$$
\begin{equation*}
2 \Delta^{1 / 2} . \sigma^{\prime}+2\left(\Delta^{1 / 2} g_{v \sigma^{\prime}}\right)^{\nu}+\Delta^{1 / 2 / 2} v \sigma_{. \theta^{\prime}}+\Delta^{1 / 2} v_{v o^{\prime}} \sigma_{.}^{\nu}+\sigma\left(\Delta^{1 / 2} w\right)_{\sigma^{\prime}}+\sigma\left(\Delta^{1 / 2} w_{v o^{\prime}}\right) .^{\nu}=0 . \tag{30}
\end{equation*}
$$

Substituting the series expansions

$$
\begin{align*}
v_{v o^{\prime}} & =\sum_{n=0}^{\infty} v_{n n o^{\prime}} \sigma^{n}, & w_{v o^{\prime}} & =\sum_{n=0}^{\infty} w_{n n o^{\prime}} \sigma^{n}, \\
v & =\sum_{n=0}^{\infty} v_{n} \sigma^{n}, & w & =\sum_{n=0}^{\infty} w_{n} \sigma^{n} \tag{31}
\end{align*}
$$

into Eqs. (29) and (30) and equating coefficients order by order in $\sigma$, we get the recursion relations

$$
\begin{align*}
& 2 \Delta^{1 / 2} . \sigma^{\prime}+2\left(\Delta^{1 / 2} g_{v o^{\prime}}\right)^{\nu}+\Delta^{1 / 2} v_{0} \sigma_{. \sigma^{\prime}}+\Delta^{1 / 2} v_{0 v o^{\prime}} \sigma_{0}{ }^{\nu}=0,  \tag{32a}\\
& \Delta^{1 / 2} v_{n} \sigma_{. \sigma^{\prime}}+\Delta^{1 / 2} v_{n v o} \cdot \sigma_{.}^{\nu}=-(1 / n)\left\{\left(\Delta^{1 / 2} v_{n-1}\right), a^{\prime}+\left(\Delta^{1 / 2} v_{n-1 v o^{\prime}}\right) .^{\nu}\right\}, \quad n \geqslant 1 \text {, } \\
& \Delta^{1 / 2} w_{n} \sigma_{. \sigma^{*}}+\Delta^{1 / 2} w_{n v o^{\prime}} \sigma_{.}^{\nu}=\left(1 / n^{2}\right)\left\{\left(\Delta^{1 / 2} v_{n-1}\right)_{, a^{\prime}}+\left(\Delta^{1 / 2} v_{n-1 v \sigma^{\prime}}\right)^{\nu}\right\}  \tag{32b}\\
& -(1 / n)\left\{\left(\Delta^{1 / 2} w_{n-2}\right)_{\sigma^{\prime}}+\left(\Delta^{1 / 2} w_{n-1 v a^{\prime}}\right)^{\nu}\right\}, \quad n \geqslant 1 . \tag{32c}
\end{align*}
$$

In particular, we will need the coincidence limit of the $n=2$ case of Eqs. (32b) and (32c), which give

$$
\begin{align*}
& {\left[v_{1 v a^{\circ} .} . v+v_{1, v^{\circ}}\right]=0,} \\
& {\left[w_{1 \nu \sigma^{\cdot} . \nu}+w_{1, a^{\cdot}}\right]=0,} \tag{33}
\end{align*}
$$

and the $n=1$ case of Eqs. (32b), (32c), which combined give

$$
\begin{equation*}
\left(\Delta^{1 / 2} w_{0}\right)_{. o^{\prime}}+\left(\Delta^{1 / 2} w_{0 \nu \sigma^{\prime}}\right)^{\nu}=-\Delta^{1 / 2} w_{1} \sigma_{. \sigma^{\prime}}-\Delta^{1 / 2} w_{1 v a^{\prime}} \sigma_{.}^{\nu}-\Delta^{1 / 2} v_{1} \sigma_{. \sigma^{\prime}}-\Delta^{1 / 2} v_{1 v a^{\prime}} \sigma_{.}^{\nu} \tag{34}
\end{equation*}
$$

We now proceed as follows. Substituting Eq. (20) into Eq. (19b), and keeping only those terms in the series expansion of Eq. (31) which make a nonvanishing contribution in the coincidence limit, we get

$$
\begin{align*}
& =\frac{1}{(4 \pi)^{2}}\left[\left(\Delta^{1 / 2} w_{0 a \lambda^{\prime}}\right) .^{a \delta} d^{8}-\left(\Delta^{1 / 2} w_{0 a \delta^{8}}\right),{ }_{\lambda}^{a d}\right]  \tag{35}\\
& \text { (a) }
\end{align*}
$$

where in the next to last line we have replaced $w_{0 a \lambda^{*}}^{(8)}$ by $w_{\text {0an }}$. which is justified since $w_{0 \alpha \lambda^{\prime}}^{(L)}=0$. To evaluate term (a) in Eq. (35), we substitute Eq. (34), which gives

$$
\begin{aligned}
& \text { (a) }=\frac{1}{(4 \pi)^{2}}\left[\left(-\left(\Delta^{1 / 2} w_{0}\right)_{, \lambda^{\prime}}-\Delta^{1 / 2} w_{1} \sigma_{. \lambda^{\prime}}-\Delta^{1 / 2} w_{1 a \lambda^{\prime}} \sigma_{,}^{a}-\Delta^{1 / 2} v_{1} \sigma_{, \lambda^{\prime}}-\Delta^{1 / 2} v_{1 a \lambda^{\prime}} \sigma_{.}{ }^{a}\right)^{5} \sigma^{\circ}\right.
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{(4 \pi)^{2}}\left[-\left(\Delta^{1 / 2} w_{1} \sigma_{. \lambda^{\prime}}+\Delta^{1 / 2} w_{1 a \lambda^{\prime}} \sigma_{,}\right)_{,}^{\delta_{\delta^{\prime}}}+\left(\Delta^{1 / 2} w_{1} \sigma_{. \delta^{\prime}}+\Delta^{1 / 2} w_{1 a \delta^{\prime}} \sigma_{,}^{\alpha}\right)_{,}^{{ }^{d}}{ }_{\lambda}\right] \\
& +\frac{1}{(4 \pi)^{2}}\left[-\left(\Delta^{1 / 2} v_{1} \sigma_{, \lambda^{\prime}}+\Delta^{1 / 2} v_{1 a \lambda^{\prime}} \sigma_{,}{ }^{9}\right)_{,}^{8} \delta^{\prime}+\left(\Delta^{1 / 2} v_{1} \sigma_{A^{\prime}}+\Delta^{1 / 2} v_{1 a \delta^{\prime}} \sigma_{.}^{\alpha}\right)^{.}{ }_{\lambda^{\prime}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =-\frac{1}{(4 \pi)^{2}}\left[\left(\Delta^{1 / 2} w_{\text {1ax }}\right)\right)^{\sigma^{\prime}}-\left(\Delta^{1 / 2} w_{1 a x^{\prime}}\right) .^{\alpha}-\left(\Delta^{1 / 2} w_{1 \alpha^{\alpha}}\right), \lambda^{0} \\
& \left.+\left(\Delta^{1 / 2} w_{1 \lambda s^{\prime}}\right)^{\beta}+3\left(\Delta^{1 / 2} w_{1}\right)_{\lambda^{\prime}}\right]
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\left(\Delta^{1 / 2} v_{1 \Lambda \beta^{\beta}}\right)\right)^{\beta}+3\left(\Delta^{1 / 2} v_{\mathrm{I}}\right)_{\lambda^{\prime}}\right] . \tag{36}
\end{align*}
$$

Substituting Eq. (33), we can eliminate the terms $\left(\Delta^{1 / 2} w_{1}\right) \lambda^{x^{\prime}}$ and $\left(\Delta^{1 / 2} v_{1}\right)_{\lambda^{\prime}}$. which gives finally

$$
\begin{align*}
& -\frac{1}{(4 \pi)^{2}}\left[\left(\Delta^{1 / 2} v_{1 \alpha \lambda}\right) .^{\alpha^{\prime}}-4\left(\Delta^{1 / 2} v_{1 \alpha \lambda^{\prime}}\right)^{\alpha}-\left(\Delta^{1 / 2} v_{1 \alpha^{\alpha}}\right)_{, \lambda^{\prime}}+\left(\Delta^{1 / 2} v_{1 \lambda \beta^{\prime}}\right) .^{\beta}\right] . \tag{37}
\end{align*}
$$

Similarly carrying out the differentiations in term (b) of Eq. (35), we get
which when added to the expression in Eq. (37) gives

$$
\begin{align*}
& -\frac{1}{(4 \pi)^{2}}\left[D^{\alpha^{\prime}} v_{1 a \lambda^{\prime}}-4 D^{\alpha} v_{1 a \lambda^{\prime}}-D_{\lambda^{\prime}} v_{1 a^{\prime}}+D^{\beta} v_{1 \lambda \beta^{\prime}}\right] . \tag{39}
\end{align*}
$$

In writing Eq. (39) we have used the fact, noted above, that derivatives of $\Delta$ do not contribute in the coincidence limit. Equation (39) can be reduced to final form by using the following relations [some of which were already given in Eq. (25) above]:

$$
\begin{align*}
& {\left[D^{a^{\prime}} v_{1 a \lambda^{\prime}}\right]=\frac{1}{2} D_{\lambda}\left[v_{1}\right]+D_{c l}\left[v_{1}^{\alpha^{\prime}} \lambda^{\prime}\right],} \\
& {\left[D^{\alpha} v_{1 \varepsilon \lambda^{\prime}}\right]=-\frac{1}{2} D_{\lambda}\left[v_{1}\right] \text {, }} \\
& {\left[D_{\lambda^{\prime}} v_{1 a^{\prime}}{ }^{\alpha^{\prime}}\right]=\frac{1}{2} D_{\lambda}\left[v_{10 a^{\prime}}\right] \text {, }} \\
& {\left[D^{\beta} v_{1 \lambda \beta^{\prime}}\right]=\frac{1}{2} D_{\lambda}\left[v_{1}\right]+D_{\alpha}\left[v_{1}{ }^{\alpha} \lambda^{\prime}\right] \text {, }} \\
& {\left[D^{\alpha^{\prime}} w_{1 \alpha^{\prime}}^{(L)}\right]=-{ }_{3}^{2} D_{\lambda}\left[\nu_{\lambda}\right]-\frac{3}{2} D_{c \mid}\left[\nu_{\nu_{1}}^{\alpha}{ }_{\lambda}\right] \text {, }}  \tag{40}\\
& {\left[D^{\alpha} w_{1 a \lambda}^{(L)} \cdot\right]={ }_{3}^{2} D_{\lambda}\left[v_{1}\right],} \\
& {\left[D_{\lambda}{ }^{\prime} w_{1}^{(L)}{ }_{\alpha}{ }^{\prime}\right]=-{ }^{\prime} D_{\lambda}\left[v_{1 \alpha^{\prime}}\right] \text {, }} \\
& {\left[D^{\beta} w_{\lambda \beta}^{(L)}\right]=-\frac{2}{3} D_{\lambda}\left[\nu_{1}\right]-\frac{4}{3} D_{\alpha}\left[v_{1}{ }^{\alpha}{ }_{\lambda}{ }^{\prime}\right],}
\end{align*}
$$

which when substituted into Eq. (39) yield

$$
\begin{equation*}
\left[W_{a \lambda^{\prime}},{ }^{a b} \delta^{\prime}-W_{a \delta^{\prime}},{ }_{\lambda^{\prime}}\right]=\frac{1}{(4 \pi)^{2}}\left\{-\frac{1}{3} D_{\lambda}\left[v_{1 \gamma^{2}}^{v^{\prime}}\right]+\frac{5}{6} D_{a}\left[v_{1}^{a} \lambda^{*}\right]+D_{\lambda}\left[v_{1}\right]\right\} . \tag{41}
\end{equation*}
$$

Combining Eqs. (6), (19), (26), and (41), determine the tensor $t_{\alpha \beta}^{(L)}$ to be

$$
\begin{equation*}
t_{a B}^{(L)}(x)=\frac{1}{(4 \pi)^{2}}\left\{-\frac{3}{4} g_{\alpha A}\left[v_{1}^{\gamma} \nu^{\prime}\right]+\left[v_{1 a B^{\prime}}\right]+g_{\alpha B}\left[v_{1}\right]\right\} . \tag{42}
\end{equation*}
$$

Using Eqs. (2.33)-(2.34) and the formulas of [2, Appendix D] to evaluate the coincidence limits appearing in Eq. (42),

$$
\begin{aligned}
& {\left[v_{1 a \beta^{*}}\right]=\frac{1}{2} a_{2 a B}, \quad\left[v_{1}\right]=\frac{1}{2} a_{2}^{V-0},}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{18}{ }_{0} g_{\alpha \beta} R^{D \tau \kappa \theta} R_{D \tau \kappa \theta}-\frac{1}{8} R_{\alpha \theta, \theta}{ }^{\theta}-\frac{1}{12} R^{D \tau \theta}{ }_{\alpha} R_{\partial \tau \theta B},  \tag{43}\\
& a_{2}^{V=0}=\frac{1}{12} R^{2}+\frac{1}{80} R_{.}{ }^{\theta}+\frac{1}{1} \frac{1}{100} R^{\rho \tau \kappa \theta} R_{\rho r \kappa \theta}-\frac{1}{180} R^{\rho \theta} R_{D \theta},
\end{align*}
$$

we get as our final results for the regularized stress-energy tensor and its trace anomaly,

$$
\begin{align*}
\left\langle T_{\alpha \beta}(x)\right\rangle= & c_{1} I_{\alpha \beta}(x)+c_{2} J_{\alpha \beta}(x)+\left\langle T_{\alpha B}^{(B)}(x)\right\rangle \\
& -\frac{1}{(4 \pi)^{2}} \frac{1}{2}\left\{-\frac{3}{4} g_{\alpha \beta} a_{2 \gamma}{ }^{\gamma}+a_{2 \alpha B}+g_{\alpha B} a_{2}^{V-0}\right\},  \tag{44}\\
g_{\alpha \beta}\left\langle T_{\alpha \beta}(x)\right\rangle= & -2\left(3 c_{1}+c_{2}\right) R_{. \theta}^{\theta}+\frac{1}{(4 \pi)^{2}}\left(a_{2 \gamma}^{\nu}-2 a_{2}^{V-0}\right) .
\end{align*}
$$

Apart from the undetermined multiple of $R_{\Delta}{ }^{\theta}$ arising from the undetermined multiples of $I_{\alpha B}$ and $J_{a B}$ in $\left\langle T_{\alpha \beta}(x)\right\rangle$, the trace anomaly given in Eq. (44) agrees with that found by other calculational methods. We note, in conclusion, that in the present formulation of the regularization calculation the "curvature-dependent modified averaging" prescription of Ref. [2] plays no role, the regularized local part $\left\langle T_{a A}^{(1)}(x)\right\rangle$ having been identified, by general arguments, to have the value given in Eq. (8).
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#### Abstract

We examine the question of whether black holes can have associated extemal massive vector and/or scalar fields, when the masses are produced by spontaneous symmetry breaking. Working throughout in the spherically symmetric case, we show that "no-hair" theorems can be proved for the vector field in the Abelian Higgs model, for an arbitrary $\left.\left.\xi R\right|_{\mid}\right|^{2}$ term in the Higgs Lagrangian, and for the Goldstone scalar field model with $\xi=0$. We also show that a Minkowski-space analog problem does have nontrivial screened charge solutions, indicating that the "no-hair" theorems which we prove are consequences of the stringent conditions at the assumed horizon in the general-relativistic case, not of the interacting field or spontaneous-symmetry-breaking aspects of the problem.


## 1. DNTRODUCTION

One of the striking features of the physics of black holes is the existence of "no-hair" theorems, which state that the only external attributes of a black hole (such as its mass $M$, angular momentum $J$, and electric charge $Q$ ) are those associated with massless fields admitting conserved flux integrals. ${ }^{1,2}$ All other types of fields must decouple, under the assumption of a well-behaved geometry at the horizon. These theorems have been proved for a variety of wave equations, including the massless Dirac field, various massive scalar field theories, and the massive spin-1 Proca field. Our purpose in the present paper is to extend this list of equations studied to include classical wave equations in which masses are generated by spontaneous symmetry breaking. This is particularly important in the vector-meson case, since it is widely believed that if massive spin-1 fields exist, they get their masses throug $h$ a dynamical mechanism of spontaneous symmetry breaking, ${ }^{3}$ rather than kinematically as in the Proca equation. The simplest relevant model is the Abelian Higgs model, ${ }^{3}$ and so the main focus of this paper is on the question of whether black holes can have Ahelian Higgs "hair." We also give some results for the closely related Goldstone scalar-meson model. For simplicity, we assume spherical symmetry throughout, since we expect that if interesting violations of the "no-hair" theorems were to occur, they would be seen in the spherically symmetric case. We find, in fact, no evidence for such violations, and prove "no-hair" theorems for the cases we study. We believe it likely that our proofs will generalize to the nonspherical case.

## 11. THE ABELIAN HIGGS MODEL

Before writing down the Abelian Higgs model Lagrangian, we begin with some geometric pre-
liminaries. ${ }^{4}$ We assume the general time-independent, spherically symmetric line element

$$
\begin{equation*}
d \mathrm{~s}^{2}=-e^{2 \alpha} d t^{2}+e^{28} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{1}
\end{equation*}
$$

Using a caret to denote components on the orthonormal basis

$$
\begin{align*}
& \bar{\omega}^{t}=e^{\alpha} \bar{d} t, \quad \omega^{f}=e^{B} \bar{d} r,  \tag{2}\\
& \omega^{s}=r \bar{d} \theta, \quad \omega^{z}=r \sin \theta \bar{d} \phi,
\end{align*}
$$

and using a prime to indicate differentiation $d / d r$, the Einstein tensor components for this line element are

$$
\begin{align*}
& \ddot{G^{\tau T}}=\frac{2}{r} e^{-2 \Delta} \alpha^{\prime}-r^{-2}\left(1-e^{-2 \Delta}\right), \\
& G^{\hat{A} t}=\frac{2}{r} e^{-2 \theta} \beta^{\prime}+r^{-2}\left(1-e^{-2 \delta}\right),  \tag{3}\\
& G^{\text {dd }}=G^{\text {bd }} \\
& =e^{-28}\left(\alpha^{\prime \prime}+\alpha^{\prime 2}-\alpha^{\prime} \beta^{\prime}+\alpha^{\prime} \gamma^{-1}-\beta^{\prime} \gamma^{-1}\right) .
\end{align*}
$$

The curvature scalar is

$$
\begin{align*}
R= & 2 \gamma^{-2}\left(1-e^{-2 \delta}\right)+4 r^{-1} e^{-2 B}\left(\beta^{\prime}-\alpha^{\prime}\right) \\
& -2 e^{-2 B}\left(\alpha^{\prime \prime}+\alpha^{\prime 2}-\alpha^{\prime} \beta^{\prime}\right), \tag{4}
\end{align*}
$$

and the Bianchi identity is

$$
\begin{equation*}
\left(G^{f^{f}}\right)^{\prime}+\alpha^{\prime} G^{\tilde{f}}-\frac{2}{r} G^{\tilde{a} \mathrm{a}}+\left(\alpha^{\prime}+\frac{2}{r}\right) G^{-\bar{r}}=0 \tag{5}
\end{equation*}
$$

The Abelian Higgs model describes a charged scalar field, with a double-well self-interaction, coupled to an initially massless Abelian gauge field. The Lagrangian density for the model, written in generally covariant form, is

$$
\begin{gather*}
\mathscr{L}=(-g)^{1 / 2}\left[-\frac{1}{2} F_{\mu \nu} F^{\mu \nu}-d_{\mu} d^{\mu}-\xi R|\phi|^{2}\right. \\
\left.-h\left(|\phi|^{2}-\phi \phi_{\infty}^{2}\right)^{2}\right], \tag{6}
\end{gather*}
$$

with

$$
\begin{align*}
& F_{\mu \nu}=\frac{\partial A_{\mu}}{\partial x^{\nu}}-\frac{\partial A_{\nu}}{\partial x^{\mu}},  \tag{7}\\
& d_{\mu}=\left(\frac{\partial}{\partial x^{\mu}}-i e A_{\mu}\right) \phi .
\end{align*}
$$

The parameter $\xi$ is zero for the usual "minimal" scalar wave equation, while $\xi=\frac{1}{6}$ for the "conformal" scalar wave equation which is conformally invariant in the absence of mass terms. Spontaneous symmetry breaking arises because the effective potential

$$
\begin{equation*}
V(\phi)=h\left(|\phi|^{2}-\phi_{\infty}^{2}\right)^{2} \tag{8}
\end{equation*}
$$

has its minimum at $|\phi|=\phi_{-}$, rather than at $\phi=0$.
Following the analysis of Bekenstein ${ }^{2}$ in the similar case of charged scalar electrodynamics, we use the fact that in the time-independent case of interest in black-hole physics we can choose a gauge in which $\phi$ is real, $A_{1}=0$, and $A_{4}$ is time independent. ${ }^{9}$ In this gauge the field equations of motion which follow from the Lagrangian of Eq.
(6) are

$$
\begin{align*}
& \left(e^{-(\alpha+B)} r^{2} A_{t}^{\prime}\right)^{\prime}=r^{2} e^{B-\alpha} 2 e^{2} A_{1} \phi^{2}  \tag{9a}\\
& \left(e^{\alpha-B} r^{2} \phi^{\prime}\right)^{\prime}=r^{2} e^{\alpha+8}\left[-e^{-2 \alpha} e^{2} A_{t}^{2} \phi+2 h \phi\left(\phi^{2}-\phi_{\infty}^{2}\right)\right], . " m i n i m a l "  \tag{9b}\\
& \left(e^{\alpha-8} r^{2} \phi^{\prime}\right)^{\prime}=r^{2} e^{\alpha+B}\left[-e^{-2 \alpha} e^{2} A_{t}{ }^{2} \phi+\frac{2}{8} R \phi+2 h \phi\left(\phi^{2}-\phi_{\infty}{ }^{2}\right)\right], \text { "conformal". }
\end{align*}
$$

The stress-energy tensor components in the two cases are the following for the "minimal" model:

$$
\begin{align*}
& T^{\tilde{i \prime}}=\frac{1}{2} e^{-2(\alpha+\theta)}\left(A_{t}^{\prime}\right)^{2}+e^{-2 \phi}\left(\phi^{\prime}\right)^{2}+e^{-2 \alpha} e^{2} A_{t}^{2} \phi^{2}+h\left(\phi^{2}-\phi_{\infty}^{2}\right)^{2}, \\
& T^{f \hat{f}}=-\frac{1}{2} e^{-2(\alpha+B)}\left(A_{t}^{\prime}\right)^{2}+e^{-2 \theta}\left(\phi^{\prime}\right)^{2}+e^{-2 \alpha} e^{2} A_{t}{ }^{2} \phi^{2}-h\left(\phi^{2}-\phi_{\infty}^{2}\right)^{2},  \tag{10a}\\
& T^{\hat{\theta} \hat{\theta}}=\frac{1}{2} e^{-2(\alpha+\beta)}\left(A_{t}^{\prime}\right)^{2}-e^{-2 \beta}\left(\phi^{\prime}\right)^{2}+e^{-2 \alpha} e^{2} A_{t}^{2} \phi^{2}-h\left(\phi^{2}-\phi_{\infty}^{2}\right)^{2},
\end{align*}
$$

and the following for the "conformal" model:

$$
\begin{align*}
& T=T_{\alpha}^{\alpha}=4 h \phi_{-}^{2}\left(\phi^{2}-\phi_{-}^{2}\right), \\
& 7^{\hat{i} \hat{i}}=-\frac{1}{4} T+\frac{1}{2} e^{-2(\alpha+B)}\left(A_{i}^{\prime}\right)^{2}+\frac{1}{3} e^{-2 B}\left(\phi^{\prime}\right)^{2}+\frac{5}{3} e^{-2 \alpha} e^{2} A_{t}^{2} \phi^{2} \\
& +\frac{2}{3} \alpha^{\prime} e^{-28} \phi \phi^{\prime}-\frac{1}{9} \phi^{2} R+\frac{1}{3} \phi^{2} G^{71}-\frac{1}{3} \phi^{2} h\left(\phi^{2}-\phi_{\infty}{ }^{2}\right),  \tag{10b}\\
& T^{\stackrel{\rightharpoonup}{\mathrm{n}}}=\frac{1}{4} T-\frac{1}{2} e^{-2(\alpha+B)}\left(A_{i}^{\prime}\right)^{2}+e^{-2 \beta}\left(\phi^{\prime}\right)^{2}+\frac{1}{3} e^{-2 a} e^{2} A_{t}{ }^{2} \phi^{2} \\
& -\frac{2}{3} \phi e^{-8}\left(e^{-\phi} \phi^{\prime}\right)^{\prime}+\frac{1}{8} \phi^{2} R+\frac{1}{3} \phi^{2} G^{\circ+}+\frac{1}{3} \phi^{2} h\left(\phi^{2}-\phi_{-}^{2}\right), \\
& T^{B \hat{A}}=\frac{1}{4} T+\frac{1}{2} e^{-2(\alpha+B)}\left(A_{\phi}^{\prime}\right)^{2}-\frac{1}{9} e^{-2 B}\left(\phi^{\prime}\right)^{2}+\frac{1}{3} e^{-2 a} e^{2} A_{4}^{2} \phi^{2} \\
& -\frac{2}{3} \frac{1}{r} e^{-28} \phi \phi^{\prime}+\frac{1}{\theta} \phi^{2} R+\frac{1}{3} \phi^{2} G^{\hat{\theta}} \hat{\theta}+\frac{1}{3} \phi^{2} h\left(\phi^{2}-\phi_{\Delta}^{2}\right) .
\end{align*}
$$

In both cases these components satisfy the equation of stress-energy conservation

$$
\begin{equation*}
\left(T^{\hat{r}}\right)^{\prime}+\alpha^{\prime} T^{\hat{\varepsilon}}-\frac{2}{r} T^{\hat{\theta} \hat{\theta}}+\left(\alpha^{\prime}+\frac{2}{r}\right) T^{\hat{r} \hat{r}}=0 \tag{11}
\end{equation*}
$$

which determines $T^{\boldsymbol{\beta \theta}}$ given $T^{\boldsymbol{\#}}$ and $T^{\text {t }}$. The two independent Einstein equations are then

$$
\begin{align*}
& C^{\vec{H}}=8 \pi T^{त 1},  \tag{12}\\
& G^{\pi n}=8 \pi T^{\hat{n} \eta} .
\end{align*}
$$

We proceed now to prove a "no-hair" theorem for the Abelian Kiggs model. We assume that the coupled system consisting of the vector and the Higgs scalar field and the spherically symmetric space-time geometry, described by Eqs. (1) and (2) above, has a horizon at $r=r_{H}$ at which all
physical scalars are finite. We show that these assumptions imply that the vector field $A$, vanishes identically outside the horizon. Multiplying Eq. (9a) by $A_{t}$ and integrating from $r_{H}$ to $\propto$ gives, after an integration by parts,

$$
\begin{align*}
& \int_{r_{H}}^{\infty} r^{2} d r\left[e^{-(\alpha+B)}\left(A_{i}^{\prime}\right)^{2}+2 e^{A-\alpha} e^{2} A_{i}^{2} \phi^{2}\right] \\
&=\left.A_{i} A_{i} r^{2} e^{-(\alpha+B)}\right|_{F_{H}} ^{\infty} \tag{13}
\end{align*}
$$

The contribution from $\infty$ to the right-hand side vanishes, since $A_{t}$ falls off asymptotically at leastas $1 / r$. The assumption that the physical scaLar $F_{\mu \nu} F^{\mu \nu}$ is bounded at $r=r_{H}$ implies that $e^{-〔 \alpha+a_{1}} A_{i}^{\prime}$ is bounded at the horizon. Hence if $A_{1}$ $=0$ at $r_{H}$, the right-hand side of Eq. (13) vanishes, and the fact that the left-hand side is non-nega-
tive (note that the metric components $e^{2 \alpha}$ and $e^{2 B}$ are non-negative outside the horizon) then implies $A_{1} \equiv 0$ for all $r \geq r_{r}$. So we get a "no-hair" theorem unless ${ }^{\text {d }} A_{\mathrm{g}} \mathrm{I}_{\mathrm{H}} \neq 0$.
The remainder of the argument consists of showing that having $A_{t} I_{H} \neq 0$ contradicts the assumption that all physical scalars are finite at the horizon. ${ }^{7}$ We do this by examining the behavior of the scalar field equation near the horizon. We note first of all that in the "minimal" model boundedness of $\left.T^{\text {t }}\right|_{\mathcal{N}}$, and in the "conformal" model boundedness of $\left.T\right|_{B}$, both imply that the scalar field $\phi$ is bounded on the horizon. Hence when $A_{\ell} \|_{A} \neq 0$ we have

$$
\begin{align*}
& \frac{(0, t) R \phi+2 h \phi\left(\phi^{2}-\phi_{m}^{2}\right)}{-e^{-2 \alpha} e^{2} A_{i}{ }^{2} \phi} \\
& -\frac{e^{2 \alpha}}{A_{t}^{2}} \times(\text { bounded }) \overline{\tau \sim \tau_{A}} 0 \tag{14}
\end{align*}
$$

and the scalar field equation can be approximated near the horizon by

$$
\begin{equation*}
\left(e^{a-B} r^{2} \phi^{\prime}\right)^{\prime}+r^{2} e^{\alpha+B} e^{-2 a} e^{2} A_{t}^{2} \phi=0 \tag{15}
\end{equation*}
$$

It proves convenient at this point to change the independent variable from $r$ to $\lambda$, with $\lambda$ the affine parameter of an incoming null geodesic. The differential equation relating $\boldsymbol{\lambda}$ to $\boldsymbol{r}$ is

$$
\begin{align*}
d s^{2}=0 & =-e^{2 \alpha}\left(\frac{d t}{d \lambda}\right)^{2}+e^{2 \theta}\left(\frac{d r}{d \lambda}\right)^{2} \\
& =-e^{-2 \alpha} p_{0}^{2}+e^{2 B}\left(\frac{d r}{d \lambda}\right)^{2} \tag{16}
\end{align*}
$$

Since $\ell$ is a cyclic variable for a time-independent
metric, the conjugate momentum $P_{0}$ is a constant of the motion, ${ }^{4}$ and so after rescaling $\lambda$ to make $P_{0}=1$, the second line of Eq. (16) gives

$$
\begin{equation*}
\frac{d r}{d \lambda}=e^{-(a+B)} \tag{17}
\end{equation*}
$$

Since the horizon must be a finite affine distance away from any $r>r_{F}$, the value $\lambda_{H}$ of $\lambda$ at the horizon is finite. In terms of $\lambda$, and making the definitions

$$
\begin{align*}
& q=e^{2 \alpha},  \tag{18}\\
& p=e^{-2(\alpha+B)},
\end{align*}
$$

so that $d r / d \lambda=p^{1 / 2}$, the approximated scalar field equation becomes

$$
\begin{equation*}
\frac{d}{d \lambda}\left(q r^{2} \frac{d \phi}{d \lambda}\right)+r^{2} e^{2} A_{1}^{2} q^{-1} \phi=0 \tag{19}
\end{equation*}
$$

To proceed, we need some information on the behavior of $q$ and its derivatives near the horizon. This can be obtained by rearranging Eq. (3) for the Einstein tensor components into the form

$$
\begin{align*}
& \overrightarrow{G^{r}}+\frac{1}{r^{2}}=\frac{p^{1 / 2}}{r} \frac{d q}{d \lambda}+\frac{p q}{r^{2}},  \tag{20a}\\
& G^{h \prime}+\overrightarrow{G^{\prime \prime}}=-\frac{2}{r} q \frac{d}{d \lambda}\left(p^{1 / 2}\right),  \tag{20b}\\
& G^{\theta \theta}=\frac{1}{r} \frac{d}{d \lambda}\left(p^{1 / 2} q\right)+\frac{1}{2} \frac{d^{2} q}{d \lambda^{2}} . \tag{20c}
\end{align*}
$$

From the boundedness at the horizon of the lefthand sides of these equations, and the fact that both terms on the right-hand side of Eq. (20a) are non-negative, we deduce the following:

Eqs. $(20 \mathrm{a}),\left.(20 \mathrm{~b}) \rightarrow p q\right|_{\mu},\left.p^{1 / 2} \frac{d q}{d \lambda}\right|_{H},\left.q \frac{d}{d \lambda} p^{1 / 2}\right|_{H}=$ bounded $\left.\Rightarrow \frac{d}{d \lambda}\left(p^{1 / 2} q\right)\right|_{H}=$ bounded $\left.\rightarrow p^{1 / 3} q\right|_{H}=$ bounded,

Eq. $\left.(20 \mathrm{c}) \Rightarrow \frac{d^{2} q}{d \lambda^{2}}\right|_{\|}=$bounded $\left.\Rightarrow \frac{d q}{d \lambda}\right|_{H}=$ bounded.

## Hence writing

$$
\begin{equation*}
\theta=q r^{2}, \tag{22}
\end{equation*}
$$

we have

$$
\begin{aligned}
& \left.\frac{d \theta}{d \lambda}\right|_{H}=\left.r_{H}^{2} \frac{d q}{d \lambda}\right|_{H}+\left.2 r_{H} q p^{1 / 2}\right|_{H}=\text { bounded and } \geq 0 \\
& \left.\frac{d^{2} \theta}{d \lambda^{2}}\right|_{H}=\left.r_{H}^{2} \frac{d^{2} q}{d \lambda^{2}}\right|_{H}+\left.4 r_{H} p^{1 / 2} \frac{d q}{d \lambda}\right|_{H}
\end{aligned}
$$

$$
\begin{equation*}
+\left.2 r_{H} q \frac{d p^{1 / 2}}{d \lambda}\right|_{A}+\left.2 p q\right|_{H}=\text { bounded }, \tag{23}
\end{equation*}
$$

and in terms of $\theta$ the scalar field equation near the horizon takes the compact form

$$
\begin{align*}
& \theta \frac{d^{2} \phi}{d \lambda^{2}}+\frac{d \theta}{d \lambda} \frac{d \phi}{d \lambda}+\frac{K \phi}{\theta}=0  \tag{24}\\
& K=\left.e^{2} r^{4} A_{i}^{2}\right|_{H}>0
\end{align*}
$$

The final ingredient needed for the argument is the fact that boundedness of $\left.T^{\pi /}\right|_{H}$ requires

$$
\begin{equation*}
\left.q^{-1} \phi^{2}\right|_{A}=\text { hounded } \tag{25a}
\end{equation*}
$$

in the "minimal" model (since in this model all terms in $T^{\mathbb{*} t}$ are non-negative), and

$$
\begin{equation*}
\left[q^{-1} \phi^{2}+K_{1}\left(\frac{d \phi}{d \lambda}\right)^{2}+K_{2} \phi \frac{d \phi}{d \lambda}\right]_{H}=\text { bounded } \tag{25b}
\end{equation*}
$$

in the "conformal" model, with

$$
\begin{equation*}
K_{1}=\left[q /\left(5 e^{2} A_{i}^{2}\right)\right]_{A}, \quad K_{2}=\left[(d q / d \lambda) /\left(5 e^{2} A_{t}^{2}\right)\right]_{H} \tag{25c}
\end{equation*}
$$

two bounded constants. The strategy of the argument now is to show that Eqs. (23)-(25) are inconsistent. We consider separately the two cases where $d \theta /\left.d \lambda\right|_{H}>0$ and where $d \theta /\left.d \lambda\right|_{H}=0$.

When $d \theta /\left.d \lambda\right|_{H}=C>0$, we can approximate $\theta$ $=C\left(\lambda-\lambda_{H}\right)$ near the horizon, and Eq. (24) takes the form

$$
\begin{equation*}
\frac{d^{2} \phi}{d \lambda^{2}}+\frac{1}{\lambda-\lambda_{H}} \frac{d \Phi}{d \lambda}+\frac{K}{C^{W}} \frac{\phi}{\left(\lambda-\lambda_{H}\right)^{2}}=\hat{0} \tag{26}
\end{equation*}
$$

which has the general solution

$$
\begin{equation*}
\phi=\phi_{0} \cos (x+\delta), \quad x=\frac{K^{1 / 2}}{C} \ln \left(\lambda-\lambda_{H}\right) \tag{27}
\end{equation*}
$$

Hence in this case we find near the horizon

$$
\begin{align*}
& q^{-1} \phi^{2}+K_{1}\left(\frac{d \phi}{d \lambda}\right)^{2}+K_{2} \phi \frac{d \phi}{d \lambda} \\
& \alpha\left(\lambda-\lambda_{H}\right)^{-1}\left(\cos ^{2} x+C_{1} \sin ^{2} x\right. \\
&\left.+C_{2} \sin x \cos x\right) \tag{28}
\end{align*}
$$

which is unbounded at $\lambda_{H}$ for all values of the constants $C_{1,2}$. In the second case, when $d \theta /\left.d \lambda\right|_{R}=0$, we make an exponential substitution $\phi=e^{\prime}$ in Eq. (24), giving

$$
\begin{equation*}
\theta\left[\frac{d^{2} f}{d \lambda^{2}}+\left(\frac{d f}{d \lambda}\right)^{2}\right]+\frac{d \theta}{d \lambda} \frac{d f}{d \lambda}+\frac{K}{\theta}=0 . \tag{29}
\end{equation*}
$$

Assuming

$$
\begin{equation*}
\left.\frac{d^{2} f / d \lambda^{2}}{(d f / d \lambda)^{2}}\right|_{W}=0 \tag{30}
\end{equation*}
$$

then Eq. (29) is simply a quadratic equation for $d f / d \lambda$, which can be solved to give

$$
\begin{equation*}
\frac{d f}{d \lambda}=\frac{1}{\theta}\left(-\frac{1}{2} \frac{d \theta}{d \lambda} \pm i K^{1 / 2}\right) . \tag{31}
\end{equation*}
$$

From Eq. (31) we get

$$
\begin{equation*}
\frac{d^{2} f / d \lambda^{2}}{(d / d \lambda)^{2}}=\frac{i d \theta / d \lambda}{K^{1 / 2}}+\frac{1}{2} \frac{\theta d^{2} \theta / d \lambda^{2}-(d \theta / d \lambda)^{2}}{K} \tag{32}
\end{equation*}
$$

which vanishes at the horizon, justifying the assumption of Eq. (30). So we find in the second case that the two linearly independent solutions of Eq. (24) have the following approximate form near the horizon,

$$
\begin{equation*}
\phi_{t}=\frac{\text { const }}{\theta^{1 / 2}} \times \exp \left( \pm i K^{1 / 2} \int d \lambda / \theta\right) \tag{33}
\end{equation*}
$$

Both solutions are singular at the horizon, again giving a contradiction with our initial assumptions. The conclusion of this somewhat lengthy analysis is that $\left.A_{t}\right|_{g} \neq 0$ is not allowed, and thus by our earlier arguments, $A_{i}$ must vanish identically outside the horizon. That is, a black hole cannot support an exterior massive vector-meson field, even when the mass is generated by spontaneous symmetry breaking.

## III. THE GOLDSTONE MODEL ["MINIMAL" $(\xi=0)$ CASE]

With $A_{t} \equiv 0$, Eqs. (1)-(12) of Sec. II describe the Goldstone model of a self-interacting scalar field, as generalized to curved space-time. We will now show that for this model in the "minimal" ( $\xi=0$ ) case, a further 'no-hair' theorem can be proved, stating that $\phi \equiv \phi_{\infty}$ for all $r \geqslant r_{H}$. That is, outside the horizon the scalar field reduces to an unobservable constant, and [cf. Eq. (10a)] the scalar field stress-energy tensor vanishes identically. Our argument does not apply to the "conformal" ( $\xi=\frac{1}{6}$ ) case, where the scalar field stressenergy tensor has a considerably more complicated structure than in the "minimal" case.
The argument proceeds from the scalar field equation, which with $A_{i} \equiv 0$ takes the form

$$
\begin{align*}
& \left(\phi^{1 / 2} q r^{2} \phi^{\prime}\right)^{\prime}=r^{2} p^{-1 / 2 \frac{1}{2} V(\phi)}  \tag{34}\\
& Y(\phi)=h\left(\phi^{2}-\phi_{\infty}^{2}\right)^{2}
\end{align*}
$$

and from the Einstein equations, which with $A_{1}=0$ may be rearranged to give

$$
\begin{align*}
& p^{\prime}=-16 \pi r p\left(\phi^{\prime}\right)^{2}  \tag{35}\\
& \left(p^{1 / 2} q r\right)^{\prime}=p^{-1 / 2}-8 \pi r^{2} p^{-1 / 2} V(\phi)
\end{align*}
$$

Multiplying Eq. (34) by $\phi^{\prime}$ and integrating frem $r_{H}$ to $\infty$ gives, after use of Eq. (35) and an integration by parts,

$$
\begin{align*}
0= & \int_{F H}^{\infty} d r\left[\frac{1}{2}\left(\phi^{\prime}\right)^{2} p^{1 / 2} q r+\frac{1}{2}\left(\phi^{\prime}\right)^{2} p^{-1 / 2} r\right. \\
& \left.+r p^{-1 / 2} V(\phi)\right] \\
& +\frac{1}{2}\left[r^{2} p^{-1 / 2} V(\phi)\right]_{H}-\left[p^{1 / 2} q r^{2} \frac{1}{2}\left(\phi^{\prime}\right)^{2}\right]_{H} . \tag{36}
\end{align*}
$$

Since all terms in Eq. (36) are non-negative except for the final one, we see that if $\left[p^{1 / 2} q\left(\phi^{\prime}\right)^{2}\right]_{A}$
$=0$, then we can conclude that $\phi=\phi_{\infty}$ for $r \geqslant r_{g}$, and the desired "no-hair" theorem follows.

To complete the proof, we must exclude the possibility $\left[\phi^{1 / 2} q\left(\phi^{\prime}\right)^{2}\right]_{A} \neq 0$. Just as in the preceding section, this is done by a local analysis in the vicinity of the horizon. We begin by noting that since $d q /\left.d \lambda\right|_{B} \geqslant 0$, Eq. (20a) implies

$$
\begin{align*}
G^{2 / t}+\frac{1}{r^{2}} & =\text { bounded } \\
& =\frac{p^{1 / 2}}{r}\left(\frac{d q}{d \lambda}+p^{1 / 2} \frac{q}{r}\right) \geqslant \frac{1}{r^{2}} \frac{1}{q}\left(p^{1 / 2} q\right)^{2} \\
& \Rightarrow q \times \text { bounded } \geqslant\left(p^{1 / 2} q\right)^{2} \\
& \left.\Rightarrow p^{1 / 4} q^{1 / 2}\right|_{A}=0 \tag{37}
\end{align*}
$$

Furthermore, since $T^{3 才} I_{H}$ is bounded, and since both terms in $T^{23}$ are positive semidefinite, we have that $p^{1 / 2} q^{1 / 2} \phi^{\prime} l_{B}$ is bounded. Since the first equation in Eq. (35) implies that $d p / d(-r) \geqslant 0$, and since $p(\infty)=1$, we have $p \geqslant 1$, which puts the boundedness of $p^{1 / 2} q^{1 / 2} \phi^{\prime}$ into the form

$$
\begin{equation*}
\left.p^{1 / 4} q^{1 / 2} \phi^{\prime}\right|_{N}=\frac{\left.p^{1 / 2} q^{1 / 2} \phi^{\prime}\right|_{y}}{\left.\dot{p}^{1 / 4}\right|_{N}}=\text { bounded } \tag{38}
\end{equation*}
$$

Suppose now that $\left.p^{1 / 4} q^{1 / 2} \phi^{\prime}\right|_{M}=K \neq 0$. Then

$$
\begin{align*}
\left.\phi\right|_{A}=\text { bounded } & \Rightarrow \int_{r_{H}} d r \frac{d \phi}{d r}=\text { bounded } \\
& \Rightarrow \int_{r_{H}} \frac{d r}{a(r)}=\text { convergent } \tag{39}
\end{align*}
$$

with

$$
\begin{equation*}
a(r)=p^{1 / 6} q^{1 / 2} r^{2},\left.\quad a\right|_{B}=0 . \tag{40}
\end{equation*}
$$

But on the other hand, the differential equation for $\phi$ in Eq. (34) gives

$$
\begin{equation*}
\left.\left(p^{1 / 2} q r^{2} \phi^{\prime}\right)\right|_{H}=\text { bounded, } \tag{41}
\end{equation*}
$$

which on substituting $\phi^{\prime} \simeq K /\left(p^{1 / 4} q^{1 / 2}\right)$ gives

$$
\left.a^{\prime}\right|_{t}=\text { bounded }
$$

$$
\begin{align*}
& \Rightarrow \lim _{r \rightarrow r_{H}} \frac{a(r)}{r-r_{H}}=\text { baunded } \\
& \Rightarrow \int_{r_{H}} \frac{d r}{a(r)}=\text { divergent } \tag{42}
\end{align*}
$$

in contradiction with Eq. (39). Hence we must have $K=0$, which completes the proof.

## IV. an abelian higgs analog model in MINKOWSKI SPACE-TIME

As our final topic we briefly investigate a Minkowski space-time analog of the Abelian Higgs model analyzed in Sec. II. We consider a sphere of radius $r_{H}$ impenetrable to the Higgs field, and carrying charge $Q$, surrounded by the Higgs scalar medium. The differential equations and boundary conditions describing the time-independent behavior of this system are

$$
\begin{align*}
& \left(r^{2} A_{!}^{\prime}\right)^{\prime}=r^{2} 2 e^{2} A_{1} \phi^{2}, \\
& \left(r^{2} \phi^{\prime}\right)^{\prime}=r^{2}\left[-e^{2} A_{\varepsilon}^{2} \phi+2 h \phi\left(\phi^{2}-\phi_{\infty}^{2}\right)\right],  \tag{43}\\
& \phi\left(r_{g}\right)=0, \quad A_{i}^{\prime}\left(r_{H}\right)=-\frac{Q}{T_{g}^{2}},
\end{align*}
$$

which apart from the absence of the metric factors $e^{\alpha}, e^{d}$ have essentially the same structure as the system of equations analyzed in Sec. H. Hawever, unlike the situation found in the general relativistic case, the Minkowski model of Eq. (43) has a nontrivial screened-charge solution. ${ }^{9}$ To prove this, we consider the energy functional

$$
\begin{align*}
& E\left(r_{H}, Q\right)=4 \pi \int_{r_{H}}^{*} r^{2} d r\left[\frac{1}{2}\left(A_{i}^{2}\right)^{2}+e^{2} A_{i}^{2} \phi^{2}\right. \\
&\left.+h\left(\phi^{2}-\phi_{-}^{2}\right)^{2}\right] \tag{44}
\end{align*}
$$

and use the differential equation for $A_{1}$ (the charge conservation constraint equation) and its associated boundary condition to write

$$
\begin{equation*}
A_{i}^{\prime}=\frac{1}{r^{2}}\left[\int_{r_{N}}^{r} d r^{\prime} r^{\prime 2} 2 e^{2} A_{t}\left(r^{\prime}\right) \phi^{2}\left(r^{\prime}\right)-Q\right], \tag{45}
\end{equation*}
$$

which when substituted into Eq. (45) gives the new functional,

$$
\begin{equation*}
E\left(r_{g}, Q\right)=4 \pi \int_{\tau_{\pi}}^{-} r^{2} d r\left\{\frac{1}{2 r^{4}}\left[\int_{r_{g}}^{r} d r^{\prime} r^{2} 2 e^{2} A_{s}\left(r^{\prime}\right) \phi^{2}\left(r^{\prime}\right)-Q\right]^{2}+e^{2} A_{t}^{2} \phi^{2}+h\left(\phi^{2}-\phi_{-}^{2}\right)^{2}\right\} \tag{46}
\end{equation*}
$$

Extremizing *E with respect to variations in $A_{1}$ and $\phi$ [with an endpoint condition $\delta \phi\left(r_{H}\right)=0$ ] is easily verified to lead to the differential equations of Eq. (43). Hence these equations describe the field configuration which minimizes the field en-
ergy, subject to the constraint that the inaccessible region $r \leqslant r_{H}$ contains total charge $Q$.

Since the functional * $E$ is positive semidefinite, and since there is a nonempty class of functions $A_{i}, \phi$ for which * $E$ is bounded from above, func-
tions $A_{t}, \phi$ which minimize ${ }^{E} E$ must exist, and thus the coupled equations in Eq. (43) have a solution. ${ }^{10}$ Near $r=\infty$, the solution has the behavior

$$
\begin{align*}
& \phi=\phi_{\infty}  \tag{47}\\
& A_{t} \approx r^{-1} \exp \left[-r /\left(2 e^{2} \phi_{\infty}^{2}\right)^{1 / 2}\right],
\end{align*}
$$

and as expected, the Higgs mechanism results in screening of the charge $Q$ from view at infinity. The conclusion from this analysis is that the absence of screened-charge hlack-hole solutions in
the general-relativistic case is a result of the stringent conditions for the existence of a horizon, not of the interacting field or spontaneous-sym-metry-breaking aspects of the problem.
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#### Abstract

It is ahown that in undfled theories containing only fermions and gauge fields and in which scale invariance is spontanecusly broken, radiative corrections induce an order$R$ term in the vacuum action functional which is uniquely determined by the flat-spacetime theory.


PACS numbers: 04.60.+n, 11.30.Qc, 12.20.Hx
In recent papers Minkowski, ${ }^{1}$ Zee, ${ }^{1}$ and Smolin ${ }^{2}$ have suggested that spontaneous scale-invariance breaking may play an important role in a fundamental theory of gravitation. The basic mechanism considered by both involves an action ${ }^{3}$

$$
\begin{equation*}
S=\int d^{4} x(-g)^{1 / 2}\left[\frac{1}{2} \in \varphi^{2} R-V\left(\varphi^{2}\right)+\text { kinetic terms }+ \text { other fields }\right] \tag{1}
\end{equation*}
$$

with $\varphi$ a scalar field. The potential $V\left(\varphi^{2}\right)$ is assumed to have a minimum away from $\varphi=0$,

$$
\begin{align*}
& V^{\prime}\left(\kappa^{2}\right)=0  \tag{2}\\
& V^{\prime \prime}\left(\kappa^{2}\right)>0
\end{align*}
$$

so that spontaneous symmetry breaking induces an effective gravitational action

$$
\begin{equation*}
S_{\mathrm{grav}}=\int d^{4} x(-g)^{1 / 2 \frac{1}{2} \epsilon \kappa^{2} R} \tag{3}
\end{equation*}
$$

with $\epsilon$ a free parameter. In this note I examine the analog of the above mechanism in unified theories which contain no fundamental scalar fields and in which scale invariance is spontaneously broken. ${ }^{4}$ I show that in such theories the vacuum action functional contains an order $-R$ term which is explicitly calculable in terms of the flat-spacetime parameters of the theory. This result is basically an extension, to curved space-times, of the known fact that in such theories all mass ratios are explicitly calculable.

Consider a theory based on a scale-invariant
classical Lagrangian, constructed from spin- $\frac{1}{2}$ fermion and spin- 1 gauge fields, with the generally covariant renormalized matter action

$$
\begin{equation*}
\bar{S}=\int d^{4} x(-g)^{1 / 2}\left(\mathcal{S}_{\text {maner }}+\text { counter terms }\right) \tag{4}
\end{equation*}
$$

Because quantum effects induce nonlocal interactions with the space-time curvature, the vacuum action functional $(S)_{0}$ cannot be related to its flat-space-time value by the equivalence principle. Instead, we have a formal decomposition

$$
\begin{align*}
\langle\bar{S}\rangle_{0} & =\int d^{4} x(-g)^{1 / 2}\langle\overline{\mathcal{L}}\rangle_{0} \\
\langle\overline{\mathcal{L}}\rangle_{0} & =\sum_{n=0}^{\infty} \kappa^{4-2 n}\langle\overline{\mathcal{L}}\rangle_{0}^{(2 n)} \\
& =\kappa^{4}\langle\overline{\mathcal{L}}\rangle_{0}^{(0)}+\kappa^{2}\langle\overline{\mathcal{L}}\rangle_{0}^{(2)}+\langle\overline{\mathcal{L}}\rangle_{0}{ }^{(4)}+\ldots, \tag{5}
\end{align*}
$$

with $\kappa$ the unification mass of the flat-space-time theory and with $\left\langle\mathcal{L}_{0}{ }^{(2 n)}\right.$ homogeneous of degree $2 n$ in derivatives $\theta_{x}$ acting on the metric. Because the curvature scalar $R$ is the only Lorentz
scalar of order $\left(a_{3}\right)^{2}$, the second term in Eq. (5) has the form ${ }^{5}$

$$
\begin{equation*}
\langle\mathcal{L}\rangle_{0}{ }^{(2)}=\beta R, \tag{6}
\end{equation*}
$$

with $\beta$ in general nonzero. According to a criterion of Weinberg, ${ }^{\text {e }}$ the coefficient $\beta$ will be calculable in the flat-space-time field theory, provided that there are no possible Lagrangian counter terms which contribute to this term. The only relevant counter terms of the general form

$$
\begin{equation*}
\Delta \mathfrak{L}=\mathcal{O}_{2} R, \tag{7}
\end{equation*}
$$

with $\theta_{2}$ a gauge-invariant operator with canonical dimension 2. However, in a theory with no fundamental scalars, and with spontaneous breaking of scale invariance (and hence no bare-mass parameters), the only dimension-2 operators are of the form $b_{\mu}{ }^{6} b^{\mu d}$, with $b_{\mu}{ }^{d}$ a gauge potential. But such operators are not gauge invariant, and hence no counter terms of the form of Eq. (7) are possible. Therefore, in the theories under consideration, $\beta$ is finite and calculable (as opposed to merely renormalizable).

Following ${ }^{7}$ Sakharov ${ }^{8}$ and Klein, ${ }^{8}$ it is tempting to regard the $\kappa^{2} \beta R$ term in Eq. (5) as the entire gravitational action, rather than as just an additional finite contribution to the gravitational action. This interpretation is clearly justified if the unified matter theory predicts the correct sign and magnitude of the Einstein action and if the virtual integrations contributing to $\beta$ are dynamically cut off at energies well below the Planck mass. If the virtual integrations extend beyond the Planck mass, then use of the semiclassical, background metric analysis given above requires further justification or corrections, involving an analysis of possible quantum gravity effects. ${ }^{10}$
Added notes.-Calculations by Hasslacher and Mottola, ${ }^{11}$ Mottola, ${ }^{11}$ and Zee ${ }^{11}$ in models obeying the premises of this note all give a nonvanishing induced order- $R$ term, and show that the sign can correspond to attractive gravity.

Guo has brought to my attention a number of further references on $R^{2}$-type gravity Lagrangians. ${ }^{12}$ In particular, it is known that a $C_{\mu v \lambda o}$ $\times C^{\mu \nu \lambda \sigma}$ gravity theory is renormalizable, but has a dipole ghost. Hence the extended mattergravity theories discussed in Ref. 10 of this note are renormalizable; they could also be unitary (by the Lee-Wick ${ }^{13}$ mechanism) if scale-symmetry breakdown causes the dipole ghost to split into a single positive-residue graviton pole at $k^{2}$ $=0$, and a pair of complex-conjugate unstable
ghost poles at $k^{2}=M \pm i \Gamma$ (with $M$ and $\Gamma$ of order the unification mass). Detailed dynamical studies of the extended matter-gravity theories will be needed to settle the unitarity issue. Tomboulis ${ }^{14}$ has given an interesting model with a dynamical Lee-Wick mechanism, and I wish to thank him for a discussion about this point.

Because dimension-4 and dimension-0 operators are always available (e.g., $\mathcal{L}_{\text {maver }}$ and the gauge-field bare coupling, respectively), the arguments of this note do not apply to the order(0) or - (4) terms in Eq. (5). Hence, even in scalarfree theories with spontaneous scale-invariance breaking, the cosmological constant contains renormalizable infinities. An additional symmetry, very likely relating the boson and fermion sectors of the theory, will be needed to give a calculable cosmological constant. L. S. Brown and J. C. Collins point out that because dimension-0 operators are available, the induced $R^{2}$ term in the vacuum action can become divergent in high loop order; if this happens, a quadratic gravitational Lagrangian must include an $R^{2}$ term in addition to the term $C_{\mu \nu \lambda_{0}} C^{\mu \nu \lambda_{0}}$ discussed above.

I wish to thank L. S. Brown, J. C. Collins, D. J. Gross, H.-Y. Guo, B. Hasslacher, E. Mottola, M. J. Perry, and T. Tomboulis for helpful comments. This work was supported by the U.S. Department of Energy under Grant No. DE-AC0276 ER02220.
${ }^{1}$ P. Minkowski, Phys. Iett. 71B, 419 (1977); A. Zee, Phys. Rev. Lett. 42, 417 (1979).
${ }^{2}$ L. Smolin, Nucl. Phys. B160, 253 (1979). Smolin discusses a conformal-invariant scalar-vector theory, where the equation governing the classical minimum is $(\partial / \partial \varphi-4 / \varphi) V=0$, rather then simply $V^{\prime}=0$ as in Minkowski's or Zee's model.
${ }^{3}$ I follow the conventions of C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravitation (Freeman, San Francisco, 1973).
SSee, e.g., L. Susskind, Phys. Rev. D 20, 2619 (1979); S. Weinberg, Phys. Rev. D 13, 974 (1976), and D 19, 1277 (1979); or the $m_{0}=0$ version of S. L. Adler, Phys. Lett. 86B, 203 (1979), and "Quaternionic Cbromodynamics as a Theory of Composite Quarks and Leptons," Phys. Rev. D (to be published).
${ }^{5}$ The term $\langle\mathcal{L}\rangle_{0}{ }_{0}^{(1)}$, in addition to local contributions proportional to $R^{2}, \ldots$ has nonlocal contributions arising from the effects of masaless fields. See, for example, L. S. Brown and J. F. Cassidy, Phys. Rev. D 16, 1712 (1977). I am assuming that such nonlocal
terms do not appear in $\langle\mathcal{E}\rangle_{0}{ }^{(2)}$, but the presence of such terms would not alter the argument for the calculability of $\beta$. In noncompact manifolds there can be Lorentz scalars other than $R$ which contribute (I wish to thank S. M. Christensen for this remark), but again these do not alter the argument given for the $\beta R$ term.
${ }^{6}$ S. Weinberg, Phys. Rev. Lett. 29, 398 (1972). For a recent pedagogical review of the renormalization algorithm implicit in the calculability criterion, see L. S. Brown, "Dimensional Renormalization of Composite Operators in Scalar Field Theory" (unpublished).
${ }^{\text {I }}$ See C. W. Misner, K. S. Thorne, and J. A. Wheeler, Ref. 3, pp. 426-428.
${ }^{8}$ A. D. Sakharov, DokJ. Akad. Nauk. SSSR 177, 70 (1967) ISov. Phys. Dokl. 12, 1040 (1968) I.
${ }^{9}$ O. Klein, Phys. Scr. 9, 69 (1974).
${ }^{10}$ One possibility is that the metric is not a quantum variable, but is a classical dynamical variable governed by the Euler-Lagrange equations, in which case the background metric analysis given in the text is exact. Another possibility consistent with the viewpoint of the text is that the metric is a quantum variable, with dynamics governed by a scale-invariant funda-
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I derive a formula for the induced gravitational constant in unified theories with dynamical scale-invariance breakdown.

In a recent note [1] I gave a simple argument showing that in unified theories with dynamical scale-invariance breakdown, radiative corrections in curved spacetime induce an order- $R$ term in the vacuum action functional which is uniquely determined by the flat spacetime theory. Subsequent calculations by Hasslacher and Mottola [2], Zee [3] and Mottola [4] in models obeying the premises of ref. [1] all give a non-vanishing induced gravitational constant, and show [2] that its sign can correspond to attractive gravity. Their calculations also suggest that it should be possible to do the curved spacetime manipulations in a formal way, giving an explicit formula for the induced gravitational constant involving flat spacetime quantities only. I derive such a formula below; it leads to a less abstract derivation of the basic finiteness theorem of ref. [1], and should provide a useful starting point for dynamical calculations.

Consider a theory based on a scale-invariant classical lagrangian, constructed from spin- $1 / 2$ fermions and spin-1 gauge fields, with the generally covariant renormalized matter action
$\widetilde{S}=\int \mathrm{d}^{4} x \sqrt{-g} \tilde{\mathscr{L}}_{\text {matter }}, \quad \tilde{\mathcal{L}}_{\text {matter }}=\mathcal{L}_{\text {matter }}+$ counter-terms.
Because quantum effects are non-local, the vacuum action functional $\langle\bar{S}\rangle_{0}$ in curved spacetime cannot be related to its flat spacetime value by the equivalence principle. Instead, we have a formal decomposition ${ }^{* 1}$
$\langle\widetilde{S}\rangle_{0}=\int \mathrm{d}^{4} x \sqrt{-g}\langle\tilde{\mathcal{L}}\rangle_{0}, \quad(\widetilde{\mathcal{L}}\rangle_{0}=\left\langle\tilde{\mathcal{L}}_{0}^{\text {flat spacetime }}+\left(16 \pi G_{\text {ind }}\right)^{-1} R+\right.$ terms involving higher metric derivatives,
with $G_{\text {ind }}$ the induced gravitational constant. I use sign conventions ${ }^{\ddagger 2}$ in which a positive induced gravitational constant corresponds to attractive gravity. Defining the renormalized matter stress-energy tensor
$\widetilde{T}^{\mu \nu}=2(-g)^{-1 / 2} \frac{\delta}{\delta_{\tilde{\Omega}_{\mu \nu}}}\left[(-g)^{1 / 2} \tilde{\mathscr{Q}}_{\text {matter }}\right]$,
Eq. (2) can be rewritten as a formula for $\left\langle\widetilde{T}_{\mu}{ }^{\mu}\right\rangle_{0}$,
$\left\langle\widetilde{T}_{\mu}{ }^{\mu}\right\rangle_{0}=\left\langle\widetilde{T}_{\mu}{ }^{\mu}\right\rangle_{0}^{\text {祭 }}$ spacetime $+\left(8 \pi G_{\text {ind }}\right)^{-1} R+$ terms involving higher metric derivatives.
To get a formula for $G_{\text {ind }}$, it suffices to calculate the change in $\left\langle\widetilde{T}_{\mu}{ }^{\mu}\right\rangle_{0}$ induced by spacetime curvature, in the special case of a conformally flat, constant curvature spacetime. For a general lagrangian variation, we have ${ }^{\neq 3}$
$\neq 1 \ln$ ref. [1], I denoted ( $\left.16 \pi G_{\text {ind }}\right)^{-1}$ by $\beta \kappa^{2}$.
${ }^{+2}$ I use the conventions of Misner et al. [5].
$\not{ }^{\ddagger 3}$ Eq. ( 5 ) is obtained from eq. (17.22) of Bjorken and Drell [6] by making the replacements $\varphi_{\mathrm{in}} \rightarrow \tilde{T}_{\mu}{ }^{\mu}, \mathscr{X}_{\mathrm{I}}(t) \rightarrow \int \mathrm{d}^{3} x \sqrt{-g}$ $\times \delta \mathcal{L}$, and is independent of metric conventions. Neglect of the intrinsic metric dependence [I take $\left.\delta \frac{\mathscr{T}_{\mu}}{\mu} \mu(0)=0\right]$ is allowed in a calculation to order $-R$, since this terms first contributes in order $-R^{2}$.

$$
\begin{align*}
& \left.\delta\left\langle\widetilde{T}_{\mu}^{\mu}(0)\right\rangle_{0}=\mathrm{i} \int \mathrm{~d}^{4} x\left\{\left(T\left(\delta\left[(-g)^{1 / 2} \tilde{\varrho}(x)\right] \widetilde{T}_{\mu}^{\mu}(0)\right)\right\rangle_{0}-\left\langle\delta\left[(-g)^{1 / 2} \widetilde{\mathscr{Q}}(x)\right]\right\rangle_{0} \widetilde{T}_{\mu}^{\mu}(0)\right\rangle\right\} \\
& \quad=\mathrm{i} \int \mathrm{~d}^{4} x\left\langle T\left(\delta\left[(-g)^{\mathrm{I} / 2} \widetilde{\mathcal{L}}(x)\right] \widetilde{T}_{\mu}^{\mu}(0)\right)\right\rangle_{0, \text { connected }} . \tag{5}
\end{align*}
$$

Taking the metric to have the form near $x$ of ${ }^{* 4}$
$g_{\mu \nu}(x)=\eta_{\mu \nu}\left(1-\frac{1}{24} R x^{2}+\ldots\right)$,
and taking $\delta \mathscr{Q}$ to be the lagrangian change induced by the metric variation
$\delta g_{\mu \nu}(x)=-\eta_{\mu \nu} \cdot \frac{1}{24} R x^{2}$,
we immediately get [by a second use of eq. (3)]
$\left(8 \pi G_{\text {ind }}\right)^{-1} R=\delta\left\langle\widetilde{T}_{\mu}{ }^{\mu}(0)\right\rangle_{0}=\mathrm{i} \int \mathrm{d}^{4} x(-g)^{1 / 2}\left(-\frac{1}{24} R x^{2}\right)\left(T\left(\frac{1}{2} \widetilde{T}_{\lambda}{ }^{\lambda}(x) \widetilde{T}_{\mu}^{\mu}(0)\right)\right\rangle_{0, \text { connected }}$.
Dividing by $R$, and taking the limit of flat spacetime, gives the desired formula
$\left(16 \pi G_{\text {ind }}\right)^{-1}=\frac{\mathrm{i}}{96} \int \mathrm{~d}^{4} x\left[\left(x^{0}\right)^{2}-x^{2}\right]\left\langle T\left(\widetilde{T}_{\lambda} \lambda(x) \widetilde{T}_{\mu}{ }^{\mu}(0)\right)\right)_{0, \text { connectimed }}^{\text {flat spactime }}$.
To study the ultraviolet convergence properties of eq. (8), it is necessary to regard eq. (8) as the dimensional continuation limit
$\left(16 \pi G_{\text {ind }}\right)^{-1}=\frac{\mathrm{i}}{96} \lim _{n \rightarrow 4} \int \mathrm{~d}^{n} x\left[\left(x^{0}\right)^{2}-x^{2}\right]\left\langle T\left(\widetilde{T}_{\lambda}{ }^{\lambda}(x) \widetilde{T}_{\mu}^{\mu}(0)\right)\right\rangle{ }_{0, \text { connected }}^{\text {flat spactime }}$.
From a perturbative point of view [7], the only way poles at $n=4$ can appear is from terms of the form
$\left\langle T\left(\widetilde{T}_{\lambda}{ }^{\lambda}(x) \widetilde{T}_{\mu} \mu(0)\right)\right\rangle_{0, \text { connected }}^{\text {flat spacter }}=\ldots+\left\langle\mathrm{O}_{2}\right\rangle_{0, \text { connected }}^{\text {flat spacetime }} \times\left(x^{2}\right)^{-3} \times$ logarithms $+\ldots$,
in the perturbative operator product expansion of the $T$-product, with $\mathrm{O}_{2}$ a gauge-invariant operator of canonical dimension 2. But the hypothesis of dynamical scale invariance breakdown (vanishing bare masses, no scalar fields) excludes the presence of such operators, and so the limit of eq. (9) as $n \rightarrow 4$ is finite. From a nonperturbative point of view, the $\left(x^{2}\right)^{-3}$ term in the expansion of eq. (10) is altered, in theories with dynamical scale breaking ${ }^{\neq 5}$, to either of the forms
$\left(x^{2}\right)^{-3+\gamma}, \quad \gamma>0 ; \quad\left(x^{2}\right)^{-3}\left(\log x^{2}\right)^{-\delta}, \quad \delta>1$,
for both of which the limit of eq. (9) exists as $n \rightarrow 4$. Note that although the classical lagrangian of eq. (4) is conformally invariant, dynamical scale breaking introduces a mass scale into the theory, and so low energy matrix elements of $\widetilde{T}_{\mu}{ }^{\mu}(x)$ will be non-vanishing. Hence eq. (8) gives an ultraviolet-convergent, and in general non-vanishing, induced inverse gravitational constant.

I have assumed up to this point that eq. (8) is infrared flinite, as is true in the calculation of Zee [3]. In the instanton gas model examined by Hasslacher and Mottola [2], the leading curvature term in $\left(\widetilde{\mathbb{Q}}_{0}\right)_{0}$ is of the form $R \log (1 / R)$, indicating that eq. (8) is logarithmically divergent at $x=\infty$. The divergence arises from expanding the
*4 The local expansion of a general conformally flat metric is $g_{\mu \nu}(x)=\eta_{\mu \nu}\left(1+\frac{1}{4} E_{\xi \eta} \chi^{\delta} x^{\eta} \eta+\ldots\right), \quad E_{\xi \eta}=-2 R_{\xi \eta}+\frac{1}{3} \eta_{\xi \eta} R$. Eq. (6a) results from making the specialization $R_{\xi \eta}=\frac{1}{4} R g_{\xi \eta}$.
${ }^{\ddagger 5}$ See Pagels [8] for a review of models of dynamically broken gauge theories.
conformal factor in a power series in $x$ inside the $x$ integral [cf. eq. (6a)]; the legality of this expansion is not guaranteed by the ultraviolet-finiteness criteria of ref. [1].

One can attempt to carry the argument one step further, by using dispersion relations to put eq. (8) in spectral form. Defining
$\psi\left(q^{2}\right) \equiv \int \mathrm{d}^{4} x \mathrm{e}^{\mathrm{i} q \cdot x}(-\mathrm{i})\left\langle T\left(\widetilde{T}_{\lambda}^{\lambda}(x) \widetilde{T}_{\mu}^{\mu}(0)\right)\right\rangle_{0, \text { connected }}^{\text {flat spacetime }}$,
and assuming that $\psi\left(q^{2}\right)-\psi(0)$ satisfies an unsubtracted dispersion relation, a simple calculation ${ }^{\neq 6}$ gives
$\left.\left(16 \pi G_{\text {ind }}\right)^{-1}=-\frac{1}{12} \int_{0}^{\infty} \mathrm{d} \sigma^{2} \rho\left(\sigma^{2}\right) / \sigma^{4}, \quad \rho\left(-q^{2}\right)=(2 \pi)^{3} \sum_{n} \delta^{4}\left(p_{n}-q\right)\left|\langle 0| \widetilde{T}_{\mu}{ }^{\mu}(0)\right| n\right\rangle\left.\right|^{2}$.
Since in canonical gauges the Hilbert space metric is positive definite, eq. (13) implies that $G_{\text {ind }}$ is negative. However, both eq. (13) and this conclusion about the sign of $G_{\text {ind }}$ are false. The reason is that in gauge theories $\widetilde{T}_{\mu}{ }^{\mu}$ contains [9] a trace anomaly term proportional to $\beta\left(g^{2}\right) N\left(F_{\mu \nu}^{a} F^{\mu \nu a}\right)$, which makes the spectral function behave asymp totically as $\rho \sim \sigma^{4} \times$ logarithms, invalidating the unsubtracted dispersion relation assumption needed to derive eq. (13). Although the trace anomaly gives rise to a singular term proportional to $\beta^{2}\left(x^{2}\right)^{-4} \times$ logarithms in the operator product expansion of eq. (10), the contribution of this term to eq. (9) is well behaved in the $n \rightarrow 4$ dimensional limit.

I wish to thank B. Hasslacher, L. Brown, E. Mottola and A. Zee for numerous discussions, and E. Mottola for checking the calculation. A. Zee has independently obtained some of the formulas given above, and suggested the role of $\sigma^{4}$ terms in $\rho$ in the breakdown of the spectral analysis. This work was supported by the Department of Energy under Grant No. DE-AC02-76ERO2220.
$\not{ }^{\ddagger}$ Eqs. (14) and (15) follow immediately from eqs. (16.33), (16.27) and appendix $C$ of Bjorken and Drell [6].
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This article gives a perdagogical review of recent work in which the Einstein-Hibert gravitational action is obtained as a symmetry-breaking effect in quantum field theory. Particular emphasis is placed on the case of renormalizable field theories with dynamical scale-invariance treaking, in which the induced gravitational effective action is finite and calculable A functional integral formulation is used throughcut, and a detailed analysis is given of the role of dimensional regularization in extracting finite answers from formally quadratically divergent integrals. Expressions are derived for the induced gravitational constant and for the induced cosmological constant in quantized matter thenries on a background manifold, and a strategy is outlined for computing the induced constants in the case of an SU(n) gauge theory. By use of the backgraund field method, the formalism is extended to the case in which the metric is also quanlized, yielding a derivation of the semiclassical Einstein equations as an approximation to quantum gravity, as well as general formulas for the induced (or renormalized) gravitational and cosmological constants.
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## I. INTRODUCTION

In the conventional formulation of general relativity, gravitation is described by rewriting the matter action in generally covariant form, and by adding to it the Einstein-Hilbert gravitational action

$$
\begin{equation*}
S_{\mathrm{grav}}=\frac{1}{16 \pi G} \int d^{4} x \sqrt{-g}(R-2 \Lambda) \tag{1.1}
\end{equation*}
$$

with $G$ Newton's constant and $R$ the curvature scalar, and with the cosmological constant $\Lambda$ taken to be zero. The total action is then treated as a classical variational principle, to be extremized with respect to variations of the c-number metric $g_{\mu \nu}$. As discussed in the survey articles in Hawking and Israel (1979), the theory in this form accounts very well for all astronomical gravitational phenomena and has a structure which is understood in considerable theoretical detail. On the other hand, when treated as a fundamental quantum action, Eq. (1.1) leads to a nonrenormalizable quantum field theory. This problem has long been known, and has stimulated much theoretical effort aimed at achieving a satisfactory quantization of the Einstein-Hilbert action or its supergravity extensions. [For reviews of the current status of these approaches, see Hawking and Israel (1979) and Van Nieuwenhuizen (1981).]

An entirely different approach to quantum gravity derives from work by Zel'dovich (1967) and Sakharov (1967) on induced quantum effects. Zel'dovich studied the effect of vacuum quantum fluctuations on the
cosmological constant; extending this idea, Sakharov proposed that Eq. (1.1) is not a fundamental microscopic action, but rather is an effective action induced by vacuum quantum structure (see also Klein, 1974). To quote the two key sentences from Sakharov's paper, "The presence of the action (1) [Eq. (1.1)] leads to a metrical elasticity of space, i.e., to generalized forces which oppose the curving of space. (f) Here we consider the hypothesis which identifies the action (1) with the change in the action of quantum fluctuations of the vacuum if space is curved." Sakharov's proposal attracted attention from the outset (see Misner et al., 1970), but further progress was hampered by the fact that in the free field models for which he made his estimates, the induced gravitational constant $G_{\text {ind }}^{-1}$ is given by integrals which contain both quadratic and logarithmic divergences. It is only in the last few years that the technology of quantum field theory bas advanced to the point where one can systematically study induced quantum effects in interacting field theories. These advances, and their application to induced Einstein gravity, are the subject matter of this review.

Since the topics discussed below span the areas of high-energy physics and relativity, in which different notational conventions are generally used, I have adopted the following compromise with respect to notation. I use microscopic units throughout,

$$
\begin{equation*}
\hbar=c=1, \tag{1.2}
\end{equation*}
$$

so the only dimensional quantity is mass $=(\text { length })^{-1}$. The coordinates $x^{\mu}$ are taken to have the dimension (length) ${ }^{1}$, making the metric $g_{\mu v}$ dimensionless. In all flat space-time examples and discussions, I use the + - - signature convention of Bjorken and Drell (1965), while in all expressions which involve a curved manifold I follow the -+++ convention of Misner et al., (1970). In the few places where it is necessary to change from one convention to the other, 1 will explicitly call attention to the transition.

## II. FIELD THEORY PRELIMINARIES

## A. Actions and canonical dimension accounting

The functional integral formulation of quantum field theory (see Abers and Lee, 1973) expresses transition amplitudes in the form

$$
\begin{align*}
& Z=\int d[\phi] e^{i S[|\phi|]} \\
& S[|\phi|]=\int d^{4} x \mathscr{L}[\{\phi\}] \tag{2.1}
\end{align*}
$$

with $\{\phi\}$ the set of fields present, $S$ the action, and $\mathscr{L}$ the Lagrangian (or action) density. Since the argument of an exponential or a logarithm must be dimensionless, in the conventional accounting of canonical dimension in which

$$
\begin{equation*}
\operatorname{dim}[\text { length }]=-1, \operatorname{dim}[\text { mass }]=+1 \tag{2.2}
\end{equation*}
$$

we have

$$
\begin{align*}
\operatorname{dim}[S] & =0, \operatorname{dim}\left[d^{4} x\right]=-4 \\
& \Rightarrow \operatorname{dim}[\mathscr{L}]=4 \tag{2.3}
\end{align*}
$$

From Eq. (2.3) we can infer the canonical dimensionality of the fields and parameters from which elementary renormalizable matter theories are constructed. For a scalar $\phi^{4}$ field theory we have

$$
\begin{equation*}
\mathscr{L}=\frac{1}{2} \partial_{\mu} \varphi \partial^{\mu} \varphi-\frac{1}{2} m_{0}^{2} \varphi^{2}-\frac{1}{4} \lambda_{0} \varphi^{4}, \tag{2.4}
\end{equation*}
$$

with $m_{0}$ the bare mass and $\lambda_{0}$ the bare coupling, and with

$$
\begin{align*}
& \operatorname{dim}\left[\partial_{\mu}=\partial / \partial x^{\mu}\right]=1 \Rightarrow \operatorname{dim}[\varphi]=1, \\
& \operatorname{dim}\left[m_{0}\right]=1, \\
& \operatorname{dim}\left[\lambda_{0}\right]=0 . \tag{2.5}
\end{align*}
$$

For a spin-1 Abelian gauge field (the photon) we have

$$
\begin{align*}
& \mathscr{P}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}, \\
& F_{\mu \nu}=\partial_{\nu} A_{\mu}-\partial_{\mu} A_{\nu}, \tag{2.6}
\end{align*}
$$

with

$$
\begin{align*}
& \operatorname{dim}\left[F_{\mu \nu}\right]=2 \\
& \operatorname{dim}\left[A_{\mu}\right]=1 \tag{2.7}
\end{align*}
$$

while for a spin- $\frac{1}{2}$ Dirac field we have

$$
\begin{equation*}
\mathscr{L}=\bar{\psi}\left(i \gamma^{\mu} \partial_{\mu}-m_{0}\right) \psi \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\operatorname{dim}[\psi]=\frac{3}{2} . \tag{2.9}
\end{equation*}
$$

Minimal coupling of the photon to a Dirac field or a complex scalar field with bare charge $e_{0}$ yields the Lagrangian densities for quantum electrodynamics,

$$
\begin{align*}
& \mathscr{L}_{\mathrm{QEDI} / 2}=-\frac{1}{4} F_{\mu \nu} F^{\mu v}+\bar{\psi}\left(i \gamma^{\mu} D_{\mu}-m_{0}\right) \psi, \\
& \mathscr{L}_{\mathrm{QED} 0}=-\frac{1}{4} F_{\mu \nu} F^{\mu v}+\frac{1}{2}\left|D_{\mu} \varphi\right|^{2}-\frac{1}{2} m_{0}^{2}|\varphi|^{2}-\frac{1}{4} \lambda_{0}|\varphi|^{4}, \\
& D_{\mu}=\partial_{\mu}+i e_{0} A_{\mu}, \\
& \quad \Rightarrow \operatorname{dim}\left[e_{0}\right]=0 . \tag{2.10}
\end{align*}
$$

For a spin-1 non-Abelian gauge field (the massless gauge gluon) we have

$$
\begin{align*}
& \mathscr{P}=-\frac{1}{4} F_{\mu \nu}^{l} F^{\prime \mu \nu}, \\
& F_{\mu \nu}^{i}=\partial_{\nu} A_{\mu}^{i}-\partial_{\mu} A_{\nu}^{i}+g_{0} f^{i k} A_{\mu}^{j} A_{\nu}^{k}, \tag{2.11}
\end{align*}
$$

with $i$ the internal symmetry index, $f^{i / k}$ the group structure constants, and $g_{0}$ the bare coupling constant. Minimal coupling of the gauge field to a Dirac field in the fundamental representation (with representation matrices $\frac{1}{2} \lambda^{\prime}$ ) gives the basic Lagrangian density for quantum chromodynamics,

$$
\begin{align*}
& \mathscr{L}_{Q C D}=-\frac{1}{4} F_{\mu v}^{\prime} F^{\prime \mu \nu}+\bar{\psi}\left(i \gamma^{\mu} D_{\mu}-m_{0}\right) \psi \\
& D_{\mu}=\partial_{\mu}+i g_{0} \frac{1}{2} \lambda^{\prime} \Lambda_{\mu}^{\prime} \tag{2.12}
\end{align*}
$$

from which we infer the dimensional assignments

$$
\begin{align*}
& \operatorname{dim}\left[F_{\mu \nu}^{\prime}\right]=2, \\
& \operatorname{dim}\left[A_{\mu}^{\prime}\right]=1, \quad \operatorname{dim}[\psi]=\frac{3}{2}, \\
& \operatorname{dim}\left[g_{0}\right]=0 . \tag{2.13}
\end{align*}
$$

All of the field theory models currently under study as candidates for unified matter theories [for reviews see Marciano and Pagels (1978); Fritzsch and Minkowski (1981)] are combinations of scalar, Dirac, and gauge field action building blocks of the basic types enumerated above. The characterizing feature of all such renormalizable actions is that their coupling constants ( $\lambda_{0}, e_{0}, g_{0}$ above) have canonical dimension zero.

## B. Effective actions

Consider now a renormalizable field theory with action

$$
\begin{equation*}
\left.S\left[\mid \phi^{L}\right],\left\{\phi^{H}\right\}\right]=\int d^{4} x \mathscr{L}\left[\left\{\phi^{L}\right],\left\{\phi^{H}\right\}\right] \tag{2.14}
\end{equation*}
$$

where $\left\{\phi^{L}\right\}$ are "light" field components whose dynamics we directly observe, while $\left\{\phi^{H}\right\}$ are "heavy" field components which influence the dynamics of the light components but are not directly observable. The $\left\{\phi^{H}\right]$ can in general include fields with high physical masses and high-momentum ${ }^{1}$ components of fields with light physical masses. Since the $\left\{\phi^{H}\right\}$ are hidden from view, it is convenient to rewrite the functional integral of Eq. (2.1) in the following form,

$$
\begin{align*}
\mathbf{Z} & =\int d\left\{\phi^{L}\right\} d\left[\phi^{H}\right\} e^{i S\left[\left(\phi^{L}\right) \cdot\left(\phi^{H}\right)\right]} \\
& =\int d\left\{\phi^{L}\right] e^{i S_{\mathrm{efr}}\left[\phi^{L} 1\right]} \tag{2.15}
\end{align*}
$$

where the effective action $S_{\text {eff }}\left[\left\{\phi^{L}\right\}\right]$ for the light fields is defined through

$$
\begin{equation*}
e^{i S_{d r}\left[\left|\phi^{2}\right|\right]}=\int d\left[\phi^{H}\right] e^{t S\left[\left|\phi^{2}\right|,\left|\phi^{H}\right|\right]} \tag{2.16}
\end{equation*}
$$

Clearly, the effective action, if exactly known, would give a complete description of the dynamics of the fields [ $\phi^{L}$ ]. In practice, one usually works with only an approximation to $S_{\text {eff }}$, obtained by keeping leading terms in an expansion in a small parameter. Some examples of commonly used effective actions are as follows.

1. The Heisenberg-Euler (1936) effective action in quantum electrodynamics (see also Schwinger, 1951).

Integrating out the electron fields in quantum electrodynamics gives an effective action describing the non-

[^162]linear interactions of photons,
\[

$$
\begin{equation*}
e^{\left.\mid S_{\mathrm{cm}} F_{\mu \nu}\right]}=\int d\{\psi, \bar{\psi}] e^{\mid S_{\mathrm{QED} \mid / 2}\left[\left|F_{\mu v}, \phi, \bar{\nabla}\right|\right]} \tag{2.17}
\end{equation*}
$$

\]

For field strengths which are slowly varying over an electron Compton wavelength, $S_{\text {eff }}$ can be approximated by taking $F_{\mu \nu}=$ constant, which gives a problem which can be solved in closed form. For weak, slowly varying fields (on a scale of an electron Compton wavelength), $S_{\text {eff }}$ can be approximated by the first two terms in a series expansion

$$
\begin{align*}
& S_{\mathrm{eff}}\left[F_{\mu v}\right]=\int d^{4} x \mathscr{L}_{\mathrm{e} \pi}, \\
& \mathscr{L}_{\mathrm{eff}}=\frac{1}{2}\left(E^{2}-H^{2}\right)+\frac{2 \alpha^{2}}{45 m^{4}}\left[\left(E^{2}-H^{2}\right)^{2}\right.  \tag{2.18}\\
& \left.+7(E \cdot H)^{2}\right]+\cdots,
\end{align*}
$$

with $E, H$ the electric and magnetic fields, $\alpha$ the finestructure constant, and $m$ the electron mass. If interpreted as a fundamental action and used (or, rather, misused) beyond the tree-approximation level, Eq. (2.18) would yield a nonrenormalizable perturbation expansion in powers of the dimensional effective coupling $2 \alpha^{2} / 45 m^{4}$.
2. The four-fermion effective action approximation to the Weinberg (1967)-Salam (1968) weak interaction theary

At center-of-mass energies well below 100 GeV , the weak interactions are described by a current-current four-fermion effective action

$$
\begin{align*}
& S_{\text {eff }}[\{\text { fermions }\}]=\int d^{4} x\left(\mathscr{L}_{\text {enf }}^{\text {charged }}+\mathscr{L}_{\text {efI }}^{\text {neural }}\right), \\
& \mathscr{S}_{\mathrm{Cf}}^{\mathrm{ch}}{ }^{\mathrm{coded}}=\frac{1}{\sqrt{2}} G_{F}\left(j_{\mathrm{ch}}^{\lambda}+J_{\mathrm{cb}}^{\lambda}\right)\left(j_{\mathrm{ch} \lambda}^{\dagger}+J_{\mathrm{ch} \lambda}^{\dagger}\right), \\
& \mathscr{L}_{\text {eff }}^{\text {nevtral }}=\frac{1}{\sqrt{2}} G_{F}\left(j_{n}^{\lambda}+J_{n}^{\lambda}\right)\left(j_{n \lambda}+J_{n \lambda}\right) \text {, } \\
& j_{\mathrm{ch}}^{\lambda}=\overline{\boldsymbol{e}}^{\lambda}{ }^{\lambda}\left(1-\gamma_{\mathrm{s}}\right) v_{\mathrm{s}}+\mu, \tau \text { terms } \text {, } \\
& J_{c h}^{\lambda}=\bar{u} \gamma_{\lambda}\left(1-\gamma_{s}\right)\left(d \cos \theta_{c}+s \sin \theta_{c}\right) \\
& + \text { charm terms, } \\
& j_{n}^{\lambda}=-\frac{1}{2} \bar{e} \gamma^{\lambda}\left(1-\gamma_{s}\right) e+\frac{1}{2} \bar{\nu}_{s} \gamma^{\lambda}\left(1-\gamma_{5}\right) v_{e} \\
& +2 \sin ^{2} \theta_{W} \bar{C} \gamma^{\lambda} e+\mu, \tau \text { terms , } \\
& J_{n}^{\lambda}=\frac{1}{2} \bar{i} \gamma^{\lambda}\left(1-\gamma_{5}\right) u-\frac{1}{2} \bar{d} \gamma^{\lambda}\left(1-\gamma_{s}\right) d \\
& -2 \sin ^{2} \theta_{W}\left(\frac{2}{3} \pi \gamma^{\lambda} u-\frac{1}{3} \bar{d} \gamma^{\lambda} d\right) \\
& + \text { strange, charm terms, } \tag{2.19}
\end{align*}
$$

with $e, v_{e}, u, d, s$ the electron, electron neutrino, and $u p$, down, and strange quark fields, respectively, and with $\theta_{C}$ and $\theta_{w}$ the Cabibbo and Weinberg angles. ${ }^{2}$ Since the fermion fields have dimeasion $\frac{3}{2}$, the Fermi constant $G_{F}$ has dimension -2 , and has the empirical value

$$
\begin{equation*}
G_{F} \approx \frac{1.023 \times 10^{-5}}{m_{\text {proton }}^{2}} \tag{2.20}
\end{equation*}
$$

[^163]As expected for a theory with a dimensional coupling constant, the use of Eq. (2.19) as a fundamental action leads to a nonrenormalizable perturbation expansion in $\boldsymbol{G}_{\boldsymbol{F}}$. This difficulty is resolved in the Weinberg-Salam gauge theory, in which in addition to the fermions, the fundamental action contains gauge and Higgs boson fields, and which has a renormalizable perturbation expansion in the gauge boson couplings $g, g^{\prime}$. When the boson fields are integrated out, according to

$$
\begin{align*}
& e^{\left.\Delta S_{\text {erf }}[\text { fermions }]\right]} \\
& \quad=\int d\{\text { bosons }\} e^{\left.i S_{\text {Wrinberg-Salam }}[\text { fermions }],[\text { bosons }]\right]} \tag{2.21}
\end{align*}
$$

the effective action of Eq. (2.19) is obtained as a leading approximation, with the Fermi constant related to the electric charge $e$, the charged gauge boson mass $M_{W}$, and $\sin \theta_{W^{\prime}}$ by

$$
\begin{align*}
& \frac{1}{\sqrt{2}} G_{F}=\frac{g^{2}}{8 M_{W}^{2}}, \\
& g=\frac{e}{\sin \theta_{W}} \tag{2.22}
\end{align*}
$$

Let us now return to gravitation. The action of Eq. (1.1) contains dimensional couplings $G^{-1}$ and $\Lambda$,

$$
\begin{align*}
& \operatorname{dim}\left[G^{-1}\right]=\operatorname{dim}[\Lambda]=2, \\
& G^{-1 / 2}=m_{\text {Planck }}=1.22 \times 10^{19} \mathrm{GeV}=I_{\text {Planck }}^{-1}, \\
& l_{\text {Planck }}=1.62 \times 10^{-33} \mathrm{~cm},  \tag{2.23}\\
& |\Lambda| \leq 10^{-57} \mathrm{~cm}^{-2},
\end{align*}
$$

and, as expected for the case when the couplings are not dimensionless, leads to a nonrenormalizable quantum field theory. The viewpoint of this article will be that the gravitational action is not a fundamental microscopic action, but rather is a long-wavelength effective action similar to the ones discussed above. The fundamental action will be assumed to be renormalizable, and conditions on it will be formulated which guarantee that the effective gravitational action is calculable in terms of parameters of the microscopic theory.

## C. Renormalizability and the dimensional algorithm

In quantum field theory, one in general encounters divergences when evaluating radiative corrections. In renorralizable field theories, all divergences can be eliminated by making divergent rescalings, or renormalizations, of a finite number of parameters of the theory, which cannot be calculated from first principles but are replaced by measured values at the end of the calculation.

For example, in spin- $\frac{1}{2}$ quantum electrodynamics, working for simplicity to one-loop order, one introduces renormatization constants $Z_{1,2,3, m, e}$, renormalized fields $A_{\mu}^{r}, F_{\mu m}^{\prime} \psi$, and renormalized charge and mass parameters $e, m$ by writing

$$
\begin{align*}
& A_{\mu}=Z_{3}^{1 / 2} A_{\mu}^{r}, F_{\mu \nu}=Z_{3}^{1 / R_{F}} F_{\mu \nu}^{\prime}, \\
& \psi=Z_{2}^{1 / 2} \psi^{r}, \\
& e_{0}=Z_{e}^{1 / 2} e, m_{0}=Z_{m} m ;  \tag{2.24a}\\
& F_{\mu \nu} F^{\mu \nu}=Z_{3} F_{\mu \nu}^{r} F^{r \mu \nu}, \\
& \bar{\psi} \gamma^{\mu} \partial_{\mu} \psi=Z_{2} \bar{\psi}^{r} \gamma^{\mu} \partial_{\mu} \psi^{\prime}, \\
& \bar{\psi} \gamma^{\mu} e_{0} A_{\mu} \psi=Z_{1} \bar{\psi}^{r} \gamma^{\mu} e A_{\mu}^{r} \psi^{r}=Z_{2} Z_{e}^{1 / 2} Z_{3}^{1 / 2} \bar{\psi}^{r} \gamma^{\mu} e A_{\mu}^{r} \psi^{r}, \\
& \bar{\psi} m_{0} \psi=Z_{2} Z_{m} \bar{\psi}^{r} m \psi^{\prime} . \tag{2.24b}
\end{align*}
$$

From Eq. (2.24b) and the Ward identity (which is derived from current conservation) one learns that

$$
\begin{equation*}
Z_{e}^{1 / 2} Z_{3}^{1 / 2}=\frac{Z_{1}}{Z_{2}}=1 \tag{2.25}
\end{equation*}
$$

leaving as the independent renormalization constants $\boldsymbol{Z}_{e}$, $Z_{m}$, and $Z_{2}$. Thus the renormalization procedure calls for the bare $e_{0}, m_{0}$, and $\psi$ to be adjusted to absorb all divergences, leaving finite $e, m$, and $\psi^{r}$ to be identified with the measured values. To understand why $e$, for example, cannot be calculated, let us recall that in one-loop order, the divergence in $Z_{e}$ has the form

$$
\begin{equation*}
Z_{e}=1+\frac{a_{0}}{3 \pi} \log M^{2}+O\left(\alpha_{0}^{2}\right), \quad \alpha_{0}=\frac{e_{0}^{2}}{4 \pi} \tag{2.26}
\end{equation*}
$$

with $M$ a massive regulator. Under rescalings $M \rightarrow 5 M$ of the regulator mass, $Z_{e}$ changes to

$$
\begin{equation*}
Z_{e} \rightarrow 1+\frac{\alpha_{0}}{3 \pi} \log M^{2}+\frac{\alpha_{0}}{3 \pi} \log \xi^{2}+O\left(\alpha_{0}^{2}\right) \tag{2.27}
\end{equation*}
$$

and hence the finite part of $Z_{e}$ is regulator-scheme dependent. As a result, the finite quantity $e$ extracted from the divergent bare charge $e_{0}$ remains a free parameter of the renormalized theory. In general in a renormalizable field theory, we expect to find one free renormalized coupling or mass parameter for each bare coupling or mass appearing in the unrenormalized Lagrangian density.

Continuing for the moment to work to one-loop order, the renormalization procedure given in Eq. (2.24b) for the various dimension-four terms in the action density can be rewritten in a compact matrix notation,

$$
\begin{align*}
& {[\Psi]=[Z]\left[\Psi^{r}\right],} \\
& {[\Psi]=\left|\begin{array}{c}
F_{\mu \nu} F^{\mu \nu} \\
\bar{\psi} \gamma^{\mu} \partial_{\mu} \psi \\
\bar{\psi} \gamma^{\mu} e_{\alpha} A_{\mu} \psi \\
\bar{\psi} m_{0} \psi
\end{array}\right|,\left[\Psi^{r}\right]=\left|\begin{array}{c}
F_{\mu \nu}^{r} F^{r} \mu^{\nu} \\
\bar{\psi} \gamma^{\mu} \partial_{\mu} \psi^{\prime} \\
\bar{\psi}^{r} \gamma^{\mu} e A_{\mu}^{r} \psi^{r} \\
\bar{\psi}{ }^{r} m \psi^{r}
\end{array}\right| .} \\
& {[Z]=\left|\begin{array}{ccc}
Z_{3} & 0 & 0 \\
0 & Z_{2} & 0 \\
0 & 0 & Z_{1} \\
0 & 0 \\
0 & 0 & 0 \\
Z_{2} Z_{m}
\end{array}\right| .} \tag{2.28a}
\end{align*}
$$

Beyond one-loop order, the renormalization constants associated with the action density terms $F_{\mu v} F^{\mu \nu}, \ldots$ are no longer simply products of the renormalization constants
for the individual field, charge, and mass factors introduced in Eq. (2.24a), and the action density terms themselves will mix under renormalization. The appropriate generalization of Eq. (2.28a) then takes the form

$$
\begin{align*}
& {[\Psi]=[Z]\left[\Psi^{r}\right],} \\
& {\left[\Psi^{r}\right]=\left|\begin{array}{c}
\left(F_{\mu v} F^{\mu v}\right)^{r} \\
\left(\bar{\psi} \gamma^{\mu} \partial_{\mu} \psi\right)^{r} \\
\left(\bar{\psi} \gamma^{\mu} e_{0} A_{\mu} \psi\right)^{r} \\
\left(\bar{\psi} m_{0} \psi\right)^{r}
\end{array}\right|,} \tag{2.28b}
\end{align*}
$$

with [ $\Psi$ ] as in Eq. (2.28a), with ( $\left.F_{\mu \nu} F^{\mu \nu}\right)^{r}$, . . , the renormalized action density terms, and with [ $Z$ ] a nondiagonal renormalization matrix.

As we have seen from the above example, in the generic case multiplicative renormalization takes the more general form of matrix multiplicative renormalization. The set of operators which can mix under this renormalization process is characterized by the following rule.

The dimensional algorithm [see Weinberg (1957), Zimmermann (1970), and Brown (1980)]. A composite operator in quantum field theory is defined (up to a constant factor) as the product of any number of fields or field derivatives at the same space-time point. The dimensional algorithm states: (i) The most general basis set of composite operators which can mix under renormalization are the polynomials of the same canonical dimension, and of the same symmetry type (spatial and internal) formed from the bare fields, the bare masses, and $\partial / \partial x^{\mu}$. (ii) The Lagrangian density for a renormalizable field theory must contain a complete basis set (apart from total derivatives) of Lorentz- and internal symmetry-invariant composite operators of canonical dimension four.

Let us illustrate the dimensional algorithm in the flat space-time cases of scalar $\boldsymbol{\varphi}^{4}$ theory, QED $\frac{1}{2}$, and QCD, and then use it to deduce additional Lagrangian counterterms which must be added to assure renormalizability when these theories are embedded in a curved background manifold.

## 1. Scalar $\varphi^{4}$ theory in flat space-time

Excluding total derivatives, the only dimension-four composites even under $\varphi \rightarrow-\varphi$ (the internal symmetry of the model) are

$$
\begin{align*}
& \mathrm{a}_{\mu} \varphi \partial^{4} \varphi, m_{0}^{2} \varphi^{2}, \varphi^{4},  \tag{2.29a}\\
& m_{0}^{4} \tag{2.29b}
\end{align*}
$$

The operators of Eq. (2.29a) are just the ones appearing in the Lagrangian density of Eq. (2.4), while in flat space-time Eq. ( 2.29 b ) is an irrelevant constant which can be dropped.

## 2. QED $\frac{1}{2}$ and QCD in flat space-time

For QED $\frac{1}{2}$, the only dimension-four composites (excluding total derivatives) are

$$
\begin{align*}
& F_{\mu \nu} F^{\mu \nu}, \bar{\psi} \gamma^{\mu} D_{\mu} \psi, m_{0} \bar{\psi} \psi,  \tag{2.30a}\\
& m_{0}^{4},  \tag{2.30b}\\
& \bar{\psi} \gamma^{\mu} \partial_{\mu} \psi, m_{0}^{2} A_{\mu} A^{\mu}, A_{\mu} \partial^{2} A^{\mu},\left(\partial_{\mu} A^{\mu}\right)^{2} \tag{2.30c}
\end{align*}
$$

The operators of Eq. (2.30a) are just the ones appearing in the Lagrangian density of Eq. (2.10), while in flat space-time Eq. (2.30b) is an irrelevant constant. The operators of Eq. (2.30c) are Lorentz scalars, but are not invariant under the internal symmetry (or gauge) transformation

$$
\begin{align*}
& A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \Phi \\
& \psi \rightarrow e^{-e_{0} \Phi}{ }_{\psi} \tag{2.31}
\end{align*}
$$

and hence do not appear in the I.agrangian density. For QCD the classification of gauge-invariant Lorentz scalar operators constructed from the bare fields is analogous-one simply adds an internal symmetry index $i$, and changes the definition of the covariant derivative as in Eq. (2.12). A careful proof that $A_{\mu} A^{\mu 1}$ is not an internal symmetry invariant in the non-Abelian case, taking account of the complexities introduced by gaugefixing and ghost terms, is given in Appendix A.
3. Additional Lagrangian density terms in a background curved space-time (Brown and Collins, 1980)

When spin-0, spin- $\frac{1}{2}$, or gauge spin- 1 matter fields are quantized on a curved background manifold with metric $g_{\mu \nu}$, the action takes the form

$$
\begin{equation*}
\left.S\left[|\phi|, g_{\mu \nu}\right]=\int d^{4} x \sqrt{-g} \mathscr{L}[\mid \phi], g_{\mu \nu}\right] \tag{2.32}
\end{equation*}
$$

with $d^{4} x \sqrt{-g}$ the invariant volume element, and with $\mathscr{L}$ a scalar with respect to general-coordinate transformations. According to the dimensional algorithm, $\mathscr{L}$ must contain all scalar dimension-four polynomials which can be formed from the bare fields (including now $\left.g_{\mu \nu}\right)$, the bare masses, and $\partial / \partial x^{\mu}$, and which are invariant under the internal symmetries of the matter fields. The terms which can thus appear in $\mathscr{L}$ are easily enumerated, and may be conveniently grouped into the following four classes: (i) The generally covariant transcriptions of the Lagrangian densities of Eqs. (2.4)-(2.13), obtained in the usual manner by replacing ordinary derivatives $\partial_{\mu}$ by covariant derivatives $\nabla_{\mu}$ with respect to the background metric. (ii) The bare mass terms $m_{0}^{4}$ of Eqs. (2.29b) and (2.30b), which contribute to the cosmological constant on a curved manifold, ${ }^{3}$ as well

[^164]as corresponding regulator mass terms $M^{4}$ if massive regulators are employed. (iii) Terms of first degree in the Riemann curvature tensor, ${ }^{\text {, }}$
\[

$$
\begin{equation*}
O_{2} R \tag{2.33}
\end{equation*}
$$

\]

with $\mathrm{O}_{2}$ a general-coordinate - scalar and internal sym-metry-invariant operator of canonical dimension two. The allowed forms for $O_{2}$ are $^{3}$

$$
\begin{equation*}
m_{0}^{2}, M^{2}, \varphi^{2} \tag{2.34}
\end{equation*}
$$

since as shown in Appendix $A, A_{\mu i} A^{\mu i}$ is excluded by gauge invariance. The differential operator $O_{2}=\nabla_{\mu} \nabla^{\mu}$ is omitted from the list because $\sqrt{-g} \nabla_{\mu} \nabla^{\mu} R$ is a total derivative, and $O_{2}=\nabla_{\mu} A^{\mu}$, with $A^{\mu}$ an Abelian gauge potential, is omitted because it is not gauge invariant. Moreover, as is also shown in Appendix A, the operator $\varphi^{2}$ is excluded by supersymmetry invariance when $\varphi$ is a spin-0 partner of a massless supermultiplet. ${ }^{5}$ (iv) Terms of second degree in the Riemann curvature tensor,

$$
\begin{align*}
& \mathscr{S}=R_{\mu \nu \lambda \sigma} R^{\mu v \lambda \sigma}-4 R_{a \theta} R^{a \beta}+R^{2}, \\
& \mathscr{H}=C_{\mu v \lambda \sigma} C^{\mu v \lambda \sigma}, \mathscr{F}=R^{2}, \tag{2.35}
\end{align*}
$$

with $\mathscr{G}$ the Gauss-Bonnet density and $C_{\mu \nu \lambda \sigma}$ the Weyl conformal tensor, which in four dimensions has the form

$$
\begin{align*}
C_{\mu \nu \lambda \sigma}= & R_{\mu \nu \lambda \sigma}-\frac{1}{2}\left(g_{\mu \lambda} R_{v \sigma}-g_{\mu \sigma} R_{v \lambda}-g_{v \lambda} R_{\mu \sigma}+g_{v \sigma} R_{\mu \lambda}\right) \\
& +\frac{1}{6} R\left(g_{\mu \lambda} g_{v \sigma}-g_{\mu \sigma} g_{v \lambda}\right) . \tag{2.36}
\end{align*}
$$

The results of this enumeration can be summarized in the following lemmas:

Lemma 1. For a general renormalizable matter field theory (spin- $0+$ spin- $\frac{1}{2}+$ gauge spin- 1 fields) in curved space-time, quantized in a manner which respects all gauge and supersymmetry internal symmetries, the Lagrangian density terms proportional to $R$ are of the following types,

$$
\begin{align*}
& m_{0}^{2} R, m_{0}=\text { a bare mass }, \\
& M^{2} R, M=\text { a massive regulator },  \tag{2.37}\\
& \varphi^{2} R, \varphi=\text { a spin }-0 \text { field not a member } \\
& \\
& \text { of a massless supermultiplet } .
\end{align*}
$$

Lemma 2. If there are no bare masses or massive regulators and if all spin-0 fields belong to massless super-

[^165]multiplets, then there are no terms in $\mathscr{L}$ proportional to $\boldsymbol{R}$-that is, terms (iii) above are absent. Moreover, when these conditions are satisfied, terms (ii) above are also absent, and the structure of $\mathscr{L}$ reduces to
\[

$$
\begin{align*}
& \left.\mathscr{L}\left[\{\phi\}, g_{\mu \nu}\right]=\mathscr{L}_{\text {matter }}[\mid \phi], g_{\mu v}\right]+\mathscr{L}_{\mathrm{grav}}\left[g_{\mu \nu}\right], \\
& \mathscr{L}_{\mathrm{grav}}=A_{0} \mathscr{F}+B_{0} \mathscr{H}+C_{0} \mathscr{H}, \tag{2.38}
\end{align*}
$$
\]

with $\left.\mathscr{L}_{\text {matter }}[\mid \phi], g_{\mu v}\right]$ the generally covariant transcription of the flat space-time matter Lagrangian density $\mathscr{L}[\mid \phi]]$. The splitting of $\mathscr{L}$ into the "matter" and "gravitational" parts given in Eq. (2.38) is unique, since in the absence of dimensional constants $\mathscr{L}_{\text {matter }}$ and $\mathscr{L}_{\text {gray }}$ satisfy

$$
\begin{align*}
& \mathscr{L}_{\text {matter }}\left[\{0\}, g_{\mu \nu}\right]=0, \\
& \mathscr{L}_{\text {grav }}\left[\eta_{\mu \nu}\right]=0, \mathscr{L}_{\text {matter }}\left[\{\phi\}, \eta_{\mu \nu}\right]=\mathscr{L}[\{\phi\}] \tag{2.39}
\end{align*}
$$

## D. Conditions for calculability of the gravitational effective action

We are now ready to return to a discussion of the gravitational effective action induced by quantized matter fields on a curved background. Following Eq. (2.16), we define the gravitational effective action by

$$
\begin{equation*}
e^{i S_{\mathrm{erf}}\left[\varepsilon_{\mu v y}\right]}=\int d\{\phi\} e^{i S\left[(\phi] \cdot \varepsilon_{\mu v v}\right]} \tag{2.40}
\end{equation*}
$$

Since $S_{\text {eff }}$ is a scalar under general-coordinate transformations, it may be represented as the integral over the manifold of a scalar density, which for slowly varying metrics can be formally developed in a series expansion in powers of $\mathrm{d}_{\lambda} g_{\mu \nu}{ }^{6}$

$$
\begin{align*}
& S_{\mathrm{eff}}\left[g_{\mu \nu}\right]=\int d^{4} x \sqrt{-g} \mathscr{L}_{\mathrm{eff}}\left[g_{\mu \nu}\right], \\
& \mathscr{L}_{\mathrm{eff}}\left[g_{\mu \nu}\right]=\mathscr{L}_{\mathrm{eff}}^{(0)}\left[g_{\mu v}\right]+\mathscr{L}_{\mathrm{eff}}^{(2)}\left[g_{\mu v}\right]+O\left[\left(\partial_{\nu} g_{\mu v}\right)^{4}\right], \\
& \mathscr{L}_{\mathrm{eff}}^{(0)}\left[g_{\mu \nu}\right]=\frac{1}{16 \pi G_{\text {ind }}}\left(-2 \Lambda_{\mathrm{ind}}\right), \quad \mathscr{S}_{\mathrm{cff}}^{(2)}\left[g_{\mu v}\right]=\frac{1}{16 \pi G_{\text {ind }}} R . \tag{2.41}
\end{align*}
$$

What are the conditions for $G_{\text {ind }}^{-1}$ and $\Lambda_{\text {ind }}$ to be uniquely calculable in terms of the renormalized parameters of the flat space-time matter theory? Clearly, if the fundamental action $S\left[\{\phi], g_{\mu \nu}\right]$ contains terms proportional to $R$, then the finite renormalization ambiguities arising from these terms will produce an undetermined finite contribution to $G_{\text {ind }}^{-1}$; in this case the induced gravitational con-

[^166]stant is renormalizable, but not calculable. On the other hand, if no terms proportional to $R$ appear in $S\left[\{\phi], g_{\mu v}\right]$, then $G_{i n d}^{-1}$ will be calculable, since there will now be no source of ambiguity proportional to $R .^{7}$ In this case the thenry will yield a uniquely determined finite value for $G_{\text {ind }}^{-1}$. So we have the following result:

Theorem [Adler (1980a)]. Under the conditions of lemma 2, a quantized matter theory in a curved background produces a calculable induced gravitational constant $\boldsymbol{G}_{\text {ind }}^{-1}$.

Consider next the induced cosmological constant $\boldsymbol{\Lambda}_{\text {ind }}$, which appears in the effective action in the dimensionfour combination $\Lambda_{\text {ind }} / G_{\text {ind }}$. Ambiguities in $\Lambda_{\text {ind }}$ can arise only from dimension-four terms in the flat spacetime limit of $S\left[(\phi), g_{\mu \nu}\right]$ which are not determined by the renormalization conditions on the flat space-time matter theory. The decomposition of Eqs. (2.38)-(2.39) guarantees that no such additional dimension-four terms are present, and so we can conclude:

Theorem. Under the conditions of lemma 2, a quantized matter theory in a curved background produces a calculable induced cosmological constant $\Lambda_{\text {ind }}$, and so the entire effective Einstein-Hilbert gravitational action is calculable.

The basic theorems just stated give sufficient conditions for the finiteness of the induced gravitational action. Of the three conditions in lemma 1, two-the absence of bare masses, and of scalar fields not in massless supermultiplets-are also necessary conditions. However, the exclusion of massive regulators is not necessary, and in Appendix $A$ the analysis is generalized to the case where massive regulators are employed. As discussed in Sec. 4.4 of Fadde'ev and Slavnov (1980), massive regulators have useful formal properties, but they are awkward to use in explicit calculations. A superior method for diagram evaluations is the technique of dimensional regularization, which is discussed in Sec. III below. The subsequent sections of this review contain elaborations on the theorems of this section. For the theorems to have a nontrivial content, we must have a way of generating a nonzero scale for physical masses even when bare masses are zero (otherwise we get $\boldsymbol{G}_{\text {ind }}^{-1}=0$, which is calculable but trivial); this requires dynamical breaking of scale invariance, as discussed in detail in Sec. IV. In Sec. V, we derive explicit, formal expressions for $G_{i n d}^{-1}$ and $\Lambda_{i n d}$ in terms of expectations of operators in the flat space-time matter vacuum. Finally, in Sec. VI, I extend the discussion to include the effects of quantization of the metric.

## III. DIMENSIONAL REGULARIZATION

## A. Survey

The regularization of quantum field theory without introducing massive regulators can be accomplished by an-

[^167]alytic regularization methods, in which divergent integrals are defined by analytic continuation in a dimensionless parameter (for a review, see Leibbrandt, 1975). It will suffice to limit the discussion to regularization methods for flat space-time, since we will see below (in Sec. V) that after doing the curvature arithmetic needed to extract expressions for $G_{\text {ind }}^{-1}$ and $\Lambda_{\text {ind }}$, we can explicitly take the flat space-time limit in the resulting formulas. The most widely used form of analytic regularization for flat space-time calculations is dimensional regularization, in which the dimension of the space-time manifold is continued from 4 to $2 \omega$ by the coordinate and momentum space replacements
\[

$$
\begin{align*}
& \int d^{4} x \rightarrow \int d^{2 n} x \\
& \int d^{4} p \rightarrow \int d^{2 s} p \tag{3.1}
\end{align*}
$$
\]

while keeping the formal structure of the action, in terms of fields and field derivatives, the same as in dimension four. After Wick rotation to $2 \omega$-dimensional Euclidean space, ${ }^{\text { }}$ Feynman integrands in the continued theory are evaluated by using the following simple rules. The Kronecker delta $\otimes_{\nu}^{\mu}$ obeys the usual composition law

$$
\begin{equation*}
\delta_{v}^{\mu} \delta_{\sigma}^{v}=\delta_{\sigma}^{\mu}, \tag{3.2a}
\end{equation*}
$$

but its trace is modified to

$$
\begin{equation*}
\delta_{\mu}^{\mu}=2 \omega \tag{3.2b}
\end{equation*}
$$

From Eq. (3.2) the symmetric average of momentum factors can be uniquely deduced, giving, for example,

$$
\begin{equation*}
\left\langle p_{\mu} p_{\nu}\right\rangle_{\substack{\text { symmetric } \\ \text { vverage }}}=\frac{p^{2}}{2 \omega} \delta_{\mu \nu} . \tag{3.3}
\end{equation*}
$$

The Dirac $\gamma$ matrices continue to obey a Clifford algebra

$$
\begin{equation*}
\left[\gamma_{\mu}, \gamma_{\nu}\right]=2 \delta_{\mu \nu} 1 \tag{3.4a}
\end{equation*}
$$

and are trace normalized so that

$$
\begin{equation*}
\operatorname{Tr}\left(\gamma_{\mu} \gamma_{\nu}\right)=2^{\circ} \delta_{\mu \nu}, \quad \operatorname{Tr}(1)=2^{\omega} \tag{3.4b}
\end{equation*}
$$

permitting one to deduce unique values for all spinor loops not containing an odd number of factors $\gamma_{5}{ }^{9}$ Using Eqs. (3.2) - (3.4) and rotational covariance, all perturbation theory calculations can be reduced to multiple integrals of scalar-valued integrands over the momentum space of dimension $2 \omega$.

The basic momentum space integral which appears is

$$
\begin{equation*}
\int_{E} d^{2 \infty} p f(p) \tag{3.5}
\end{equation*}
$$

and is uniquely specified, up to an overall normalization, by the following three conditions given by Wilson (1973),
${ }^{1} 1$ will use the notation $\int_{5}$ to denote a Euclidean integral, and will consistently use a ++++ metric convention in Euclidean space formulas.
${ }^{9}$ For recent discussions of the dimensional regularization treatment of $\gamma_{51}$ see Gottlieb and Donchue (1979) and Ovrut (1981).
linearity:

$$
\begin{aligned}
\int_{E} d^{2 \omega_{p}\left[a f_{1}(p)+b f_{2}(p)\right]=} & a \int_{E} d^{2 \omega} p f_{1}(p) \\
& +b \int_{E} d^{2 \omega} p f_{2}(p)
\end{aligned}
$$

translation invariance:

$$
\int_{E} d^{2 n} p f(p+q)=\int_{E} d^{2 n} p f(p)
$$

scaling law:

$$
\begin{equation*}
\int_{E} d^{2 \infty} p f(s p)=s^{-2 \omega} \int_{E} d^{2 \infty} p f(p) . \tag{3.6}
\end{equation*}
$$

The normalization which is conventionally used is

$$
\begin{equation*}
\int_{E} d^{2 \omega} p e^{-p^{2}}=\pi^{\infty} \tag{3.7}
\end{equation*}
$$

but is fixed only at $\omega=2$; Collins (1975) shows that ambiguities in normalization away from $\omega=2$ can always be absorbed into the ambiguities of the renormalization constants discussed in Sec. II.C. Hence dimensional regularization gives a well-defined procedure for regularizing the ultraviolet divergences of quantum field theory. ${ }^{10}$

Using the rules of Eqs. (3.5) - (3.7), we find, for example, that

$$
\begin{equation*}
\int_{5} d^{2 \omega} p\left(p^{2}+m^{2}\right)^{-\alpha}=\pi^{थ} \frac{\Gamma(\alpha-\omega)}{\Gamma(\alpha)}\left(m^{2}\right)^{\omega-\alpha} \tag{3.8}
\end{equation*}
$$

For $\omega-a<0$, the integral on the left is convergent in the ultraviolet and yields the expression on the right, which is meromorphic (analytic apart from isolated poles) in $\omega$ and $a$. The integral can then be defined by analytic continuation for $\omega-\alpha>0$, except at points where it develops poles. For example, when $a=1$ we have

$$
\begin{align*}
& \int_{E} d^{2 \omega} \frac{1}{p^{2}+m^{2}}=\pi^{\omega} \Gamma(1-\omega)\left(m^{2}\right)^{m-1} \\
&=\left\{\begin{array}{c}
\frac{\pi}{1-\omega}+\text { finite }, \text { near } \omega=1 \\
-\frac{\pi^{2}}{2-\omega}+\text { finite } \mid m^{2}, \text { near } \omega=2,
\end{array}\right. \tag{3.9}
\end{align*}
$$

showing that the pole at $\omega=1$ is associated with the two-dimensional logarithmically divergent integral

$$
\begin{equation*}
\int_{E} \frac{d^{2} p}{p^{2}} \sim \frac{\pi}{1-\omega}, \omega \rightarrow 1 \tag{3.10a}
\end{equation*}
$$

while the pole at $\omega=2$ is associated with the fourdimensional logarithmically divergent integral

$$
\begin{equation*}
\int_{E} d^{4} p \frac{1}{\left(p^{2}\right)^{2}} \sim \frac{\pi^{2}}{2-\omega}, \omega \rightarrow 2 \tag{3.10b}
\end{equation*}
$$

The integral of Eq. (3.10b) would be represented by $\pi^{2} \log M^{2}$ using a conventional massive regulator, giving the useful correspondence

$$
\begin{equation*}
\log M^{2}-\frac{1}{2-\omega} \tag{3.11}
\end{equation*}
$$

[^168]between the representation of a four-dimensional logarithmic divergence in the massive regulator and the dimensional regularization schemes. In $N$-loop order in dimensional regularization, one in general encounters higher powers of logarithmic divergences $1 /(2-\omega), \ldots, 1 /(2-\omega)^{N}$ near $\omega=2$; these divergences must be cancelled against corresponding poles in the renormalization constants $Z$ in order to extract finite physical amplitudes at dimension four.

## B. Vanishing of quadratic divergences

The formally quadratically divergent (and $m^{2}$-independent) integral

$$
\begin{equation*}
\int_{5} \frac{d^{4} p}{p^{2}} \tag{3.12}
\end{equation*}
$$

is assigned the value 0 by dimensional regularization, since the right-hand side of Eq. (3.9) is proportional to $m^{2}$ at $\omega=2$. A more precise statement of this fact is given by the following:

Lemma. The only evaluation of the ultraviolet divergent, infrared convergent massless integral

$$
\begin{equation*}
I^{\omega, a}=\int_{E} d^{2 \alpha} p\left(p^{2}\right)^{-\alpha}, \omega-\alpha>0 \tag{3.13}
\end{equation*}
$$

which is meromorphic in $\omega$ and $\alpha$ and which agrees with the $m \rightarrow 0$ limit of Eq. (3.8), is $I^{\omega, a}=0$. The proof follows immediately from the observations that: (i) when $\omega-\alpha>0$ is not a positive integer, the limit as $m \rightarrow 0$ of Eq. (3.8) exists, and is 0 ; and (ii) the only meromorphic extension (to $\omega-a=$ pasitive integer) of 0 is $0 .{ }^{11}$ Working from $I^{a, a}=0$, we can now prove the vanishing of

$$
\begin{equation*}
I^{\alpha, \alpha, B}=\int_{E} d^{2 \alpha} p\left(p^{2}\right)^{-\alpha}\left(\log p^{2}\right)^{-B}, \omega-\alpha>0 \tag{3.14}
\end{equation*}
$$

by repeated differentiation of $I^{\omega, \alpha}$ with respect to $a$, and by repeated application of the Weyl transform (Erdelyi, 1954)

$$
\begin{align*}
W^{\beta} I^{\omega, \alpha, \beta^{\prime}} & \equiv \frac{1}{\Gamma(\beta)} \int_{\alpha}^{1 \infty} d \gamma(\gamma-\alpha)^{\beta-1} I^{\omega, \gamma, \beta^{\prime}} \\
& =\int_{E} d^{2 \omega} p\left[W^{\beta}\left(p^{2}\right)^{-\alpha}\right]\left(\log p^{2}\right)^{-\beta^{\prime}} \tag{3.15}
\end{align*}
$$

Since

$$
\begin{align*}
W^{\beta}\left(p^{2}\right)^{-\alpha} & =\frac{1}{\Gamma(\beta)}\left(p^{2}\right)^{-a} \int_{0}^{l a} d \delta \delta^{\beta-1}\left(p^{2}\right)^{-b} \\
& =\left(p^{2}\right)^{-a}\left(\log p^{2}\right)^{-\beta}, \quad 0<\beta<1 \tag{3.16}
\end{align*}
$$

we have
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$$
\begin{align*}
& W^{\beta} I^{\alpha, \alpha, \beta^{\prime}}=I^{\infty, \alpha, \beta^{\prime}+\beta}, \quad 0<\beta<1, \\
& (-\partial / \partial \alpha) I^{\omega, \alpha, \beta^{\prime}}=I^{\omega, \alpha, \beta^{\prime}-1}, \tag{3.17}
\end{align*}
$$
\]

and so by repeated operations any value of $\beta$ can be reached, starting from $\beta=0$, where we have $I^{\omega, \alpha, 0}=I^{\omega, a}=0$. By continuing this procedure with respect to the index $\beta$ we can generate powers of $\log \log p^{2}$, etc., giving finally:

Lemma. In dimensional regularization, for $\omega-\alpha>0$ we have

$$
\begin{align*}
I^{\omega, \alpha, \beta, \gamma_{1} \cdots} & =\int_{E} d^{2 \omega} p\left(p^{2}\right)^{-\alpha}\left(\log p^{2}\right)^{-\beta}\left(\log \log p^{2}\right)^{-\gamma} \ldots \\
& =0 \tag{3.18}
\end{align*}
$$

In particular, the generalized quadratically divergent integral vanishes,

$$
\begin{equation*}
I^{2,1, \beta, \gamma, \cdots}=\int_{E} \frac{d^{4} p}{p^{2}}\left(\log p^{2}\right)^{-\beta}\left(\log \log p^{2}\right)^{-\gamma} \cdots=0 \tag{3.19}
\end{equation*}
$$

This result shows that computing radiative corrections to the basic quadratically divergent integral of Eq. (3.12) always gives 0 , independently of whether one proceeds order by order in perturbation theory, which gives only positive powers of $\log p^{2}$ (corresponding to $1^{2,1,-n}$ ), or whether one uses the renormalization group to sum powers of $\log p^{2}$ into running coupling constant factors (see Sec. IV.C below), giving the more general integral of Eq. (3.18).

## C. An application: the stress tensor trace anomaly in gauge theories

As an application of dimensional regularization, let us derive, to one-loop order, the flat space-time stress tensor trace anomaly in QED $\frac{1}{2}$. In spinor quantum electrodynamics, the symmetrized stress energy tensor is given by

$$
\begin{align*}
T_{\mu \nu}= & \frac{1}{4} \eta_{\mu \nu} F_{\lambda \sigma} F^{\lambda \sigma}-F_{\lambda \mu} F_{\nu}^{\lambda} \\
& +\frac{i}{4}\left[\bar{\psi}\left(\gamma_{\nu} D_{\mu}+\gamma_{\mu} D_{\nu}\right) \psi-\bar{\psi}\left(\bar{D}_{\mu} \gamma_{\nu}+\bar{D}_{\nu} \gamma_{\mu}\right) \psi\right], \\
D_{\mu}= & \partial_{\mu}+i e_{0} A_{\mu}, \quad \bar{D}_{\mu}=\bar{\partial}_{\mu}-i e_{0} A_{\mu} . \tag{3.20}
\end{align*}
$$

Contracting with $\eta^{\mu \nu}$ and using Eq. (3.2b) and the spinor equation of motion

$$
\begin{align*}
& i \gamma^{\mu} D_{\mu} \psi=m_{0} \psi  \tag{3.21}\\
& -i \bar{\psi} \bar{D}_{\mu} \gamma^{\mu}=m_{0} \bar{\psi},
\end{align*}
$$

we get

$$
\begin{equation*}
T_{\mu}^{\mu}=-2(2-\omega) \frac{1}{4} F_{\lambda_{\sigma}} F^{\lambda \sigma}+\bar{\psi} m_{0} \psi \tag{3.22}
\end{equation*}
$$

Although the first term on the right-hand side of Eq(3.22) is proportional to $2-\omega$, it cannot be dropped as $\omega \rightarrow 2$ because the factor $F_{\lambda_{0}} F^{\lambda \sigma}$ contains a pole series in $(2-\omega)^{-1}$. To exhibit these poles explicitly, Eqs.
(2.24) - (2.26) and Eq. (3.11) are used to write

$$
\begin{align*}
& F_{\lambda \sigma} F^{\lambda \sigma}=Z_{e}^{-1} F_{\lambda \sigma}^{r} F^{r l_{\sigma}} \\
& Z_{e}=1+\frac{\alpha_{0}}{3 \pi} \log M^{2}+O\left(\alpha_{0}^{2}\right) \\
& \quad \leftrightarrow 1+\frac{\alpha_{0}}{3 \pi} \frac{1}{2-\omega}+O\left(\alpha_{0}^{2}\right)  \tag{3.23}\\
& Z_{*}^{-1}=1-\frac{\alpha_{0}}{3 \pi} \frac{1}{2-\omega}+\left|\frac{\alpha_{0}}{3 \pi}\right|^{2} \frac{1}{(2-\omega)^{2}}+\cdots
\end{align*}
$$

where we have worked to one-loop order in the photon proper self-energy, and to iterated one-loop order in $Z_{e}^{-1}$. Substituting Eq. (3.23) into the first term of Eq. (3.22), we get (in the limit as $\omega \rightarrow 2$ )

$$
\begin{align*}
-2(2-\omega) Z_{*}^{-1}= & \frac{2 \alpha_{0}}{3 \pi} \left\lvert\, 1-\frac{\alpha_{0}}{3 \pi} \frac{1}{2-\omega}\right. \\
& \left.+\left|\frac{\alpha_{0}}{3 \pi}\right|^{2} \frac{1}{(2-\omega)^{2}}+\cdots \right\rvert\, \\
& =\frac{2 \alpha_{0}}{3 \pi} Z_{e}^{-1}=\frac{2 \alpha}{3 \pi}, \quad \alpha=\frac{e^{2}}{4 \pi} \tag{3.24}
\end{align*}
$$

Hence to one-loop order the stress energy tensor trace is

$$
\begin{equation*}
T_{\mu}^{\mu}=\frac{2 \alpha}{3 \pi} \frac{1}{4} F_{\lambda \sigma}^{\prime} F^{r \lambda \sigma}+\bar{\psi} m_{0} \psi . \tag{3.25}
\end{equation*}
$$

The first term on the right-hand side, found by Coleman and Jackiw (1971), Crewther (1972), and Chanowitz and Ellis (1972, 1973), would be lost if one naively used the equations of motion without attention to regularization, and is called the trace anomaly. The derivation given above can be generalized to all orders in perturbation theory (Adler, Collins, and Duncan, 1977; Nielsen, 1977) and yields

$$
\begin{equation*}
T_{\mu}^{\mu}=\frac{2 \beta(e)}{e} \frac{1}{4}\left(F_{\lambda \sigma} F^{\lambda \sigma}\right)^{r}+[1+\delta(e)]\left(\bar{\psi} m_{0} \psi\right)^{r}, \tag{3.26}
\end{equation*}
$$

with $\beta$ and $\delta$ finite functions of $e$ which are defined through the renormalization group, and with the splitting of $T_{\mu}^{\mu}$ into the two terms on the right-hand side made unique by the specification of certain zero momentum-transfer matrix elements of the composite operators ( $F_{\lambda \sigma} F^{\lambda \sigma}$ ) and $\left(\bar{\psi} m_{0} \psi\right)^{r}$. The analogous formula for QCD lobtained by Collins, Duncan, and Joglekar, 1977 and Nielsen, 1977) reads ${ }^{12}$

$$
\begin{equation*}
T_{\mu}^{\mu}=\frac{2 \beta(g)}{g} \frac{1}{4}\left(F_{\lambda \sigma}^{i} F^{(\lambda \sigma}\right)^{\gamma}+[1+\delta(g)]\left(\bar{\psi} m_{0} \psi\right)^{r} . \tag{3.27}
\end{equation*}
$$

For a pure $S U(n)$ gauge theory with no quarks, the second term on the right-hand side is absent, and the trace anomaly formula simplifies to
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$$
\begin{equation*}
T_{\mu}^{\mu}=\frac{2 \beta(g)}{g} \frac{1}{4}\left(F_{\lambda \sigma}^{\prime} F^{l \lambda \sigma}\right) . \tag{3.28}
\end{equation*}
$$

\]

Equation (3.28) will play an important role in the analysis, given in Sec. V.D below, of $G_{i o d}^{-1}$ and $\Lambda_{\text {ind }}$ in an $\mathbf{S U}(n)$ gauge theory.

## IV. SYMMETRY BREAKDOWN

## A. Modals with elementary acalars

Spontaneous symmetry breaking plays a crucial role in constructing gauge theory models, since it permits generation of the gauge boson masses needed to get realistic low-energy effective actions, while preserving the ultraviolet cancellations which guarantee renormalizability. The simplest model exhibiting spontaneous symmetry breaking is the scalar $\varphi^{4}$ fieid theory of Eq. (2.4),

$$
\begin{align*}
& \mathscr{P}=T-V \\
& T=\frac{1}{2}\left(\partial_{0} \varphi\right)^{2} \\
& V=\frac{1}{2}\left(\partial_{i} \varphi\right)^{2}+\frac{1}{2} m_{0}^{2} \varphi^{2}+\frac{1}{4} \lambda_{0} \varphi^{4} . \tag{4.1}
\end{align*}
$$

For constant $\varphi$, the potential $V$ reduces to

$$
\begin{equation*}
V(\varphi)=\frac{1}{2} m_{0}^{2} \varphi^{2}+\frac{1}{4} \lambda_{0} \varphi^{4}, \tag{4.2}
\end{equation*}
$$

and has the behavior sketched in Fig. 1. In the conventional case $m_{0}^{2}>0$, the potential has a single stable minimum at $\varphi=0$, as shown in Fig. 1(a). However, when the sign of $m_{0}^{2}$ is reversed to $m_{0}^{2}<0$, the extremum


FIG. 1. (a) Potential $\boldsymbol{V}$ of Eq. (4.2), for $m_{0}^{2}>0$. (b) Potential $V$ of Eq. (4.2), for $m_{0}^{2}<0$.
at $\varphi=0$ becomes unstable, and $V$ develops a pair of stable minima at

$$
\begin{align*}
& \varphi= \pm \bar{\varphi}  \tag{4.3}\\
& \phi=\left(-m_{0}^{2} / \lambda_{0}\right)^{1 / 2}
\end{align*}
$$

as shown in Fig. 1(b). Either the minimum at $\varphi=\Phi$ or the minimum at $\varphi=-\bar{\varphi}$ can be used as the zeroth-order approximation in a perturbation expansion, by making a shift

$$
\begin{equation*}
\Phi= \pm \bar{\varphi}+\boldsymbol{\varphi}^{\prime} \tag{4.4}
\end{equation*}
$$

and taking $\varphi^{\prime}$ as the new field variable. Mixing between the two configurations is not possible, because in the limit of an infinite space-time volume, they are separated by an infinite quantum-mechanical tunneling barrier. Thus the discrete $\varphi \leftrightarrow-\varphi$ symmetry of the Lagrangian is broken by the choice of one of the two classical minima as the quantum mechanical vacuum state.

The simplest field theory model in which a continuous symmetry is broken is obtained by making $\varphi$ a complex scalar field

$$
\begin{equation*}
\varphi=\varphi_{1}+i \varphi_{2} \tag{4.5}
\end{equation*}
$$

with Lagrangian density

$$
\begin{equation*}
\mathscr{C}=\frac{1}{2} \partial_{\mu} \varphi \partial^{\mu} \varphi^{*}-\frac{1}{2} m_{0}^{2} \varphi^{*} \varphi-\frac{1}{4} \lambda_{0}\left(\varphi^{*} \varphi\right)^{2} . \tag{4.6}
\end{equation*}
$$

When $m_{0}^{2}<0$ the potential $V$ has the behavior sketched in Fig. 2, and a suitable quantum-mechanical vacuum is obtained by making the shift

$$
\begin{equation*}
\varphi \rightarrow \bar{\varphi}+\varphi^{\prime} \tag{4.7a}
\end{equation*}
$$

with $\bar{\Phi}$ any complex constant scalar satisfying

$$
\begin{equation*}
|\Phi|^{2}=-m_{0}^{2} / \lambda_{0} \tag{4.7b}
\end{equation*}
$$

In this case a continuous symmetry is broken, and the excitation $\varphi^{\prime}$ which generates an infinitesimal rotation of $\boldsymbol{\phi}$ is a zero-mass Goldstone mode. When the complex scalar field of Eqs. (4.5)-(4.6) is minimally coupled to a spin-1 gauge field, the zero-mass mode decouples from the physical degrees of freedom, and the spin- 1 field be-


FIG. 2. Potential $V$ in the complex scalar model, obtained by substituting $\Phi^{2} \rightarrow \varphi^{*} \varphi$ in Eq. (4.2). The curve shows an arbitrary section $\operatorname{lm}\left(\varphi e^{i \theta}\right)=0$ of the potential surface, $0 \leq \theta<2 \pi$, plotted vs Re( $\left.\varphi e^{1 \theta}\right)$.
comes massive. This is the so-called Higgs mechanism, which is used in the Weinberg-Salam model to generate intermediate vector boson masses. (For a detailed pedagogical review of these ideas and full references, see Bernstein, 1974).

The suggestion of linking spontaneous scale symmetry breaking with generation of the gravitational constant first appeared in the context of scalar meson models [see Fujii (1974), Englert, Truffin, and Gastmans (1976), Minkowski (1977), Chudnovsky (1978), Matsuki (1978), Smolin (1979), Zee (1979), Linde (1979, 1980) and Nieh (1982)]. The basic mechanism of the above-cited papers is to start from a Lagrangian density of the form

$$
\begin{equation*}
\mathscr{S}=\epsilon \Phi^{2} R+T-V\left(\Phi^{2}\right), \tag{4.8}
\end{equation*}
$$

with $V$ a symmetry-breaking potential as in Eq. (4.2). In the unstable symmetric phase $\bar{\varphi}=0$ there is no order- $R$ term in $\mathscr{F}$, but in the stable broken-symmetry phase with $\bar{\varphi}^{2}=-m_{0}^{2} / \lambda_{0}$ an induced gravitational action is generated with

$$
\begin{equation*}
\frac{1}{16 \pi G_{i n d}}=\varepsilon \bar{\varphi}^{2} . \tag{4.9}
\end{equation*}
$$

In such models, since both scalar fields and dimensional parameters ( $m_{0} \neq 0$ ) appear, the induced gravitational constant is not calculable ${ }^{13}$; $E$ is an additional curved space-time parameter of the theory which is not determined by the flat space-time renormalized parameters (Brown and Collins, 1980).

## B. Dynamical symmatry breaking: <br> the renormalization group

In asymptotically free gauge theories
In order to get a calculable and nonvanishing induced gravitational constant, we must turn our attention to field theory models with dynamical scale-invariance breaking. Such theories, by definition, are formally scale invariant at the classical Lagrangian or treeapproximation level, but exhibit spontaneous scaleinvariance breaking as a result of quantum corrections in one- or higher-loop order. There are two reasonably well understood mechanisms by which dynamical scaleinvariance breaking can occur. The first, which will be discussed in this section, is through the renormalization process itself, in infrared-singular thoories such as unbroken non-Abelian gauge theories. The second, which will be described in Sec. IV.C below, is through the generation of a mass gap and a fermion pair condensate in relativistic versions of the Bardeen-Cooper-Schrieffer (BCS, 1957) theory of superconductivity. The two mechanisms are not really disjoint, and both are believed to be operative in non-Abelian gauge theories. This fact and some

[^171]further gauge theory-superconductor analogies are discussed briefly in Sec. IV.D. The material which follows has been organized so that the reader who wishes to proceed most directly to the gravitational applications of Secs. V and VI can do so after reading Sec. IV.B alone.

The most important class of field theory models exhibiting dynamical spontaneous scale-invariance breaking are asymptotically free gauge theories [see 't Hooft (unpublished), Gross and Wilczek (1973), and Politzer (1973)]. Consider an SU(n) non-Abelian gauge field coupled to $\boldsymbol{N}_{\boldsymbol{f}}$ massless fermions in the fundamental representation, as is described, for example, by $\mathscr{L}_{\mathrm{QCD}}$ of Eq. (2.12) with $m_{0}=0$ and with $\psi$ replicated $N_{f}$ times. In tree approximation this theory contains no dimensional parameters, and so scale invariance is unbroken; moreover, since there are no scalar fields, all of the conditions of the theorems of Sec. II are satisfied. Let us now consider the effect of quantum corrections to the treeapproximation theory. When radiative corrections are included, the coupling constant $g$ appears in calculations through the running coupling constant

$$
\begin{equation*}
g^{2}\left(-q^{2}\right)=\frac{g^{2}\left(\mu^{2}\right)}{1+\frac{1}{2} b_{0} g^{2}\left(\mu^{2}\right) \log \left(-q^{2} / \mu^{2}\right)+\cdots} \tag{4.10}
\end{equation*}
$$

with $q^{2}$ the four-momentum squared, $\mu^{2}$ an arbitrary subtraction point, and $g^{2}\left(\mu^{2}\right)$ the value of the coupling constant at $-q^{2}=\mu^{2}$. The appearance of the subtraction mass $\mu^{2}$ is necessitated by the fact that radiative corrections to massless gauge theories are highly infrared divergent, making it impossible to introduce a renormalized coupling parameter by specifying the value of $g^{2}$ at $q^{2}=0$, as is done in the more familiar case of quantum electrodynamics. The parameter $b_{0}$ is determined by one-loop radiative corrections to be

$$
\begin{equation*}
b_{0}=\frac{1}{8 \pi^{2}}\left|\frac{11}{3} n-\frac{2}{3} N_{f}\right| \tag{4.11}
\end{equation*}
$$

and is positive, provided that $N_{f}$ is not too large. When $b_{0}$ is positive, Eq. (4.10) shows that the running coupling vanishes at large four-momentum squared, and the theory in this case is said to be asymptotically free.

Let us examine the structure of Eq. (4.10) in the approximation in which only one-loop radiative corrections are retained, while the higher-loop contributions to the running coupling constant, denoted by ..., are neglected. (As discussed in Appendix B.1, there is a well-defined sense in which a one-loop analysis is exact.) Evaluating Eq. (4.10) at $-q^{2}=\mu_{1}^{2}$, we get

$$
\begin{align*}
\frac{1}{g^{2}\left(\mu_{1}^{2}\right)}-\frac{1}{g^{2}\left(\mu^{2}\right)} & =\frac{1}{2} b_{0} \log \left|\frac{\mu_{1}^{2}}{\mu^{2}}\right| \\
& \Rightarrow \frac{1}{g^{2}\left(\mu_{1}^{2}\right)}-\frac{1}{2} b_{0} \log \mu_{1}^{2} \\
& =\frac{1}{g^{2}\left(\mu^{2}\right)}-\frac{1}{2} b_{0} \log \mu^{2} \tag{4.12}
\end{align*}
$$

showing that the scale mass $\mathbb{N}(g(\mu), \mu)$ defined by

$$
\begin{equation*}
W(g(\mu), \mu)=\mu e^{-1 /\left\{b_{0} r^{2}\left(\mu^{2}\right)\right]} \tag{4.13}
\end{equation*}
$$

is subtraction-point independent. In technical terminology, the scale mass $\mathcal{N}(g(\mu), \mu)$ is said to be renormalization group ${ }^{14}$ invariant to one-loop order, since it is left unchanged to this order by transformations of the renormalization point $\mu^{2}$ and the renormalized coupling constant $g^{2}\left(\mu^{2}\right)$. When radiative corrections to all orders are kept, Eq. (4.13) generalizes to (Gross and Neveu, 1974; Lane, 1974a)

$$
\begin{equation*}
\mathcal{N}(g(\mu), \mu)=\mu e^{-\int^{(\varphi)}\left(\sigma^{\prime} / \beta g^{\prime}\right)}, \tag{4.14}
\end{equation*}
$$

with

$$
\begin{equation*}
B(g)=-\frac{1}{2} b_{0} g^{3}+O\left(g^{5}\right) \tag{4.15}
\end{equation*}
$$

the function appearing in the trace anomaly formula of Eq. (3.27), and again $\mathscr{H}(g, \mu)$ is said to be renormalization group invariant. An alternative, and frequently used, way of specifying that has the functional form of Eq. (4.14) is obtained by requiring that $\mathcal{H}$ satisfy the Callan (1970)-Symanzik (1970) differential equation

$$
\begin{equation*}
\left|\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}\right| \mu(g, \mu)=0 . \tag{4.16}
\end{equation*}
$$

Let us now apply the above analysis to determine the structure of physically observable parameters, such as effective action parameters. Since observables must be subtraction-point independent, they can depend on $\mu$ only through the scale mass $\mathscr{H}(g, \mu)$, and so we get the following important result:

Theorem [Gross and Neveu (1974)]. Any physical parameter $P(g, \mu)$ which has canonical dimension $d_{P}$ in the accounting of Sec. II.A must be equal to $[\mathcal{N}(g, \mu)]^{d_{P}}$ up to a calculable number,

$$
\begin{equation*}
P(g, \mu)=\text { calculable number } \times[\mathscr{A}(g, \mu)]^{d_{f}} . \tag{4.17}
\end{equation*}
$$

Equivalently, $P(g, \mu)$ must satisfy the homogeneous renormalization group equation

$$
\begin{equation*}
\left|\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}\right| P(g, \mu)=0 \tag{4.18}
\end{equation*}
$$

which for a quantity of canonical dimension $d_{P}$ implies Eq. (4.17).

According to this theorem, it is the dimensional scale mass $\mathbb{H}$, rather than the dimensionless (but subtractionpoint dependent) renormalized coupling $g^{2}\left(\mu^{2}\right)$, which in asymptotically free gauge theories plays a role analogous to that played by the renormalized fine-structure constant $\alpha$ in quantum electrodynamics. In other words, the renormalization process has replaced a one-parameter family of unrenormalized theories, characterized by their values of the dimensionless unrenormalized gauge coupling $\mathrm{g}_{0}$, by a one-parameter family of renormalized

[^172]theories, characterized by their values of the dimensionone scale mass $\mathscr{H}(g, \mu)$. This change in dimensionality of the effective parameter, when radiative corrections are included, clearly implies that there has been a dynamical breaking of scale invariance. The general phenomenon is called dimensional transmutation, after Coleman and Weinberg (1973), who discovered similar behavior in massless QED 0 (a theory which, like the massless nonAbelian gauge theory, is highly infrared divergent.)

## C. Dynamical symmetry breaking: relativistic generalizations of the superconductor gap equation

Historically, the earliest suggestion that dynamical symmetry breaking plays an important role in particle physics was contained in the classic paper of Nambu and Jona-Lasinio (1961), who proposed a model for nucleon mass generation ${ }^{15}$ based on an analogy with the BCS theory of superconductivity. ${ }^{16}$ The Nambu-JonaLasinio model starts from a Lagrangian containing massless, interacting fermions, and then sets up a selfconsistent equation for the dynamically generated fermion mass in analogy with the "gap equation" of superconductivity. In this section, I give a very schematic account of the basic approximation method used in the BCS and Nambu-Jona-Lasinio models, and show that it gives a dynamical version of the tree-approximation model for symmetry breaking described in Sec. IV.A.

Let us consider a fermion with bare propagator $G_{0}^{-1}$, proper self-energy part $\Sigma$, and full propagator $G^{-1}$, related to one another as usual by

$$
\begin{equation*}
G^{-1}=G_{0}^{-1}-\Sigma \tag{4.19}
\end{equation*}
$$

Assuming the fermions interact through a potential $V$, a simple self-consistent approximation for the proper selfenergy is obtained by truncating the Dyson equation for $\Sigma$ to include only the lowest-order skeleton diagram ilIustrated in Fig. 3. This gives

$$
\begin{align*}
\Sigma & =\int V G \\
& =\int V\left(G_{0}^{-1}+\Sigma\right)\left[G_{0}^{-2}-\Sigma^{2}\right]^{-1} \tag{4.20}
\end{align*}
$$

where $\int$ indicates symbolically a surnmation or integration over intermediate state (closed loop) variables. In models with dynamical symmetry breaking, the unbroken symmetry of the classical Lagrangian can be shown to

[^173]$\Sigma=$


FIG. 3. Truncated Dyson equation for the self-energy part. The dashed line and dots denote the potential $V$ in the BCS case, or the photon propagator and emission and absorption vertices in the JHW model case. The heavy line denotes a full electron propagator $G=\left(G_{0}^{-1}-\Sigma\right)^{-1}$, giving a nonlinear integral equation (the gap equation) for $\Sigma$.
imply that

$$
\begin{equation*}
\int V G_{0}^{-1}\left[G_{0}^{-2}-\Sigma^{2}\right]^{-1}=0 \tag{4.21}
\end{equation*}
$$

Substituting Eq. (4.21) into Eq. (4.20) then gives the general form of the "gap equation" for $\Sigma$,

$$
\begin{equation*}
\Sigma=\int V \Sigma\left[G_{0}^{-2}-\Sigma^{2}\right]^{-1} \tag{4.22}
\end{equation*}
$$

Equation (4.22) always has a trivial solution $\Sigma=0$, analogous to the trivial root $\varphi=0$ of the equation

$$
\begin{equation*}
0=V^{\prime}(\varphi)=\varphi\left(m_{0}^{2}+\lambda_{0} \varphi^{2}\right) \tag{4.23}
\end{equation*}
$$

which governs the vacuum structure of the scalar meson model discussed in Sec. IV.A. However, when $V$ has the (attractive) sign for which dynamical symmetry breaking occurs, there is also a nontrivial solution to Eq. (4.22), corresponding symbolically to the root of

$$
\begin{equation*}
1=\int V\left[G_{0}^{-2}-\Sigma^{2}\right]^{-1} \tag{4.24}
\end{equation*}
$$

and analogous to the symmetry-breaking roots $\varphi= \pm \Phi$ of Eq. (4.23).

To solve Eq. (4.24) explicitly in the case of the BCS model, we make substitutions appropriate to the nonrelativistic kinematics of the superconductor problem [see Schrieffer (1964)],

$$
\begin{align*}
& \int=i \int \frac{d k_{0}}{\pi} \int d^{3} k \\
& G_{0}^{-2}=k_{0}^{2}-\left(k^{2}-k_{F}^{2}\right)^{2}+i \varepsilon  \tag{4.25}\\
& \Sigma^{2}=\Delta^{2}
\end{align*}
$$

where $k_{F}$ is the Fermi momentum, and we carry out the $k_{0}$ integration. Equation (4.24) then yields an algebraic equation for the energy gap characterizing the low-lying electronic excitations in a superconductor,

$$
\begin{equation*}
1=V \int_{\left|k^{2}-k \xi\right|=0}^{\left|k^{2}-k_{F}^{2}\right|-\infty_{D}} d^{3} k \frac{1}{\left[\left(k^{2}-k_{F}^{2}\right)^{2}+\Delta^{2}\right]^{1 / 2}} \tag{4,26}
\end{equation*}
$$

with $\omega_{D}$ the Debye frequency, which serves as an effective ultraviolet cutoff in the BCS model. Because phase space in the neighborhood of the Fermi momentum is effectively one dimensional,

$$
\begin{equation*}
d^{3} k \approx 4 \pi k k^{3} d k \tag{4.27}
\end{equation*}
$$

Eq. (4.26) is logarithmically divergent at the lower limit when $\Delta=0$, and for small $\Delta$ can be approximated by

$$
\begin{equation*}
I=N V \int_{c \Delta}^{\omega_{D}} \frac{d \omega}{\omega}=N V \log \left|\frac{\omega_{D}}{c \Delta}\right| \tag{4.28}
\end{equation*}
$$

with $N$ the density of states at the Fermi surface and $c$ a numerical factor of order unity. Solving Eq. (4.28) for $\Delta$ gives

$$
\begin{equation*}
\Delta=\frac{1}{c} \omega_{D} \exp \left|-\frac{1}{N V}\right| \tag{4.29}
\end{equation*}
$$

showing that the energy gap has a nonperturbative dependence on the interaction strength $V$, with an essential singularity at $V=0$. The detailed analysis of the BCS model shows that the energy gap $\Delta$ is proportional to the ground-state expectation value of a product of creation (or annihilation) operators for two electrons, with opposite momenta lying near the Fermi surface and opposite spins,

$$
\begin{equation*}
\Delta \propto\left\langle\psi_{\mathbf{k},}^{\dagger} \psi_{-\mathbf{k} 1}^{\dagger}\right\rangle_{0,}|\mathbf{k}| \sim k_{F} . \tag{4.30}
\end{equation*}
$$

Thus, the presence of a nonvanishing energy gap in a superconductor implies the existence of a ground-state condensate of correlated electron pairs.

An analogous reduction of Eq. (4.22) (now using relativistic kinematics) can be carried out for the Nambu-Jona-Lasinio model and for its more recent gauge-theoretic extensions, in which the nonrenormalizable local four-fermion interaction used by Nambu and Jona-Lasinio is replaced by a renormalizable interaction mediated by vector meson exchange. [See Johnson, Baker, and Willey (1964), Jackiw and Johnson (1973), Cornwall and Norton (1973), and Lane (1974b).] For definiteness, let us consider the case of the Johnson-BakerWilley (JBW, 1964) model for fermion mass generation in Abelian electrodynamics. These authors consider zero-bare mass spinor electrodynamics [that is, $\mathscr{L}_{\text {QED } 1 / 2}$ of Eq. (2.10), with $m_{0}=0$ ] in the approximation in which all photon self-energy parts are neglected. The dashed line in Fig. 3 then represents a bare photon propagator; thus to leading order of perturbation theory for the vertex parts, the analog of Eq. (4.22) is

$$
\begin{align*}
\Sigma(p) \sim i \alpha_{0} \int & d^{4} k \frac{1}{k^{2}} \Sigma(p-k) \\
& \times\left[(p-k)^{2}-\Sigma(p-k)^{2}\right]^{-1} \tag{4.31}
\end{align*}
$$

where ~ indicates that numerical constants of order unity have been omitted. In addition to the trivial solution $\Sigma=0$, Eq. (4.31) has a nonperturbative solution in which $\boldsymbol{\Sigma}$ has the asymptotic behavior

$$
\begin{equation*}
\Sigma(p) \sim m\left|\frac{m^{2}}{-p^{2}}\right|^{8}, \delta \sim \alpha_{0} \tag{4.32}
\end{equation*}
$$

Equation (4.32) gives self-consistency because

$$
\begin{align*}
i \int d^{4} k \frac{1}{k^{2}} \frac{m}{(p-k)^{2}} & \left|\frac{m^{2}}{-(p-k)^{2}}\right|^{8} \\
& \sim \frac{1}{\delta} m\left|\frac{m^{2}}{-p^{2}}\right|^{8} \sim \frac{1}{\alpha_{0}} \Sigma(p) \tag{4.33}
\end{align*}
$$

which follows from angular averaging and the elementary integral

$$
\begin{equation*}
\int_{A}^{\infty} \frac{d B}{B} B^{-\delta}=\frac{A^{-\delta}}{\delta} . \tag{4.34}
\end{equation*}
$$

The parameter $m$ in Eq. (4.32) is an arbitrary integration constant introduced by the boundary condition

$$
\begin{equation*}
\Sigma\left(p^{2}=-m^{2}\right):=m \tag{4.35}
\end{equation*}
$$

and clearly corresponds to an electron physical mass. We see that as a result of dynamical symmetry breaking a mass scale has appeared in the solution to Eq. (4.31), even though no mass scale appears in the integral equation itself or in the fundamental Lagrangian from which it was derived. The vanishing of $m_{0}$ is mirrored in the fact that $\Sigma(p)$ has a softer ultraviolet behavior

$$
\begin{equation*}
\Sigma(p) \underset{p^{2} \rightarrow \infty}{\rightarrow} 0 \tag{4.36}
\end{equation*}
$$

than would be found if a mass scale were introduced kinematically into the Lagrangian. Such ultraviolet softness (seen also in the discussion of asymptotically free gauge theories in Sec. IV.B above) is a very general feature of field theory models where the mass scale is introduced through dynamical scale-invariance breaking. The detailed analysis of the JBW and other Nambu-Jona-I asinio type models shows that, associated with the generation of a nonvanishing fermion physical mass, the ground state contains a fermionic condensate, this time involving a nonvanishing fermionantifermion expectation value of the form $\langle\bar{\psi} \psi\rangle_{0}$.

## D. Gauge theory-superconductor analogies

Comparing Eq. (4.13) with Eq. (4.29), we see that there is a close similarity between the nonperturbative structure of the gauge theory one-loop scale mass $\mathcal{N}(g, \mu)$ and that of the superconductor energy gap $\Delta$. As was noted in connection with Eqs. (4.26)-(4.28) above, the $e^{-1 / N V}$ form in the superconductor case arises from the effectively one-dimensional phase space near the Fermi surface, which produces a logarithmically divergent one-loop perturbation theory contribution

$$
\begin{equation*}
\int \frac{d^{3} k}{k^{2}-k_{F}^{2}} \sim \int_{k_{F}}^{k_{\max }} \frac{d k}{k-k_{F}} \tag{4.37}
\end{equation*}
$$

Similarly, the $e^{-1 / s^{2}}$ form in the gauge theory case arises from the logarithmic divergence of the one-loop contribution to $g^{2}\left(-q^{2}\right)^{-1}$ at $q^{2}=0$, which in turn comes from the nonvanishing and effectively one-dimensional phase space for a massless particle to decay into two massless particles, as expressed in the identity

$$
\begin{align*}
& \left|\mathbf{k}_{1}\right|\left|\mathbf{k}_{2}\right| \delta^{3}\left(\mathbf{k}-\mathbf{k}_{1}-\mathbf{k}_{2}\right) \delta\left(|\mathbf{k}|-\left|\mathbf{k}_{1}\right|-\left|\mathbf{k}_{2}\right|\right) \\
& =2 \pi \int_{0}^{1} d x \delta^{3}\left(\mathbf{k}_{2}-\mathbf{k} x\right) \delta^{3}\left[\mathbf{k}_{1}-\mathbf{k}(1-x)\right] \tag{4.38}
\end{align*}
$$

To see the effect of Eq. (4.38), let us recall that the $S$ wave phase space for a pair of particles of mass $m$, at center of mass energy $\sqrt{s}$, is

$$
\begin{equation*}
\rho(s)=\left|\frac{s-4 m^{2}}{s}\right|^{1 / 2} \tag{4.39}
\end{equation*}
$$

and vanishes at threshold for $m>0$. However, when $m=0$, Eq. (4.39) reduces to $p(s)=1$, which is nonvanishing at threshold as required by Eq. (4.38). Consequently, the one-loop perturbation-theory integral

$$
\begin{equation*}
\int_{0}^{3} \max \frac{d s^{\prime} p\left(s^{\prime}\right)}{s^{\prime}-q^{2}} \tag{4.40}
\end{equation*}
$$

is logarithmically divergent at $q^{2}=0$.
As suggested by this phase-space analysis, and as discussed in more detail by Gross and Neveu (1974) and Lane (1974a, 1974b), the renormalization group mechanism for dynamical symmetry breaking on the one hand, and the superconductor gap equation mechanism on the other, are really two complementary aspects of the dynamical symmetry breaking which occurs in nonAbelian gauge theories. The gauge theory-superconductor analogy can be carried considerably further. Just as a superconductor contains an electron pair condensate proportional to the energy gap $\Delta$, quantum chromodynamics contains a fermionic condensate $\langle\bar{\psi} \psi\rangle_{0}$ proportional to the third power $\mathbb{N}^{3}$ of the gauge theory scale mass $\mathcal{M}$, and very likely ${ }^{17}$ contains a gluonic condensate $\left\langle F_{\lambda_{0}}^{d} F^{i \lambda \sigma}\right\rangle_{0}$ proportional to $N^{4}$. When a superconductor and its energy gap are perturbed by a weakly varying electromagnetic field, the resulting dynamics is described by the induced effective action of the Ginzburg-Landau theory. ${ }^{16}$ Correspondingly, when a non-Abelian gauge theory and its scale mass are perturbed by a weakly varying metric, the resulting dynamies, as we will see in detail below, is described by an induced effective action of the Einstein-Hilbert form. ${ }^{18}$

## v. INDUCED GRAVITATIONAL AND COSMOLOGICAL CONSTANTS FOR MATTER THEORIES <br> ON A BACKGROUND MANIFOLD

## A. Path-integral derivation of formulas for $\boldsymbol{G}_{\text {ind }}^{\text {in }}$ and Aind

From the viewpoint of the theorem of Gross and Neveu discussed in Sec. IV.B, the induced gravitational

[^174]constant $\boldsymbol{G}_{\text {ind }}^{-1}$ and cosmological constant $\Lambda_{\text {ind }}$ of a gauge field theory are simply physical parameters of canonical dimension two, defined through the response of the gauge field system to local perturbations in the spacetime metric. This suggests that it should be possible to take formal derivatives with respect to deviations of the metric $\boldsymbol{g}_{\mu \nu}$ from the Minkowski metric $\boldsymbol{\eta}_{\mu n}$ thereby extracting expressions for $G_{\text {ind }}$ and $\Lambda_{\text {ind }}$ in terms of flat space-time vacuum expectation values. Such an analysis will be carried out in this section, using the metric and curvature conventions of Misner et al. (1970).

The starting point of the derivation is the basic definition of the gravitational effective action given in Eq. (2.40) above,

$$
\begin{equation*}
e^{i S_{\mathrm{err}}\left(\delta_{\mu v}\right]}=\int d\{\phi\} e^{\left|S[\mid \phi] \cdot \Sigma_{\mu v}\right|} \tag{5.1}
\end{equation*}
$$

with

$$
\begin{align*}
S_{e f f}\left[g_{\mu v}\right]=\int d^{4} x \sqrt{-g^{\prime}} & \left\lvert\, \frac{1}{16 \pi G_{i n d}}\left(R-2 \Lambda_{i n d}\right)\right. \\
& +O\left[\left(\partial_{2} g_{\mu v}\right)^{4}\right] \mid \tag{5.2a}
\end{align*}
$$

$$
S\left[|\phi|, g_{\mu v}\right]=\int d^{4} x \bar{x}\left[|\phi|, g_{\mu v}\right],
$$

$$
\begin{equation*}
\overline{\mathscr{F}}\left[|\phi|, g_{\mu v}\right] \equiv \sqrt{-g} \mathscr{\mathscr { C }}\left[|\phi|, g_{\mu v}\right] . \tag{5.2b}
\end{equation*}
$$

I will assume that the microscopic action density $\overline{\mathscr{L}}$ is a function of the metric and its first and second derivatives,

$$
\begin{equation*}
\overline{\mathscr{L}}\left[\{\phi], g_{\mu v}\right]=\mathscr{L}\left(\{\phi\}, g_{\mu v}, \partial_{\lambda} g_{\mu v}, \partial_{\lambda} \partial_{a} g_{\mu v}\right) \tag{5.3}
\end{equation*}
$$

making the derivation general enough to encompass the case, discussed in Sec. VI below, where the metric itself (and not just the matter fields $\{\phi\}$ ) is path integral quantized. To proceed, let us calculate the conformal variation of Eq. (5.1) around a general background metric. This is done by acting on the left- and right-hand sides with the differential operator $2 g_{\mu \nu}(y) \delta / \delta g_{\mu \nu}(y)$, where $y$ is an arbitrary space-time point which will shortly be chosen as the origin, and then dividing by $i \exp \left(i S_{\mathrm{eff}}\right)$. Inserting the expansion of Eq. (5.2a) in the left-hand side gives

$$
\begin{equation*}
2 g_{\mu \nu}(y) \frac{\delta}{\delta g_{\mu \nu}(y)} \int d^{4} x \sqrt{-g}\left|\frac{1}{16 \pi G_{m d}}\left(R-2 \Lambda_{\text {ind }}\right)+O\left[\left(\partial_{\lambda} g_{\mu \nu}\right)^{4}\right]\right|=\frac{\int d\{\phi] e^{\left\langleS \left(|\phi| \cdot x_{\mu \nu} i^{i}\right.\right.} 2 g_{\mu \nu}(y) \frac{\delta}{\delta g_{\mu \nu}(y)} \int d^{4} x \overline{\mathscr{L}}}{\int d\{\phi] e^{\left(S[\mid \phi) \cdot x_{\mu \nu} \mid\right.}} . \tag{5.4a}
\end{equation*}
$$

where the quantities $g_{\mu v}, \overline{\mathscr{P}}, R$ inside the $x$-integral are values at space-time point $x$, and where the functional integral $\int d\{\phi]$ is still an integration over the values of the matter fields at all space-time points,

$$
\begin{equation*}
\left.\int d \mid \phi\right]=\prod_{z} \int d\{\phi(z)] \tag{5.4b}
\end{equation*}
$$

Equation (5.4a) can be evaluated using standard formulas for the first variations (with $T^{\mu \nu}$, as before, the renormalized matter stress-energy tensor),

$$
\begin{align*}
& \delta \sqrt{-g}=\frac{1}{2} \sqrt{-g} g^{\mu \nu} \delta g_{\mu \nu}, \\
& \delta \sqrt{-g} R)=-\sqrt{-g}\left(R^{\mu v}-\frac{1}{2} g^{\mu v} R i \delta g_{\mu v}\right. \\
& \quad \quad \text { +total derivatives , }  \tag{5.5}\\
& \begin{aligned}
\delta \overline{\mathscr{L}}=\frac{1}{2} \bar{T}^{\mu \nu} \delta g_{j \nu} \\
\bar{T}^{\mu v} \equiv \sqrt{-g} T^{\mu \nu}
\end{aligned} \\
& =2\left|\frac{\partial \overline{\mathscr{L}}}{\partial g_{\mu v}}-\partial_{\lambda} \frac{\partial \overline{\mathscr{L}}}{\partial\left(\partial_{\lambda} g_{\mu \nu}\right)}+\partial_{\lambda} \partial_{\sigma} \frac{\partial \overline{\mathscr{L}}}{\partial\left(\partial_{\lambda} \partial_{\sigma} g_{\mu \nu}\right)}\right| \tag{5.6}
\end{align*}
$$

Substituting these, and defining the point $y$ to be the origin 0 in order to simplify the subsequent formulas, we get

$$
\begin{align*}
& \frac{1}{8 \pi G_{\text {ind }}}\left[R(0)-4 \Lambda_{\mathrm{ind}}\right]+O\left[\left(\partial_{\lambda} g_{\mu \nu}\right)^{4}\right] \\
&=\frac{\int d[\phi] e^{\left(S\left(|\phi| .8_{\mu v}\right]\right.} \widetilde{T}\left[g_{\mu v v} 0\right]}{\int d\{\phi] e^{\left[S| | \phi \mid \cdot g_{\mu v}\right]}} \tag{5.7}
\end{align*}
$$

with $\bar{T}\left[g_{\mu \nu}, x\right]$ the stress-energy tensor trace functional deflined by

$$
\begin{align*}
& \bar{T}\left[g_{\mu v}, x\right]=\sqrt{-g} T_{\mu}^{\mu} \\
&=2 g_{; \nu v} \left\lvert\, \frac{\partial \overline{\mathscr{L}}}{\partial g_{\mu \nu}}-\partial_{\lambda} \frac{\partial \overline{\mathscr{L}}}{\partial\left(\partial_{\lambda} g_{\mu \nu}\right)}\right. \\
& \left.+\partial_{\lambda} \partial_{0} \frac{\partial \overline{\mathscr{L}}}{\partial\left(\partial_{\lambda} \partial_{\sigma} g_{\mu v}\right)} \right\rvert\, . \tag{5.8a}
\end{align*}
$$

Taking the flat space-time limit of Eq. (5.7) and introducing the abbreviated notation

$$
\begin{equation*}
T(x) \equiv \bar{T}\left[\eta_{\mu v} x\right]=\left.T_{\mu}^{\mu}\right|_{g_{\mu v}=\eta_{\mu v}} \tag{5.8b}
\end{equation*}
$$

we obtain a formula for the induced cosmological term,

$$
\begin{equation*}
-\frac{1}{2 \pi} \frac{\Lambda_{\text {ind }}}{G_{\text {ind }}}=\frac{\int d[\phi] e^{\mid S\left[|\phi| \cdot \eta_{\mu v}\right]} T(0)}{\int d[\phi] e^{\mid S\left[|\phi|, \eta_{\mu v} \mid\right.}} \tag{5.9}
\end{equation*}
$$

In order to extract a formula for the induced gravitational constant, we must take a further metric variation of Eq. (5.7). Since the left-hand side of Eq. (5.7) has no tensor structure, it suffices to specialize ${ }^{19}$ to a metric which around $x=0$ has the conformally flat, constantcurvature form

[^175]\[

$$
\begin{align*}
& g_{\mu v}(x)=\eta_{\mu v}\left[1-\frac{1}{24} R(0) x^{2}+O\left(\nabla R, R^{2}\right)\right] \\
& =\eta_{\mu \nu}+\delta g_{\mu \nu}, \\
& \delta g_{\mu \nu}(x)=-\eta_{\mu v} \frac{1}{24} R(0) x^{2}, x^{2}=\left(x^{\prime}\right)^{2}-\left(x^{0}\right)^{2} . \quad \text { (5.10) } \\
& \text { Varying Eq. (5.7) around a Minkowski background, and } \\
& \text { dropping terms which are higher than second order in } \\
& \text { the expansion in powers of } \partial_{\mu} g_{\mu \nu} \text {, we get } \\
& \delta\left|\frac{1}{8 \pi G_{\mathrm{ind}}}\left[R(0)-4 \Lambda_{\mathrm{ind}}\right]\right|=\frac{1}{8 \pi G_{\mathrm{ind}}} R(0) \\
& =\frac{\int d\{\phi\} e^{\left.i S[\mid \phi], \eta_{\mu \nu}\right]} \delta T\left[g_{j \nu v}, 0\right]}{\int d[\phi] e^{i S\left[|\phi|, \eta_{\mu v}\right]}} \\
& +\frac{\int d\{\phi\} e^{\left[S[\mid \phi], \eta_{\mu v}\right]} T(0) i \int d^{4} \times \delta \overline{\mathscr{L}}}{\int d\{\phi\} e^{i S\left(|\phi|, \eta_{\mu v}\right]}} \text { (ii) } \\
& -\frac{\left.\iint d\{\phi\} e^{\left.i S[\mid \phi\}, \eta_{\mu v}\right]} T(0)\right]\left[\int d\{\phi\} e^{i S\left[\{\phi\}, 1_{\mu v}\right]} i \int d^{4} x \delta \overline{\mathcal{E}}\right]}{\left.\mid \int d\{\phi] e^{\left.i S[\mid \phi], \eta_{\mu v}\right]}\right]^{2}}, \quad \text { (iii) } \tag{5.11}
\end{align*}
$$
\]

Terms (ii) and (iii) on the right-hand side can be evaluated by using Eqs. (5.6), (5.8), and (5.10), which give

$$
\begin{equation*}
i \int d^{4} x \delta \overline{\mathscr{L}}=-\frac{i}{48} R(0) \int d^{4} x x^{2} T(x) \tag{5.12}
\end{equation*}
$$

To evaluate term (i), we note that since $\delta g_{\mu \nu}$ vanishes as $x^{2}$ at $x=0$, the only terms which contribute to $\delta \bar{T}\left[g_{\mu \nu}, 0\right]$ are those in which $\delta g_{\mu \nu}$ is acted on by two derivatives. After a certain amount of algebra, we find

$$
\begin{equation*}
\delta \bar{T}\left[g_{\mu v}, 0\right]=2 R(0) U(0) \tag{5.13}
\end{equation*}
$$

with $U(x)$ the functional defined by

$$
\begin{align*}
U(x)=\frac{1}{12} g_{\mu \nu} g_{\alpha \beta} & \left\lvert\, g_{\lambda \theta} \frac{\partial^{2} \overline{\mathscr{L}}}{\partial\left(\partial_{\lambda} g_{\mu \nu}\right) \partial\left(\partial_{\theta} g_{\alpha \beta}\right)}-2 g_{\theta \phi} \frac{\partial^{2} \overline{\mathscr{L}}}{\partial g_{\mu \nu} \partial\left(\partial_{\theta} \partial_{\phi} g_{\alpha \beta}\right)}+g_{\theta \phi} \partial_{\lambda} \frac{\partial^{2} \mathscr{\mathscr { L }}}{\partial\left(\partial_{\lambda} g_{\mu \nu}\right) \partial\left(\partial_{\theta} \partial_{\phi} g_{(1 \beta}\right)}\right. \\
& -2 g_{\lambda \theta} \partial_{\sigma} \frac{\partial^{2} \mathscr{\mathscr { S }}}{\partial\left(\partial_{\lambda} \partial_{\sigma} g_{\mu \nu}\right) \partial\left(\partial_{\theta g_{\alpha \beta}}\right)}-g_{\theta \phi} \partial_{\lambda} \partial_{\sigma} \frac{\partial^{2} \overline{\mathscr{L}}}{\partial\left(\partial_{\lambda} \partial_{\sigma} g_{\mu \nu}\right) \partial\left(\partial_{\theta} \partial_{\phi} g_{\alpha \beta}\right)}| |_{g_{\mu \nu}=\eta_{\mu \nu}} . \tag{5.14}
\end{align*}
$$

Inserting Eqs. (5.12) - (5.14) into Eq. (5.11) and dividing by $2 \boldsymbol{R}(0)$ gives the desired formula for $\boldsymbol{G}_{\text {ind }}^{-1}$,
$\frac{1}{16 \pi G_{\text {ind }}}=\frac{\int d\{\phi] e^{S\left[|\phi|, \eta_{\mu v}\right]} U(0)}{\int d(\phi) e^{i S\left(|\phi|, \eta_{\mu v}\right]}}$

$$
\begin{equation*}
-\frac{i}{96} \int d^{4} x x^{2}\left|\frac{\int d\{\phi] e^{i S\left[|\phi|, \eta_{\mu \nu}\right]} T(0) T(x)}{\int d\{\phi\} e^{i S\left([\phi], \eta_{\mu v}\right]}}-\frac{\left|\int d\{\phi\} e^{\left.i S\{\mid \phi\}, \eta_{\mu v}\right]} T(0)\right| \mid \int d\left\{\phi\left|e^{\left.i S[\mid \phi], \eta_{\mu v}\right]} T(x)\right|\right.}{\left[\int d\{\phi\} e^{i S\left(|\phi|, \eta_{\mu \nu} \mid\right.}\right]^{2}}\right| \tag{5.15}
\end{equation*}
$$

If we define the subtracted functional $\tilde{T}$ by

$$
\begin{equation*}
\boldsymbol{T}(x)=T(x)-\frac{\int d\{\phi] e^{\left.i S[\mid \phi], \eta_{\mu v}\right]} T(x)}{\int d[\phi] e^{\left.i S[\mid \phi], \eta_{\mu v}\right]}} \tag{5.16}
\end{equation*}
$$

and note that the second term on the right-hand side is a constant, we can rewrite Eq. (5.15) as

$$
\begin{align*}
\frac{1}{16 \pi G_{\text {ind }}}= & \frac{\int d[\phi] e^{\left.i S[\mid \phi], \eta_{\mu \nu}\right]} U(0)}{\int d\{\phi] e^{\left[S\left[\{\phi] \cdot \eta_{\mu v}\right]\right.}} \\
& -\frac{i}{96} \int d^{4} x x^{2} \frac{\int d\{\phi] e^{\left[S\left(1 \phi \mid, \eta_{\mu v}\right]\right.} \tilde{T}(0) \widetilde{T}(x)}{\int d\{\phi\} e^{\left(S\left[|\phi|, \eta_{\mu \nu}\right)\right.}} \tag{5.17}
\end{align*}
$$

Finally, recalling the correspondence (Abers and Lee, 1973) between expectations of functionals and vacuum expectations of time-ordered products of the corresponding operators,

$$
\begin{align*}
& \left\langleA \left(0 \left\rangle_{0}=\frac{\int d\{\phi\} e^{i S\left[|\phi| \cdot \eta_{\mu v}\right]} A(0)}{\int d\{\phi] e^{i S| | \phi\left|, \eta_{\mu v}\right|}},\right.\right.\right.  \tag{5.18}\\
& \langle\mathscr{T}(A(x) B(0))\rangle_{0}=\frac{\left.\int d \mid \phi\right] e^{i S\left[|\phi|, \eta_{\mu \nu}\right\}} A(x) B(0)}{\int d\{\phi] e^{\left[S[\mid \phi] \cdot \eta_{\mu v}\right]}}
\end{align*}
$$

we can rewrite Eqs. (5.9) and (5.15)-(5.17) in the compact form

$$
\begin{equation*}
-\frac{1}{2 \pi} \frac{\Lambda_{i n d}}{G_{i \text { ind }}}=\langle T(0)\rangle_{0}, \tag{5.19a}
\end{equation*}
$$

$$
\begin{align*}
& \frac{1}{16 \pi G_{\text {ind }}}=\langle U(0)\rangle_{0}-\frac{i}{96} \int d^{4} x x^{2}\left[(\mathscr{T}(T(x) T(0))\rangle_{0}\right. \\
&\left.\quad-\langle T(0)\rangle_{0}^{2}\right] \\
&=\langle U(0)\rangle_{0}-\frac{i}{96} \int d^{4} x x^{2}(\mathscr{T}(\tilde{T}(x) \widetilde{T}(0))\rangle_{0} \\
& \tilde{T}(x)=T(x)-\langle T(x)\rangle_{0} . \tag{5.19b}
\end{align*}
$$

As noted above, we have so far carried along some extra generality, which will be needed to discuss the case when the metric is a quantum variable. When the metric is not quantized, the trace functional $\bar{T}\left[g_{\mu \nu}, 0\right]$ depends on derivatives of the metric only ${ }^{20}$ through terms of order $R^{2}$, which come directly from the Lagrangian terms $\mathscr{S}, \mathscr{H}, \mathscr{K}$ of Eq. (2.35). The variations of these terms vanish in flat space-time, and so when the metric is not quantized, the functional $U$ vanishes. Hence for matter theories on a background manifold, Eq. (5.19b) reduces to the form

$$
\begin{equation*}
\frac{1}{16 \pi G_{\text {ind }}}=\frac{--i}{96} \int d^{4} x x^{2}(\mathscr{T}(\tilde{T}(x) \tilde{T}(0)))_{0} \tag{5.20}
\end{equation*}
$$

given by Adler (1980b) and Zee (1981).

## B. Convergence and spectral analysis

From the explicit formula of Eq. (5.20), we can again analyze the conditions for $G_{\text {ind }}^{-1}$ to be calculable. Since Eq. (5.20) is a flat space-time formula, it will be convenient at this point to switch to the Bjorken-Drell (1965) signature convention, in which Eq. (5.20) becomes

$$
\begin{align*}
& \frac{1}{16 \pi G_{\text {ind }}}=\frac{i}{96} \int d^{4} x x^{2}\langle\mathscr{T}(\tilde{T}(x) \tilde{T}(0))\rangle_{0} \\
& x^{2}=\left(x^{0}\right)^{2}-\left(x^{i}\right)^{2} \tag{5.21}
\end{align*}
$$

As discussed in Sec. III above, we define the flat spacetime matter theory by a renormalization procedure based on dimensional regularization, and so Eq. (5.21) is to be interpreted as a dimensional continuation limit

$$
\begin{equation*}
\frac{1}{16 \pi G_{i n d}}=\frac{i}{96} \lim _{\omega \rightarrow 2} \int d^{2 \omega} x x^{2}(\mathscr{T}(\tilde{T}(x) \tilde{T}(0)))_{0}^{\omega} \tag{5.22}
\end{equation*}
$$

where < $\rangle_{0}^{\%}$ denotes the vacuum expectation in the $2 \omega$ dimensional theory. Equation (5.22) will give a calculable $G_{i n d}^{-1}$ if the integral on the right-hand side is regular at $\omega=2$, and as we have seen, the singularity structure in the $\omega$ plane is directly determined by the ultraviolet divergence structure of the dimension-four integral of Eq. (5.21). This can be studied by using the Wilson (1968) operator product expansion of the time-ordered product, ${ }^{21}$
$\left\langle\mathscr{T}(\widetilde{T}(x) \widetilde{T}(0))_{0}=\frac{\left.\hat{\langle } \theta_{0}\right\rangle_{0}}{\left(x^{2}\right)^{\natural}} \times \mathrm{logs}\right.$

$$
\begin{equation*}
+\frac{\left(\theta_{2}\right\rangle_{0}}{\left(x^{2}\right)^{3}} \times \log s+O\left|\frac{1}{\left(x^{2}\right)^{2}}\right| \tag{5.23}
\end{equation*}
$$

[^176]where " $\times$ logs" indicates the presence of power series in $\log x^{2}$, and where $\theta_{0,2}$ are Lorentz-scalar, internal symmetry-invariant operators of canonical dimension 0 and 2, respectively [corresponding to the fact that $\tilde{T}$ has canonical dimension four, and hence the left-hand side of Eq. (5.23) has canonical dimension eight]. When Eq. (5.23) is inserted in Eq. (5.21) the order $\left(x^{2}\right)^{-4}$ terms give formally quadratically divergent integrals, which vanish by the lemma of Eq. (3.18) above, while the order $\left(x^{2}\right)^{-2}$ and higher terms are ultraviolet convergent. However, the order $\left(x^{2}\right)^{-3}$ terms give logarithmically divergent integrals and thus generate poles at $\omega=2$ in the dimensional continuation, unless no operators $O_{2}$ are present in the theory, in which case $G_{\text {ind }}^{-1}$ is calculable. We have therefore recovered the same calculability criterion as was obtained from the dimensional algorithm in Sec. II.D above.

Let us next attempt to put Eq. (5.21) into spectral form, which if possible, would yield information about the sign of $G_{i n d}$. From the standard ${ }^{22}$ spectral analysis for a scalar operator $\varphi$, we have

$$
\begin{equation*}
-i(\mathscr{T}(\varphi(x) \varphi(0))\rangle_{0}=\int_{0}^{\infty} d \sigma^{2} \rho\left(\sigma^{2}\right) \Delta_{F}(x, \sigma) \tag{5.24}
\end{equation*}
$$

with $\rho$ the spectral function defined by ${ }^{23}$
$\left.\rho\left(q^{2}\right)=(2 \pi)^{3} \sum_{n} \delta^{4}\left(p_{n}-q\right)|\langle 0| \Phi(0)| n\right\rangle\left.\right|^{2} \geq 0$,
and with $\Delta_{F}$ the scalar Feynman propagator,

$$
\begin{equation*}
\Delta_{F}(x, \sigma)=\int \frac{d^{4} k}{(2 \pi)^{4}} e^{-i k \cdot x} \frac{1}{k^{2}-\sigma^{2}+i \epsilon} \tag{5.26}
\end{equation*}
$$

Ignoring for the moment questions of convergence, let us set $\varphi=\hat{T}$ in the above formulas and substitute into Eq. (5.21), giving

$$
\frac{1}{16 \pi G_{\text {ind }}}=\frac{1}{96} \int_{0}^{\infty} d \sigma^{2} \rho\left(\sigma^{2}\right)\left[-\int d^{4} x x^{2} \Delta_{F}(x, \sigma)\right]
$$

A simple calculation then shows that

$$
\begin{equation*}
-\int d^{4} x x^{2} \Delta_{F}(x, \sigma)=\left.\frac{\partial^{2}}{\partial k_{\mu} \partial k^{\mu}} \frac{1}{\left(k^{2}-\sigma^{2}\right)}\right|_{k=0}=\frac{-8}{\sigma^{4}} \tag{5.28}
\end{equation*}
$$

and so Eq. (5.27) yields

$$
\begin{equation*}
\frac{1}{16 \pi G_{i n d}}=-\frac{1}{12} \int_{0}^{\infty} d \sigma^{2} \frac{\rho\left(\sigma^{2}\right)}{\sigma^{4}} \tag{5.29}
\end{equation*}
$$

which if correct would imply that $G_{\text {ind }}^{-1}$ has manifestly the wrong sign to give attractive gravitation. However, Eq. (5.29) is valid only if the integral on the right-hand side converges, which requires the vanishing of $\rho\left(\sigma^{2}\right) / \sigma^{2}$ as $\sigma$ becomes infinite. But in gauge theories, we have seen in Sec. III.C above that $\overline{\mathbf{T}}$ contains a trace anomaly

[^177]term proportional to the hard operator $\left[\left(F_{\lambda a}^{i}\right)^{2}\right]^{r}$, as a result of which $\rho\left(\sigma^{2}\right)$ behaves asymptotically as $\sigma^{4}$ $\times$ logs, invalidating the spectral representation of Eq. (5.29). The failure of the spectral representation, as indicated by the quadratic divergence of Eq. (5.29), is just a reflection of the formal quadratic divergence of Eq. (5.22), arising from the leading $\left(x^{2}\right)^{-4}$ term in the operator product expansion of Eq. (5.23).
The breakdown of Eq. (5.29) can also be rephrased in the language of dispersion relations, by defining
\[

$$
\begin{equation*}
\chi\left(k^{2}\right)=\int d^{4} x e^{i k-x}(-i)\langle\mathscr{T}(\tilde{T}(x) \tilde{T}(0))\rangle_{0} \tag{5.30}
\end{equation*}
$$

\]

If $\chi\left(k^{2}\right)-\chi(0)$ obeyed an unsubtracted dispersion relation, then Eq. (5.29) could be derived, but in fact one must make an additional subtraction, as in $\chi\left(k^{2}\right)-\chi(0)-k^{2} \chi^{\prime}(0)$, before getting a quantity which obeys an unsubtracted dispersion relation. Substituting this dispersion relation into Eq. (5.21) then yields $G_{\text {ind }}^{-1} \propto \chi^{\prime}(0)$, which furnishes no a priori information about the sign of $G_{\text {ind }}$. The calculations discussed in the next two sections suggest, in fact, that the sign of $G_{\text {ind }}$ is sensitive to details of the infrared behavior of the matter theory.

## C. Early model calculations of Gind

According to Eq. (5.21), the leading perturbative contributions to $G_{\text {ind }}^{-1}$ are those in which two insertions of the stress-energy tensor trace $T$ are made in connected matter diagrams of low-loop order, as shown in Fig. 4. In theories with dynamical spontaneous symmetry breaking, such as $\operatorname{SU}(n)$ gauge theories, the diagrams of Fig. 4(a) and 4(b) are typically absent and the leading contributions to $G_{\text {ind }}^{-1}$ begin at three-loop order. However, one way of simulating the ultraviolet softening produced by dynamical scale-invariance breaking is to consider a mas-


FIG. 4. Typical diagrams contributing to $G_{\text {ind }}^{-1}$ in (a) one-, (b) two-, and (c) three-loop order, respectively, with the solid lines indicating matter field propagators. In an $\operatorname{SU}(n)$ gauge theory, the contributions of one- and two-loop order vanish, and the perturbation series for $G_{\text {hed }}^{-1}$ begins at three-loop order, with a leading term proportional to $g^{4}$.
sive fermion or scalar meson theory, in which the leading contribution is the one-loop diagram of Fig. 4(a), and to include explicit, finite-mass Pauli-Villars regulators to control the ultraviolet divergences. This calculation has been performed by Sakharov (1975), Akama et al. ${ }^{24}$ (1978), and Zee (1981), and Zee's results in particular were important in motivating the general derivation leading to Eq. (5.21). Zee considers a fermion loop of mass $m_{0}=m$, and by including two Pauli-Villars regulators with mass $m_{1,2}$, finds
$\frac{1}{16 \pi G_{i n d}}=\frac{2 \pi^{2}}{3(2 \pi)^{4}} i$,
$I=\sum_{i=0}^{2} c_{i} m_{i}^{2} \log m_{i}^{2}$, with $\sum_{i=0}^{2} c_{i}=0, \sum_{i=0}^{2} c_{i} m_{i}^{2}=0$.
By some simple algebra, Eq. (5.31) can be rewritten as

$$
\begin{equation*}
I=m_{2}^{2}\left|\frac{m_{1}^{2}-m^{2}}{m_{1}^{2}-m_{2}^{2}}\right| \log \frac{m_{1}^{2}}{m_{2}^{2}}-m^{2} \log \frac{m_{1}^{2}}{m_{2}^{2}} \tag{5.32}
\end{equation*}
$$

an expression which is positive as long as $m^{2}<m_{1,2}^{2}$, but which can change sign when the regulator masses are smaller than $m$, illustrating the sensitivity of the sign of $G_{\text {ind }}^{-1}$ to dynamical details. In order to give the observed magnitude of $G_{\text {ind }}^{-1}$, Eq. (5.31) requires $m \sim m_{\text {Planck }}=1.22 \times 10^{19} \mathrm{GeV}$, suggesting more generally that to get a realistic theory of Einstein gravitation as an induced quantum effect, the physics of dynamical scaleinvariance breaking must take place at energies near the Planck mass.

According to the discussion of Sec. IV.B above, the simplest field theory model which has calculable induced gravitational and cosmological constants is a pure $\operatorname{SU}(2)$ gauge theory. A direct evaluation of Eq. (5.7) has been given in this case by Hasslacher and Mottola (1980), using the approximation of saturating the Euclidean continuation of the functional integral by a dilute gas of instantons. ${ }^{23}$ Their result can be written as

$$
\begin{align*}
& \frac{1}{8 \pi G_{\text {ind }}}\left(R-4 \Lambda_{\text {ind }}\right)+O\left(R^{2}\right) \\
& \quad=\int_{0}^{\rho_{\max }^{(R)}} \frac{d \rho}{\rho^{5}}\left[C_{1}+C_{2} \rho^{2} R+\cdots\right] D(\mu \rho) \tag{5.33}
\end{align*}
$$

where the integral is over the instanton size parameter $\rho$, and where $\rho_{\text {max }}(R)$ symbolically indicates a cutoff on this integration, of unknown form at present, produced by the infrared vacuum structure of the gauge theory. The instanton gas calculation gives a definite expression for the integrand of Eq. (5.33), written as a series expansion in $R$ times the flat space-time instanton density ${ }^{25} D(\mu \rho)$,

[^178]\[

$$
\begin{align*}
& C_{1}=\frac{22}{3}, \\
& C_{2}=-\frac{3}{3}\left(\alpha_{2}+\alpha_{\rho}+\alpha_{g}-\frac{1}{3} \beta\right), \\
& \alpha_{z}=\frac{1}{6}, \quad \alpha_{\rho}=\frac{1}{8} \log \left|\frac{48}{\rho^{2} R}\right|-\frac{7}{24}, \\
& \alpha_{g}=3 \alpha_{\rho}, \quad \beta=\frac{1}{6} . \tag{5.34}
\end{align*}
$$
\]

In Eq. (5.34), $C_{1}$ gives the contribution to the cosmological constant arising from the instanton gas expectation of the trace anomaly of Eq. (3.28), while $C_{2}$ gives the corresponding contribution to the induced gravitational constant, obtained by summing contributions from the various small fluctuation modes around an instanton. Specifically, $\alpha_{2}, \alpha_{\rho}$, and $\alpha_{g}$ are, respectively, the contributions from the translational, dilatational and gauge zero modes, while $\beta$ is the contribution from the nonzero modes. The $\log R$ terms in $\alpha_{\rho}$ and $\alpha_{g}$ arise because these zero modes make a contribution to Eq. (5.21) which is infrared divergent. Since an exact evaluation of the Euclidean continuation of the correlation function $\langle\mathscr{T}(\tilde{T}(x) \tilde{T}(0))\rangle_{0}$ is expected to show an exponential decay law for large separations $x$ (see Sec. V.D below), Eq. (5.21) should in fact be strongly convergent in the infrared. Thus the divergence leading to the presence of $\log R$ in $\alpha_{\rho}$ and $\alpha_{g}$ appears to be an artifact of the dilute instanton gas approximation, and one expects the $R \log R$ terms in the integrand of Eq. (5.33) to be cancelled by corresponding terms in the integration cutoff $\rho_{\text {max }}(R)$ and/or in corrections to the instanton picture, leaving a remainder of order $\boldsymbol{R}$ which is determined by the detailed dynamics of the infrared region. This means that the dilute instanton gas calculation, while demonstrating the existence and ultraviolet finiteness of the induced gravitational action in the gauge theory case, does not yield a quantitative calculation of $\boldsymbol{G}_{\text {ind }}^{-1}$.

## D. A strategy for calculating $\boldsymbol{G}_{\text {ind }}^{-1}$ and $\Lambda_{\text {ind }}$ in an SU(n) gauge theory

Because a pure Yang-Mills theory is the simplest field theory model with dynamical scale-invariance breaking, it would clearly be desirable to carry out quantitative calculations of $G_{\text {ind }}^{-1}$ and $\Lambda_{\text {ind }}$ in this case. I shall outline below a general strategy for doing this, assuming that one can, in principle, make arbitrarily good Monte Car$10^{26}$ evaluations of the various gluon field vacuum expectations which are needed, together with calculations to any finite order of perturbation theory.

Let us begin with the induced cosmological term $\Lambda_{\text {ind }} / G_{\text {ind }}$. Substituting Eq. (5.8b) into Eq. (5.19a) and converting to the Bjorken-Drell metric convention (which was used in the derivation of Sec. III.C), we get

[^179]\[

$$
\begin{equation*}
\frac{1}{2 \pi} \frac{\Lambda_{\mathrm{ind}}}{G_{\mathrm{ind}}}=\left\langle T_{\mu}^{\mu}\right\rangle_{0} \tag{5.35}
\end{equation*}
$$

\]

The vacuum expectation on the right can be expressed in terms of the gluon field strength by using the trace anomaly relation of Eq. (3.28), giving

$$
\begin{equation*}
\left\langle T_{\mu}^{\mu}\right\rangle_{0}=\left\langle\frac{\beta(g)}{2 g}\left(F_{\partial \sigma}^{\prime} F^{\left(\lambda_{0}\right.}\right)^{r}\right\rangle_{0} \tag{5.36}
\end{equation*}
$$

At this point it is convenient to choose a definition of the coupling constant (see Appendix B. 1 for details) for which the one-loop renormalization group structure of Eqs. (4.11)-(4.13) is exact. ${ }^{27}$ Combining Eq. (5.36) with Eqs. (4.11) and (4.15), we then find

$$
\begin{align*}
& \begin{aligned}
\frac{1}{2 \pi} \frac{\Lambda_{\text {ind }}}{G_{\text {ind }}} & =\left\langle T_{\mu}^{\mu}\right\rangle_{0} \\
& =-\frac{1}{8}\left|\frac{11}{3} n-\frac{2}{3} N_{f}\right|\left\langle\frac{\alpha_{s}}{\pi}\left(F_{\lambda \sigma}^{i} F^{i \lambda \sigma}\right)^{r}\right\rangle_{0},
\end{aligned} \\
& \alpha_{s}=\frac{g^{2}}{4 \pi},
\end{align*}
$$

where for a pure $\operatorname{SU}(n)$ Yang-Mills theory one would set $N_{f}=0$. Equation (5.37) expresses the induced cosmological term as a multiple of the extensively studied ${ }^{17}$ gluon pairing amplitude $\left\langle\left\{\alpha_{s} / \pi\right)\left(\left(F_{\lambda_{F}}^{i}\right)^{2}\right)^{r}\right\rangle_{0}$. Since the gluon pairing amplitude has canonical dimension four, it is proportional to the fourth power of the renormalization-group-invariant scale mass $\mathscr{H}$ introduced in Sec. IV.B above,

$$
\begin{align*}
& \left\langle\frac{a_{s}}{\pi}\left(F_{\lambda \sigma}^{\prime} F^{(\lambda \sigma}\right)^{r}\right\rangle_{0}=c \mathscr{N}^{4}  \tag{5.38}\\
& \mathscr{N}=\mu e^{\left.-1 / \lambda b_{o} R^{2}\right)}
\end{align*}
$$

with $c$ a numerical constant of order unity. According to Eq. (5.38), the pairing amplitude has an essential singularity of the form $e^{-4 /\left(b_{0} g^{2}\right)}$ at $g^{2}=0$, and vanishes identically in perturbation theory. This agrees with what would be found by making a Feynman diagram expansion of the left-hand side of Eq. (5.38) and evaluating the formally quartically divergent momentum space integrals by using the lemma of Eq. (3.18).

In order to express Eq. (5.38) directly in terms of an observable quantity, it is customary to introduce the string tension $\sigma$, defined as the coefficient of the asymptotic linear term in the heavy quark-antiquark static potential,

$$
\begin{equation*}
V_{\text {atatic }}(R) \underset{R \rightarrow \infty}{=} \sigma R+O(1) \tag{5.39}
\end{equation*}
$$

Since the string tension has canonical dimension two, it is proportional to the square of $\boldsymbol{N}$,

$$
\begin{equation*}
\sigma=c^{\prime} \mu^{2} \tag{5.40}
\end{equation*}
$$

with $c^{\prime}$ a second numerical constant of order unity. Eliminating $N$ from Eqs. (5.38) and (5.40), we get

[^180]\[

$$
\begin{align*}
& \left\langle\frac{\alpha_{s}}{\# \prime}\left(F_{\lambda \sigma}^{\prime} F^{(\lambda \sigma}\right)^{\prime}\right\rangle_{0}=c^{\prime \prime} \sigma^{2} \\
& c^{\prime \prime}=c /\left(c^{\prime}\right)^{2} \tag{5.41}
\end{align*}
$$
\]

which when substituted into Eq. (5.37) gives a relation between the induced cosmological term and the string tension,

$$
\begin{equation*}
\frac{\Lambda_{\text {ind }}}{G_{\text {ind }}}=-2 \pi \frac{1}{3}\left(\frac{n}{3} n-\frac{2}{3} N_{f}\right) c^{\prime \prime} \sigma^{2} \tag{5.42}
\end{equation*}
$$

Methods for making a Monte Carlo estimate of $c^{\prime \prime}$ in pure $S U(2)$ and $S U(3)$ gauge theories ( $n=2,3 ; N_{f}=0$ ) have been discussed by Kripfganz (1981), by Banks et al. (1981), and by Di Giacomo and Paffuti (1982).

Let us consider next the expression for the induced gravitational constant $G_{i n d}^{-1}$ given in Eq. (5.21), which, we have seen, must be interpreted as a dimensional continuation limit. Again substituting the trace anomaly equation, and defining the coupling constant so that the one-loop renormalization group is exact, we get

$$
\begin{align*}
& \frac{1}{16 \pi G_{\mathrm{ind}}}=\frac{i}{96} \int d^{4} x x^{2} \Psi\left(-x^{2}\right) \\
& \Psi\left(-x^{2}\right) \equiv\langle\mathscr{T}(T(x) T(0))\rangle_{0}-\langle T\rangle_{0}^{2}  \tag{5.43}\\
& T=-\frac{1}{4} b_{0} g^{2}\left(F_{\lambda \sigma}^{\prime} F^{i \lambda \sigma}\right)^{r}
\end{align*}
$$

To evaluate Eq. (5.43) it is convenient to make a Wick rotation to the Euclidean section, which is formally accomplished by making the substitutions $d^{4} x \rightarrow-i d^{4} x$, $x^{2} \rightarrow-x^{2}$, giving

$$
\begin{equation*}
\frac{1}{16 \pi G_{i n d}}=-\frac{1}{96} \int_{E} d^{4} x x^{2} \Psi\left(x^{2}\right) \tag{5.44}
\end{equation*}
$$

In order to devise a practical method for implementing the dimensional continuation limit implicit in Eq. (5.44), ${ }^{28}$ we shall split the integration over the variable $x^{2}=t$ into an ultraviolet (UV) part $0 \leq t \leq t_{0}$, and an infrared (IR) part $t_{0} \leq t<\infty$,

$$
\begin{align*}
& \frac{1}{16 \pi G_{\mathrm{ind}}}=-\frac{\pi^{2}}{96}\left(I_{\mathrm{UV}}+I_{\mathrm{IR}}\right) \\
& I_{\mathrm{UV}}=\int_{0}^{t_{0}} d t t^{2} \Psi(t)  \tag{5.45}\\
& I_{\mathrm{IR}}=\int_{i_{0}}^{\infty} d t t^{2} \Psi(t)
\end{align*}
$$

Let us suppose that the correlation function $\Psi(t)$ has

[^181]been determined to high accuracy by Monte Carlo studies. In the infrared region, $\Psi$ behaves for large $t$ as
\[

$$
\begin{equation*}
\Psi(t) \underset{t \rightarrow \infty}{\sim} e^{-m_{t}+1 / 2} \tag{5.46}
\end{equation*}
$$

\]

with $m_{g}$ a parameter, called the glueball mass, which is related to the string tension by

$$
\begin{equation*}
r_{g}=c_{g} \sigma^{1 / 2}=c_{g}\left(c^{\prime \prime}\right)^{1 / 2} N \tag{5.47}
\end{equation*}
$$

with $c_{g}$ a numerical constant. [Numerica] Monte Carlo estimates of $c_{g}$ for an $S U(2)$ gauge theory, obtained by studying the plaquette-plaquette correlation function, have been given recently by Berg (1981) and by Bhanot and Rebbi (1981).] As a result of the good asymptotic behavior of Eq. (5.46), the infrared integral $I_{\text {IR }}$ of Eq. (5.45) is convergent at $t=\infty$, and can be evaluated by numerical integration. Turning next to the ultraviolet integral $I_{\mathrm{UV}}$, let us write it in the form

$$
\begin{align*}
& I_{\mathrm{UV}}=I_{\mathrm{UV}}^{c}+\Delta \Psi_{\mathrm{UV}} \\
& I_{\mathrm{UV}}^{c}=\int_{0}^{t_{0}} d t t^{2} \Psi_{c}(t) \\
& \Delta I_{\mathrm{UV}}=\int_{0}^{t_{0}} d t t^{2}\left[\Psi(t)-\Psi_{c}(t)\right] \tag{5.48}
\end{align*}
$$

with $\Psi_{c}(f)$ a comparison function chosen so that: (i) the integral $\Delta I_{\mathrm{uv}}$ converges at $t=0$, and hence can be evaluated by numerical integration; and (ii) the dimensional continuation needed to evaluate $I_{\mathrm{UV}}^{\mathbf{G}}$ can be carried out explicitly, leaving a convergent integral which can again be done numerically. The motivation behind the introduction of $\mathbf{Y}_{c}$ is the evident fact that, while discrete methods can be used to evaluate convergent integrals, they cannot be used to make analytic continuations.

The general form required for the comparison function $\Psi_{c}(t)$ can be inferred from the operator product expansion of Eq. (5.23). This expansion can be "improved" by using the renormalization group and asymptotic freedom, which permit a partial resummation of the power series of logarithms in the leading term of Eq. (5.23) into a joint power series in the running coupling constant $g^{2}(i)$ and (since we have made the transformation of Appendix B.1) in its logarithm $\log ^{2}(t)$. Defining the coordinate space running coupling by ${ }^{29}$
$g^{2}(t)=\frac{1}{-\frac{1}{2} b_{0} \log \left(\mu^{2} t\right)}=\frac{g^{2}}{1-\frac{1}{2} b_{0} g^{2} \log \left(\mu^{2} t\right)}$,
we have ${ }^{30}$

[^182]\[

$$
\begin{equation*}
\Psi(t)=C_{\psi} \frac{1}{t^{4}\left(-\log \mathscr{H}^{2} t\right)^{2}}\left|1+\frac{1}{\left(-\log \mathscr{H}^{2} t\right)}\left[a_{10}+a_{11} \log \log \left(\mathscr{A}^{2} t\right)^{-1}\right]+\cdots\right|+O\left(t^{-2}\right) \tag{5.50}
\end{equation*}
$$

\]

The leading term in Eq. (5.50) is proportional to

$$
\begin{equation*}
\frac{1}{\left(-\log w^{2} t\right)^{2}} \propto g^{4}(t), \tag{5.51}
\end{equation*}
$$

because, as seen from Eq. (5.43), the perturbation expansion for $\Psi$ begins in order $g^{4}$; the constant $\mathcal{C}_{\Psi}$ is computed from lowest-order perturbation theory in Appendix B.2, with the result

$$
\begin{equation*}
C_{\psi}=\frac{3 \times 2^{6}}{(2 \pi)^{4}}\left(n^{2}-1\right) \tag{5.52}
\end{equation*}
$$

[The two-loop contribution to the glueball propagator, which gives the coefficients $a_{10}, a_{11}$ in the series of Eq. (5.50), has recently been calculated by Kataev et al. (1982).] No order $t^{-3}$ term is present in the expansion of Eq. (5.50) because of the absence of dimension-two operators $\theta_{2}$, while the order $t^{-2}$ and higher terms make contributions to $I_{\mathrm{UV}}$ which are convergent at $t=0$. Hence it suffices to take as the comparison function $\Psi_{c}$ the leading $t^{-4}$ part of $\Psi(t)$,

$$
\begin{align*}
\Psi_{c}(t)= & C_{\Psi} \frac{1}{t^{4}\left(-\log \mathscr{M}^{2} t\right)^{2}} \\
& \times\left|1+\sum_{n=1}^{\infty} \sum_{m=0}^{n} a_{n m} \frac{\left[\log \log \left(\mathscr{A}^{2} r\right)^{-1}\right]^{m}}{\left(-\log \mathscr{M}^{2} t\right)^{n}}\right| \tag{5.53}
\end{align*}
$$

and to restrict $t_{0}$ by the condition

$$
\begin{equation*}
\boldsymbol{N}^{2} t_{0}<1 \tag{5.54}
\end{equation*}
$$

so that the logarithm $\log \left(\mathscr{M}^{2} t\right)$ does not vanish in the integration range $0 \leq t \leq t_{0}$ of $I_{\mathrm{UV}}^{c}$. Substituting Eq. (5.53) into $\Gamma_{\mathrm{LV}}^{\mathrm{L}}$ and making the change of variable $u=\mathscr{M}^{2} t$ gives

$$
\begin{align*}
& I_{\mathrm{UV}}^{\epsilon}=C_{\Psi} \mathscr{N}^{2} \int_{0}^{u_{0}} \frac{d u}{u^{2}} \frac{\Theta(u)}{(\log u)^{2}}, u_{0}=\mathbb{M}^{2} r_{0} \\
& \Theta(u)=1+\sum_{n=1}^{\infty} \sum_{m=0}^{n} a_{n m} \frac{\left(\log \log u^{-1}\right)^{m}}{\left(\log u^{-1}\right)^{n}} \tag{5.55}
\end{align*}
$$

The evaluation of this integral by dimensional continuation is carried out in Appendix B.3, with the result

$$
\begin{equation*}
\Gamma_{\mathrm{I}, \mathrm{~V}}^{c}=C_{\Psi \cdot} \mathscr{M}^{2} \operatorname{Re}\left|\int_{\log \left(\boldsymbol{N}^{2} r_{0}\right)^{-1}}^{i \omega} d v \frac{e^{v}}{v^{2}} \Theta\left(e^{-v}\right)\right| \tag{5.56}
\end{equation*}
$$

where Re indicates the real part, and where the integration contour is shown in Fig. 5. [As discussed in Appendix B.3, the need to take a real part in Eq. (5.56), reflecting the existence of a cut in the $\omega$ plane, arises from the fact that the running coupling constant variable $g^{2}(t)$ used in the "improved" expansion sums an infinite number of Feynman diagrams. The dimensional continuation of individual Feynman diagrams remains meromorphic in $\omega$.] The integral of Eq. (5.56) can be done by numerical integration, and so the problem of evaluating

Eq. (5.43) has been reduced to a sequence of steps which can each be implemented by discrete methods.

Up to this point in the discussion I have used the one-loop exact running coupling constant defined in Eq. (5.49), which transforms the renormalization group to its minimal, exponential form. However, in doing an actual calculation it is not advantagenus to make the nonanalytic transformation of Appendix B.1; instead, it is better to work with a two-loop exact or more general definition of the running coupling constant $g^{2}(t)$, in terms of which $\Psi_{c}(t)$ takes the form of a simple power-series expansion

$$
\begin{equation*}
\Psi_{c}(t)=\frac{1}{4} b_{0}^{2} C_{\Psi} \frac{\left[g^{2}(t)\right]^{2}}{t^{4}}\left|1+\sum_{n=1}^{\infty} c_{n}\left[g^{2}(t)\right]^{n}\right| \tag{5.57}
\end{equation*}
$$

Corresponding to this, Eqs. (5.55) and (5.56) take the form

$$
\begin{align*}
& \Theta(u)=1+\sum_{n-1}^{\infty} c_{n}\left[g^{2}\left(u / \mathcal{M}^{2}\right)\right]^{n} \\
& \left.I_{\mathrm{U} v}=\frac{1}{4} b_{0}^{2} C_{\Psi} \mathcal{N}^{2} \operatorname{Re} \right\rvert\, \int_{\log \left(\mu^{2} t_{0}\right)^{-1}}^{i \infty} d v e^{v} \\
&\left.\times\left[g^{2}\left(e^{-v} / \mathcal{M}^{2}\right)\right]^{2} \Theta\left(e^{-v}\right)\right\}, \tag{5.58}
\end{align*}
$$

with the coefficient $c_{1}$ known from the above-cited work of Kataev et al., and with the higher coefficients yet to be computed. In doing a calculation it is of course necessary to make an explicit choice both for the dividing point $t_{0}$, and for the accuracy to which the perturbation expansion $\Psi_{c}$ is to be computed. A reasonable strategy for doing this, I believe, is as follows:
(i) Choose $t_{0}$ far enough into the ultraviolet so that perturbation theory is valid at $\ell_{0}$, and so that $\left|\Delta I_{\mathrm{UV}} / I_{\mathrm{IR}}\right|$ is small. Such a choice is always possible, since the fact that $\Delta I_{\mathrm{UV}}$ is a convergent integral implies that


FIG. 5. Contour of integration $C$ to be used in evaluating Eq. (5.56). The contour begins at $v=\log u_{0}^{-1}=\log \left(\mathcal{N}^{2} t_{0}\right)^{-1}$ and must avaid the singularity at $v=0$.

$$
\begin{equation*}
\lim _{t_{0} \rightarrow 0} \Delta I_{U V}=0 \tag{5.59}
\end{equation*}
$$

(ii) Then, keeping $t_{0}$ fixed, compute a large enough number $N$ of perturbation-theory coefficients $c_{n}$ so that $I_{\text {Uv }}$ is well approximated by

$$
\begin{align*}
& I_{U V}^{C N}=\left\{\left.\int_{0}^{t_{0}} d t I^{2} \Psi_{c}^{N}(t)\right|_{\text {dimenvionally reqularized }}\right. \\
& \left.=\frac{1}{4} b_{0}^{2} C_{\psi} \boldsymbol{N}^{2} \operatorname{Re} \right\rvert\, \int_{\log \left(\mu^{\prime} t_{0}\right)-1}^{i \infty} d v e^{\Delta} \\
& X\left[g^{2}\left(e^{-v} / \mathscr{H}^{2}\right)\right]^{2} \Theta^{N}\left(e^{-v}\right) \mid, \tag{5.60}
\end{align*}
$$

with $\Psi_{c}^{N}(t)$ and $\Theta^{N}(u)$, respectively, the truncations of the series of Eq. (5.57) and Eq. (5.58) to the first $N$ terms. Such an approximation is possible because ${ }^{31}$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \Psi_{c}^{N}(t)=\Psi_{c}(t) \tag{5.61}
\end{equation*}
$$

implies that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} I_{U V}^{C N}=I_{\mathbf{U V}}^{e} \tag{5.62}
\end{equation*}
$$

(iii) According to Eqs. (5.59) and (5.62), the total integral which we are calculating is given by the double limit

$$
\begin{align*}
I & \equiv I_{\mathrm{IR}}+I_{\mathrm{UV}}^{c}+\Delta Y_{\mathrm{UV}} \\
& =\lim _{t_{\mathrm{Q}} \rightarrow \mathrm{U}} \lim _{N \rightarrow \infty}\left(I_{\mathrm{IR}}+I_{\mathrm{UV}}^{\mathrm{NN}}\right), \tag{5.63}
\end{align*}
$$

which with $t_{0}$ and $N$ chosen according to (i) and (ii), is well approximated by

$$
\begin{equation*}
I \approx I_{\mathrm{LR}}+I_{U \mathrm{~V}}^{C N} \tag{5.64}
\end{equation*}
$$

However, for fixed $N$ we must be careful not to let $r_{0}$ become arbitrarily small in the approximated expression of Eq. (5.64), because as a result of the mismatch between $I_{I R}$ and $I_{\mathrm{LV}}^{N N}$ and the quadratic divergence of the unregularized integral, we find

$$
\begin{equation*}
\lim _{I_{0} \rightarrow 0}\left(I_{\mathbb{R}}+I_{U V}^{N N}\right)=\infty \tag{5.65}
\end{equation*}
$$

In other words, the order of the limiting operations in Eq. (5.63) is significant, and is reflected in the procedure for choosing $\mathrm{r}_{0}$ and $\boldsymbol{N}$ given in (i) and (ii) above.
In a recent paper, Zee (1982a) has given a model in which the infrared region is explicitly known, permitting the complete integral $I_{\mathrm{UY}}+I_{1 \mathrm{R}}$ to be evaluated explicitly by dimensional regularization, and thus giving a simple illustration of the methods outlined above. Zee's model is a gauge theory in which the one-loop $\beta$-function coefficient $b_{0}$ is positive and small, while the two-loop $B$ function coefficient $b_{1}$ is negative [cf. Appendix B, Eq.

[^183](B1)], as happens, for instance, in QCD with 16 quark flavors. Such a theory is still asymptotically free, but has a nontrivial infrared stable fixed point at a small coupling constant $g_{*}^{2}=-b_{0} /\left(2 b_{1}\right)$. In the approximation of retaining only the leading term in an expansion in powers of $g_{*}^{2}$, one finds
$\Psi(t)=\Psi_{g}(t)=\frac{1}{4} b_{0}^{2} C_{\Psi} \frac{1}{t^{4}}\left|g^{2}(t)\right| 1-\frac{g^{2}(t)}{g^{2}}| |^{2}$,
with the two factors $g^{2}(t)\left[1-g^{2}(t) / g_{*}^{2}\right]$ arising directly from the two factors $\beta(g) / g$, which appear in $\Psi$ when the trace anomaly formula of Eq. (3.28) is used. Hence, in this model the entire answer is given by the powerseries expansion of Eq. (5.57), and the series terminates after only a finite number of terms. The explicit calculation shows that the sign of $G_{\text {ind }}$ in this model depends strongly on the values of the $\beta$-function coefficients $b_{0}$ and $b_{1}$, and thus again is sensitive to infrared details. [For a further discussion, in the context of a survey of induced gravitation generally, see Zee (1982c).]

## VI. EXTENSION TO A QUANTIZED METRIC

A. The general-coordinate invariant effective action, and derivation of the background metric Einstein equations

Up to this point the metric $\boldsymbol{g}_{\mu \nu}$ has been treated as a purely classical variable, which determines the background geometry and thereby influences the dynamics of the quantized matter fields, but which is not itself quantized. While this classical metric formulation is usefui as a model, there are a number of arguments indicating that it is not a satisfactory starting point for a fundamental theory. For example, Duff (1981) has pointec: out that if the metric is not quantized, then the systent of equations comprising the quantized matter fields anc: the classical Einstein equations for the metric is not invariant under metric-dependent redefinitions of the matter fields. Such redefinitions should be allowed in a completely consistent formulation, and Duff shows that they are in fact permitted if the metric is quantized. A second argument is simply that if the metric is treated as a classical variable, then the Einstein equations or the equivalent Einstein-Hilbert action principle must be postulated on an ad hoc basis. As we will see below, when the metric is quantized, the Einstein equations for the background metric emerge automatically as the leading long-wavelength approximation to the effective action formalism.

In discussing the dynamics of a quantized mattermetric system, it is necessary to give a procedure for identifying that part $g_{\mu v}$ of the metric which we observe as the "classical" metric and a method for computing its effective action functional. I do this by using the background field method of DeWitt (1965), in which the total quantum metric $g_{\mu v}$ is split, in a self-consistent fashion, into the sum of a background metric $\bar{g}_{\mu v}$ and a quantum fluctuation $h_{\mu \nu}$

$$
\begin{equation*}
\boldsymbol{g}_{\mu \nu}=\bar{g}_{\mu v}+h_{\mu v} \tag{6.1}
\end{equation*}
$$

Elaborating on earlier work by 't Hooft (1975), recently Boulware (1981) and DeWitt (1981) have given an extension $^{32}$ of the background field method which preserves manifest general-coordinate covariance with respect to the background metric, and hence is an ideal vehicle for the discussion which follows.

To introduce the general-coordinate invariant effective action formalism, let us consider first the case in which no matter fields are present, so that the total microscopic action density consists solely of the term $\mathscr{L}_{\text {grav }}\left[g_{\mu \nu}\right]$ introduced in Eq. (2.38). The partition function is then given formally by

$$
\begin{align*}
& Z=\int d\left[g_{\mu \nu}\right] e^{i S_{\mu v \nu}\left[g_{\mu \nu}\right]} \\
& S_{\operatorname{grav}}\left[g_{\mu \nu}\right]=\int d^{4} x \sqrt{-g} \mathscr{L}_{\operatorname{grav}}\left[g_{\mu \nu}\right] \tag{6.2}
\end{align*}
$$

but this expression is divergent because of the generalcoordinate invariance of the action. To get a useful expression for $\boldsymbol{Z}$, a gauge-fixing term and a compensating Fadde'ev-Popov (1967) determinant must be introduced into Eq. (6.2). Let us choose the gauge-fixing term in the action to have the form

$$
\begin{equation*}
S_{\varepsilon \mu}\left[g_{\alpha \beta, g_{\mu v}}^{R}\right]=\int d^{4} x \sqrt{-g^{R}} \mathscr{L}_{\varepsilon} r\left[g_{\alpha \beta}^{R}, g_{\mu \nu}\right] \tag{6.3}
\end{equation*}
$$

with $g_{a \beta}^{R}$ an arbitrary fixed reference metric (which for the time being is distinct from $\bar{g}_{\mu v}$ ), and with $\mathscr{L}_{\mathscr{E}}$ constructed so as to transform formally as a generalcoordinate scalar with respect to $g_{\mathrm{aq}}^{R}$, when the total quantum metric $g_{\mu v}$ is treated as a tensor with respect to $\boldsymbol{s}_{\alpha \beta}^{R}$. A suitable gauge fixing for quantizing the curvature-squared action of Eq. (2.38) would be ${ }^{33}$

$$
\begin{equation*}
\mathscr{L}_{s}\left[g_{\alpha \beta,}^{R}, g_{\mu v}\right]=\frac{1}{2} g^{R \lambda \sigma} g^{R \mu \nu} \nabla_{R \lambda} G_{\mu} \nabla_{R \sigma} G_{v}, \tag{6.4}
\end{equation*}
$$

with $\nabla_{R}$ the covariant derivative with respect to $g_{\mu_{v}}^{R}$ and with $G_{v}$ formally a covariant vector with respect to $g_{\mu n}^{R}$ given by

$$
\begin{equation*}
G_{v}=\nabla_{R}^{\mu} g_{\mu \nu}-\frac{1}{2} g^{R \mu \lambda} \nabla_{R v} g_{\mu \lambda} \tag{6.5}
\end{equation*}
$$

Equations (6.4) and (6.5) are a natural generalization of the usual harmonic coordinate condition; however, the precise form of $\mathscr{S}_{s}$ (beyond the fact that it depends explicitly on the auxiliary metric $\boldsymbol{g}_{\alpha \beta}^{R}$ ) will not play a role
${ }^{32}$ See also Fradkin and Vilkovisky (1976), who use the gauge fixing

$$
\mathscr{L}_{\nu}=\left.\frac{1}{2} g^{R \mu v} G_{\mu} G_{v}\right|_{i \mu v} ^{R}-\xi_{\mu v}
$$

to quantize the Einstein theory formally, and who suggest that it gives a generally covariant effective action for $\bar{g}_{\text {pur }}$. For the use of the gauge-invariant backgraund field method to compute two-loop counter terms, see Abbott (1981) and lchinose and Omote (1982).
${ }^{33}$ For a discussion of the complexities involved in representing higher-derivative gauge fixings in terms of a local "ghost" action density, see Kallosh (1978) and Nielsen (1978).
in the following discussion. The gauge fixing of Eqs. (6.4) and (6.5) completely breaks the invariance of the gravitational action under the group of generalcoordinate transformations $g_{\mu \nu} \rightarrow \mathbf{g}_{\mu v}^{\theta}$ which has the infinitesimal form ${ }^{34}$
$\delta_{\theta} g_{\mu v} \equiv g_{\mu \lambda} \partial_{\nu}\left(\delta \theta^{\lambda}\right)+g_{\lambda v} \partial_{\mu}\left(\delta \theta^{\lambda}\right)+\left(\partial_{\lambda} g_{\mu v}\right) \delta \theta^{\lambda}$,
with $\delta \theta^{\lambda}$ an arbitrary infinitesimal contravariant vector. The Fadde'ev-Popov compensating determinant for the gauge-fixing action of Eq. (6.3) is defined by ${ }^{35}$

$$
\begin{equation*}
1=\int d[\theta] e^{i S_{v}\left[g_{\alpha \beta}^{R}, g_{\mu v}^{\theta}\right]} \Delta\left[g_{o \beta}^{R}, g_{\mu \nu}\right] \tag{6.7}
\end{equation*}
$$

with $d[\theta]$ the invariant measure on the manifold of the general-coordinate transformation group. Since the invariant measure satisfies

$$
\begin{equation*}
d\left[\theta \theta^{\prime}\right]=d\left[\theta^{\prime} \theta\right]=d[\theta] \tag{6.8}
\end{equation*}
$$

for any fixed general-coordinate transformation $g_{\mu \nu}$ $\rightarrow g_{\mu n}^{\theta_{n}}$ we learn from Eqs. (6.7) and (6.8) that the compensating determinant is invariant under generalcoordinate transformations on $g_{\mu v}$,

$$
\begin{equation*}
\Delta\left[g_{\alpha \beta,}^{R}, g_{\mu v}\right]=\Delta\left[g_{\alpha \beta,}^{R}, g_{\mu v}^{\theta^{*}}\right] . \tag{6.9}
\end{equation*}
$$

According to the Fadde'ev-Popov ansatz, ${ }^{35}$ a convergent path-integral representation for the partition function is then given by

$$
\begin{equation*}
Z=\int d\left[g_{\mu v}\right] \Delta\left[g_{a \beta,}^{R}, g_{\mu v}\right] e^{\left.i S_{v v v}\left[g_{\mu v}\right]+\delta_{v} l g_{a \beta}^{R} \cdot g_{\mu v}\right]} . \tag{6.10}
\end{equation*}
$$

[^184]To verify that $Z$ is independent of the choice of the reference merric $\boldsymbol{g}_{a \beta}^{R}$, let us multiply the integrand of Eq. (6.10) by unity in the form

$$
\begin{equation*}
1=\int d[\theta] e^{\left[S_{v}\left[s_{\alpha \beta}^{*} \cdot s_{\beta v}^{\theta}\right]\right.} \Delta\left[g_{\alpha \beta,}^{* R}, g_{\mu v}^{\theta}\right], \tag{6.11}
\end{equation*}
$$

giving

$$
\begin{align*}
Z= & \int d[\theta] d\left[g_{\mu \nu}\right] \Delta\left[g_{a \beta}^{R}, g_{\mu \nu}\right] \Delta\left[g_{a \beta}^{\prime R}, g_{\mu \nu}^{\theta}\right] \\
& \times e^{\left.i S_{g r v}\left|g_{\mu \nu} I+S_{\nu \mu}\right| s_{a \beta}^{R}, \Sigma_{\mu \nu}\right]+\mid S_{\alpha f}\left[\mathbb{B}_{a \beta}^{\prime R}, s_{\mu \nu}^{\theta}\right]} \tag{6.12}
\end{align*}
$$

Making the substitution $g_{\mu \nu} \rightarrow g_{\mu \nu}^{e^{-1}}$, and using the fact that the action $S_{\text {grav }}\left[g_{\mu v}\right]$, the compensating determinants $\Delta$ and the integration measure ${ }^{34} d\left[g_{\mu \nu}\right]$ are all generalcoordinate invariant, and also using the invariance property $d[\theta]=d\left[\theta^{-1}\right]$. Eq. (6.12) becomes

$$
\begin{align*}
Z=\int d[ & {\left[\theta^{-1}\right] d\left[g_{\mu \nu}\right] \Delta\left[g_{a \beta}^{R}, g_{\mu \nu}^{\theta^{-1}}\right] \Delta\left[g_{a \beta}^{\prime R}, g_{\mu \nu}\right] } \\
& \times e^{\left.i S_{\mu v v} \mid g_{\mu \nu}\right]+i S_{\psi}\left[\delta_{a \beta \cdot}^{R} \cdot s_{\mu \nu}^{\theta-1}\left|+i S_{\mu}\right| g_{a \beta}^{\prime R}, s_{\mu \nu}\right]} . \tag{6.13}
\end{align*}
$$

But now applying Eq. (6.7) once more (with $\theta$ replaced by $\theta^{-1}$ ) we get
$Z=\int d\left[g_{\mu \nu}\right] \Delta\left[g_{\left.\alpha \beta, g_{\mu \nu}^{\prime}\right]} e^{i S_{\alpha \pi \nu}\left[g_{\mu \nu}\right]+i S_{\alpha \gamma}\left[g_{a \beta,}^{R}, g_{\mu \nu}\right]}\right.$,
which differs frorn the original form in Eq. (6.10) by the replacement of $g_{\beta \beta}^{R}$ by $g_{a \beta}^{R}$.

Let us now introduce an external source $J^{\lambda_{0}}$ coupled to the metric $g_{\lambda a}$, so that the path-integral formula of Eq. (6.10) is modified to read

$$
\begin{align*}
& e^{\left[W\left[J^{\lambda \sigma} \cdot s_{a \beta}^{R}\right]\right.} \equiv Z\left[J^{\lambda \sigma}, g_{\alpha \beta}^{R}\right] \\
& =\int d\left[g_{\mu v}\right] \Delta\left[g_{a \beta}^{R}, g_{\mu v}\right] \\
& \times e^{i S_{u v v}\left[E_{\mu v}\right]+i S_{v}\left[g_{\alpha \beta}^{R} \cdot E_{\mu v}\right]-1 \int d^{4} x_{\delta_{0}} J^{2 \theta}} . \tag{6.15}
\end{align*}
$$

Both $J^{\lambda_{\sigma}}$ and $g_{\alpha B}^{R}$ are indicated as arguments of $Z$ in Eq. (6.15) because the source term breaks the generalcoordinate invariance of the action. As a result, when $J^{\lambda \sigma} \neq 0$ the argument of Eqs. (6.11)-(6.14) cannot be applied, and hence the previously derived zero-source invariance.

$$
\begin{equation*}
0=\frac{\delta}{\overline{\mathbf{o}}{ }_{\alpha \beta}^{R}} Z\left[0, g_{\alpha \beta}^{R}\right]=\frac{\delta}{\delta g_{\alpha \beta}^{R}} W\left[0, g_{a \beta}^{R}\right] \tag{6.16}
\end{equation*}
$$

cannot be extended to the case when a source is present. From the functional $W$, we can calculate the expectation value $\bar{g}_{\lambda_{\sigma}}$ of the metric in the presence of the source $J^{\lambda \sigma}$ by using the formula

$$
\begin{equation*}
\bar{g}_{\lambda_{\sigma}}\left[J^{\nu^{6}}, g_{a B}^{R}\right]=\left(g_{\lambda_{\sigma}}\right)_{J}=-\frac{\delta W}{\delta J^{\lambda \sigma}} \tag{6.17}
\end{equation*}
$$

which can be inverted to determine $J^{\lambda \sigma}$ implicitly as a functional of $g_{\lambda_{\sigma}}$ (and of $g_{\alpha \beta}^{R}$ ),

$$
\begin{equation*}
J^{\lambda \sigma}=J^{\lambda \sigma}\left[g^{2 \kappa}, g_{\alpha \beta}^{R}\right] \tag{6.18}
\end{equation*}
$$

Let us now introduce the Legendre-transformed effective
action functional $\Gamma$ defined by

$$
\begin{equation*}
\Gamma=W+\int d^{4} x g_{\lambda \sigma} d^{\lambda \sigma} \tag{6.19}
\end{equation*}
$$

Varying Eq. (6.19) (for fixed $g_{\alpha \beta}^{R}$ ) and using Eq. (6.17), we get

$$
\begin{align*}
\delta \Gamma & =\delta W+\int d^{4} x\left(\bar{g}_{\lambda_{\sigma}} \delta J^{\lambda \sigma}+\delta \bar{g}_{\lambda \sigma} J^{\lambda \sigma}\right) \\
& =\int d^{4} x \delta \bar{g}_{\lambda_{\sigma}} J^{\lambda \sigma}, \tag{6.20}
\end{align*}
$$

which shows that $\Gamma$ is a functional only of $\bar{g}^{\lambda \sigma}$ and $g \underset{a}{\hat{\beta}}$

$$
\begin{equation*}
\Gamma=\Gamma\left[\bar{g}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right] \tag{6.21a}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
\frac{\delta \Gamma}{\delta \bar{g}_{\lambda \varepsilon^{\prime}}}=J^{i \sigma} \tag{6.21b}
\end{equation*}
$$

The partition function $Z\left[J^{\lambda \sigma}, g_{a \beta}^{R}\right]$ can be reexpressed in terms of the effective action $\Gamma$ through the formula

Where ext ${ }_{g_{0}}($ ) indicates that one is to take the extremum of the parenthesis over all values of $g^{\lambda \sigma}$. Equation (6.22) is verified by noting that the exponent on the right-hand side is extremized ${ }^{36}$ at the metric $g^{\lambda \sigma}=\boldsymbol{g}^{\lambda c}$ for which Eq. (6.21b) is satisfied, and that at the extremum it can be rewritten, by using Eq. (6.19), to give $W\left[J^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]$.

With these preliminaries completed, we are ready to introduce the general-coordinate invariant effective action functional $\Gamma_{i n v}\left[\bar{g}^{\lambda \sigma}\right]$, defined by identifying the reference metric $\boldsymbol{g}_{\alpha \beta}^{R}$ with the expectation value $\overline{\boldsymbol{g}}_{\alpha \beta}$ in the formulas given above,

$$
\begin{equation*}
\Gamma_{i n v}\left[\bar{g}^{\lambda \sigma}\right] \equiv \Gamma\left[\bar{g}^{\lambda \sigma} \cdot \bar{g}_{a B}\right] \tag{6.23}
\end{equation*}
$$

To get an explicit formula for $\Gamma_{i n v}$, let us multiply E, (6.15) by $\exp \left(i \int d^{4} x g_{\lambda \sigma} J^{\lambda \sigma}\right)$ and change to $h_{\mu v}$, definec in Eq. (6.1), as the new functional integration variable. Making use of the identity

$$
\begin{align*}
& S_{g f}\left[\bar{g}_{a \beta}, \bar{g}_{\mu \nu}+h_{\mu \nu}\right]=S_{\alpha}\left[\bar{g}_{a \beta}, h_{\mu \nu}\right] \\
&=\frac{1}{2} \bar{g}^{\lambda \sigma} \bar{g}^{\mu \mu} \nabla_{\lambda} G_{\mu} \bar{\nabla}_{\sigma} G_{\nu} \\
& G_{\nu}=\bar{\nabla}^{\mu} h_{\mu \nu}-\frac{1}{2} \bar{g}^{\mu \lambda} \bar{\nabla}_{\nu} h_{\mu \lambda} \tag{6.24}
\end{align*}
$$

(which follows from the fact that $\bar{\nabla}_{\lambda \overline{\bar{g}}}^{\mu \nu}, ~=0$ ), we get the following functional integral representation for $\Gamma_{i n v}$,

$$
\begin{aligned}
& e^{i \mathrm{r}_{\text {inv }}\left(\mathrm{I}^{\lambda 0}\right)} \\
& =\int d\left[h_{\mu \nu}\right] \Delta\left[\overline{\bar{g}}_{a \beta}, \bar{\delta}_{\mu \nu}+h_{\mu \nu}\right]
\end{aligned}
$$

[^185]The source current $J^{\lambda \sigma}$ in Eq. (6.25) is implicitly determined as a functional of $\bar{g}^{\lambda \sigma}$ by the requirement

$$
\begin{equation*}
0=\left\langle h_{\lambda \sigma}\right\rangle_{J}=-\frac{\delta \Gamma}{\delta J^{\lambda \sigma}}, \tag{6.26}
\end{equation*}
$$

which is equivalent to

$$
\begin{aligned}
& 0=\int d\left[h_{\mu \nu}\right] \Delta\left[\bar{g}_{\alpha \beta}, \bar{g}_{\mu \nu}+h_{\mu \nu}\right] h_{\lambda \sigma}
\end{aligned}
$$

To see that $\Gamma_{i n v}$ is a general-coordinate invariant functional of its argument, we note that we are free to take $h_{\mu v}$, which is a dummy integration variable, to transform as a tensor with respect to general-coordinate transformations of $\overline{\boldsymbol{g}}_{\mu \nu}$. By construction, $S_{g f}$ is then a scalar with respect to such transformations, and therefore from Eq. (6.7), the compensating determinant $\Delta\left[\bar{g}_{a \beta}, \bar{g}_{\mu \nu}+h_{\mu v}\right]$ is also a scalar. Equation (6.27) then determines $J^{\lambda o}$ to transform as a tensor, and so the right-hand side of Eq. (6.25) is manifestly invariant under general-coordinate transformations of $\bar{g}_{\mu \nu}$ -

Let us next show that the source-free partition function $Z$ can be obtained by extremizing the gaugeinvariant effective action functional. According to Eqs. (6.22) and (6.16), in the absence of an external source we have

$$
\begin{align*}
& Z=\operatorname{ext}_{z_{0}}\left(\mathrm{e}^{i \Gamma\left[z^{\lambda_{c}} \cdot \varepsilon_{\alpha \beta}^{R}\right]}\right),  \tag{6.28a}\\
& \frac{\delta}{\delta g_{\alpha \beta}^{R}} Z=0 . \tag{6.28b}
\end{align*}
$$

The extremum in Eq. (6.28a) determines $g^{\lambda o}$ to take a value $\overline{\boldsymbol{g}}^{\Lambda \rho}\left[\boldsymbol{8}_{\alpha \beta}^{R}\right]$ at which

$$
\begin{equation*}
\frac{\delta \Gamma}{\delta g^{\lambda \sigma}}\left[\bar{g}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]=0, \tag{6.29}
\end{equation*}
$$

and when expressed in terms of $g^{20}$, the reference-metric invariance of Eq. (6.28b) takes the form

$$
\begin{equation*}
\frac{\delta \Gamma}{\delta g_{a \beta}^{\bar{K}}}\left[\bar{g}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]=0 . \tag{6.30}
\end{equation*}
$$

Since $\boldsymbol{g}^{1-}\left[g_{a \beta}^{R}\right]$ is a continuous map from the manifold of reference metrics into itself, there is ${ }^{37}$ a fixed point $g_{\alpha \beta}^{R}=g_{\alpha \beta}^{*}$ for which $\bar{g}^{\lambda \sigma}\left[g_{\alpha \beta}^{*}\right]=g^{*}{ }^{\star \sigma}$. At the fixed point, Eqs. (6.29) and (6.30) become

$$
\begin{equation*}
\frac{\delta}{\delta g^{\lambda \sigma}} \Gamma\left[g^{* \lambda \sigma}, g_{\alpha \beta}^{*}\right]=\frac{\delta}{\delta \delta_{\alpha \beta}^{R}} \Gamma\left[g^{* \lambda \sigma}, g_{a \beta}^{*}\right]=0 \tag{6.31}
\end{equation*}
$$

which together imply that

$$
\begin{equation*}
\frac{\delta}{\delta g^{\lambda \alpha}} \Gamma_{i n v}\left[g^{* \lambda \sigma}\right]=0 \tag{6.32}
\end{equation*}
$$

and $\mathrm{so}^{36}$ we have

$$
\begin{equation*}
Z=\operatorname{ext}_{8}\left(e^{\left(r_{i o v}\left[E^{\lambda /]}\right]\right.}\right) \tag{6.33}
\end{equation*}
$$

[^186]An alternative way of deriving Eq. (6.32) is to note that when variations of $g_{\mathrm{cq}}^{R}$ are included, Eq. (6.20) is modified to read

$$
\begin{align*}
\delta \Gamma=\int d^{4} x & \left|\left|\frac{\delta}{\delta g_{\alpha \beta}^{R}} W\right| \delta g_{\alpha \beta}^{R}\right. \\
& \left.+\left|\frac{\delta}{\delta J^{\lambda \sigma}} W+\bar{g}_{\lambda \sigma}\right| \delta J^{\lambda \sigma}+\delta \bar{g}_{\lambda \sigma} J^{\lambda \sigma} \right\rvert\, \tag{6.34}
\end{align*}
$$

which implies that

$$
\begin{align*}
\frac{\delta}{\delta g_{\lambda \sigma}} \Gamma^{i n v}\left[\bar{g}^{\lambda \sigma}\right]= & \frac{\delta}{\hat{o g} \frac{\beta}{\lambda \sigma}} W\left[J^{\lambda \sigma}\left[\bar{g}^{\gamma \delta}, \bar{g}_{\alpha \beta}\right], \bar{g}_{\alpha \beta}\right] \\
& +J^{\lambda \sigma}\left[\bar{g}^{\gamma \delta}, \bar{g}_{\alpha \beta}\right] . \tag{6.35}
\end{align*}
$$

At the solution $\vec{g}_{\alpha \beta}=g_{\alpha \beta}^{*}$ of the equation

$$
\begin{equation*}
J^{\lambda \sigma}\left[\bar{g}^{\gamma ో}, \bar{g}_{\alpha B}\right]=0 \tag{6.36}
\end{equation*}
$$

we learn from Eq. (6.16) that both terms on the righthand side of Eq. (6.35) are zero, thus reproducing Eq. (6.32).

Having now established the procedure for identifying the background metric and calculating its dynamics, let us restore the matter fields to the analysis. Following the notation of Eqs. (2.1) and (2.38), this is done by making the substitutions

$$
\begin{align*}
& d\left[g_{\mu \nu}\right] \rightarrow d\left[g_{\mu \nu}\right] d\{\phi] \\
& S_{\text {grav }}\left[g_{\mu \nu}\right] \rightarrow S_{\text {mater }}\left[\{\phi\}, g_{\mu \nu}\right]+S_{\text {grav }}\left[g_{\mu v}\right], \\
& \left.S_{\text {matter }}\left[\{\phi], g_{\mu \nu}\right]=\int d^{4} x \sqrt{-g} \mathscr{L}_{\text {matter }}[\phi\}, g_{\mu \nu}\right] \tag{6.37}
\end{align*}
$$

in Eq. (6.10), giving ${ }^{38}$

$$
\begin{align*}
Z=\int & d\left[g_{\mu v}\right] d\{\phi] \Delta\left[g_{\alpha \beta}^{R}, g_{\mu v}\right] \\
& \times e^{\left|S_{\text {matuer }}\left[|\phi| \cdot s_{\mu v}\right]+i s_{v \sim v}\right| g_{\mu v} 1+i S_{\nu v}\left(s_{\alpha \beta}^{R} \cdot g_{\mu v}\right]} . \tag{6.38}
\end{align*}
$$

Let us next divide the matter fields $\{\phi\rangle$ into "light" and "heavy" components ${ }^{39}$ as in Sec. II.B, and find the effective action equations governing the dynamics of the light

[^187]fields. The most straightforward way of doing this is to introduce external sources $\left[J^{L}\right.$ ) and expectation values $\left\{\bar{\phi}^{L}\right\}$ for the light matter fields $\left\{\phi^{L}\right\}$, as well as an external source $J^{\lambda \sigma}$ and expectation value $\bar{g}^{\lambda \sigma}$ for the metric, and to construct the Legendre-transformed effective action functional $\Gamma\left[\left\{\bar{\phi}^{L}\right], \bar{g}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]$ in analogy with Eqs. (6.15)-(6.21) above. Following Eq. (6.28), the partition function $\boldsymbol{Z}$ of Eq. (6.38) can be expressed in the form
\[

$$
\begin{align*}
& \frac{\delta}{\delta g_{\alpha \beta}^{K}} Z=0, \tag{6.39}
\end{align*}
$$
\]

and the fixed point argument of Eqs. (6.28)-(6.33) can then be used to show that Eqs. (6.39) are equivalent to

$$
\begin{equation*}
Z=\operatorname{ext}_{g^{\alpha \beta}+\mid \phi^{L} 1}\left(e^{i \Gamma_{\mathrm{mur}}\left|\partial^{L}\right| \cdot \delta^{\sigma \beta_{1}}}\right), \tag{6.40}
\end{equation*}
$$

with $\Gamma_{\text {inv }}$ the general-coordinate invariant effective action

$$
\begin{equation*}
\Gamma_{\mathrm{ivv}}=\Gamma\left[\left\{\bar{\phi}^{L}\right], \bar{g}^{\lambda \sigma}, \bar{g}_{a \beta}\right] \tag{6.41}
\end{equation*}
$$

Equation (6.40) gives an exact description of the dynamics of the light matter-metric system in terms of a classical variational principle

$$
\begin{equation*}
\frac{\delta}{\hat{\delta}^{\alpha \beta}} \Gamma_{\text {inv }}\left[\left\{\bar{\phi}^{L}\right\}, \tilde{g}^{a / \beta}\right]=\frac{\delta}{\left.\delta \mid \bar{\phi}^{L}\right\}} \Gamma_{\text {inv }}\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\alpha \beta}\right]=0 ; \tag{6.42}
\end{equation*}
$$

that is, for an isolated system, the background metric and the light-field expectation values must evolve according to a principle of stationary effective action.

To put Eq. (6.42) in a more familiar form, let us assume the background metric to be slowly varying on the length scale of the heavy fields, so that the curvature dependence of $\Gamma_{i n v}$ can be approximated by writing

$$
\begin{align*}
& \Gamma_{\text {inv }}\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\alpha \beta}\right]=S_{\text {eff,mater }}\left[\left\{\bar{\phi}^{L}\right\}, \mathcal{g}^{\alpha \beta}\right]+S_{\mathrm{eff}, \mathrm{grav}}\left[\bar{g}_{\alpha \beta}\right] \\
& + \text { small corrections, } \\
& S_{\text {eff, matter }}\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\alpha \beta}\right]=\text { minimal generally covariant } \\
& \text { extension of } \\
& \Gamma_{\mathrm{inv}}\left[\left\{\bar{\phi}^{L}\right], \eta^{\alpha \beta}\right]-\Gamma_{\mathrm{inv}}\left[\{0\}, \eta^{\alpha \beta}\right] \text {, } \\
& S_{\mathrm{cfr}, \mathrm{grav}}\left[\bar{g}_{\alpha \beta}\right]=\Gamma_{\mathrm{inv}}\left[\{0), \bar{g}^{\alpha \beta}\right]+O\left[\left(\partial_{\lambda} \bar{g}_{\mu v}\right)^{4}\right] \\
& =\int d^{4} x \sqrt{-\bar{g}} \frac{1}{16 \pi G_{\mathrm{ind}}}\left(\bar{R}-2 \Lambda_{\mathrm{ind}}\right), \tag{6.43}
\end{align*}
$$

with $\bar{R}=R\left[\bar{g}_{a \beta}\right]$ the curvature scalar constructed from $\bar{g}_{\alpha \beta}$. As defined in Eq. (6.43), $S_{\text {eff,mater }}$ contains terms in $\Gamma_{\text {inv }}$ which are $\bar{\phi}^{L}$ dependent and are of zeroth or first order in space-time derivatives of $\overline{\mathcal{g}}_{a \beta}$, while $S_{\text {eff, grav }}$ contains terms independent of the matter fields $\phi^{L}$, which are of zeroth through second order in space-time derivatives of $\bar{g}_{\alpha \beta}$. Substituting Eq. (6.43) into Eq. (6.42)
gives the classical Einstein equations ${ }^{40}$ and the effective classical equations for the matter fields,

$$
\begin{align*}
& \frac{1}{8 \pi G^{\text {ind }}}\left(\bar{G}^{\mu \nu}+\Lambda_{\text {ind }} \bar{g}^{\mu \nu}\right) \\
& \quad=T_{\text {matter }}^{\mu \nu} \\
& \quad=\frac{2}{\sqrt{-\bar{g}}} \frac{\delta}{\delta \bar{g}_{\mu v}} S_{\text {eff, matter }}\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\alpha \beta}\right] \\
& \frac{\delta}{\delta\left(\bar{\phi}^{L}\right]} S_{\text {eff,matter }}\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\alpha \beta}\right]=0 . \tag{6.44}
\end{align*}
$$

Of course, making the approximations of Eq. (6.43) is only a matter of convenience in dealing with slowly varying background metrics, and the exact dynamics of $g_{\alpha \beta}$ and $\left\{\bar{\phi}^{L}\right\}$, including the effect of higher derivative terms in $\Gamma_{\text {inv }}\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\alpha \beta}\right]$, is always governed by Eq. (6.42).

An alternative way of describing the dynamics of the light fields is to keep them as quantum variables and to introduce, inside the $\left\{\phi^{L}\right\}$ functional integration, an effective action which incorporates the quantum effects of the heavy fields [cf. Eq. (2.15) above]. To do this, we rewrite Eq. (6.38) in the form

$$
\begin{align*}
& Z=\int d\left\{\phi^{L}\right\} e^{I W\left[\left|\phi^{L}\right|, \Sigma_{\alpha \beta}^{R}\right]},  \tag{6.45a}\\
& e^{i W\left[\left|\phi^{L}\right| \cdot g_{a \beta}^{R}\right]}=\int d\left[g_{\mu \nu}\right] d\left\{\phi^{H}\right\} \Delta\left[g_{\alpha \beta, g_{\mu \nu}^{R}}^{R}\right] \\
& \times e^{i S_{\text {mattea }}\left[\{\phi], g_{\mu v}\right]+i S_{z r o v}\left[\varepsilon_{\mu \nu}\right]+1 S_{k}\left[\delta_{a \beta}^{*}, g_{\mu v}\right]} . \tag{6.45b}
\end{align*}
$$

The dependence of $W$ on $g_{\alpha \theta}^{\kappa}$ results from the fact that the general covariance of Eq. (6.45b) is broken by the fixed (nonscalar) light fields $\left\{\phi^{L}\right\}$, which act in the same manner as does the source term in Eq. (6.15), and prevent the application of the argument of Eqs. (6.11)-(6.14). Let us now introduce an additional external source $J^{\lambda a}$ for the metric and use it to construct a Legendre-transformed effective action functional for the metric, $\Gamma^{\prime}\left[\left\{\phi^{L}\right], \bar{g}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]$, as in Eqs. (6.15)-(6.22). [The prime on $\Gamma^{\prime}$ is to distinguish it from the functional $\Gamma\left[\left\{\bar{\phi}^{L}\right\}, \bar{g}^{\lambda \sigma}, g_{a \beta}^{R}\right]$ introduced following Eq. (6.38), which was constructed by Legendre transforming with respect to both the metric and the light fields.] This allows us to rewrite Eq. (6.45) in the form

[^188]which gives an exact formulation of the quantum dynamics of the light fields and the background metric, expressed in terms of a general-coordinate noninvariant effective action $\Gamma^{\prime}$. Because the integrand in Eq. (6.46) still depends on $g_{a \beta}^{R}$, the fixed point argument of Eqs. (6.28)-(6.32) cannot be used to introduce a gaugeinvariant effective action inside the light-field functional integration. An alternative way of seeing this is to note that the extremum in Eq. (6.46) makes $\bar{g}^{\lambda a}$ a functional of the integration variables $\left\{\phi^{L}\right\}$, and so the fixed reference metric $g_{\alpha \beta}^{R}$ cannot be equated to $g^{\lambda \sigma}$ inside the functional integration. To proceed further, let us consider the mean-field approximation to Eq. (6.46), obtained by pulling the extremum over $\boldsymbol{g}^{\boldsymbol{\lambda} \sigma}$ to the outside of the functional integration (which should be a physically reasonable approximation for the slowly varying components of $\left.g^{-N}\right)$,
\[

$$
\begin{equation*}
Z_{m f} \approx \operatorname{ext}_{g^{\lambda \sigma}} \int d\left[\phi^{L}\right] e^{\mid \Gamma^{\prime}\left(\left[\phi^{L} \mid, g^{\lambda \sigma}, s_{\alpha \beta}^{k}\right]\right.} \tag{6.47a}
\end{equation*}
$$

\]

Since $Z$ is independent of $g_{a B,}^{R} Z_{m f}$ is independent of $g_{\alpha \beta}^{R}$ to within the accuracy of the mean-field approximation, and so we have

$$
\begin{equation*}
\frac{\delta}{\delta g_{\alpha \beta}^{K}} Z_{m f} \approx 0 \tag{6.47b}
\end{equation*}
$$

Equations ( $6.47 \mathrm{a}, \mathrm{b}$ ) have the same structure as Eqs. (6.28a,b) above, and thus within the mean-field approximation we can apply the fixed point argument of Eqs. (6.28) - (6.32), giving

$$
\begin{equation*}
Z_{m f} \approx \operatorname{ext}_{g^{\alpha \beta}} \int d\left\{\phi^{L}\right] e^{i \Gamma_{\operatorname{iov}}\left[\left|\phi^{L}\right| \cdot \varepsilon^{\alpha \beta}\right]} \tag{6.48}
\end{equation*}
$$

with $\Gamma_{\text {inv }}^{\prime}$ the general-coordinate invariant effective action

$$
\begin{equation*}
\Gamma_{\mathrm{inv}}^{\prime}=\Gamma^{\prime}\left[\left\{\phi^{L}\right\}, \bar{g}^{\lambda \sigma}, \bar{g}_{a \beta}\right] \tag{6.49}
\end{equation*}
$$

Assuming a slowly varying background metric and making an expansion of the primed effective action analogous to that of Eq. (6.43), we can approximate Eq. (6.48) by

$$
\begin{aligned}
& Z_{m f}^{\prime} \approx \operatorname{ext} \operatorname{caf}^{f} \int d\left(\phi^{L}\right)
\end{aligned}
$$

This gives the field equations for the background metric in the form

$$
\begin{aligned}
& \frac{1}{8 \pi \bar{T}_{\text {ind }}^{\prime}}\left(\bar{G}^{\mu v}+\Lambda_{\text {ind }}^{\prime} g^{\mu v}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\left(0^{+}\left|T_{\text {macter }}^{\prime \mu \nu}\right| 0^{-}\right\rangle \text {, }  \tag{6.51a}\\
& T_{\text {maiter }}^{\prime \mu \nu}=\frac{2}{\sqrt{-\bar{\delta}}} \frac{\delta}{\delta \bar{\delta}_{\mu \nu}} S_{\text {eff,matter }}^{\prime} \text {, }
\end{align*}
$$

with $\mid 0^{+}$) and $\mid 0^{-}$) the "out" and "in" vacuum states for the observable matter fields. Thus, the background metric formalism, with the mean-field approximation of Eq. (6.47a) and an expansion for slowly varying metrics, gives the "out-in" form ${ }^{40}$ of the semiclassical gravitational equations. The quantum field dynamics for the matter fields then follows in the usual fashion from the approximation to the partition function given in Eq. (6.50). Because the induced constants $G_{i n d}^{\prime}$ and $\Lambda_{\text {ind }}^{\prime}$ do not include the quantum effects of the light matter fields, they are not identical to the constants $G_{\text {ind }}$ and $\Lambda_{\text {ind }}$ defined in Eq. (6.43), which do include such effects. However, since one expects

$$
\begin{equation*}
G_{\text {ind }}^{\prime} / G_{\text {ind }} \approx 1+O\left[\left(l_{\text {Planck }} / I_{\text {proton }}\right)^{2}\right] \tag{6.51b}
\end{equation*}
$$

with $l_{\text {protom }}$ the proton Compton wavelength, the difference between the primed and unprimed constants is numerically very small.

## B. Formulas for $G_{\text {ind }}^{\text {in }}$ and $\Lambda_{\text {ind }}$ with a quantized metric

To complete the analysis begun in Sec. VI.A, we must derive expressions for the induced gravitational and cosmological constants in terms of functional integrals over $h_{\mu v}$ and the matter fields, ${ }^{41}$ and discuss the conditions under which these expressions yield finite answers. Since the gravitational effective action relevant to astronomy and astrophysics is insensitive to the state of motion of the long-wavelength components of the matter fields, it is most convenient to start the derivation of this section from the formula
rather than from the functional $\Gamma_{\text {inv }}\left[\{0\}, g_{a \beta}\right]$ of Eq. (6.43). It is also convenient at this point to represent ${ }^{33}$ the gravitational compensating determinant $\Delta\left[\bar{g}_{a B}, g_{\mu v}\right]$ by an added action density $\sqrt{-g} \mathscr{L}_{\text {ghoul }}$, and to adopt the convention that a functional argument $h_{\mu v}$ implicitly indicates a dependence on the ghost fields and that the integration measure $d\left[h_{\mu \nu}\right]$ implicitly includes the ghost integration measure. By substituting the expansion of $\Gamma_{\mathrm{inv}} \approx \boldsymbol{S}_{\mathrm{cI}, \mathrm{grav}}$ from Eq. (6.43) into the left-hand side of Eq. (6.52), and noting that the right-hand side of Eq. (6.52) has a functional integral representation obtained by making the substitutions

$$
\begin{align*}
& d\left[h_{\mu v}\right] \rightarrow d\left[h_{\mu v}\right] d\{\phi],  \tag{6.53}\\
& S_{\mathrm{grav}} \rightarrow S_{\mathrm{matlet}}+S_{\mathrm{grav}}
\end{align*}
$$

4 In an older terminology, we must compute expressions for the renormalized gravitational and cosmological constants, insluding radiative corrections arising from virtual metric and master fluctuations, in terms of the bare parameters appearing in the fundamental Lagrangian.
in Eq. (6.25), we can rewrite Eq. (6.52) in the form ${ }^{42}$

$$
\begin{align*}
& =\int d\left[h_{\mu \nu}\right] d\{\phi\} e^{\left.1 \int d^{4} x \bar{Y}[1 \phi) \cdot E_{a \beta}, h_{\mu \nu}\right]}, \\
& \tilde{\mathscr{L}}\left[\{\phi\}, \bar{g}_{a \beta}, h_{\mu \nu}\right] \\
& \left.=\sqrt{-g} \mid \mathscr{L}_{\text {matter }}[\mid \phi\}, g_{\mu v}\right]+\mathscr{L}_{\text {grov }}\left[g_{\mu v}\right] \\
& \left.+\mathscr{L}_{\text {ghosi }}\left[\bar{g}_{a \beta}, h_{\mu v}\right]\right\} \\
& +\sqrt{-g} \mathscr{L}_{\varepsilon f}\left[\bar{g}_{\alpha \beta}, h_{\mu v}\right]-h_{\lambda \sigma} J^{\lambda \alpha}\left[\overline{\bar{g}}_{\alpha \beta}\right], \\
& g_{\mu \nu}=g_{\mu \nu}+h_{\mu \nu} . \tag{6.54}
\end{align*}
$$

Since we now wish to study the effective action at general values of $\bar{g}_{a \beta}$, where it is not stationary, it is essential to retain the source term $J^{\lambda \sigma}\left[\overline{\mathcal{g}}_{a \beta}\right]$ in $\mathscr{\mathscr { L }}$. The problem of extracting expressions for $G_{i n d}^{-1}$ and $\Lambda_{\text {ind }}$ from Eq. (6.54) has the same formal structure as that set out in Eqs. (5.1) and (5.2) and solved in Sec. V.A. Hence the desired formulas are obtained by making the following substitutions in Eqs. (5.8), (5.14), (5.18), and (5.19),

$$
\begin{align*}
& \int d[\phi] \rightarrow \int d[] \equiv \int d\left[h_{\mu \nu}\right] d\{\phi\}, \\
& g_{\mu \nu} \rightarrow \bar{g}_{\mu \nu}, \\
& S\left[\{\phi], \eta_{\mu \nu}\right] \rightarrow \bar{S}=\int d^{4} x \overline{\mathscr{L}}\left[\{\phi\}, \eta_{\alpha \beta}, h_{\mu \nu}\right], \\
& \mathscr{\mathscr { L }} \rightarrow \overline{\mathscr{L}}\left[\{\phi\}, \bar{g}_{\alpha \beta}, h_{\mu v}\right] . \tag{6.55}
\end{align*}
$$

In order to indicate explicitly the appearance of the source current in the following formulas, it is useful to introduce the notation

$$
\begin{align*}
& \tilde{\mathscr{L}}\left[\{\phi\}, \bar{g}_{\alpha B}, h_{\mu \nu}\right]=\hat{\mathscr{L}}\left[\{\phi], \overline{\mathcal{G}}_{\alpha \beta}, h_{\mu \nu}\right]-h_{\lambda \sigma} J^{\lambda \sigma}, \\
& \hat{\mathscr{L}}\left[\{\phi\}, \overline{\mathscr{S}}_{\alpha \beta}, h_{\mu \nu}\right]=\sqrt{-\boldsymbol{g}}\left[\mathscr{L}_{\text {matte: }}+\mathscr{L}_{\text {grav }}+\mathscr{L}_{\text {ghost }}\right] \\
& +\sqrt{-\overline{8}} \mathscr{L}_{E} \text {, } \\
& \left.J^{\lambda \sigma}\left[\bar{\delta}_{\alpha \beta} ; y\right]\right|_{g_{\alpha \beta}=\eta_{a \beta}} \equiv F^{\lambda \sigma}, \\
& \left.\frac{\delta}{\delta \bar{g}_{\mu \nu}(x)} J^{\lambda_{\alpha}}\left[\bar{\delta}_{\alpha \beta} ; y\right]\right|_{\alpha \beta=\eta_{\alpha \beta}} \equiv \boldsymbol{f}^{\lambda \sigma \mid \mu v}(y, x), \tag{6.56}
\end{align*}
$$

in terms of which

$$
\begin{equation*}
\tilde{S}=\int d^{4} x\left[\hat{y^{\varphi}}\left(\{\phi\}, \eta_{\alpha \beta}, h_{\mu v}\right)-h_{\lambda_{0} \mathcal{F}} \mathcal{F}^{\lambda \sigma}\right] \tag{6.57}
\end{equation*}
$$

[^189]The tensors $f^{\lambda \sigma}$ and $\left.\boldsymbol{f}^{\lambda \sigma}\right|_{\mu \nu}$ are implicitly defined by the relations

$$
V_{2}^{\mu \nu}(x)=-2 \int d^{4} z h_{\lambda \sigma}(z) \mathscr{\delta}^{\lambda_{\sigma} \mid \mu \nu}(z, x)
$$

After simplifications using Eq. (6.58), the formulas fot $\Lambda_{\text {ind }} / G_{\text {ind }}$ and $G_{\text {ind }}^{-1}$ take the form

A second useful formula for $\Lambda_{\text {ind }} / G_{\text {ind }}$ can be obtained by using Eq. (6.35) to calculate the conformal variation of $\Gamma$, giving

$$
\begin{equation*}
-\frac{1}{2 \pi} \frac{\Lambda_{\text {ind }}}{G_{i \mu \alpha}}=2 \eta_{\lambda_{0}}\left|\frac{\delta}{\delta_{g_{2 \pi}^{R}}^{R}} W\left[\mathscr{F}^{\gamma,}, \eta_{a B}\right]+\boldsymbol{F}^{\lambda \sigma}\right| \tag{6.60}
\end{equation*}
$$

$$
\begin{align*}
& -\frac{1}{2 \pi} \frac{\Lambda_{\text {ind }}}{G_{\text {ind }}}=\left\langle V_{i}(0)\right\rangle_{0}, \\
& \frac{1}{16 \pi G_{\text {ind }}}=\langle U(0)\rangle_{0} \\
& -\frac{i}{96} \int d^{4} x x^{2}\left[\left\langle\mathscr{T}\left(\widetilde{V}_{1}(x) \widetilde{V}_{1}(0)\right)\right\rangle_{0}\right. \\
& \left.-\left\langle\mathscr{T}\left(V_{2}(x) V_{2}(0)\right)\right\rangle_{0}\right], \\
& \langle A(0)\rangle_{0}=\frac{\int d[] e^{i \bar{S}_{A}(0)}}{\int d[] e^{i \bar{S}}}, \\
& \langle\mathscr{T}(A(x) B(0))\rangle_{0}=\frac{\int d[] e^{i \tilde{S}_{A}}(x) B(0)}{\int d[] e^{i S}}, \\
& \tilde{V}_{1}(x)=V_{1}(x)-\left\langle V_{1}(x)\right\rangle_{0}, \\
& V_{1}(x)=\eta_{\mu \nu} V_{1}^{\mu \nu}(x), \\
& V_{2}(x)=\eta_{\mu \nu} V_{2}^{\mu \nu}(x), \quad\left\langle V_{2}(x)\right\rangle_{0}=0, \\
& U(x)=\text { Eq. (5.14) with } g_{\mu \nu} \rightarrow \bar{g}_{\mu v}, \overline{\mathscr{L}} \rightarrow \hat{\mathscr{L}} . \tag{6.59}
\end{align*}
$$

$$
\begin{align*}
& 0=\left.\left\langle h_{\theta_{r}}(0)\right\rangle\right|_{g_{a \beta}=\eta_{a \beta}}  \tag{6.58a}\\
& \propto \int d[] e^{i S_{h_{\theta r}}(0)}, \\
& 0=\left.\frac{\delta}{\delta \bar{g}_{\mu v}(x)}\left\langle h_{\theta r}(0)\right\rangle\right|_{\tilde{\sigma}_{C \beta}=v_{a \beta}} \\
& \propto \int d[] e^{I S} V^{\mu \nu}(x) h_{\theta \tau}(0) \text {, }  \tag{6.58b}\\
& \left.V^{\mu v}(x)=2 \frac{\delta}{\delta \bar{\delta}_{\mu v}(x)} \int d^{4} x \tilde{\mathscr{L}}[\mid \phi], \bar{g}_{\alpha \beta}, h_{\mu v}\right]\left.\right|_{\delta_{\alpha \beta}=\eta_{\alpha \beta}} \\
& =V_{1}^{\mu \nu}(x)+V_{2}^{\mu \nu}(x) \text {, } \\
& V_{!}^{\mu \nu}(x)=2| | \frac{\partial}{\partial \bar{g}_{\mu \nu}}-\frac{\partial}{\partial x^{\lambda}} \frac{\partial}{\partial\left(\partial_{\lambda} \bar{g}_{\mu \nu}\right)} \\
& \left.+\frac{\partial}{\partial x^{\lambda}} \frac{\partial}{\partial x^{\sigma}} \frac{\partial}{\partial\left(\partial_{\lambda} \partial_{\sigma} \bar{B}_{\mu \nu}\right)} \right\rvert\, \\
& \times \hat{\mathscr{L}}\left[\{\phi\}, \bar{\delta}_{\alpha \beta}, h_{\mu \nu} ; x\right]| |_{z_{\alpha \beta}=\eta_{\alpha \beta}},
\end{align*}
$$

Since

$$
\begin{equation*}
\frac{\delta}{\bar{\delta} \AA_{\lambda_{\sigma}}^{\bar{R}}} W\left[\boldsymbol{\gamma}^{\infty}, \eta_{\alpha \beta}\right]=0 \text { when } \boldsymbol{\sigma}^{\lambda a}=0 \text {, } \tag{6.61}
\end{equation*}
$$

we learn from Eq. (6.60) that the condition for the cosmological constant $\Lambda_{\text {ind }}$ to vanish is the vanishing of $\boldsymbol{F}^{\lambda \sigma}=J^{\lambda \sigma}\left[\eta_{a \beta}\right]$. This is of course expected, since when $\Lambda_{\text {ind }}$ vanishes, the induced gravitational action $\Gamma_{\text {inv }}\left[\overline{\mathcal{g}}_{\alpha \theta}\right]$ is stationary at a Minkowski background metric $\eta_{a B}$. When $\eta_{a \beta}$ is the stable ground state, the second-order fluctuation operator around $\eta_{a \beta}$ has no negative eigenvalues, and the functional integral formula of Eq. (6.59) is then guaranteed to give a real value for $G_{i n d}^{-1}$.

Unlike the situation found in Sec. V.A, where $\langle U(0)\rangle_{0}$ vanished, the term $\langle U(0)\rangle_{0}$ in Eq. (6.59) contains nonvanishing contributions quadratic in the fluctuation metric, such as $\left(\left\{\partial h_{\mu \nu} / \partial x^{\lambda}\right)^{2}\right\rangle_{0}$. Hence this term in the formula for $G_{i n d}^{-1}$ is qualitatively similar to the relation

$$
\begin{equation*}
G_{\text {ind }}^{-1} \sim\left(R\left[h_{\mu \nu}\right]\right\rangle_{0} \tag{6.62}
\end{equation*}
$$

proposed by Mansouri (1979, 1981), in papers suggesting that Einstein gravitation is generated by dynamical scale-invariance breaking in conformally invariant, order- $R^{2}$ gravitational models. However, Eq. (6.62) [which omits the nonlocal $V^{2}$ terms of Eq. (6.59)] is not a quantitatively correct expression for $\boldsymbol{G}_{\text {ind }}^{-1}$.

## C. Conditions for finiteness of $G_{\text {ind }}$ and $\boldsymbol{\Lambda}_{\text {ind }}$ and for the vanishing of $\Lambda_{\text {ind }}$

Let us turn now to the issue of whether the formulas for $G_{\text {ind }}^{-1}$ and $\Lambda_{\text {ind }}$ given in Eq. (6.59) are finite. By construction, the fundamental Lagrangian density $\mathscr{L}_{\text {matuer }}+\mathscr{L}_{\text {grav }}$ contains a complete basis of dimensionfour operators formed from the fields which are present, together with a number (say, $N$ ) of dimensionless unrenormalized couplings. The dimensional algorithm of Sec. II.C then guarantees that $G_{i n d}^{-1}$ and $\Lambda_{\text {ind }}$ will be calculable in terms of the corresponding $N$ renormalized couplings. ${ }^{43}$ If scale invariance remains unbroken, we get $\boldsymbol{G}_{\text {ind }}^{-1}=0=\boldsymbol{\Lambda}_{\text {ind }}$. If dynamical breaking of scale invariance occurs, we expect one of the $N$ dimensionless couplings to be replaced by a scale mass $N$, as discussed in Sec. IV.B, and the theory will then yield nonvanishing predictions for $G_{i \text { ird }}^{-1}$ and $\Lambda_{\text {ind }}$ in terms of $\mathscr{M}$ and the remaining $N-1$ dimensionless couplings. The ideal case, of course, would be that in which the fundamental action contains only one dimensionless coupling, so that after dynamical symmetry breaking and dimensional

[^190]transmutation, no free dimensionless coupling constants remain.

Let us consider next the conditions under which the induced cosmological constant $\boldsymbol{\Lambda}_{\text {ind }}$ vanishes, assuming initially that $\mathscr{L}_{\text {mater }}+\mathscr{L}_{\text {grav }}$ has a unifying symmetry which leaves only a single dimensionless coupling constant, and which requires the vanishing of the bare cosmological constant. Then after dimensional transmutation, $\Lambda_{\text {ind }}$ will be calculable in terms of the scale mass $\mathscr{H}$ (which is expected ${ }^{44}$ to be in the range $10^{14}-10^{19}$ GeV ), but in general $\Lambda_{\text {ind }} / \mathbb{N}^{\mathbf{2}}$ will be a number of order unity, in violent contradiction to Eq. (2.23). The only way to save the situation is for the underlying theory to have a "hidden" symmetry which guarantees the vanishing of $\Lambda_{\text {ind }}$, as discussed recently by Pagels (1982). The difficulty with implementing this mechanism is that in order for the hidden symmetry to restrict $\Lambda_{\text {ind }}$ it must be an unbroken symmetry, and no natural candidate for such a symmetry is known. ${ }^{45}$

An interesting alternative possibility is suggested by recent work in which Ovrut and Wess (1982) use a cosmological constant as a mechanism for breaking supersymmetry. Suppose that the unifying symmetry allows only a single dimensionless coupling constant but does not restrict the value of the bare cosmological constant, so that we can freely add a term $\int d^{4} x \sqrt{-g} \kappa_{0}$ to the fundamental action. Because $\kappa_{0}$ has dimension four, any polynomial formed from $\kappa_{0}$ and the fields will have dimension greater than or equal to four, and so the added term does not require the introduction of any dimensional renormalization constants with dimension smaller than four. After dynamical symmetry breaking, the theory now has two dimensional parameters, $\kappa_{0}$ and $\boldsymbol{M}$. or equivalently, $\Lambda_{\text {ind }}$ and $\boldsymbol{N}$. We can then impose as a renormalization condition the requirement that in the absence of real (as opposed to virtual) matter, the Minkowski metric $\eta_{\mu y}$ be the stable background metric, which will require ${ }^{46}$

$$
\begin{equation*}
\Lambda_{\text {ind }}=0=\mathscr{F}^{\lambda \sigma} . \tag{6.63}
\end{equation*}
$$

This leaves only one dimensional parameter $\mathbb{N}$, in terms of which all particle masses and Newton's constant are calculable.

In order to implement this alternative mechanism, we must have justifications both for assuming that the bare cosmological constant $\kappa_{0}$ is nonzero, and for imposing

[^191]the renormalization condition that the induced (or renormalized) cosmological constant $\mathbf{\Lambda}_{\text {ind }}$ vanish. A possible rationale for assuming that $\kappa_{0}$ is nonzero has been given by Hawking (1979), who points out that in order to construct a partition function $Z$ for a fixed total space-time volume one must include a Lagrange multiplier for this volume, and this is formally equivalent to including a bare cosmological term in the fundamental action. ${ }^{47} \mathrm{~A}$ possible rationale for the renormalization condition $\Lambda_{\text {ind }}=0$ could be provided by the observation that in a two-parameter theory, the ratio $\Lambda_{\text {ind }} / \mathscr{N}^{2}$ is not constant in nonequilibrium situations. If one could show that nonequilibrium processes in the early universe, such as back-reaction effects from particle production, resulted in the decay of $\boldsymbol{\Lambda}_{\text {ind }}$ towards an equilibrium value of zero, ${ }^{48}$ then use of the renormalization condition $\Lambda_{\text {ind }}=0$ in the equilibrium analysis of Sec. VI.B would be justified.

## D. Structure and properties <br> of the fundamental gravitational action

In this final section I will comment very briefly on the structure and on some of the properties of the fundamental gravitational action. I have assumed in the preceding discussion a general order- $\boldsymbol{R}^{2}$ gravitational action density of the form

$$
\begin{equation*}
\mathscr{L}_{\mathrm{grav}}=A_{0} S+B_{0} \mathscr{H}+C_{0} \mathscr{K}, \tag{6.64}
\end{equation*}
$$

with $5, \mathscr{H}, \mathscr{H}$ defined in Eq. (2.35). The study of gravitational actions of this type was initiated by Utiyama and DeWitt (1962), and a proof that they lead to a renormalizable perturbation theory has been given by Stelle (1977) ${ }^{49}$ When dimensional regularization is employed, all three terms in Eq. (6.64) are in general needed, as shown in detail for the case of a scalar field by Brown (1977) and by Brown and Collins (1980). Even though the action formed from 5 is a topological invariant in four dimensions, it is not a topological invariant in $2 \omega$ dimensions, and so makes a nontrivial contribution when multiplied by the power series in $(\omega-2)^{-1}$ contained in the coefficient $A_{0}$. The only circumstance under which a term $\mathscr{F}(=S, \mathscr{H}$, or $\mathscr{K})$ can be omitted from Eq. (6.64) is when the theory with $\mathscr{T}$ deleted has special symmetries, which guarantee that no divergences with the structure of $\mathscr{T}$ are encountered. Thus, for example, a renormalizable theory of matter and gravitation could be formulated without including any order- $\boldsymbol{R}^{2}$ terms in the fundamental action, only if $\mathscr{L}_{\text {mater }}$ itself had enough symmetry so that no divergences with the structure of $\mathscr{S}, \mathscr{H}$, or $\mathscr{H}$ were encountered. Whether such matter actions can be constructed is not presently known. A more realistic possibility for omitting terms from Eq. (6.64) is afforded by the case of classically conformally invariant theories, in which there are hints ${ }^{50}$ that the induced $\mathscr{X}$ term may always have a finite coefficient, permitting one to take $C_{0}=0$ in Eq. (6.64). It is possible to

[^192]construct renormalizable order- $\boldsymbol{R}^{2}$ gravitational theories of greater complexity than Eq. (6.64) by adding new field degrees of freedom in a number of ways (for example, by including torsion ${ }^{51}$ or superfields ${ }^{52}$ ). A prime consideration in searching for the correct gravitational action will almost certainly be that it should unify in a natural way with the fundamental matter action $\mathscr{L}_{\text {matien }}$ when that is finally known; this may involve the introduction of "pregeometric" fundamental variables ${ }^{39,53}$ which are not directly classifiable as "matter" or "metric."

The momentum space graviton propagator calculated from the fundamental action density of Eq. (6.64) contains a term proportional to

$$
\begin{equation*}
\frac{1}{\left(k^{2}\right)^{2}}=\lim _{m^{2} \rightarrow 0} \frac{1}{m^{2}}\left|\frac{1}{k^{2}}-\frac{1}{k^{2}+m^{2}}\right| \tag{6.65}
\end{equation*}
$$

Since the second pole-terrm in Eq. (6.65) has an unphysical, negative residue, order- $R^{2}$ theories do not satisfy unitarity (with positive probabilities) at the tree level. However, unitarity is a statement about the asymptotic scattering states of a field theory and their $S$-matrix, and hence unlike renormalizability, is a dynamical, rather than a kinematic statement. Thus if radiative corrections play an important role in the dynamics (and they certainly do in theories with dynamical scale-invariance breaking), violations of tree-level unitarity do not necessarily imply violations of unitarity in the full theory. This point was first made a decade ago by Lee and Wick (1969, 1970), who showed that if fields which have negative-residue "ghost" propagators at the tree level become unstable as a result of radiative corrections, then the $S$ matrix for the asymptotic scattering states can obey unitarity with positive probabilities. The relevance of the Lee-Wick mechanism for quantum gravity was first pointed out by Tomboulis (1977) and has since been discussed by a number of authors. ${ }^{54}$ As a concrete example [see Hasslacher and Mottola (1981)], let us consider a conformally invariant order- $R^{2}$ theory with the fundamental action

$$
\begin{align*}
& \mathscr{L}_{\text {ervv}}=A_{0} S+B_{0} \mathscr{H}, B_{0}=-\frac{1}{4 \xi^{2}}, \\
& \mathscr{S}=\text { Gauss-Bonnet density [Eq. }(2.35)], \\
& \mathscr{H}=C_{\mu \nu \lambda \sigma} C^{\mu \nu \lambda \sigma}, \tag{6.66}
\end{align*}
$$

with the sign of $B_{0}$ chosen to guaranter that the Euclidean continuation of the partition function is represented

[^193]by a convergent functional integral. (The 9 term in the action plays no role in the following discussion and in general does not affect the field equations.) Taking into account the fact that radiative corrections induce an effective Newton's constant, and assuming that $G_{\text {ind }}$ has the correct positive sign, a simple calculation shows that the spin- 2 part of the full graviton propagator has the form
\[

$$
\begin{align*}
& \frac{P_{\mu v a \beta}^{(2)}}{k^{2}\left[\xi\left(k^{2}\right)^{2} k^{2}+m^{2}\left(k^{2}\right)\right]} \\
& \quad=\frac{P_{\mu v a \beta}^{(2)}}{m^{2}\left(k^{2}\right)}\left|\frac{1}{k^{2}}-\frac{1}{k^{2}+\xi\left(k^{2}\right)^{2} m^{2}\left(k^{2}\right)}\right| \tag{6.67}
\end{align*}
$$
\]

Here $P_{\mu v a \beta}^{(2)}$ is a spin- 2 projection matrix, $m^{2}\left(k^{2}\right)$ is the amplitude [analogous to ( $\left.d / d k^{2}\right) \chi\left(k^{2}\right)$ of Eq. (5.30)] which gives $G_{\text {ind }}^{-1}$ in the zero-momentum limit,
$m^{2}(0)=\frac{1}{16 \pi G_{\mathrm{mad}}}$,
and $\xi\left(k^{2}\right)$ is the (one-loop) running coupling constant for the action of Eq. (6.66),

$$
\begin{equation*}
\xi\left(k^{2}\right)^{2}=\frac{\xi\left(\mu^{2}\right)^{2}}{1+\frac{1}{2} b \xi\left(\mu^{2}\right)^{2} \log \left(k^{2} / \mu^{2}\right)} \tag{6.69}
\end{equation*}
$$

In the timelike region, where $k^{2}<0$, both $\xi\left(k^{2}\right)^{2}$ and $m\left(k^{2}\right)$ have imaginary parts, and consequently the propagator of Eq. (6.67) has two complex conjugate unstable ghost poles rather than a single stable ghost pole. Thus it appears that the Lee-Wick mechanism is applicable to order- $\boldsymbol{R}^{\mathbf{2}}$ gravitational theories; more detailed checks on this are now needed.

A further property of order- $\boldsymbol{R}^{\mathbf{2}}$ gravitational theories, which is illustrated by Eqs. (6.67) and (6.69), is that they are asymptotically free. This follows from work of Julve and Tonin (1978), as corrected and extended by Fradkin and Tseytlin (1981) [see also Tomboulis (1980) and Christensen (1982)], showing that $b>0$ in Eq. (6.69) and in the analogous equation for the running coupling constant associated with the $\mathscr{K}$ term in Eq. (6.64). The scale mass $\mathscr{M}$ which characterizes the strong coupling region for the fundamental theory is presumably the Planck mass $m_{\text {planck }}$. At energies much higher than the Planck mass, the theory becomes weakly coupled, and so no singularities are expected. ${ }^{\text {s }}$ At energies much lower than the Planck mass, the induced gravitational term dominates,

$$
\begin{equation*}
\xi\left(k^{2}\right)^{-2} k^{2}+m^{2}\left(k^{2}\right) \underset{k^{2} \rightarrow 0}{\rightarrow} m^{2}(0)=\frac{1}{16 \pi G_{\text {ind }}}, \tag{6.70}
\end{equation*}
$$

reflecting the presence of an extra power of $k^{2}$ multiplying $\xi\left(k^{2}\right)^{-2}$ in Eqs. (6.67) and (6.70), and giving gravitation the form seen in observational astronomy.
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## APPENDIX A: DETAILS FOR THE BASIC THEOREMS

1. Arguments excluding dimension-two Lorentz-scalar operators
a. Pure non-Abelian gauge theories in axial and covariant gauges

The necessity for gauge fixing and ghosts requires, in the case of nonAbelian gauge theories, that we give a somewhat more careful argument for the absence of dimension-two Lorentz-scalar and internal symmetryinvariant operators $\mathrm{O}_{2}$ than would be needed in the Abelian case. Let me give first the argument working in axial gauge

$$
\begin{equation*}
A_{z}^{\prime}=0 . \tag{Al}
\end{equation*}
$$

Since axial gauge is a canonical gauge (Hanson et al., 1976), no ghost fields are present. Hence invariance under the subgroup of the Lorentz group which leaves the $z$ axis invariant and invariance under global internal symmetry transformations restrict a candidate for $O_{2}$ to have the form

$$
\begin{equation*}
O_{2}^{\prime}=A_{x}^{\prime} A^{i x}+A_{y}^{i} A^{i y}+A_{i}^{l} A^{i t} \tag{A2}
\end{equation*}
$$

Consider now the local gauge transformation

$$
\begin{equation*}
\delta A_{\mu}^{i}=\partial_{\mu} \Phi^{i}-g_{0} f^{l j k} A_{\mu}^{j} \Phi^{k} \tag{A3}
\end{equation*}
$$

with $\Phi^{k}=\Phi^{k}(x, y, t)$ independent of $z$, so that

$$
\begin{equation*}
\delta A_{z}^{\prime}=\partial_{z} \Phi^{\prime}-g_{0} f^{t j k} A_{z}^{\prime} \Phi^{k}=0 \tag{A4}
\end{equation*}
$$

Under the transformation of Eq. (A3) we have

$$
\begin{equation*}
\delta \theta_{2}^{\prime}=A_{x}^{\prime} \partial_{x} \Phi^{\prime}+A_{y}^{\prime} \partial_{y} \Phi^{\prime}+A_{i}^{l} \partial_{1} \Phi^{i} \neq 0 \tag{A5}
\end{equation*}
$$

and so $\theta_{2}$ is not invariant under the subclass of local gauge transformations which preserves the $A_{i}^{\prime}=0$ gauge condition. Thus Eq. (A2) is not a physically observable dimension-two Lorentz-scalar operator.

1 give next a covariant gauge argument, following the notation of Kugo and Ojima (1979), which uses an inner
product ( $\cdot$ ) and an outer product ( $x$ ) to denote contraction of internal symmetry indices with $\delta_{i}$ and $f^{i j k}$, respectively. In covariant gauge, we have

$$
\begin{equation*}
\mathscr{L}=-\frac{1}{4} F_{\mu v} \cdot F^{\mu \nu}+\mathscr{L}_{\mathrm{GF}}+\mathscr{L}_{\mathrm{FP}} \tag{A6}
\end{equation*}
$$

with the gauge-fixing (GF) and Fadde'ev-Popov (FP) Lagrangian terms given by

$$
\begin{align*}
\mathscr{L}_{\mathrm{GF}} & =-\partial^{\mu} B \cdot A_{\mu}+\frac{\alpha_{0}}{2} B \cdot B \\
& =-\frac{1}{2 \alpha_{0}}\left(\partial^{\mu} A_{\mu}\right)^{2}+\frac{a_{0}}{2}\left|B+\frac{1}{\alpha_{0}} \partial^{\mu} A_{\mu}\right|^{2}-\partial_{\mu}\left(B \cdot A^{\mu}\right), \\
\mathscr{L}_{\mathrm{FP}} & =-i \partial^{\mu} \bar{c} \cdot D_{\mu} c \\
D_{\mu} & =\partial_{\mu}-g_{0} A_{\mu} \times, \quad c^{\dagger}=c, \quad \bar{c}^{\dagger}=\bar{c} . \tag{A7}
\end{align*}
$$

In Eqs. (A6) and (A7), $B$ is an auxilliary scalar field, $\alpha_{0}$ is a gauge parameter, and $c$ is the Fadde'ev-Popov ghost field. The Lagrangian density of Eq. (A6) is invariant under the Becchi-Rouet-Stora (BRS, 1976) transformation

$$
\begin{align*}
& \delta A_{\mu}=\lambda D_{\mu} c, \\
& \delta c=\lambda g_{0}(c \times c) / 2, \\
& \delta \bar{c}=i \lambda B, \\
& \delta B=0, \tag{A8}
\end{align*}
$$

with $\lambda$ an $x$-independent parameter which anticommutes with $c$ and $\bar{c}$, and all physically observable operators must be similarly invariant. In covariant gauge, Lorent : invariance and invariance under global internal symmetry transformations restrict a candidate for $O_{2}$ to hav $\geq$ the form (for any constant $\beta_{0}$ )

$$
\begin{equation*}
O_{2}^{\prime}=A_{\mu} \cdot A^{\mu}+\beta_{0} \bar{c} \cdot c \tag{AS}
\end{equation*}
$$

Under the transformation of Eq . (A8), the change in $\sigma_{2}$ is

$$
\delta \otimes_{2}^{\prime}=2 A^{\mu} \cdot \lambda \partial_{\mu} c+\beta_{0}\left[i \lambda B c+\frac{1}{2} \lambda g_{0} \bar{c} \cdot(c \times c)\right] \neq 0
$$

(A10)
and so $\sigma_{2}^{\prime}$ is not a BRS invariant. Hence Eq. (A9) does not give a physically observable dimension-two Lorentzscalar operator.

We have thus concluded, by working in either axial or covariant gauge, that in a pure non-Abelian gauge theory there are no Lorentz and internal symmetry-invariant operators $\theta_{2}$, and hence no action density terms $\theta_{2} R$ in curved space-time.
b. Massless supersymmetric theories with spin-0 fields

An extension of the above argument excludes Lorentzand internal symmetry-invariant dimension-two operators $\mathrm{O}_{2}$ in massless supersymmetric theories with spin- 0 fields. Let $\varphi$ be a massiess spin-0 field which has a Majorana spinor supersymmetry partner $\psi$. Under super-
symmetry transformations, $\varphi$ transforms ${ }^{5}$ as

$$
\delta \varphi=i(\bar{\psi} \alpha-\bar{\alpha} \psi),
$$

with $\alpha$ an $x$-independent parameter which anticommutes with $\psi$. Lorentz invariance allows a candidate for $\boldsymbol{\theta}_{2}$ of the form

$$
\begin{equation*}
\sigma_{2}^{\prime}=\phi^{2}, \tag{A12}
\end{equation*}
$$

but under supersymmetry transformations the change in $O_{2}^{\prime}$ is

$$
\begin{equation*}
\delta O_{2}^{\prime}=2 \varphi \delta \varphi \neq 0 \tag{A13}
\end{equation*}
$$

Hence $\sigma_{2}$ is not an internal symmetry invariant, and an action density term $O_{2}^{\prime} R$ is excluded. (A dimension-two supersymmetry invariant is readily constructed by adding to $\theta_{2}^{\prime}$ a fermionic piece proportional to $\bar{\psi} \psi / m_{0}$, but this requires the introduction of a mass parameter $m_{0}$.)

## 2. Extension to massive regulator schemes

When massive regulators are employed, we learn from the enumeration of Sec. II.C that there are Lagrangian density terms of the form

$$
\begin{equation*}
T^{\prime}=M^{4}, \quad U^{\prime}=M^{2} R \tag{A14}
\end{equation*}
$$

with $M^{4}$ and $M^{2}$ schematically indicating polynomials which are, respectively, quartic and quadratic in the regulator masses. The term $T^{\prime}$ contributes to the induced cosmological constant $\Lambda_{\text {ind }} / G_{\text {ind }}$ through the operator $T(0)$ of Eq. ( 5.19 a ), while the term $U^{\prime}$ contributes to the induced gravitational constant $G_{\text {ind }}^{-1}$ through the operator $U(0)$ of Eq. (5.19b). The coefficients of $T^{\prime}$ and $U^{\prime}$ (which in general depend logarithmically on the regulator masses) are determined by the requirement that $\Lambda_{\text {ind }} / G_{\text {ind }}$ and $G_{\text {ind }}^{-1}$ remain finite as the regulator masses tend to infinity. Consider now the differences

$$
\begin{align*}
& \delta\left(\Lambda_{\text {ind }} / G_{\text {ind }}\right)=\left(\Lambda_{\text {ind }} / G_{\text {ind }}\right)_{\text {massive }}^{\text {regulalor }}-\left(\Lambda_{\text {ind }} / G_{\text {ind }}\right)_{\substack{\text { dimensional } \\
\text { regularization }}}, \\
& \delta\left(G_{\text {ind }}^{-1}\right)=\left(G_{\text {ind }}^{-1}\right)_{\substack{\text { massive } \\
\text { requlat or }}}-\left(G_{\text {ind }}^{-1}\right)_{\substack{\text { dimensional } \\
\text { regula rization }}}, \tag{A15}
\end{align*}
$$

between the finite induced constants calculated using massive regulators, and the finite values calculated using dimensional regularization. According to the dimensional algorithm, differences such as these between the finite values of connected, one-particle irreducible matrix elements evaluated in two different regularization schemes must be representable as the corresponding matrix elements of a Lagrangian density polynomial $\delta \mathscr{L}$ formed from the bare masses, the bare fields, and $\partial / \partial x^{\mu}$. The polynomial $\delta \mathscr{L}$ cannot contain the terms $T^{\prime}$ and $U^{\prime}$ of Eq. (A14), since any nonzero multiple of these bases is necessarily at least quadratically divergent as the regulator masses tend to infinity. The polynomial $\delta \mathscr{L}$ also cannot contain any field-dependent dimension-four Lagrangian terms which survive in the flat space-time limit, since these would give rise to differences in the flat space-time $S$ matrices calculated in the two regulariza-
tion schemes. When there are no bare masses and no scalar fields apart from members of massless supermultiplets, no other dimension-four operator is present in curved space-time, and $\delta \mathscr{P}$ then vanishes. We conclude that

$$
\begin{equation*}
\delta\left(\Lambda_{\text {ind }} / G_{\text {ind }}\right)=\delta\left(G_{\text {ind }}^{-1}\right)=0 ; \tag{A16}
\end{equation*}
$$

that is, under the necessary conditions discussed in Sec. II.D, the renormalized induced gravitational action calculated using massive regulators is unique, and agrees with that calculated by using the method of dimensional regularization.

## APPENDIX B: DETAILS FOR THE CALCULATION OF $G_{\text {ind }}^{\text {ind }}$ IN SU( $n$ ) GAUGE THEORY

## 1. Transformation to one-loop exact renormalization group

In an $\mathrm{SU}(n)$ gauge theory, the behavior of physical parameters under changes in the renormalization subtraction point $\mu$ is governed [through Eq. (4.18)] by the function $\beta(g)$, which has the power-series expansion

$$
\begin{equation*}
\beta(g)=-\left(\frac{1}{2} b_{0} g^{3}+b_{1} g^{5}+b_{2} g^{7}+\cdots\right) \tag{B1}
\end{equation*}
$$

Only the first two coefficients $b_{0,1}$ are gauge invariant, and only these coefficients are invariant under coupling constant transformations $\boldsymbol{g} \rightarrow \boldsymbol{g}^{\prime}$ of the form

$$
\begin{equation*}
g=g\left(g^{\prime}\right)=g^{\prime}+\sum_{n=1}^{\infty} A_{n}\left(g^{\prime}\right)^{2 n+1} \tag{B2}
\end{equation*}
$$

which are analytic in a neighborhood of $g=0$. 't Hooft (1979) pointed out that the noninvariance of $b_{2}, \ldots$ under the transformation of Eq. (B2) could be exploited to define a transformation which, in a formal perturbative sense, makes the transformed coefficients $b_{2}, \ldots$ vanish. Global conditions for the existence of a nonsingular 't Hooft transform were studied by Khuri and McBryan (1979); if singular transformations are not excluded [see Frishman, Horsely, and Wolff (1981) for arguments suggesting the physical relevance of singular coupling constant transformations], then a transformation to a two-loop exact renormalization group can always be made, giving

$$
\begin{equation*}
\beta(g)=-\left(\frac{1}{2} b_{0} g^{3}+b_{1} g^{5}\right) \tag{B3}
\end{equation*}
$$

Following Adler (1981), let us now make a further, nonanalytic transformation to a new "reduced" running coupling constant $g_{\boldsymbol{R}}$ for which a one-loop renormalization group structure is exact. (In the applications of the oneloop exact running coupling constant in Sec. V.D of the text, the subscript $R$ is omitted.) Writing $a_{R}=g_{R}^{2}$, $\bar{\alpha}=g^{2}$, the transformation is simply

$$
\begin{align*}
& \frac{1}{\bar{\alpha}_{R}}=-\frac{1}{2} b_{\bar{u}} f_{a}^{\infty} \frac{d \bar{\alpha}^{\prime}}{\bar{\beta}\left(\bar{\alpha}^{\prime}\right)}, \\
& \bar{\beta}(\bar{\alpha})=g \beta=-\left(\frac{1}{2} b_{0} \bar{\alpha}^{2}+b_{1} \bar{\alpha}^{3}\right), \tag{B4}
\end{align*}
$$

which is easily seen to give a nonsingular mapping from the half-line $0<\bar{\alpha}<\infty$ to the half-line $0<\bar{\alpha}_{R}<\infty$. The renormalization group structure in the new variable $\bar{\alpha}_{R}$ is determined by $\bar{\beta}_{R}\left(\bar{\alpha}_{R}\right)$, given by
$\bar{\beta}_{R}\left(\bar{\alpha}_{R}\right)=\bar{\beta}(\bar{\alpha}) \frac{\partial \bar{\alpha}_{R}}{\partial \bar{\alpha}}=\bar{\beta}(\bar{\alpha})\left(-\bar{\alpha}_{R}^{2}\right) \frac{\partial\left(\bar{\alpha}_{R}^{-1}\right)}{\partial \bar{\alpha}}=-\frac{1}{2} b_{0} \bar{\alpha}_{R}^{2}$,
and so has exactly a one-loop form.
Explicitly integrating Eq. (B4) gives for the transformation

$$
\begin{align*}
& \frac{1}{\bar{\alpha}_{R}}=\frac{1}{\bar{\alpha}}-a|\log | \frac{1}{a \bar{\alpha}}|+\log (1+a \bar{\alpha})|, \\
& a=\frac{2 b_{1}}{b_{0}} \tag{B6}
\end{align*}
$$

which for small $a \mathbb{a}$ can be developed into a series expansion,

$$
\begin{equation*}
\frac{1}{\bar{\alpha}_{R}}=\frac{1}{\bar{\alpha}}-a \log \left|\frac{1}{a \bar{\alpha}}\right|+a \sum_{n=1}^{\infty} \frac{(-a \bar{\alpha})^{n}}{n} \tag{B7}
\end{equation*}
$$

Equation (B7) can be inverted to give an expansion for $\bar{\alpha}$ in terms of $\bar{\alpha}_{R}$ and $\log \left(a \bar{\alpha}_{R}\right)$,

$$
\begin{align*}
& \bar{a}=\bar{\alpha}_{R}\left(1+\bar{\alpha}_{R} f\right), \\
& f=\sum_{k=0}^{\infty} \bar{\alpha}_{R}^{k} f_{k}, \\
& f_{0}=a \log \left(a \bar{\alpha}_{R}\right), \\
& f_{1}=f_{0}^{2}+a f_{0}-a^{2}, \ldots \tag{B8}
\end{align*}
$$

Because $f_{0}$ contains a logarithm, the transformation is nonanalytic at $\bar{\alpha}_{R}=0$, which is why the coefficient $b_{1}$ can be transformed to zero. Substituting Eq. (B8) into a perturbation series which has been brought to 't Hooft's form yields a modified perturbation series in terms of the new running coupling constant $g_{R}$, for which the oneloop renormalization group is exact. The modified expansion has the form of a joint power series in $\bar{\alpha}_{R}$ and $\log \left(a \bar{a}_{R}\right)$ in which, for a physical quantity with leadingorder contribution at order $\bar{\alpha}_{R}^{L}$, the general term has the form $\bar{a}_{R}^{\pi}\left[\log \left(a \alpha_{R}\right)\right]^{P}$, with $n \geq L$ and with $\boldsymbol{p} \leq \boldsymbol{n}$ - inazi( $1, L$ ).

## 2. Leading short-distance contribution to $\Psi(t)$

Asymptotic freedom implies that the leading shortdistance contribution to $\Psi(t)$ is obtained by doing a lowest-order perturbation theory calculation, with the coupling constant $g^{2}$ replaced by the running coupling constant $g^{2}(t)$. Thus from Eqs. (5.43) and (5.49) we get

$$
\begin{align*}
\Psi(t)=\frac{1}{4} \frac{1}{\left(-\log N^{2} t\right)^{2}}[ & \left\langle\mathscr{T}\left(F^{2}(x) F^{2}(0)\right)\right\rangle_{O E} \\
& \left.-\left\langle F^{2}(x)\right\rangle_{O E}^{2}\right], \tag{B9}
\end{align*}
$$

with $F^{2}$ a shorthand for $F_{\lambda \sigma}^{\omega} F^{H \lambda \sigma}$, and with the subscript $O E$ indicating the Euclidean vacuum expectation. In lowest-order perturbation theory, the square bracket in Eq. (B9) is given by

$$
\begin{align*}
\langle\mathscr{F} & \left.\left(F^{2}(x) F^{2}(0)\right)\right\rangle_{O E}-\left\langle F^{2}\right\rangle_{O E}^{2} \\
& =2\left[\left\langle\mathscr{F}\left(F_{\lambda_{\sigma}}^{i}(x) F_{\mu \nu}^{j}(0)\right)\right\rangle_{O E}\right]^{2} \\
& =2\left[\left\langle\mathscr{T}\left(\partial_{[\lambda,} A_{\sigma]}^{i}(x) \partial_{[\mu,} A_{V]}^{j}(0)\right)\right\rangle_{O E}\right]^{2}, \tag{B10}
\end{align*}
$$

with [,] indicating antisymmetrization of indices. Substituting the Euclidean Feynman propagator

$$
\begin{equation*}
\left\langle\mathscr{T}\left(A_{\sigma}^{i}(x) A_{\nu}^{\prime}(y)\right)\right\rangle_{O E}=\frac{\delta^{i j} \delta_{\sigma v}}{(2 \pi)^{2}(x-y)^{2}}, \tag{B11}
\end{equation*}
$$

and carrying out the differentiations and contractions, an elementary calculation gives

$$
\begin{align*}
{[(\mathscr{T}} & \left.\left.\left(\partial_{\left[\lambda_{0}\right.} A_{\sigma]}^{\prime}(x) \partial_{\left[\mu_{0}\right.} A_{\nu]}^{j}(0)\right)\right\rangle_{O E}\right]^{2} \\
& \left.=\frac{3 \times 2^{7}}{(2 \pi)^{4}} i n^{2}-1\right) \frac{1}{t^{4}} \\
& \Rightarrow \Psi(t)=\frac{3 \times 2^{6}}{(2 \pi)^{4}}\left(n^{2}-1\right) \frac{1}{t^{4}\left(-\log \mathscr{M}^{2} t\right)^{2}}
\end{align*}
$$

yielding the value of $C_{\Psi}$ given in Eq. (5.52) of the text.

## 3. Dimensional continuation evaluation of comparison integrals

I give here two evaluations of the integral of Eq. (5.55) by dimensional continuation. In the first calculation, only the power of $u$ in the integrand is dimensionally continued, while the logarithms are kept in dimension four. In the second calculation [restricted for simplicity to the leading term in $\Theta(u)]$ both the power of $u$ and the logarithms are dimensionally continued, corresponding ro use of the $2 \omega$-dimensional vacuum expectation in $\mathrm{Eq}_{\mathrm{q}}$. (5.22). The two calculations give the same answer, as expected where a finite radiative correction is evaluated by different regularization methods. In the context of the second calculation, we can compare the analyticity properties in $\omega$ of the dimensional continuation of a firite sum of Feynman diagrams, with the analyticity properties of the infinite sum of Feynman diagrams contained in the running coupling constant factor $g^{4}(t)$.
In $2 \omega$ dimensions, the factor $d^{2 \omega} x$ in Eq. (5.22) is proportional to $d t t^{\omega-1}$, and since $\tilde{T}(x)$ has canonical dimension $2 \omega$, the leading power behavior of the vacuum expectation $\langle\mathscr{T}(\vec{T}(x) \tilde{T}(0))\rangle_{0}^{\omega}$ is $t^{-2 a}$. Hence when the logarithmic sum $\theta(u) /(\log u)^{2}$ is kept in four dimensions (and when a normalization factor of $\pi^{\infty} / \pi^{2}$ is omitted), the continuation of the integral of Eq. (5.55) is

$$
\begin{equation*}
\int_{0}^{u_{0}}\left(d u u^{\omega-1}\right) u\left|u-2 \epsilon_{0} \frac{\Theta(u)}{(\log u)^{2}}\right|=\int_{0}^{u_{0}} d u u^{-\theta} \frac{\Theta(u)}{(\log u)^{2}} \tag{B13}
\end{equation*}
$$

and is convergent at $u=0$ when $R e \omega<1$. In order to put Eq. (BI3) in a form where it can be analytically con-
tinued to $\omega=2$, let us first make the change of variable $u=e^{-v}$. giving

$$
\begin{equation*}
\int_{\log _{0}^{-1}}^{\infty} d v \frac{e^{(\omega-1) v}}{v^{2}} \Theta\left(e^{-\nu)},\right. \tag{B14}
\end{equation*}
$$

with the contour of integration running along the positive real axis. When Re $\omega<1$ and $\operatorname{Im} \omega>0$, the integration contour can be deformed to the contour $C$ of Fig. 5, while when $\mathrm{Re} \omega<1$ and $\operatorname{Im} \omega<0$, the contour can be deformed to a contour $C^{*}$, obtained by reflecting $C$ in the real axis. Once the contour has been deformed to $C$ or $C^{*}$, the integral of Eq. (B14) converges for any value of Re $\omega$, and we can continue Re $\omega$ to 2 . Since Hermiticity of a quantum field theory requires that the regularization prescription be manifestly real (contour prescriptions can enter only through Feynman propagators), the limit as $\omega \rightarrow 2$ must be defined as the average of dimensional continuations to $\omega=2+i \epsilon$ and to $\omega=2-i \epsilon$. That is, we must average the evaluations of Eq. (B14) with $\omega=2$ on the contours $C$ and $C^{*}$, or equivalently, take the real part of the evaluation on the contour $C$ alone, yielding the formula given in Eq. (5.56) of the text. The inequivalence of the evaluations on $C$ and $C^{*}$ implies that the analytic continuation of Eq. (B14) to Rew $>1$ has a branch cut running along the positive real axis from $\omega=1$ (space-time dimension two) to $\infty$.

To study the effect of dimensionally continuing the logarithmic terms in Eq. (5.55), we note that a momentum space factor $\log k^{2}$ continues into

$$
\begin{equation*}
\frac{\left(k^{2}\right)^{\omega-2}}{\omega-2}+\text { counterterm }=\frac{\left(k^{2}\right)^{\omega-2}-1}{\omega-2} \tag{B15}
\end{equation*}
$$

and corresponding to this, a coordinate space factor $\log \left(-x^{2}\right)=\log t$ continues into

$$
\begin{equation*}
\frac{\left(x^{2}\right)^{2-\omega}}{2-\omega}+\text { counterterm }=\frac{\left(x^{2}\right)^{2-\omega}-1}{2-\omega} \tag{B16}
\end{equation*}
$$

Hence let us consider the integral

$$
\begin{equation*}
I(\omega, \gamma)=\int_{0}^{u_{0}} d u u^{-\omega} \frac{1}{\left|\frac{u^{\gamma}-1}{\gamma}\right|^{2}}, \tag{B17}
\end{equation*}
$$

which when $\gamma=2-\omega$ describes the continuation of the leading logarithmic term in $\Theta(u)$, and when $\gamma=0$ reduces to the integral, studied above, in which the logarithmic factor is not continued,

$$
\begin{equation*}
I(\omega, 0)=\int_{0}^{u_{0}} d u u^{-\omega} \frac{1}{(\log u)^{2}} \tag{B18}
\end{equation*}
$$

To study the $\omega$-plane analyticity of Eq. (B17), we expand the factor $\left(1-u^{\gamma}\right)^{-2}$ into a power series in $u^{\gamma}$ (since $u_{0}<1$, this is permitted for $\gamma>0$ ), and then do the $u$ integrations assuming Rew<1, giving

$$
\begin{align*}
I(\omega, \gamma) & =\gamma^{2} \int_{0}^{u_{0}} d u u^{-\infty} \sum_{n=0}^{\infty}(n+1) u^{n \gamma} \\
& =\gamma^{2} \sum_{n=0}^{\infty}(n+1) \frac{u_{0}^{\pi \gamma+1-\alpha}}{n \gamma+1-\omega} \tag{B19}
\end{align*}
$$

When $\gamma$ is regarded as a parameter independent of $\omega$, Eq. (B19) shows that $I(\omega, \gamma)$ is a meromorphic function of $\omega$, with poles at $\omega=1+n \gamma, n=0,1, \ldots$ In the limit as $\gamma \rightarrow 0$ for fixed $\omega$, these poles coalesce into a branch cut running from $\omega=1$ to $\omega=+\infty$, which is just the analyticity structure of $I(\omega, 0)$ which was inferred from the discussion following Eq. (B14) above. When the value $\gamma=2-\omega$, corresponding to continuation of the logarithm, is substituted into Eq. (B19), we get
$\boldsymbol{I}(\omega, \mathbf{2}-\omega)$

$$
\begin{aligned}
& =(2-\omega)^{2} \sum_{n=0}^{\infty}(n+1) \frac{u_{0}^{2 n+1-\omega(n+1)}}{2 n+1-\omega(n+1)} \\
& =(2-\omega) u_{0}^{1-\omega}{ }_{2} F_{1}\left|2, \frac{1-\omega}{2-\omega} ; \frac{1-\omega}{2-\omega}+1 ; u_{0}^{2-\omega}\right|
\end{aligned}
$$

(B20)
with the bypergeometric function ${ }_{2} F_{1}(a=2, b$; $c=b+1 ; z$ ) defined by

$$
\begin{equation*}
{ }_{2} F_{1}(2, b ; b+1 ; z)=\sum_{n=0}^{\infty} \frac{(n+1) z^{n}}{b+n} . \tag{B21}
\end{equation*}
$$

The singularities of Eq. (B21) are poles at $b_{n}=-n$, corresponding to poles in $\omega$ at $\omega_{n}$ given by

$$
\begin{equation*}
1 \leq \omega_{n}=\frac{2 n+1}{n+1}<2 \tag{B22}
\end{equation*}
$$

and a cut along the real $z$ axis from $z=1$ to $z=\infty$, corresponding to a cut along the real $\omega$ axis from $\omega=2$ to $\omega=\infty$. Hence there is an infinite accumulation of poles on the real axis to the left of $\omega=2$, and a branch cut on the real axis to the right of $\omega=2$. As a result, the limit $\omega \rightarrow 2$ cannot be taken along the real axis, and instead must be defined as the average of limits from above and below the real axis, giving the real part prescription of Eq. (5.56). The fact that $\omega=2$ is a branch point is a direct result of the fact that $I(\omega, 2-\omega)$ is the sum of an infinite number of Feynman diagrams. If the sum in Eq. ( $\mathbf{B 2 O}$ ) is truncated at $n=N$, corresponding to retaining only contributions to the running coupling constant through $N$-loop order, one gets a meromorphic function of $\omega$ which is regular at $\omega=2$. This is the result expected from the discussion of the dimensional continuation of individual Feynman diagrams given in Sec. III.

We must still show that, as $\omega \rightarrow 2$ in a real part or principal value sense, $\boldsymbol{I}(\omega, 2-\omega)$ approaches the leading term of Eq. (5.56) of the text. To do this, let us again make the change of variable $u=e^{-\nu}$, giving
$I(\omega, 2-\omega)=\int_{\log u_{-}^{-1}}^{\infty} d v \frac{e^{(\alpha v-1) v}}{v^{2}} \frac{1}{\left|\frac{1-e^{(\omega-2 \mid v}}{(2-\omega) v}\right|^{2}}$.
For $\operatorname{Re} \omega<1, \operatorname{Im} \omega>0$, and $u$ in the first quadrant, we have

$$
\begin{align*}
& \operatorname{Re}[(\omega-1) v]=\operatorname{Re}(\omega-1) \operatorname{Rev}-\operatorname{lm}(\omega-1) \operatorname{Im} v<0,  \tag{B24}\\
& \operatorname{Re}[(\omega-2) v]=\operatorname{Re}[(\omega-1) v]-\operatorname{Re} v<0,
\end{align*}
$$

and so the contour of integration can be deformed to $C$ without encountering poles coming from vanishing of the denominator in Eq. (B23). We can then set $\omega=2+i \epsilon$, giving

$$
\operatorname{Re}[I(2+i \epsilon,-i \epsilon)]=\operatorname{Re}\left|\int_{\log _{0}-1}^{L_{\infty}} \frac{d v}{v^{2}} e^{\nu} F(v, \epsilon)\right|
$$

(B25)
with $F(v, e)$ given by

$$
\begin{align*}
& F(v, \epsilon)=\frac{e^{i \epsilon v}}{\left|\frac{1-e^{i \epsilon v}}{i \epsilon v}\right|^{2}}, \\
& F(v, \epsilon)=1+O\left(\epsilon^{2}|v|^{2}\right), \quad|v| \ll \epsilon^{-1}, \\
& F(v, \epsilon)=\frac{1}{\left|\frac{\sinh \frac{1}{2}|\epsilon v|}{\frac{1}{2}|\epsilon v|}\right|} \leq 1, v \text { imaginary } . \tag{B26}
\end{align*}
$$

Since the integral of Eq. (B25) is absolutely and uniformly convergent for all $\epsilon \geq 0$, we can take the limit as $\epsilon \rightarrow 0$ inside the integral, giving

$$
\begin{align*}
I(2,0) & =\lim _{\epsilon \rightarrow 0} \operatorname{Re}[I(2+i \epsilon,-i \epsilon)] \\
& =\operatorname{Re}\left|\int_{\log _{0}^{-1}}^{i \infty} \frac{d v}{v^{2}} e^{v}\right| \tag{B27}
\end{align*}
$$

The result of this rather tedious analysis thus reproduces the leading, $\Theta=1$, term of Eq. (5.56).
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## Erratum: Einstein gravity as a symmetry-breaking effect

 in quantum field theory[Rev. Mod. Phys. 54, 729 (1982)]

Stephen L. Acler<br>The Insrimue for Advanced Study, Princeton, New Jersey 08540

The following clarifications should help in reading Sec. VI:
(1) Equation (6.11) is obtained by substituting Eq. (6.9), with $\theta^{\prime}=\theta$, into Eq. (6.7). The step from Eq. (6.13) to (6.14) then makes use of Eq. (6.11), with $\theta$ replaced by $\theta^{-1}$ and with $g_{a \beta}^{R}$ replaced by $g_{\alpha \beta}^{R}$.
(2) Equation (6.30) is obtained by combining Eq. (6.28b), which can be rewritten as

$$
\frac{\delta g^{\delta \eta}}{\delta g_{\alpha \beta}^{R}} \frac{\delta}{\delta \bar{g}^{\xi \eta}} \Gamma\left[\bar{g}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]+\frac{\delta}{\delta g_{\alpha \beta}^{R}} \Gamma\left[\overline{8}^{\lambda \sigma}, g_{\alpha \beta}^{R}\right]=0,
$$

with Eq. (6.29), which implies the vanishing of the first term on the left-hand side of the above equation.
(3) In Eq. (6.58), ( $h_{\theta_{r}}(0)$ ) is a shorthand for $\left(h_{\theta_{r}}(0)\right)_{\rho}$, with $J^{\delta \eta}\left[\bar{\delta}_{a \beta}\right]$ the external source current.
(4) In deriving Eq. (6.59), use has been made of the identity

$$
0=\int d[] e^{i \tilde{S} V^{\mu \nu}(x) V_{2}^{\alpha \beta}(y), ~}
$$

which follows from Eq. (6.58b) and the fact that $V_{2}^{a \beta}$ is linear in $h_{\lambda a}$. From this identity we then get

$$
\begin{aligned}
0 & =\left\langle\mathscr{T}\left(\left[V_{1}(x)+V_{2}(x)\right] V_{2}(0)\right)\right\rangle_{0} \\
& \Longrightarrow\left\langle\mathscr{T}\left(\left[V_{1}(x)+V_{2}(x)\right]\left[V_{1}(0)+V_{2}(0)\right]\right)\right\rangle_{0} \\
& =\left\langle\mathscr{T}\left(V_{1}(x) V_{1}(0)\right\rangle\right\rangle_{0}-\left\langle\mathscr{T}\left(V_{2}(x) V_{2}(0)\right)\right\rangle_{0}
\end{aligned}
$$

I wish to thank $A$. Zee for comments on Sec. VI.
In the references, the paper of Brout, Englert, and Gunzig (1978) appeared in Ann. Phys. (N.Y.), not in Ann. Phys. (Paris). The citation of Utiyama and DeWitt (1962) in Sec. VI.D should also refer to DeWitt (1950) [DeWitt, B.S., 1950, Ph.D. thesis (Harvard University), unpublished].

Excerpt from S. L. Adler, Theory of Static Quark Forces, Phys. Rev. D. 18, 411-434 (1978).

APPENDIX A: SCALAR PROPAGATOR CONSTRUCTION

I construct in this appendix the scalar propagator $\Delta^{a b}(x, y)$ defined in Eq. (81) of the text, which satisfies

$$
\begin{align*}
& D_{x}^{u} D_{x}^{u} \Delta^{a b}(x, y)=\left(D_{x}^{0} D_{x}^{0}+D_{x}^{\prime} D_{x}^{\prime}\right) \Delta^{a b}(x, y) \\
&=-8^{a b} \delta^{s}(x-y), \\
& D_{x}^{0} \vec{w}(x)=\vec{\lambda}_{0}(x) \times \vec{w}(x), \\
& D_{\mathrm{z}}^{\prime} \vec{w}(x)=\left[\frac{\partial}{\theta x^{j}}+\vec{b}_{0}^{\prime}(x) \times\right] \vec{w}(x), \tag{A1}
\end{align*}
$$

$$
\begin{aligned}
& \lambda_{0}^{g}(x)=\frac{x^{a}}{r^{g}}(1-r \operatorname{coth} r) \\
& b_{0}^{\Delta t}(x)=\frac{\epsilon^{\Delta i j} x^{t}}{r^{2}}\left(1-\frac{r}{\sinh r}\right),
\end{aligned}
$$

where I have set $\kappa=1$. To change to general $\kappa$ one simply uses the scaling law

$$
\begin{align*}
\Delta^{a b}(x, y)_{\text {semeralk }} & =\Delta^{a b}(x, y ; \kappa) \\
& =\kappa \Delta^{a b}(\kappa x, \kappa y ; 1) . \tag{A.2}
\end{align*}
$$

The reversal in sign of $\vec{\lambda}_{0}$ as compared with Eq. (49) [which I have made because the sign in Eq. (A1) corresponds to the convention I used in my calculations] has no effect on $\Delta^{a b}$, since $D_{\square}^{\mu} D_{x}^{\mu}$ is even in $\bar{\lambda}_{0}$. As in the vector propagator calculation in the text, I make extensive use of the results of Brown et al. ${ }^{20}$ for propagators in pseudoparticle fields. The first step of the calculation, following Manton, ${ }^{31}$ is to make a complex gauge transformation which changes the potentials from $\lambda_{0,}^{a}, b_{0}^{a}$ of Eq. (A1) to $\bar{x}_{0}^{a}, \bar{b}_{0}^{a i}$, with

$$
\begin{align*}
& \lambda_{0}^{a}=\lambda_{0}^{a}=\frac{x^{a}}{r^{2}}(1-r \operatorname{coth} r), \\
& \delta_{0}^{\prime}=\frac{\epsilon^{a t /} x^{J}}{r^{2}}(1-r \operatorname{coth} r)+i \delta^{i c} . \tag{A3}
\end{align*}
$$

Introducing a matrix $M^{\text {a }}(x)$ given by

$$
\begin{align*}
& M^{\mathrm{a}}(x)= \cosh r\left(\delta^{a \mathrm{a}}-\frac{x^{a} x^{a}}{r^{2}}\right) \\
&-i \sinh \gamma \epsilon^{a \mathrm{a}} \frac{x^{1}}{r}+\frac{x^{a} x^{a}}{r^{2}},  \tag{A4}\\
& M^{\mathrm{ad}}(x) M^{\mathrm{ad}}(x)=\delta^{a b},
\end{align*}
$$

it is straightforward to verify that

$$
\begin{equation*}
\frac{\partial}{\partial x^{j}} M^{a d}(x)=-\varepsilon^{a c c} b_{0}^{b j} M^{c a}+M^{a d} \epsilon^{a b d} b_{\partial}^{z j}, \tag{A5}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
D_{x}^{1} M^{\mathrm{ad}}(x)=M^{\mathrm{a} \mathrm{a}}(x) D_{x}^{1} \tag{A6}
\end{equation*}
$$

So once we have obtained the scalar propagator $\Sigma^{\boxed{a 5}}(x)$ satisfying
we get the desired propagator $\Delta^{a b}$ by transforming both $S U(2)$ indices with the matrix $M$,

$$
\begin{equation*}
\Delta^{a b}(x, y)=M^{a d}(x) M^{b \bar{b}}(y) \bar{\Delta}^{\mathbb{a}^{\mathrm{a}}}(x, y) \tag{AB}
\end{equation*}
$$

From this point on I will work exclusively with the gauge-transformed potentials of Eq. (A3). For notational convenience I will drop all bars, but it should be kept in mind that I am now constructing the propagator $\bar{Z}$ in the new gauge, not the final propagator $\Delta$ given by Eq. (A8). The advantage of the potentials of Eq. (A3) is that they take the form used by Brown et al, as the starting point for their analysis,

$$
\begin{align*}
& A^{a \mu}(x)=\left(\lambda_{0}^{a}, b_{0}^{a}\right)=-\eta^{(-) \mu \nu a} \partial^{\nu} \ln \pi(x), \\
& \pi(x)=e^{\left(x^{0}\right)} \frac{\sinh r}{r}, \quad 8^{0}=\frac{\partial}{\partial x^{0}}, \quad \partial^{j}=\frac{\partial}{\partial x^{j}},  \tag{A9}\\
& \eta^{(-) \mu v a}=-\eta^{(-) \nu \mu a}, \quad \eta^{(-) k l a}=\epsilon^{n l a}, \quad \eta^{(-) m o a}=-\delta^{n a} .
\end{align*}
$$

Note that although $\pi(x)$ depends on $x^{0}$, the potential $A^{a \mu}(x)$ depends only on the spatial components $x^{j}$ of $x$. Hence if I define a Euclidean time-dependent propagator $\Delta^{a b}\left(\frac{1}{x}, \bar{y}, x^{0}, y^{0}\right)$ by

$$
\begin{align*}
& D_{x}^{u} D_{x}^{u} \Delta^{a b}\left(\vec{x}, \vec{y}, x^{0}, y^{0}\right)=-\delta^{a b} \delta^{4}(x-y), \\
& D_{x}^{0} \vec{w}(x)=\left[\frac{\theta}{\theta x^{0}}+\bar{X}_{0}(x) x\right] \vec{w}(x), \tag{A10}
\end{align*}
$$

then it will actually depend only on the time difference $\lambda=x^{0}-y^{0}$, and the desired propagator $\Delta^{a b}(\bar{x}, \bar{y})$ is obtained by integrating over the time difference,

$$
\begin{equation*}
\Delta^{\Delta \Delta}(\vec{x}, \bar{y})=\int_{-}^{\infty} d \lambda \Delta^{\bullet \Delta}(\bar{x}, \bar{y}, \lambda) . \tag{A11}
\end{equation*}
$$

The final observation needed, in order to make contact with the work of Brown et al., is that $\pi(x)$ can be written as a contour integral,

$$
\begin{align*}
\pi(x) & =\frac{e^{i x_{0}} \sinh \gamma}{r} \\
& =-\frac{1}{2 \pi} \int_{-\infty-i K}^{--1 K} d s e^{i x} \frac{1}{r^{2}+\left(x^{0}-s\right)^{2}}, K>r . \tag{A12}
\end{align*}
$$

I now will list a number of results from the analysis of Brown et al., with occasional small changes in notation. Brown et al. construct the general scalar, isovector propagator $\Delta^{a b}\left(x, y, x^{0}, y^{0}\right)$ satisfying Eq. (A10) for potentials $A^{\text {au }}(x)$
 particle (instanton) configuration

$$
\begin{equation*}
\pi(x)=(1)+\sum_{s} \frac{\rho_{s}^{2}}{x_{s}^{2}}, \quad x_{s}=x-z_{a} \tag{A13}
\end{equation*}
$$

Their result takes the form of a sum of two pieces (with $x_{1} y$ Euclidean four-vectors)

$$
\begin{equation*}
\Delta^{a b}(x, y)=\Delta^{a b}(x, y)^{(1)}+\Delta^{a b}(x, y)^{(2)} . \tag{A14}
\end{equation*}
$$

The first piece is constructed in terms of spin- $\frac{1}{2}$ propagators by the recipe
$\Delta^{a b}(x, y)^{(1)}=\frac{U^{a b}(x, y)}{4 \pi^{2}(x-y)^{2} \pi(x) \pi(y)}$,
$U^{a b}(x, y)=\frac{1}{2} \operatorname{tr}\left[\tau^{0} F^{(0)}(x, y) \tau^{d} F^{(0)}(y, x)\right]$,
$F^{(0)}(x, y)=(1)+\sum_{s} \rho_{s}{ }^{2} \frac{\tau \cdot x_{s}}{x_{s}^{2}} \frac{\tau^{\dagger} \cdot y_{d}}{y_{d}{ }^{2}}$,
$\tau^{\mu}=\left(i, \tau^{j}\right), \quad \tau^{\mu}=\left(-i, \tau^{j}\right)$,
$\tau^{\prime}=\operatorname{SU}(2)$ Pauli matrices, $x_{s}=x-z_{s}, \quad y_{s}=y-z_{s}$.
The second piece has the form

$$
\begin{align*}
& \sum_{t} \frac{g_{s t} h_{t v}}{\rho_{t} \rho_{v}}=\delta_{s v},  \tag{A17a}\\
& g_{s t}=\left[(1)+\sum_{t=t} \frac{\rho_{r}^{2}}{\left(z_{r}-z_{s}\right)^{2}}\right] \delta_{s t}-\frac{\rho_{s} \rho_{t}}{\left(z_{s}-z_{t}\right)^{2}}\left(1-\delta_{t t}\right) . \tag{A17b}
\end{align*}
$$

To make use of these rather formidable looking equations, I note that Eq. (A13) becomes identical to Eq. (A12) under the substitutions

$$
\begin{align*}
& (1) \rightarrow 0, \\
& 2_{s}-(s, 0), \quad x_{s}^{2} \rightarrow\left(x^{0}-s\right)^{2}+\overline{\mathrm{x}}^{2},  \tag{A18}\\
& \sum_{s}-\int d s, \rho_{s} \rightarrow-(1 / 2 \pi) e^{i s},
\end{align*}
$$

so that the Sommerfield-Prasad solution is in effect a continuum of complex instantons. Corresponding to the substitution (1) $\rightarrow 0$, the terms (1) in Eqs. (A15) and (A17) must also be deleted. The transition from sums to integrals can he made with no ambiguity in $\Delta^{a b}(x, y)^{(1)}$, giving (recall that $\lambda=x^{0}-y^{0}$ )

$$
\begin{align*}
\Delta^{a b}(\vec{x}, \vec{y})^{(1)} & \equiv \int_{-\infty}^{\infty} d \lambda \Delta^{a b}(\vec{x}, \vec{y}, \lambda)^{(1)} \\
& =\int_{-}^{\infty} d \lambda \frac{1}{4 \pi^{2}\left[(\vec{x}-\vec{y})^{2}+\lambda^{2}\right]} \frac{|\vec{x}|}{\sinh |\vec{x}|} \frac{|\vec{y}|}{\sinh |\vec{y}|} e^{-\left(x^{0}+\left\lvert\, y^{0} \frac{1}{2} \operatorname{tr}\left[\tau^{a} F^{(+)}(x, y) \tau^{0} F^{(+)}(y, x)\right]\right.,\right.}  \tag{A19}\\
F^{(+)}(x, y) & =-\frac{1}{2 \pi} \int u s e^{i \cdot} \frac{\vec{\tau} \cdot \vec{x}+i\left(x^{0}-s\right)}{\vec{x}^{2}+\left(x^{0}-s\right)^{2}} \frac{\vec{\tau} \cdot \vec{y}-i\left(y^{0}-s\right)}{\vec{y}^{2}+\left(y^{0}-s\right)^{2}} .
\end{align*}
$$

Making a shift $s-s+x^{0}$ in the integration over $s$ in $F^{\left({ }^{\circ}\right)}(x, y)$ and a shift $t-t+x^{0}$ in the corresponding integration over $t$ in $F^{(*)}(y, x)$, gives

$$
\begin{align*}
& \Delta^{a b}(x, y)^{(1)}=\frac{1}{(2 \pi)^{4}} \frac{|\overrightarrow{\mathrm{x}}|}{\sinh |\overrightarrow{\mathrm{x}}|} \frac{|\overrightarrow{\mathrm{y}}|}{\sinh |\overrightarrow{\mathrm{y}}|} \int d s e^{i s} \int d t e^{t t} \int_{-}^{-} \frac{d \lambda e^{i z}}{\overrightarrow{(x}-\overrightarrow{\mathrm{y}})^{2}+\lambda^{2}} \\
& \times \dagger \operatorname{tr}\left[\frac{\vec{\tau} \cdot \vec{x}+i t}{\bar{x}^{2}+t^{2}} \tau^{\boldsymbol{n}} \frac{\vec{\tau} \cdot \vec{x}-i s}{\vec{x}^{2}+s^{2}} \frac{\vec{\tau} \cdot \vec{y}+i(s+\lambda)}{\hat{y}^{2}+(s+\lambda)^{2}} \tau^{0} \frac{\vec{\tau} \cdot \overrightarrow{\mathrm{y}}-i(t+\lambda)}{\mathrm{y}^{2}+(t+\lambda)^{2}}\right] \text {. } \tag{A20}
\end{align*}
$$

Now make, in the order indicated, the following changes of variables:
(i) $\lambda \rightarrow z-\frac{1}{2}(s+t)=z-w$,
(ii) $w=\frac{1}{2}(s+t), \quad v=\frac{1}{2}(s-t), \quad d s d t=2 d w d v$.

This gives as the final result the following symmetrical-looking formula:

$$
\begin{aligned}
& \Delta^{a b}(x, y)^{(1)}=\frac{2}{(2 \pi)^{4}} \frac{|\vec{x}|}{\sinh |\bar{x}|} \frac{|\vec{y}|}{\sinh |\bar{y}|} \int_{-\infty}^{\infty} d v \int_{-\infty-1 \pi}^{\infty-\mid \pi} d u \int_{-\infty-\mid \pi}^{\infty-i \pi} d z \frac{e^{i w} e^{i d}}{(\bar{x}-\vec{y})^{2}+(z-v)^{2}}
\end{aligned}
$$

Turning next to the second piece, I note that time-translation invariance implies that $h_{s 0}$ $=h(s-v)$. Anticipating the fact that only $H$ $=\sum_{u} h(s-v)$ is needed, I proceed first to extract this quantity from the matrix inversion problem of Brown et al. stated in Eq. (A17). Because the expressions of Eqs. (A16) and (A17) contain singular factors $\left(z_{u}-z_{v}\right)^{-2}$, etc., it is necessary to separate the various integration contours $r, s, u, v$ by small imaginary displacements. In order to do this in a way which preserves the validity of various algebraic operations used by Brown et al. in getting their solution, ${ }^{33}$ it is necessary to symmetrize over all possible "stacking orders" of the contours on the complex plane, a procedure which will eventually lead to the appearance of principalvalue integrals in the answer. Summing over $v$ in Eq. (A17a) gives

$$
\begin{equation*}
\left[\sum_{v} h(t-v)\right]\left[\sum_{t} \frac{g_{u s}}{\rho_{t}}\right]=\sum_{v} \rho_{v} \delta_{s v}=\rho_{s} . \tag{A23}
\end{equation*}
$$

Dropping the (1) in the expression for $g_{s t}$ in Eq. (A17b) gives

$$
\begin{equation*}
\sum_{i} \frac{g_{s}}{\rho_{i}}=\rho_{\mathrm{a}} \sum_{r=3} \frac{\rho_{\mathrm{r}}^{2} / \rho_{\mathrm{s}}^{2}-1}{\left(z_{\mathrm{r}}-2_{\mathrm{a}}\right)^{2}} \tag{A24}
\end{equation*}
$$

so that

$$
\begin{equation*}
H=\sum_{v} h(t-v)=\left[\sum_{r=s} \frac{\rho_{r}^{2} / \rho_{s}^{2}-1}{\left(z_{r}-z_{s}\right)^{2}}\right]^{-1} . \tag{A25}
\end{equation*}
$$

As a consistency check, note that if we multiply Eq. (A23) by $\rho_{s}$ and sum, we get

$$
\begin{align*}
H \sum_{1,1} \frac{g_{s t}}{\rho_{1}} \rho_{s} & =H \sum_{r=s} \frac{\rho_{r}^{2}-\rho_{A}^{2}}{\left(z_{r}-z_{s}\right)^{2}} \\
& =0=\sum_{1} \rho_{s}^{2} \tag{A26}
\end{align*}
$$

but in the continuum limit

$$
\begin{equation*}
\sum_{s} \rho_{s}^{2}--\frac{1}{2 \pi} \int_{-=-i x}^{\infty-i x} d s e^{i s}=0 \tag{A27}
\end{equation*}
$$

so that Eq. (A26) is in fact satisfied. Passing to the limit in Eq. (A25), and remembering that we must average over the cases where the $r$ contour goes over and under $s$, we get

$$
\begin{equation*}
H=\left[\mathrm{p} \int_{---i k}^{--i k} d r \frac{e^{i(r-s)}-1}{(r-s)^{2}}\right]^{-1}=-\frac{1}{\pi} \tag{A28}
\end{equation*}
$$

The final step in the calculation is to make the transition froms sums to integrals in Eq. (A16), bearing in mind the necessity of symmetrizing over the ordering of integration contours. Noting that

$$
\begin{equation*}
\eta^{(-)_{\mu v a}} x_{\eta \mu} x_{s v}=-x^{a}(r-s), \tag{A29}
\end{equation*}
$$

we get from Eq. (A16) (again with $\lambda=x^{0}-y^{0}$ )

$$
\begin{align*}
& \Delta^{\Delta a}(\bar{x}, \bar{y})^{(2)} \equiv \int_{-}^{0} d \lambda \Delta^{a b}(\hat{x}, \vec{y}, \lambda)^{(2)} \\
& =\frac{1}{(2 \pi)^{2}} \frac{|\vec{x}|}{\sinh |\bar{z}|} \frac{|\vec{y}|}{\sinh |\bar{y}|} x^{6} y^{b} \\
& \left.\times \int_{-\infty}^{-} d \lambda e^{-\left(1 x^{2}\right.} \cdot y^{0}\right)\left\{\frac{2}{(2 \pi)^{2}} \int d r e^{i r} \int d s e^{i s} \frac{1}{\left[\overline{\bar{x}^{2}}+\left(x^{0}-r\right)^{2}\right]\left[\bar{x}^{2}+\left(x^{0}-s\right)^{2}\right]\left[y^{2}+\left(y^{0}-r\right)^{2}\right]\left[\dot{\mathrm{Y}}^{2}+\left(y^{0}-s\right)^{2}\right]}\right. \\
& -\frac{4}{(2 \pi)^{2}} \int d r e^{i r} \int d u e^{i v} \int \frac{d s d v h(s-v)}{(r-s)(u-v)} \\
& \left.\times \frac{1}{\left[7^{2}+\left(x^{0}-v\right)^{2}\right]\left[x^{2}+\left(x^{0}-s\right)^{2}\right]\left[\bar{y}^{3}+\left(y^{0}-u\right)^{2}\right]\left[\bar{y}^{\square}+\left(y^{0}-v\right)^{2}\right]}\right\} . \tag{A30}
\end{align*}
$$

Again it is necessary to make, in the order indicated, the following changes of variables:

First term in $\}$ :
(i) $r-r+x^{0}, s \rightarrow s+x^{0}$,
(ii) $\lambda-z-\frac{1}{2}(r+s)=z-w$,
(iii) $w=\frac{1}{2}(r+s), \quad v=\frac{1}{2}(r-s), \quad d r d s=2 d w d v$.

Second term in $\}$ :
(i) $v-r+x^{0}, s \rightarrow s+x^{0}, u-u+x^{0}, v-v+x^{0}$,
(ii) $\lambda \rightarrow z_{1}-\frac{1}{2}(u+v)$,
(iii) $z_{2}=\frac{1}{2}(r+s), \quad w=\frac{1}{2}(u+v), \quad v_{2}=\frac{1}{2}(r-s), \quad v_{1}=\frac{1}{2}(u-v)$, $d r d s=2 d z_{2} d v_{2}, \quad d u d v=2 d w d v_{1}$.
After these transformations, the only place where $w$ appears is in

$$
\begin{equation*}
\int d w h\left(z_{2}-v_{2}+v_{1}-w\right)=-1 / \pi \tag{A32}
\end{equation*}
$$

giving as the final answer
$\Delta^{a b}\left(\bar{x}, \bar{y} y^{(2)}=\frac{4}{(2 \pi)^{4}} \frac{|\vec{x}|}{\sinh |\bar{x}|} \frac{|\bar{y}|}{\sinh |\bar{y}|} x^{2} y^{\Delta}\right.$

$$
\begin{align*}
& \times\left\{\int_{-\infty}^{-} \text {dv } \int_{-\infty-i \pi}^{--i \pi} \frac{d w e^{i w}}{\left[\overline{x^{2}}+(w-v)^{2}\right]\left[\overline{x^{2}}+(w+v)^{2}\right]} \int_{-=-i \pi}^{--i \pi} \frac{d z e^{i 4}}{\left[\bar{y}^{2}+(z-v)^{2}\right]\left[\bar{y}^{2}+(z+v)^{2}\right]}\right. \\
& +\frac{1}{\pi} P \int_{-\infty}^{\infty} d v_{2} \frac{e^{1 v_{2}}}{v_{2}} \int_{-\infty-1 K}^{--1 K} \frac{d z_{2} e^{i f_{2}}}{\left[\overline{\left.x^{1}+\left(z_{2}-v_{2}\right)^{2}\right]\left[\bar{x}^{2}+\left(z_{2}+v_{2}\right)^{2}\right]}\right.} \\
& \left.\times P \int_{-\infty}^{\infty} d v_{1} \frac{e^{4 q_{1}}}{v_{1}} \int_{-\infty-1 / r}^{--1 \pi} \frac{d z_{1} e^{1 \alpha_{1}}}{\left[\bar{y}^{2}+\left(z_{1}-v_{1}\right)^{2} \mid\left[\bar{y}^{2}+\left(z_{1}+v_{1}\right)^{2}\right]\right\}}\right\} . \tag{A33}
\end{align*}
$$

Although it took a more involved argument to extract Eq. (A33) from the work of Brown et al. than was needed to get Eq. (A22), the evaluation of the contour integrals appearing in Eq. (A33) is relatively easy. Writing $x=|\vec{x}!, y=|\vec{y}|$, the answer is

$$
\begin{aligned}
\Delta^{a b}(\vec{x}, \vec{y})^{(2)}= & \frac{1}{4 \pi} \frac{x^{a}}{\sinh x} \frac{y^{b}}{\sinh y} \\
& \times\left\{\frac{1}{x y}\left[\cosh x \cosh y-\frac{1}{2}\left(\frac{\sinh x}{x} \cosh y+\frac{\sinh y}{y} \cosh x\right)\right]\right. \\
& \left.+\frac{1}{4}\left(\frac{1}{x^{2}}+\frac{1}{y^{2}}\right)\left(\frac{\sinh (x-y)}{x-y}-\frac{\sinh (x+y)}{x+y}\right)-\frac{1}{x y}\left(\cosh x-\frac{\sinh x}{x}\right)\left(\cosh y-\frac{\sinh y}{y}\right)\right\} \\
= & \frac{1}{4 \pi} \frac{x^{a}}{\sinh x} \frac{y^{b}}{\sinh y}\left\{\frac{1}{2 x y}\left(\frac{\sinh x}{x} \cosh y+\frac{\sinh y}{y} \cosh x\right)-\frac{\sinh x}{x^{2}} \frac{\sinh y}{y^{2}}\right. \\
& \left.+\frac{1}{4}\left(\frac{1}{x^{2}}+\frac{1}{y^{2}}\right)\left[\frac{\sinh (x-y)}{x-y}-\frac{\sinh (x+y)}{x+y}\right]\right\}
\end{aligned}
$$

(A34b)

The fact that the final term in Eq. (A34a), which comes from the product of principal-value integrals in Eq. (A33), cancels away the leading large$y$ asymptotic behavior of the first three terms is
a check that the limiting argument leading to Eq. (A28) has been carried out correctly. The evaluation of $\Delta^{a b}(\vec{x}, \vec{y})^{(1)}$, in which $\vec{x}$ and $\vec{y}$ dependences are highly correlated, involves straightiorward but very lengthy computations, on which I am now working.

Excerpt from S. L. Adler, Classical Quark Statics, Phys. Rev. D. 19, 1168-1187 (1979).

## APPENDIX A: PROPAGATOR FORMULAS

In giving formulas for the scalar propagator $\Delta^{a b}$ in the Prasad-Sommerfield background field, it is convenient to set $k=1$; to change to general $k$ one uses the scaling law

$$
\begin{align*}
\Delta^{a b}(x, y)_{\text {reaerat }{ }_{\kappa}} & \equiv \Delta^{a b}(x, y ; \kappa) \\
& =\kappa \Delta^{a b}(\kappa x, \kappa y ; 1) . \tag{A1}
\end{align*}
$$

Writing

$$
\begin{equation*}
\Delta^{a b}(x, y ; 1)=\frac{1}{4 \pi} \frac{x}{\sinh x} \frac{y}{\sinh y} \Sigma^{a b}, \tag{A2}
\end{equation*}
$$

I find the following expression for $\Sigma^{a b}$ :

$$
\begin{aligned}
& \Sigma^{a b}=\sum_{i=1}^{s} \sigma_{i}^{a b}(x, y) \lambda_{1}(x, y),
\end{aligned}
$$

$$
\begin{aligned}
& \sigma_{2}^{a b}=x^{a} y^{b}, \\
& \sigma_{3}^{a b}=x^{b} y^{a}-\delta^{a b} \vec{x} \cdot{ }^{9}, \\
& \sigma_{d}^{b}=\frac{x^{e}}{x^{2}}\left(x^{b}-y^{b} \frac{\vec{z} \cdot \vec{y}}{y^{2}}\right), \\
& \sigma_{s}^{a b}=\frac{y^{b}}{y^{2}}\left(y^{a}-x^{a} \frac{z \cdot \vec{y}}{x^{2}}\right) \text {, } \\
& \lambda_{1}=\frac{1}{2 \Delta}\left[f_{2}\left(z_{\ldots}\right)+f_{2}\left(z_{\ldots}\right)+f_{2}\left(z_{\ldots}\right)+f_{2}\left(z_{.}\right)\right] \\
& =\frac{2}{\Delta} \int_{a}^{1} d \alpha(1-\alpha) e^{-\alpha \Delta} \cosh \alpha x \cosh \alpha y \text {, } \\
& \lambda_{2}=\frac{1}{x^{3} y^{2}}\left(\frac{\cosh x \cosh y-e^{-\Delta}}{\Delta}-\frac{\sinh x}{x} \frac{\sinh y}{y}\right) \text {, } \\
& \lambda_{3}=\frac{1}{2 x y \Delta}\left[-f_{2}\left(z_{\ldots}\right)-f_{2}\left(z_{-}\right)+f_{2}\left(z_{.}\right)+f_{2}\left(z_{.}\right)\right] \\
& =-\frac{2}{\Delta} \int_{0}^{1} d \alpha(1-\alpha) e^{-\alpha \Delta} \frac{\sinh \alpha x}{x} \frac{\sinh \alpha y}{y},
\end{aligned}
$$

$$
\begin{align*}
& \lambda_{4}=\frac{1}{2} \frac{1}{x} \Delta e^{x}\left[f_{1}\left(z_{n}\right)+f_{1}\left(z_{.}\right)\right] \\
& \left.-e^{-x}\left[f_{1}\left(z_{.0}\right)+f_{1}\left(z_{.}\right)\right]\right\} \\
& =\frac{2}{\Delta} \int_{0}^{1} d \alpha e^{-\alpha \Delta} \cosh \alpha y \frac{\sinh (1-\alpha) x}{x} \text {, } \\
& \lambda_{5}=\frac{1}{2 y \Delta}\left\{e^{y}\left[f_{1}\left(z_{+}\right)+f_{1}\left(z_{\ldots}\right)\right]\right.  \tag{A4}\\
& \left.-e^{-\nu}\left[f_{1}\left(z_{-+}\right)+f_{1}\left(z_{.,}\right)\right]\right\} \\
& =\frac{2}{\Delta} \int_{0}^{1} d \alpha e^{-\sigma \Delta} \cosh \alpha x \frac{\sinh (1-\alpha) y}{y} \text {, } \\
& \Delta=|\bar{x}-\bar{y}| \text {, } \\
& 2_{. .}=x+y-\Delta, \quad z_{+\infty}=x-y-\Delta, \\
& z_{-\Delta}=-x+y-\Delta, \quad z_{--}=-x-y-\Delta, \\
& f_{1}(z)=\frac{e^{x}-1}{z}, f_{2}(z)=\frac{e^{x}-1-z}{z^{2}} .
\end{align*}
$$

It is easy to verify that, despite the factors $x^{-2}$ and $y^{-2}$ in the $\sigma^{\prime} s$, Eq. (A3) is in fact analytic near $x=0$ and near $y=0$. Near $\bar{x}=\hat{y}$, Eq. (A2) has the expected short-distance singularity

$$
\begin{equation*}
\Delta^{a b}(x, y ; 1) \underset{\Delta \rightarrow 0}{\sim} \frac{1}{4 \pi} \frac{\delta^{a b}}{\Delta}+O(1) \tag{A5}
\end{equation*}
$$

while the limiting behavior for large $y$, with $x$ fixed, is

$$
\begin{align*}
\Delta^{0 b}(x, y ; 1) \underset{y}{\sim} & \frac{1}{4 \pi} \frac{x^{a}}{x}\left(\operatorname{coth} x-\frac{1}{x}\right) \frac{y^{0}}{y^{2}} \\
& +o\left(\frac{1}{y^{2}}\right), \tag{A6}
\end{align*}
$$

which has $b_{0}^{00}(x)$ as the $x$-dependent factor. The expression for the differential operator $D_{x}^{\mu} D_{s}^{\mu}$ used in verifying the propagator differential equation is

$$
\begin{align*}
& \left(\frac{\sinh x}{x} D_{0 x}^{a} D_{0_{x}}^{a} \frac{x}{\sinh x} \Phi\right)^{e}=\left(\frac{\partial}{\partial x^{J}}\right)^{2} \phi^{4}+C_{1} \phi^{4}+C_{8} \hat{x}^{\prime} \frac{\partial}{\partial x^{\top}} \phi^{4}+C_{3} \hat{x}^{a} \hat{x}^{\prime} \phi^{\prime}+C_{4} x^{\prime} \frac{\partial}{\partial x^{a}} \phi^{\prime}+C_{3} \phi^{4} \frac{\partial}{\partial x^{\prime}} \phi^{\prime}, \\
& C_{1}=\frac{2}{x}\left(\frac{1}{\sinh x}-\operatorname{coth} x\right), \quad C_{2}=2\left(\frac{1}{x}-\operatorname{coth} x\right), \quad C_{3}=1+C_{1},  \tag{A7}\\
& C_{4}=-2\left(\frac{1}{x}-\frac{1}{\sinh x}\right), \quad C_{5}=-C_{4} .
\end{align*}
$$

The projected covariant derivative of the scalar Green's function, defined by Eq. (46) of the text, is given
by the following formulas:

$$
\begin{align*}
& \Delta^{\prime}(x, y ; 1)^{2 t}=\frac{1}{4 \pi} \frac{y}{\sinh y} \sum_{H=1}^{5} \sigma^{j b}(x, y) \tau,(x, y), \\
& \tau_{1}(x, y)=\frac{1}{\sinh x}\left(\lambda_{1}-\frac{* \cdot y}{\Delta} \frac{\partial \lambda_{1}}{\partial \Delta}\right)-\frac{x}{\sinh ^{2} x} \lambda_{1}, \\
& \tau_{2}(x, y)=\left(\frac{2}{\sinh x}-\frac{x \cosh x}{\sinh ^{2} x}\right) \lambda_{1}+\frac{x}{\sinh x} \frac{\partial \lambda_{2}}{\partial x}+\frac{x^{2}-\bar{x} \cdot \hat{y}}{\Delta \sinh x} \frac{\partial \lambda_{2}}{\partial \Delta}, \\
& \tau_{3}(x, y)=-\frac{1}{\Delta \sinh x} \frac{\partial \lambda_{4}}{\partial \Delta}-\frac{x}{\sinh ^{2} x} \lambda_{1},  \tag{AB}\\
& T_{\Delta}(x, y)=\left(\frac{1}{\sinh x}-\frac{x \cosh x}{\sinh ^{2} x}\right) \lambda_{4}+\frac{x}{\sinh x} \frac{\partial \lambda_{4}}{\partial x}+\frac{x^{2}-\bar{x} \cdot \bar{y}}{\Delta \sinh x} \frac{\partial \lambda_{4}}{\partial \Delta}, \\
& T_{5}(x, y)=-\frac{x^{2} y^{2}}{\Delta \sinh x} \frac{\partial \lambda_{2}}{\Delta \Delta}-\frac{x}{\sinh ^{2} x} \lambda_{5},
\end{align*}
$$

with

$$
\begin{align*}
& \frac{\partial \lambda_{1}}{\partial \Delta}=-\left(1+\frac{1}{\Delta}\right) \lambda_{1}+\frac{1}{2 x \Delta}\left\{e^{x}\left[f_{2}\left(z_{\ldots}\right)+f_{2}\left(z_{.}\right)\right]-e^{-x}\left[f_{2}\left(z_{+}\right)+f_{2}\left(z_{\ldots}\right)\right]\right\}, \\
& \frac{\partial \lambda_{1}}{\partial x}=-\frac{1}{x} \lambda_{1}+\frac{1}{2 x \Delta}\left\{e^{x}\left[f_{2}\left(z_{\ldots}\right)+f_{2}\left(z_{\ldots}\right)\right]+e^{-x}\left[f_{2}\left(z_{+.}\right)+f_{2}\left(z_{. .}\right)\right]\right\}  \tag{A9}\\
& \frac{\partial \lambda_{2}}{\partial \Delta}=\frac{1}{x^{2} y^{2}}\left(-\frac{\cosh x \cosh y-e^{-\Delta}}{\Delta^{2}}+\frac{e^{-\Delta}}{\Delta}\right), \\
& \frac{\partial \lambda_{2}}{\partial x}=-\frac{2}{x} \lambda_{2}+\frac{1}{x^{2} y^{2}}\left[\frac{\sinh x \cosh y}{\Delta}-\left(\frac{\cosh x}{x}-\frac{\sinh x}{x^{3}}\right) \frac{\sinh y}{y}\right]
\end{align*}
$$

In the region $y \gg x, y \gg 1$ the following formula is useful:

$$
\begin{align*}
& \Delta^{\prime}(x, y ; 1)^{2 b}=\frac{1}{4 \pi}\left[x^{\prime} y^{b} \tau_{2}^{s}+\frac{y^{b}}{y^{2}}\left(y^{d}-x^{d} \frac{\bar{x} \cdot \bar{y}}{x^{2}}\right) \tau_{s}^{s}\right]+O\left(e^{-y}\right), \\
& \tau_{2}^{s}=\frac{1}{y^{2}} \frac{1}{x^{3}}-\frac{1}{\Delta y} \frac{1}{x \sinh ^{2} x}-\frac{x^{2}-\bar{x} \cdot \bar{y}}{\Delta^{3} y} \frac{\cosh x}{x^{4} \sinh x}  \tag{A10}\\
& \tau_{5}^{s}=\frac{y}{\Delta^{y}} \frac{\cosh x}{\sinh x}-\frac{x}{\sinh ^{2} x} \frac{1}{\Delta}\left(\frac{1}{y+\Delta-x}+\frac{1}{y+\Delta+x}\right) .
\end{align*}
$$
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## I. INTRODUCTION

Over the last few years, numerical methods have played an increasingly important role in theoretical physics. Their prominence is attributable both to improvements in computers and decreased computational costs, and to the increased attention of theorists to nonlinear, nonperturba-
tive problems in quantum field theory, for which purely analytical methods are inadequate. In treating quantum field theories computationally, two strategies are possible. The first, which has been intensively pursued recently, is to set up a discrete lattice analog of the full quantum field theory, and then to numerically evaluate the Feynman path integral by Monte Carlo techniques. This method has the advantage of giving results which can in principle be made as accurate as desired. Nonetheless, the necessity of using a four-dimensional computational lattice and of generating a large ensemble of field configurations makes simulation very costly, and in practice this has been a severe limiting factor. A second strategy is to first make analytic approximations, which replace the field theoretic problem by a classical variational problem involving an effective Lagrangian functional, leading to a system of partial differential equations which are then solved numerically. This approach is necessarily approximate, since exact knowledge of the effective Lagrangian is not possible without an exact evaluation of the Feynman path integral. However, the second strategy has the advantages that symmetries of the physical problem can be exploited to reduce the dimensionality of the computational problem, and that only a single equilibrium field configuration need be generated, permitting the study of very large computational lattices even on small computers. We believe that the two strategies are, in a sense, complementary; eventually, simulations may be used to infer the form of effective Lagrangians, which can then be used to analyze large classes of problems of physical interest.

Our aim in this article is to give a pedagogical review of the numerical analysis methods required by the second strategy. Assuming that an approximate nonlinear classical effective Lagrangian has been given, we show how relaxation methods can be used to solve the partial differential equations which govern the equilibrium field configurations. We focus on problems which arise in gauge field theories of current interest and in Sec. II introduce and
analytically characterize three nonlinear models which will be studied as illustrative examples. In Sec. III we give a self-contained introduction to the theory of relaxation methods and to practical aspects of their implementation, with special emphasis on treating nonlinear problems with singular ( $\delta$-function) source terms. Readers primarily interested in numerical analysis can proceed directly to Sec. III, after reading only the brief survey and theoretical discussion of Secs. II.A and II.B. In Sec. IV we give specific details of the application of the methods of Sec. III to the models of Secs. II.C, II.D, and II.E, together with a small sampling of numerical results. Certain technical details of the analytical structure of the three models are described in the Appendixes.

## II. THEORETICAL ANALYSIS OF MODELS TO EE STUDIED

## A. Introduction

In this section, we give a self-contained theoretical analysis of the models which later on will be studied numerically. All of the models discussed below describe time-independent three-dimensional problems with a rotational symmetry axis, and hence lead to two-dimensional computational problems in cylindrical coordinates. Our primary focus will be on the statics of classical charges in nonlinear Abelian and non-Abelian gauge field theories, as formulated by using classical action functional methods. In Sec. II.B we give the basic formalism for classical Lagrangian statics and illustrate it by briefly considering the case of classical electrostatics. In Sec. II.C we discuss the statics of classical sources in the Abelian Higgs model, in which external source charges are screened. In Sec. II.D we discuss the statics of classical sources using the leading logarithm semiclassical effective action functional for an $\operatorname{SU}(n)$ non-Abelian gauge theory, and show analytically that this model describes flux and charge confinement. As a secondary topic we consider non-Abelian gauge field configurations with topological quantum numbers, as exemplified by the axially-symmetric $S U(2)$ topological monopole solutions, the theory of which is discussed in Sec. II.E. In the analyses of Secs. II.C-II.E, we place particular emphasis on identifying special features of the models under study which must be taken into account when solving them numerically.

## B. Classical Lagranglan statics

Consider a classical dynamical system described by the action

$$
\begin{align*}
& S=\int d t L  \tag{2.1a}\\
& L=\sum_{i}^{\prime} p_{i} \dot{q}_{t}-H(p, q), \dot{q}=\frac{d q}{d t} \tag{2.1b}
\end{align*}
$$

where $q_{I}$ and $p_{I}$ are the canonical coordinates and momen-
ta, where $H$ is the Hamiltonian, and where the prime indicates that those coordinates which have identically vanishing canonical momenta are omitted from the sum. We will be specifically interested in systems for which the equations of motion implied by extremizing $S$ have nontrivial time-independent solutions, and want to find a variational principle for calculating the energy

$$
\begin{equation*}
V_{\text {static }}=H(p, q) \tag{2.2}
\end{equation*}
$$

associated with such static solutions. For timeindependent solutions, extremizing $S$ is equivalent to extremizing $L(q ; \dot{q}=0)$, and so evaluating Eq. (2.1b) at $\dot{q}=0$ gives

$$
\begin{align*}
L_{\text {ext }} & =\operatorname{ext}_{q} L(q ; \dot{q}=0) \\
& =-H=-V_{\text {slaric }} \tag{2.3}
\end{align*}
$$

Equation (2.3) gives a variational formulation of the problem of calculating $V_{\text {starte }}$ and is the fundamental equation of classical Lagrangian statics.
As an illustration of Eq. (2.3), let us consider the familiar example of classical electrostatics. The Lagrangian for the Maxwell field coupled to an external static source density $j^{0}$ is ${ }^{1}$

$$
\begin{equation*}
L=\int d^{3} x\left[\frac{1}{2}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)-j^{0} A^{0}\right] \tag{2.4}
\end{equation*}
$$

where the fields $\mathbf{E}$ and $\mathbf{B}$ are related to the scalar potential $A^{0}$ and the vector potential A by

$$
\begin{equation*}
\dot{\mathbf{E}}=-\nabla A^{0}-\dot{\mathbf{A}}, \mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A} \tag{2.5}
\end{equation*}
$$

Specializing to static solutions with $\dot{\mathbf{A}}=0$, we have
$L\left[A^{0}, \mathbf{A} ; \dot{A}=0\right]=\int d^{3} x\left\{\frac{1}{2}\left[\left(\nabla A^{0}\right)^{2}-(\nabla \times \mathbf{A})^{2}\right]-j^{0} A^{0}\right\}$,
which is stationary when the potentials satisfy

$$
\begin{align*}
& \nabla \cdot \mathbf{E}=-\nabla^{2} A^{0}=j^{0}  \tag{2.7a}\\
& \nabla \times \mathbf{B}=\nabla \times(\nabla \times \mathbf{A})=0 \tag{2.7b}
\end{align*}
$$

If the potentials are required to vanish at infinity, the general solution to Eq. (2.7) is

$$
\begin{align*}
& A^{n}(\mathrm{x})=\int d^{3} x^{\prime} \frac{\rho^{0}\left(x^{0}\right)}{4 \pi\left|\mathrm{x}-\mathrm{x}^{\prime}\right|}  \tag{2.8}\\
& \mathbf{A ( x )}=\nabla \Psi(\mathrm{x}),
\end{align*}
$$

with $\Psi$ an arbitrary gauge function. Substituting Eqs. (2.7) and (2.8) back into Eq. (2.6), we get, after an integration by parts,

$$
\begin{align*}
L_{\text {ext }} & =\int d^{3} x\left(-\frac{1}{2} A^{0} \nabla^{2} A^{0}-j^{0} A^{0}\right)=-\frac{1}{2} \int d^{3} x j^{0} A^{0} \\
& =-\frac{1}{2} \int d^{3} x d^{3} x^{\prime} \frac{i^{0}(x) j^{0}\left(x^{\prime}\right)}{4 \pi\left|x-x^{0}\right|}=-V_{\text {satic }}, \tag{2.9}
\end{align*}
$$

[^195]in agreement with the general formula of Eq. (2.3). As a final remark, we note that this example shows that Eq. (2.3) is not a minimum principle; although Eq. (2.6) is stationary at $\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}=0$, this value of $\mathbf{B}$ maximizes, rather than minimizes, ${ }^{2}$ the Lagrangian $L$.

## C. The Abelian Higgs model

The first, and simplest nonlinear model which we shall discuss is the Abelian Higgs model, coupled to an external source charge density. The fields of this model are an Abelian gauge potential $A^{\mu}$ together with a complex scalar field $\varphi$ of charge $e$. The Lagrangian is ${ }^{3}$

$$
\begin{align*}
L= & \int d^{3} x \mathscr{L},  \tag{2.10}\\
\mathscr{L}= & \frac{1}{2}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)-j^{0} A^{0}+\left|\left|i \frac{\partial}{\partial t}-e A^{0}\right| \varphi\right|^{2} \\
& -|(i \nabla+e \mathbf{A}) \varphi|^{2}-\frac{1}{2} C\left(|\varphi|^{2}-\kappa^{2}\right)^{2},
\end{align*}
$$

with $\mathbf{E}$ and $\mathbf{B}$ constructed from the potentials $\mathbf{A}$ and $A^{0}$ as in Eq. (2.5), and with $|\varphi|^{2}=\varphi \varphi^{*}$, where $\varphi^{*}$ is the complex conjugate of $\varphi$. When specialized to timeindependent fields by setting $\dot{\mathbf{A}}$ and $\dot{\varphi}$ to zero, Eq. (2.10) simplifies to

$$
\begin{align*}
\mathscr{L}= & \frac{1}{2}\left[\left(\nabla A^{0}\right)^{2}-(\nabla \times \mathbf{A})^{2}\right]-j^{0} A^{0} \\
& +e^{2}\left(A^{0}\right)^{2}|\varphi|^{2}-|(i \nabla+e \mathbf{A}) \varphi|^{2} \\
& -\frac{1}{2} C\left(|\varphi|^{2}-\kappa^{2}\right)^{2}, \tag{2.11}
\end{align*}
$$

which is invariant under the time-independent gauge transformation

$$
\begin{align*}
& \varphi \rightarrow \varphi e^{i \phi} \\
& \mathbf{A} \rightarrow \mathbf{A}+e^{-1} \nabla \psi \tag{2.12}
\end{align*}
$$

By a suitable choice of gauge ${ }^{3}$ we can make the scalar field $\varphi$ real, so that Eq. (2.11) becomes

[^196]\[

$$
\begin{align*}
\mathscr{L}= & \frac{1}{2}\left[\left(\nabla A^{0}\right)^{2}-(\nabla \times \mathbf{A})^{2}\right]-j^{0} A^{0} \\
& +e^{2}\left(A^{0}\right)^{2} \varphi^{2}-(\nabla \varphi)^{2}-e^{2} A^{2} \varphi^{2}-\frac{1}{2} C\left(\varphi^{2}-\kappa^{2}\right)^{2} \tag{2.13}
\end{align*}
$$
\]

As our final simplification, we note that since Eq. (2.13) has no source term coupled to $\mathbf{A}$, it is stationary with respect to variations of $\mathbf{A}$ around $\mathbf{A}=\mathbf{0}$. Hence to calculate $V_{\text {natic }}$ it suffices to consider the $\mathbf{A}=0$ specialization of Eq. (2.13), giving

$$
\begin{align*}
& L\left[A^{0}, \varphi\right]=\int d^{3} x\left\{\frac{1}{2}\left(\nabla A^{0}\right)^{2}-j^{0} A^{0}+e^{2}\left(A^{0}\right)^{2} \varphi^{2}\right. \\
& \left.-(\nabla \varphi)^{2}-\frac{1}{2} C\left(\varphi^{2}-\kappa^{2}\right)^{2}\right] \\
& V_{\text {sutic }}=-\operatorname{ext}_{A^{0},} L\left[A^{0}, \varphi\right] . \tag{2.14}
\end{align*}
$$

Varying the action of Eq. (2.14), we get the EulerLagrange equations

$$
\begin{align*}
& \nabla^{2} A^{0}=2 e^{2} A^{0} \varphi^{2}-j^{0}  \tag{2.15}\\
& \nabla^{2} \varphi=-e^{2}\left(A^{0}\right)^{2} \varphi+C \varphi\left(\varphi^{2}-\kappa^{2}\right)
\end{align*}
$$

These equations will be solved numerically in Sec. IV.B for a source $j^{0}$ describing point charges located symmetrically on the $z$ axis,

$$
\begin{equation*}
j^{0}=Q \delta(x) \delta(y)[\delta(z-a)-\delta(z+a)] \tag{2.16}
\end{equation*}
$$

for which $A^{0}$ is an even function and $\varphi$ is an odd function of 2. A straightforward analysis ${ }^{3}$ shows that the leading behavior of $A^{0}$ and $\varphi$, at infinity and in the neighborhood of the source charges, is given by the following formulas.

At $\infty$ :

$$
\begin{align*}
& \varphi \sim \kappa+\frac{\varphi^{(\infty)}}{r} \exp \left[-r\left(2 C \kappa^{2}\right)^{1 / 2}\right],  \tag{2.17a}\\
& A^{0} \sim A^{0(\infty)}\left|\frac{1}{r_{1}}-\frac{1}{r_{2}}\right| \exp \left[-r\left(2 e^{2} \kappa^{2}\right)^{1 / 2}\right] . \\
& \text { At } \left.r \left\lvert\, \frac{1}{2}\right.\right]^{\sim 0}: \\
& \left.\varphi \sim \varphi^{(0)} r \hat{r}_{\left[\left.\frac{1}{2} \right\rvert\,\right.}^{2}\right|^{\prime}, \lambda=-\frac{1}{2}+\left|\frac{1}{4}-\left|\frac{e Q}{4 \pi}\right|^{2}\right|^{1 / 2},  \tag{2.17b}\\
& A^{0} \sim( \pm)\left|\frac{Q}{4 \pi r\left(\frac{1}{2}\right)}+A^{001}\right|,
\end{align*}
$$

with $\varphi^{(\infty)}, A^{(\infty)}, \varphi^{(0)}, A^{(0)}$ constants and with

$$
\begin{align*}
& r=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}  \tag{2.18}\\
& r_{\left[\frac{1}{2}\right]}=\left[x^{2}+y^{2}+(z \mp a)^{2}\right]^{1 / 2}
\end{align*}
$$

At large distances, the Higgs field $\varphi$ approaches the constant $\kappa$ (there is a second solution to the equations with $\varphi \rightarrow-\varphi$ ) and the scalar potential $A^{0}$ shows the characteristic exponential decay expected in a Higgs phase, which arises from the screening of the source $j^{0}$ by the charged Higgs field. Close to the source charges, the Higgs field becomes infinite as $r_{[ }^{\lambda}\left[\begin{array}{l}1 \\ 2\end{array}\right]$ with $-\frac{1}{2}<\lambda<0$ for
weak source charges $Q$ satisfying the inequality ${ }^{4}$

$$
\begin{equation*}
\left|\frac{e Q}{4 \pi}\right|^{2}<\frac{1}{4} \tag{2.19}
\end{equation*}
$$

and the scalar potential has Coulomb-type singularities. The removal of the infinite Coulomb self-energies from the formula for $\boldsymbol{V}_{\text {static }}$ will be discussed in detail later on, in Sec. III.E of the text and in Appendix C.

## D. Non-Abelian statics in the leading logarithm model

The second nonlinear model which we shall discuss is constructed from an $S U(n)$ non-Abelian gauge theory coupled to an external source charge density. The fields of this model are an $\mathrm{SU}(n)$ non-Abelian gauge potential $A^{b \mu}$, with $b=1, \ldots, n^{2}-1$ the internal symmetry index. Making the conventional rescaling of the gauge potentials by the coupling constant $g$, the action and Lagrangian for this theory are

$$
\begin{align*}
& S=\int L d t, L=\int d^{3} \times \mathscr{L}  \tag{2.20}\\
& \mathscr{L}=\frac{1}{2 g^{2}}\left(\mathbf{E}^{a} \cdot \mathbf{E}^{a}-\mathbf{B}^{a} \cdot \mathbf{B}^{a}\right)-j^{a 0} A^{a 0}
\end{align*}
$$

with the field-potential relations given now by

$$
\begin{align*}
& E^{a j}=-G_{j} A^{a 0}-\frac{\partial}{\partial t} A^{a j},  \tag{2.21}\\
& B^{a j}=\varepsilon^{j k l}\left|\frac{\partial}{\partial x^{\dot{k}}} A^{a l}+\frac{1}{2} f^{a b c} A^{b k} A^{a l}\right|
\end{align*}
$$

In Eq. (2.21), $\varepsilon^{j k l}$ denotes the usual three-index antisymmetric tensor defined by

$$
\begin{equation*}
\varepsilon^{j k j}=\varepsilon^{l i k}=\varepsilon^{k j j}, \varepsilon^{j k l}=-\varepsilon^{k j l}, \varepsilon^{123}=1 \tag{2.22}
\end{equation*}
$$

$f^{a b c}$ are the $\mathrm{SU}(n)$ group structure constants [for $\mathrm{SU}(2)$, $\left.f^{a b c}=\varepsilon^{a b}\right]$, and $\mathscr{D}$, is the covariant derivative defined (for arbitrary $w^{a}$ ) by

$$
\begin{equation*}
\mathscr{D}_{j} w^{a}=\frac{\partial}{\partial x^{j}} w^{a}+f^{a b c} A^{b j} w^{c} \tag{2.23}
\end{equation*}
$$

Static (and nonstatic) extrema of the action of Eq. (2.20) have been extensively discussed in the literature, ${ }^{s}$ and can be found numerically by the same algorithm which we use later on to solve the topological monopole model. Hence instead of basing a numerical example on Eq. (2.20), we consider instead the much more interesting
${ }^{4}$ The fact that $\lambda$ becomes complex for large $Q$ is an indication that, for large $Q$, pair production is important and that a fieldtheoretic discussion is needed. In a full field-theory treatment of the Abelian Higgs model, Eq. (2.14) is replaced by

$$
V_{\mathrm{satic}}=-\operatorname{ext}_{A^{0}, \varphi} L_{\mathrm{en}}\left[A^{0}, \varphi\right],
$$

with $L_{\text {eff }}$ an effective action functional which includes the effects of virtual quanta. When radiative corrections are ignored, $L_{\text {eff }}$ reduces to the Lagrangian of Eq. (2.14).
${ }^{5}$ For an exhaustive survey, see Actor (1979).
model in which $L$ is replaced by an effective action $L_{\text {eff }}$, which (for slowly varying fields) incorporates the effect of radiative corrections to leading logarithm order, while keeping $j^{a 0}$ a classical ${ }^{6}$ source. Both explicit one-loop calculations for the special case of constant fieldstrengths, ${ }^{1}$ and more general renormalization-group arguments, ${ }^{8}$ show that the action $L_{\text {eff }}$ is obtained by replacing the coupling constant $g^{2}$ in Eq. (2.20) by a fieid-strengthdependent "running" coupling constant $g^{2}(\sqrt[F]{ })$,

[^197]with $h_{0}$ and $b_{1}$ the usual $\beta$-function coefficients defined in oneand two-loop orders. Adler ( 1981 lb ) has argued that this expression may give the leading two terms in the effective action for weak fields $\left|\mathscr{F} / e \kappa^{2}\right| \ll 1$ as well as for strong fields $\mid \mathcal{F} /$ ex $^{2} \mid \gg 1$, because the magnitude of the running coupling constant of Eq. (2.24) is small in both regions. This argument suggests that, very generally, the effective dielectric constant changes sign between the strong and weak field regions, which is the essential feature responsible for confinement in the leading logarithm model.

The corrections of order $\mathfrak{F}$ are not determined by renormalization-group arguments and in general are highly nonlocal (i.e., they depend on derivatives of the field strengths). Adler (1983) gives arguments indicating that the nonlocal terms in $L_{\text {eff }}$ become important in the ultraviolet (shor-distance) limit, but are unimportant relative to the local terms in the infrared (long-distance, or confining) limit. The order- $\mathcal{J}$ terms also can have imaginary parts; for example, if $\kappa^{2}$ in Eq. (2.28) is replaced by $-\kappa^{2}$, an additional imaginary term appears in $\mathscr{F}(\mathscr{F})$ at the order-J level. Hence even the sign of $\mathscr{J}$ at the extremum of $\mathscr{F}$ cannot be determined by a renormalization-group argument.

$$
\begin{equation*}
g^{2}(\mathscr{F})=\frac{g^{2}}{1+\frac{1}{4} b_{0} g^{2} \log \left(\mathscr{F} / \mu^{4}\right)} \tag{2.24}
\end{equation*}
$$

with $\mathscr{F}$ the field-strength invariant

$$
\begin{equation*}
\mathscr{F}=\mathbf{E}^{a} \cdot \mathbf{E}^{a}-\mathbf{B}^{a} \cdot \mathbf{B}^{a}, \tag{2.25}
\end{equation*}
$$

which appears in the classical action. The constant $b_{0}$ in Eq. (2.24) is the asymptotic freedom constant ${ }^{9}$

$$
\begin{equation*}
b_{0}=\frac{1}{8 \pi^{2}} \frac{11}{3} C_{2}[S U(n)]=\frac{1}{8 \pi^{2}} \frac{11}{3} n, \tag{2.26}
\end{equation*}
$$

while the mass $\mu$ is the renormalization point and $g^{2}$ is the value of the running coupling constant at $\mathscr{F}=\mu^{4}$. Combining Eqs. (2.20)-(2.25) and defining the one-loop renormalization-group-invariant parameter

$$
\begin{equation*}
\kappa^{2}=\frac{\mu^{4}}{e} e^{\left.-4 / i b_{0} 8^{2}\right)}, \tag{2.27}
\end{equation*}
$$

we get the effective action for the leading logarithm model ${ }^{8}$
$L_{\text {efI }}=\int d^{3} x \mathscr{L}_{\text {eff }}=\int d^{3} x\left[\mathscr{L}(\mathscr{F})-j^{a 0} A^{a 0}\right]$,
$\mathscr{L}(\mathscr{F})=\frac{1}{8} b_{0} \mathscr{F} \log \left(F / e \kappa^{2}\right)$.
When specialized to time-independent fields, ${ }^{10} \mathrm{Eq}$. (2.21) for $E^{a j}$ becomes

$$
\begin{equation*}
E^{a j}=-\mathscr{D}_{j} A^{a 0} \tag{2.29}
\end{equation*}
$$

and Eq. (2.3) for $V_{\text {static }}$ yields the variational problem

$$
\begin{equation*}
V_{\text {staicic }}=-\mathrm{ext}_{A^{a 0} \mathcal{A}^{a}\{ }\left\{L_{\mathrm{eff}}\left[A^{a 0}, A^{a j}\right]\right\} \tag{2.30}
\end{equation*}
$$

The Euler-Lagrange equations for Eq. (2.30) are

$$
\begin{align*}
& \mathscr{D}_{j}\left(\varepsilon E^{a j}\right)=j^{a 0},  \tag{2.31a}\\
& \varepsilon^{k j m} \mathscr{D}_{j}\left(\varepsilon B^{a m}\right)=-f^{a b c} A^{b 0} \varepsilon E^{c k}, \tag{2.31b}
\end{align*}
$$

where we have introduced a field-strength-dependent effective dielectric constant $\varepsilon$ defined by

$$
\begin{equation*}
\varepsilon=\frac{\partial \mathscr{L}(\mathscr{F})}{\partial\left(\frac{1}{2} \mathscr{F}\right)}=\frac{1}{4} b_{0} \log \left(\mathscr{F} / \kappa^{2}\right) \tag{2.32}
\end{equation*}
$$

Applying a covariant derivative $\mathscr{D}_{k}$ to Eq. (2.31b) gives the equation

$$
\begin{align*}
\frac{1}{2} \varepsilon^{k j m}\left[\mathscr{D}_{k}, \mathscr{D}_{j}\right]\left(\varepsilon B^{a m}\right)= & -f^{a b c}\left(\mathscr{D}_{k} A^{b 0}\right) \varepsilon E^{c k} \\
& -f^{a b c} A^{b 0} \mathscr{D}_{k}\left(\varepsilon E^{c k}\right) . \tag{2.33}
\end{align*}
$$

[^198]Using the easily verified identity (which holds for arbitrary $\omega^{\text {a }}$ ),

$$
\begin{equation*}
\left[\mathscr{D}_{k}, \mathscr{D}_{j}\right] w^{a}=\varepsilon^{k j l} f^{a b c} B^{b l} w^{c}, \tag{2.34}
\end{equation*}
$$

we find that the left-hand side of Eq. (2.33) is

$$
\begin{equation*}
\frac{1}{2} \varepsilon^{k j m} \varepsilon^{k j l} f^{a b c} B^{b l}{ }_{\varepsilon} B^{c m}=0 \tag{2.35a}
\end{equation*}
$$

while on substituting Eq. (2.29) the first term on the right-hand side of Eq. (2.33) becomes

$$
\begin{equation*}
f^{a b c} \mathrm{E} E^{b k} E^{c k}=0 \tag{2.35b}
\end{equation*}
$$

Hence the second term on the right-hand side of Eq. (2.33) must also vanish. After substitution of Eq. (2.31a), this gives the constraint

$$
\begin{equation*}
f^{a b c_{A}}{ }^{b 0} j^{c 0}=0 \tag{2.36}
\end{equation*}
$$

which states that to get a static solution, the scalar potential and the source charge density must locally lie in commuting directions in internal symmetry space.
In particular, for a source density $j^{c 0}$ describing a particle with effective classical charge $Q^{c}$ at $x_{1}$ and an antiparticle with effective classical charge $\bar{Q}^{c}$ at $\mathbf{x}_{2}$,

$$
\begin{equation*}
j^{c 0}=Q^{c} \delta^{3}\left(x-x_{1}\right)+\bar{Q}^{c} \delta^{3}\left(x-x_{2}\right), \tag{2.37}
\end{equation*}
$$

the constraint of Eq. (2.36) becomes

$$
\begin{align*}
& f^{a b c} A^{b 0}\left(x_{1}\right) Q^{c}=0,  \tag{2.38}\\
& f^{a b c} A^{b 0}\left(x_{2}\right) \bar{Q}^{c}=0 .
\end{align*}
$$

By making a suitable time-independent gauge transformation, we can align $Q^{c}$ and $\bar{Q}^{c}$ to lie in antiparallel directions in internal symmetry space,

$$
\begin{equation*}
Q^{c}=\widehat{q}^{c} Q, \bar{Q}^{c}=-\widehat{q}^{c} Q \tag{2.39}
\end{equation*}
$$

with $\uparrow$ a fixed internal symmetry unit vector. The constraints of Eq. (2.38) can then be satisfied by making the quasi-Abelian ansatz

$$
\begin{align*}
& A^{a 0}=\hat{q}^{a} A^{0}  \tag{2.40}\\
& A^{a j}=\hat{q}^{a} A^{\prime}, \quad\left(A^{1}, A^{2}, A^{3}\right) \equiv \mathbf{A},
\end{align*}
$$

which describes a conserved electric flux of magnitude $Q$ running between the two point sources, as is appropriate to a model for the quark-antiquark confinement problem. ${ }^{11}$ For the potentials of Eq. (2.40), the field-potential relations of Eq. (2.21) become
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$$
\begin{align*}
& E^{\bullet /}=\tilde{q}^{a} E^{J},\left(E^{1}, E^{2}, E^{3}\right)=\mathrm{E}=-\nabla A^{0}  \tag{2.41}\\
& B^{a j}=\mathscr{q}^{a} B^{J}, \quad\left(B^{!}, B^{2}, B^{3}\right)=\mathrm{B}=\nabla \times \mathbf{A} .
\end{align*}
$$
\]

The internal symmetry structure of the problem can now be completely factored away. Equations (2.30) and (2.28) simplify to

$$
\begin{align*}
& V_{\text {static }}=- \text { ext }_{A^{0}, \Lambda_{1}}\left\{L_{\text {eff }}\left[A^{0}, A^{\prime}\right]\right\}, \\
& L_{\text {eff }}=\int d^{3} x\left[\mathscr{L}(\mathscr{F})-f^{0} A^{0}\right],  \tag{2.42}\\
& \mathscr{F}=\left(\nabla A^{0}\right)^{2}-(\nabla \times \mathbf{A})^{2} \text {, } \\
& j^{0}=Q \delta(x) \delta(y)[\delta(z-a)-\delta(z+a)],
\end{align*}
$$

where we have again located the source charges symmetrically on the $z$ axis, and the Euler-Lagrange equations of Eq. (2.31) become

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot(\varepsilon \mathbf{E})=f,  \tag{2.43a}\\
& \nabla \times(\varepsilon \mathbf{B})=0, \tag{2.43b}
\end{align*}
$$

with the dependence on $\mathscr{F}$ of $\mathscr{L}$ and $\varepsilon$ given by Eq. ( 2.28 b ) and Eq. (2.32), respectively. We have thus reduced our model to a problem in nonlinear Abelian electrostatics. ${ }^{12,13}$

As in the discussion of classical electrostatics in Sec. II.B, the extremum over the vector potential in Eq. (2.42) can be carried out by inspection. From Eq. (2.43b) we get

$$
\begin{align*}
0 & =\int d^{3} x \mathbf{A} \cdot \nabla \times(\mathbf{E} \mathbf{B}) \\
& =\int d^{3} x \varepsilon \mathbf{B}^{2}-\int_{\text {surface at } \infty} d \mathbf{S} \cdot \varepsilon(\mathbf{A} \times \mathbf{B}), \tag{2.44}
\end{align*}
$$

and so if we restrict ourselves to solutions with a vanishing surface integral at infinity, we must have

$$
\begin{equation*}
\varepsilon \mathbf{B}^{2}=0, \tag{2.45a}
\end{equation*}
$$

giving three branches ( $\mathbf{I a}, \mathrm{Ib}$, and II , respectively),

$$
\begin{align*}
& \mathbf{B}=0, \mathbf{E}^{2}>\kappa^{2}, \\
& \mathbf{B}=0, \mathbf{E}^{2}<\kappa^{2},  \tag{2.45b}\\
& \mathbf{E}=0 \Rightarrow \mathbf{B}^{2}=\mathbf{E}^{2}-\kappa^{2} .
\end{align*}
$$

In the strong-field region near the source charges, the asymptotic freedom of non-Abelian gauge theories re-

[^200]quires that the solution of Eqs. (2.43) approach a Coulomb-type solution with $\mathbf{E}$ large and $\mathbf{\#}$ vanishing; together with continuity, this implies that a finite domain containing the source charges lies on branch Ia. Specializing the analysis, for the time being, to this branch, we set $B=A=0$ and rewrite Eqs. (2.41) and (2.43a) as
\[

$$
\begin{align*}
& \nabla \cdot \mathbf{D}=j^{0}, \nabla \times \mathbf{E}=0 \\
& \mathbf{D}=\varepsilon(E) \mathbf{E}  \tag{2.46}\\
& \mathbf{E}(E)=\frac{1}{4} b_{0} \log \left(E^{2} / k^{2}\right), E=|\mathbf{E}|
\end{align*}
$$
\]

A graph of the nonlinear dielectric constant $\varepsilon(E)$, showing its intersection (for $\mathbf{B}=0$ ) with the three branches of Eq. (2.45b), is shown in Fig. 1.

Equations (2.46) are the basic statement of the problem which will be studied numerically in Sec. IV.C. In order to get a tractable numerical method, it is necessary (for reasons discussed in Appendix A) to rewrite the equations in manifestly flux-conserving form. To exploit the axial symmetry of the problem, let us work henceforth in cylindrical coordinates $\rho, z, \phi$ defined by

$$
\begin{equation*}
\rho=\left(x^{2}+y^{2}\right)^{1 / 2}, \phi=\tan ^{-1}(y / x) \tag{2.47}
\end{equation*}
$$

in which the coordinates of the point sources of Eq. (2.42) are $\rho=0, z= \pm a$. We then note that $D$ can be parametrized in terms of a single scalar function $\Phi(\rho, z)$ by writing ${ }^{14}$
$D=-\frac{1}{2 \pi} \nabla \phi \times \nabla \Phi=-\frac{\hat{\phi}}{2 \pi \rho} \times \nabla \Phi=\nabla \times\left|\frac{\hat{\phi}}{2 \pi \rho} \Phi\right|$.

The representation of Eq. (2.48) automatically satisfies $\nabla \cdot \mathrm{D}=0$ at points off the axis, and at points on the axis where $\Phi$ is sufficiently smooth. The physical interpretation of $\Phi$ follows from calculating the total flux through a surface of revolution $S$ (with element of area $d A$ ) bounded by a circle $C$ of radius $p$ (with element of arc length $d l=d / \hat{\phi}$ ), as shown in Fig. 2. We get

$$
\text { flux through } \begin{align*}
S & =\int_{S} d \mathbf{A} \cdot \mathbf{D}=\int_{S} d \mathbf{A} \cdot \nabla \times\left|\frac{\hat{\phi}}{2 \pi \rho} \Phi\right| \\
& =\int_{C} d \mathrm{l} \cdot\left|\frac{\hat{\phi}}{2 \pi \rho} \Phi\right|=\Phi, \tag{2.49}
\end{align*}
$$

showing that $\Phi$ is simply the flux through $S$. If we draw the surface $S$ so that it always intersects the $z$ axis on the segment $z>a$, as shown in Fig. 2, the flux function $\Phi$ as-
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FIG. 1. (a) Plot of $\varepsilon(E)$ of Eq. (2.46), showing its intersection (for $\mathrm{B}=0$ ) with the three branches of Eq. (2.45b). (b) Corresponding plot of $\mathscr{L}\left(\mathscr{F}=E^{2}\right)$ of Eq. (2.28b).
sumes the following boundary values on the axis of rotation and at infinity:

$$
\begin{align*}
& \Phi=0, \rho=0,|z|>a, \\
& \Phi=Q, \rho=0,|z|<a,  \tag{2.50}\\
& \Phi \rightarrow 0 \text { as } \rho^{2}+z^{2} \rightarrow \infty .
\end{align*}
$$

To verify these, we note that $\Phi$ is an even function of $z$, and that on the segment $\rho=0, z>a$, the surface $S$ degenerates to a point and intercepts no flux. Similarly, on the segment $\rho=0,|z|<a$, the surface $S$ intercepts all of the flux in a positive sense, as illustrated in Fig. 3. The requirement that $\Phi$ should vanish on the sphere at infinity


FIG. 2. Surface of revolution $S$ with circular boundary $C$ used in Eq. (2.49) to evaluate the flux function $\Phi$.


FIG. 3. Surface $S$ (bounded by an infinitesimal circle $C$ ) used to evaluate $\Phi$ on the axis at $|z|<a$.
ensures that no additional flux sources or sinks lie at spatial infinity.

The dynamical equation for $\Phi$ is obtained from

$$
\begin{equation*}
\nabla \times E=\nabla \times\left|\frac{D}{\varepsilon}\right|=0 \tag{2.51}
\end{equation*}
$$

Defining $D=|\mathbf{D}|$, we can algebraically invert the constitutive equation $D=E(E) E$ to get

$$
\begin{equation*}
\varepsilon(E(D)) \equiv \varepsilon[D] \tag{2.52}
\end{equation*}
$$

so that Eq. (2.51) becomes a differential equation for $D$,

$$
\begin{equation*}
\nabla \times\left|\frac{\mathbf{D}}{\varepsilon[D]}\right|=0 \tag{2.53}
\end{equation*}
$$

This equation can be rewritten by using the vector identity

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\mathbf{V}_{1} \times \mathbf{V}_{2}\right)=\mathbf{V}_{2} \cdot\left(\boldsymbol{\nabla} \times \mathbf{V}_{1}\right)-\mathbf{V}_{1} \cdot\left(\boldsymbol{\nabla} \times \mathbf{V}_{2}\right), \tag{2.54}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathbf{V}_{1}=\frac{\mathbf{D}}{\varepsilon}, \quad \mathbf{V}_{2}=\frac{\hat{\phi}}{\rho},  \tag{2.55}\\
& \nabla \times \mathbf{V}_{1}=\mathbf{0}=\boldsymbol{\nabla} \times \mathbf{V}_{2},
\end{align*}
$$

which when simplified by using $\hat{\phi} \cdot \nabla \Phi=0$ gives

$$
\begin{align*}
& \nabla \cdot[\sigma(\rho,|\nabla \Phi|) \nabla \Phi]=0  \tag{2.56}\\
& \sigma(\rho,|\nabla \Phi|)=\frac{1}{\rho^{2} \varepsilon[D]}, \quad D=\frac{|\nabla \Phi|}{2 \pi \rho}
\end{align*}
$$

Equation (2.56) is the formulation of the leading logarithm model which will be studied numerically in Sec. IV.C. As a check, we note that in the case of classical electrostatics, where $\varepsilon[D] \equiv 1$, Eq. (2.56) and the boundary conditions of Eq. (2.50) are satisfied by
$\Phi=\frac{1}{2} Q\left(\cos \vartheta_{2}-\cos \vartheta_{1}\right)$,
$\vartheta_{1}=\tan ^{-1}\left|\frac{\rho}{z-a}\right|, \vartheta_{2}=\tan ^{-1}\left|\frac{\rho}{z+a}\right|, 0 \leq \vartheta_{1,2}<\pi$,
which, when substituted into Eq. (2.48), gives the expected result

$$
\begin{align*}
& \mathrm{D}=\frac{Q \hat{r}_{1}}{4 \pi r_{1}^{2}}-\frac{Q \hat{F}_{2}}{4 \pi r_{2}^{2}}, \\
& \hat{r}\left[\begin{array}{l}
1 \\
{[2]}
\end{array}\right)=\left(\mathrm{x}-\mathrm{x}\left[\begin{array}{l}
1 \\
2
\end{array}\right]^{\prime / r}\left[\begin{array}{l}
1 \\
2
\end{array}\right]\right.  \tag{2.58}\\
& r_{[1} \mid=\left[x^{2}+y^{2}+(z \mp a)^{2}\right]^{1 / 2} .
\end{align*}
$$

In the case where $\mathrm{E}(E)$ is given by Eq. (2.46), the coefficient function $\sigma$ is given on branch Ia by

$$
\begin{equation*}
\sigma(\rho,|\nabla \Phi|)=\frac{2 \pi \kappa}{\rho|\nabla \Phi|} f\left|\frac{|\nabla \Phi|}{\pi b_{0} \kappa \rho}\right|, \tag{2.59}
\end{equation*}
$$

with $f(w)$ implicitly defined by the transcendental equation

$$
\begin{equation*}
w=f \log f, f \geq 1 \tag{2.60}
\end{equation*}
$$

For small $w$ and large $w$, the behavior of $f(w)$ is given by

$$
\begin{equation*}
f=1+w-\frac{1}{2} w^{2}+O\left(w^{3}\right), \quad|w| \ll 1, \tag{2.61a}
\end{equation*}
$$

$f=\frac{w}{\log w}\left|1+\frac{\log \log w}{\log w}+O\right|\left|\frac{\log \log w}{\log w}\right|^{2}| |, w \gg 1$,
as shown in Fig. 4(a), giving $\sigma$ the behavior graphed in Fig. 4(b). The fact that $\sigma$ becomes infinite as $f=E / \mathrm{k}$ approaches 1 from above (i.e., as $w \propto D$ approaches 0 ) means that a solution which is initially on branch Ia can approach branch II only as a degenerate limit and cannot cross back and forth between branch Ia and branch Ib. In the vicinity of the source charge at $\rho=0, z=a$, Eqs. (2.50), (2.56), and (2.59)-(2.61) can be integrated to give the leading behavior ${ }^{19}$

$$
\begin{align*}
& \mathrm{D}=\frac{Q r_{1}}{4 \pi r_{1}^{2}}+O(1), \\
& \mathrm{E}=\hat{r}_{1} \kappa f\left|\frac{Q}{2 \pi \kappa b_{0} r_{1}^{2}}\right|+O(1),  \tag{2.62}\\
& A^{0}=\kappa \int_{r_{1}}^{\text {const }} d r_{1}{ }^{\prime} f\left|\frac{Q}{2 \pi \kappa b_{0}\left(r_{1}^{\prime}\right)^{2}}\right|+O\left(r_{1}\right), \\
& \Phi=Q \frac{1}{2}\left(1-\cos \vartheta_{1}\right)+O\left(r_{1}^{2} \sin ^{2} \vartheta_{1}\right),
\end{align*}
$$

where the structure of the subdominant terms $O()$ has been indicated up to powers of $\log p_{1}$. The corresponding behavior at $\rho=0, z=-a$ is obtained by reflecting the formulas of Eq. (2.62) in the $z=0$ plane.

Once $\Phi$ has been determined by solving the boundary value problem formulated above, the static petential can
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FIG. 4. (a) Plot of the function $f(w)$ defined in Eq. (2.60). (b) Plot of $\rho^{2} \sigma_{1}$ defined in Eqs. (2.59)-(2.61), as a function of $D / \kappa$.
be calculated by substituting $\nabla \cdot \mathrm{D}=j^{0}$ into Eq. (2.42) and integrating by parts. This gives

$$
\begin{equation*}
\left.V_{\text {static }}=\int d^{3} x \mid E D-\mathscr{L}\left[E(D)^{2}\right]+\mathscr{F}\left[E(0)^{2}=\kappa^{2}\right]\right] \tag{2.63}
\end{equation*}
$$

where an infinite constant $\int d^{3} x \mathscr{L}\left(\kappa^{2}\right)$ has been added to Eq. (2.63) to render the integral convergent at spatial infinity. A little algebra shows that Eq. (2.63) is equivalent to the following computationally convenient formula:

$$
\begin{align*}
& V_{\text {static }}=\int d^{3} x \frac{1}{2} \sigma\left|\frac{\nabla \Phi}{2 \pi}\right|^{2}(1+\xi),  \tag{2.64}\\
& \xi=\left(f^{2}-1\right) /(2 f w)
\end{align*}
$$

with $\sigma, f$, and $w$ as defined above. A second useful expression for $V_{\text {static }}$ is obtained by using the identity

$$
\begin{align*}
\mathscr{L}\left[E(D)^{2}\right]-\mathscr{L}\left[E(0)^{2}\right] & =\int_{E(0)}^{E(D)} d E^{\prime} \frac{\partial \mathscr{L}\left(E^{\prime 2}\right)}{\partial E^{\prime}} \\
& =\int_{E(0)}^{E(D)} d E^{\prime} D\left(E^{\prime}\right) \\
& =E D-\int_{0}^{\mathscr{L}} d D^{\prime} E\left(D^{\prime}\right) \tag{2.65}
\end{align*}
$$

which when substituted into Eq. (2.63) gives the familiar formula

$$
\begin{equation*}
V_{\mathrm{stanc}}=\int d^{3} x \mathscr{H}, \tag{2,66a}
\end{equation*}
$$

with $\mathscr{H}$ the field energy density

$$
\begin{equation*}
\mathscr{P}=\int_{0}^{D} d D^{\prime} E\left(D^{\prime}\right) \tag{2.66b}
\end{equation*}
$$

Since we have noted above (and will see in greater detail below) that the region of support of $D$ is confined to branch Ia, where $E(D) \geq \kappa$, Eq. (2.66) gives the inequality

$$
\begin{equation*}
V_{\text {slatic }} \geq \kappa \int d^{3} x D \tag{2.67}
\end{equation*}
$$

To turn Eq. (2.67) into a useful lower bound on the large distance behavior of $V_{\text {static }}$, we must exclude the infinite Coulomb self-energies. This is most easily done by excluding from the $x$ integration small spheres of radius $\varepsilon$ around the source charges, motivating the definitions

$$
\begin{align*}
& \Omega=\text { domain }\left|\left|x-x_{1}\right| \geq \varepsilon,\left|x-x_{2}\right| \geq \varepsilon\right\},  \tag{2.68}\\
& V_{\text {static }}^{(\varepsilon)}=\int_{\Omega} d^{3} x \mathscr{H}(x) \geq \kappa \int_{\Omega} d^{3} x D .
\end{align*}
$$

When we write $d^{3} x=d l d A$, with $l$ the length along and $d A$ the element of area perpendicular to the flux lines of $D$ Eq. (2.67) then yields the lower bound ${ }^{16}$

$$
\begin{align*}
& V_{\text {static }}(R) \geq \kappa \int_{\Omega} d A D \int d I \geq \kappa Q l_{\min }=\kappa Q(R-2 \varepsilon), \\
& R=\left|\mathbf{x}_{1}-\mathrm{x}_{2}\right|=2 a \tag{2.69}
\end{align*}
$$

showing that $V_{\text {static }}$ increases at least linearly for large source separations. A more detailed discussion of the removal of the Coulomb self-energies from the formula for $V_{\text {static }}$ is given in Sec. III. E below.

A great deal of insight into the behavior of Eq. (2.56) is obtained by putting it into the standard form for a second-order, quasilinear differential equation,

$$
\begin{equation*}
a^{k}(x, \Phi, \nabla \Phi) \partial_{k} \partial_{l} \Phi+c(x, \Phi, \nabla \Phi)=0 \tag{2.70}
\end{equation*}
$$

and analyzing the structure of its characteristics. Defining the inward directed unit normal $\hat{r}$ and the corresponding normal derivative $\partial_{n}$,

$$
\begin{equation*}
\hat{n}=\frac{\nabla \Phi}{|\nabla \Phi|}, \quad a_{n}=\hat{n} \cdot \nabla \tag{2.71}
\end{equation*}
$$

we can see through a straightforward calculation given in Appendix A that Eq. (2.56) is equivalent to

$$
\begin{equation*}
\left[\left(\partial_{\rho}^{2}+\partial_{2}^{2}-\partial_{n}^{2}\right)+\alpha \partial_{n}^{2}\right] \Phi-\alpha p^{-1} \partial_{\rho} \Phi=0 \tag{2.72}
\end{equation*}
$$

The coefficient $\alpha$ is given by
$\alpha=1+\frac{\partial \log \sigma}{\partial \log |\nabla \Phi|}=\frac{d(\log f)}{d(\log w)}=\frac{w f^{\prime}(w)}{f(w)}=\frac{w}{w+f(w)}$,
$w=\frac{\partial_{n} \Phi}{\pi b_{0} \kappa \rho}=\frac{2 D}{b_{0} \kappa} ;$
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FIG. 5. Plot of the function $\alpha(w)$ defined in Eq. (2.73).
the function $\alpha(w)$ is graphed in Fig. 5 and [from Eq. (2.61)] has the following approximate forms for small and large $w$ :

$$
\begin{align*}
& \alpha=w+O\left(w^{2}\right), \quad|w| \ll 1  \tag{2.74}\\
& \alpha=1-\frac{1}{\log w}+O\left|\frac{\log \log w}{(\log w)^{2}}\right|, w \gg 1 .
\end{align*}
$$

From Eqs. (2.73) and (2.74) and Fig. 5 we see that $\alpha$ lies between 0 and 1 for $D>0$, but vanishes when $D=0$. Hence Eq. (2.72) is of degenerating elliptic type, ${ }^{17}$ and has a real characteristic at a surface of constant $\Phi$, where $|\nabla \Phi|=0$. The second normal derivative $\partial_{n}^{2} \Phi$ is discontinuous across this characteristic, which acts as a free boundary, dividing space into two causally disconnected regions. From the boundary condition of Eq. (2.50), we learn that the exterior of the free boundary is completely surrounded by surfaces on which $\Phi=0$. Hence $\Phi \equiv 0$ outside the characteristic, giving the solution the qualitative form graphed in Fig. 6. In the vicinity of a point $B$ on the free boundary where $\rho=\rho_{B}$ and where the radius of curvature of the free boundary is $R_{B}$, a simple analysis given in Appendix A shows that $\Phi$ has the leading behavior

$$
\begin{equation*}
\Phi \approx \frac{1}{2} \frac{\pi b_{0} \kappa \rho_{B}}{R_{B}}\left|\left|n-\frac{1}{2} \frac{l^{2}}{R_{i ;}}\right|^{2}+O\left(n^{2}, l^{4}\right)\right|, \tag{2.75}
\end{equation*}
$$

with $n$ and $/$ normal and tangential Cartesian coordinates at $B$ (see Fig. 7). Since $\Phi$ is increasing towards the interior, we must have $R_{B}>0$, and so the free boundary is everywhere convex. As indicated in Fig. 6, the free boun-

[^204]dary intersects the axis of rotation at a point $\rho=0, z_{=} z_{\mathcal{A}}$; in Appendix $A$ it is shown that $I_{A}>a$, with the possibility $z_{A}=a$ excluded. Apart from this statement, we have been unable to characterize analytically the structure of the free-boundary-rotation axis intersection. ${ }^{18}$ Once $\Phi$ and D have been determined in the interior region, $A^{0}$ can be calculated from the formula
\[

$$
\begin{equation*}
A^{0}(\rho, z)=-\int_{0}^{z} d z^{\prime} \frac{\hat{z} \cdot D\left(\rho, z^{\prime}\right)}{\varepsilon\left[D\left(\rho, z^{\prime}\right)\right]} . \tag{2.76}
\end{equation*}
$$

\]

An interesting alternative method, discussed in Appendix A, is to determine $A^{0}$ from the known solution for $\varepsilon$ by solving the linear differential equation

$$
\begin{equation*}
\nabla \cdot\left(\varepsilon \nabla A^{0}\right)=-j^{0} \tag{2.77}
\end{equation*}
$$

within the free boundary.
Since $\Phi$ and $\mathbf{D}$ vanish identically outside the free boundary, continuity requires that $\varepsilon$ remain zero in the whole of the exterior region. Thus the exterior scalar and vector potentials are constrained only by the requirement that the electric and magnetic fields satisfy the branch II condition

$$
\begin{equation*}
\mathbf{E}^{2}-\mathbf{B}^{2}=\kappa^{2} \tag{2.78}
\end{equation*}
$$

but are otherwise undetermined. In other words, the functional $L_{\text {eff }}$ has an infinite equivalence class of $C^{1}$ extrema $A^{0}, \mathbf{A}$, corresponding to all possible ways of satisfying Eq. (2.78) outside the free boundary. All members of this equivalence class ${ }^{19}$ give the same $A^{0}, \Phi$ inside the free boundary, and make the same physical predictions.
The solution to the leading logarithm model is clearly qualitatively similar to the confinement domain found in the MIT "bag" model, ${ }^{20}$ but there are important differences. At the boundary of an MIT "bag" the fields (the first derivatives of the potentials) are discontinuous, corresponding to the presence of a step function in the variational principle formulation. In the leading logarithm model, the boundary is a characteristic across which the fields are continuous, with only the first derivatives of the fields (the second derivatives of the potentials) having discontinuities. This behavior corresponds to the fact that the variational formulation of the leading logarithm model involves a smooth action functional $L_{\mathrm{eff}}$.
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FIG. 6. Qualitative appearance of the solution of Eqs. (2.50), (2.56), and (2.59)-(2.61).

## E. Axially symmetric Bogomol'nyi-Prasad-

Sommerfield monopoles
As our final nonlinear example, let us consider a nonAbelian generalization of the Abelian Higgs model of Eq. (2.10), in which an $S U(2)$ non-Abelian gauge field is coupled to a real scalar field $\varphi^{a}, a=1,2,3$, in the adjoint representation. The Lagrangian is

$$
\begin{align*}
L= & \int d^{3} x \mathscr{L}  \tag{2.79}\\
\mathscr{L}= & \frac{1}{2}\left(\mathrm{E}^{a} \cdot \mathrm{E}^{a}-\mathrm{B}^{a} \cdot \mathrm{~B}^{a}\right) \\
& +\frac{1}{2}\left(\mathscr{D}_{0} \varphi^{a}\right)^{2}-\frac{1}{2}\left(\mathscr{D}_{j} \varphi^{a}\right)^{2}-\frac{1}{2} C\left[\left(\varphi^{a}\right)^{2}-\kappa^{2}\right]^{2}
\end{align*}
$$

with the field strengths and covariant derivatives given by

$$
\begin{align*}
& E^{a j}=-\mathscr{D}_{j} A^{a 0}-\frac{\partial}{\partial t} A^{a j},  \tag{2.80a}\\
& B^{a j}=\varepsilon^{j k l}\left|\frac{\partial}{\partial x^{k}} A^{a l}+\frac{1}{2} \varepsilon^{a b c} A^{b k} A^{c t}\right| \\
& \mathscr{D}_{O \varphi^{a}}=\frac{\partial}{\partial t} \varphi^{a}-\varepsilon^{a b c} A^{b 0} \varphi^{c},  \tag{2.80b}\\
& \mathscr{D}_{j} w^{a}=\frac{\partial}{\partial x^{j}} w^{a}+\varepsilon^{a b c} A^{b j} w^{c} \text { for } w^{a}=\varphi^{a} \text { or } A^{a 0}, \\
& {\left[\mathscr{D}_{k}, \mathscr{D}_{j}\right] w^{a}=\varepsilon^{k l l} \varepsilon^{a b c} B^{b l} w^{c} .} \tag{2.80c}
\end{align*}
$$

In writing Eqs. (2.79) and (2.80), we have for simplicity taken the gauge field coupling $g$ to be unity. We will


FIG. 7. Geometry near the free boundary used in Eqs. (2.75) and (A10)-(A|2).
again be interested in static solutions for which all time derivatives vanish, but this time (since no external source charge-density coupling to $A^{a 0}$ has been included) we will take $A^{a 0}=0$. After making these simplifications we have

$$
\begin{equation*}
-L=H=\int d^{3} x \mathscr{H} \tag{2.81}
\end{equation*}
$$

with $\mathscr{H}$ the field energy density

$$
\begin{equation*}
\mathscr{H}=\frac{1}{2} \mathbf{B}^{a} \cdot \mathbf{B}^{a}+\frac{1}{2}\left(\mathscr{D}_{j} \varphi^{a}\right)^{2}+\frac{1}{2} C\left[\left(\varphi^{a}\right)^{2}-\kappa^{2}\right]^{2} . \tag{2.82}
\end{equation*}
$$

We will be interested in what follows in the finite energy extrema of Eq. (2.81), which clearly must satisfy

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left(\varphi^{a}\right)^{2}=\kappa^{2} \tag{2.83}
\end{equation*}
$$

Defining a unit $\operatorname{SU}(2)$ internal symmetry vector $\hat{n}^{a}(\hat{r})$ on the sphere at spatial infinity by

$$
\begin{align*}
& \hat{n}^{a}(\hat{r})=\lim _{r \rightarrow \infty} \varphi^{a}(r \hat{r}) / \kappa,  \tag{2.84}\\
& \hat{r}=\mathbf{x} / r,
\end{align*}
$$

we see that the complete specification of the boundary condition for $\varphi^{a}$ requires specifying the number of times the two-sphere on which $\hat{n}^{a}$ lies is covered, when the two-sphere on which $\hat{r}$ lies is traversed once. This number (which must be an integer when $\hat{n}^{a}$ is a continuous function of $\hat{r}$ ) is the winding number or topological quantum number
$n=\lim _{r \rightarrow \infty} \frac{1}{\delta \pi} \int_{\text {sphere at } \infty} d^{2} S^{i} \varepsilon^{i j k} \varepsilon^{a b c} h^{a} \frac{\partial}{\partial x^{j}} \hat{n}^{b} \frac{\partial}{\partial x^{k}} \hat{n}^{c}$.

Hence the problem of finding finite energy extrema of $H$ breaks up into discrete topological sectors.

Extrema of $H$ for $C \neq 0$ are called 't Hooft (1974)-Polyakov (1974) monopoles. A very interesting special case, introduced by Prasad and Sommerfield (1975) and Bogomol'nyi (1976) and extensively studied since then, ${ }^{21}$ is obtained by setting $C=0$ but retaining the boundary conditions of Eqs. (2.83)-(2.85), giving

$$
\begin{align*}
& H=\int d^{3} x \frac{1}{2}\left(B^{a j} B^{a j}+\mathscr{D}_{j} \varphi^{a} \mathscr{D}_{j} \varphi^{a}\right),  \tag{2.86}\\
& \lim _{r \rightarrow \infty} \varphi^{a}=\kappa \hat{n}^{a},
\end{align*}
$$

winding number of $\hat{n}^{a}=n$.
The Euler-Lagrange equations obtained by varying the functional $H$ of Eq. (2.86) are

$$
\begin{align*}
& \mathscr{D}_{j} \mathscr{D}_{j} \varphi^{a}=0  \tag{2.87}\\
& \varepsilon^{k j m} \mathscr{D}_{j} B^{a m}=-\varepsilon^{a \Delta c} \varphi^{b} \mathscr{D}_{k} \varphi^{c}
\end{align*}
$$

while the field-potential relations of Eq.(2.80) imply that

[^206]\[

$$
\begin{align*}
& \mathscr{D}_{j} B^{a j}=0  \tag{2.88}\\
& \varepsilon^{k j m} \mathscr{D}_{j} \mathscr{D}_{m} \varphi^{a}=-\varepsilon^{a \delta c} \varphi^{b} B^{c k}
\end{align*}
$$
\]

Although Eqs. (2.87) are complicated second-order differential equations, they are satisfied by any $\varphi^{a}, A^{e j}$ satisfying the first-order differential equations

$$
\begin{equation*}
-\mathscr{D}_{j} \varphi^{a}=\xi B^{a j}, \xi= \pm 1 \tag{2.89}
\end{equation*}
$$

with the cases $\xi=1(-1)$ termed, respectively, self-dual (anti-self-dual). ${ }^{22}$ To see that Eq. (2.89) suffices, we note that by Eq. (2.88) we have

$$
\begin{equation*}
\mathscr{D}_{j} \mathscr{D}_{j} \varphi^{a}=-\xi \mathscr{D}_{j} B^{a j}=0 \tag{2.90a}
\end{equation*}
$$

while by using Eq. $(2.80 \mathrm{c})$ we get

$$
\begin{align*}
\varepsilon^{k J m} \mathscr{D}_{j} B^{a m} & =-\xi \varepsilon^{k j m} \mathscr{D}_{j} \mathscr{D}_{m} \varphi^{a} \\
& =\xi \varepsilon^{a b c} \varphi^{b} B^{c k}=-\xi^{2} \varepsilon^{a b c} \varphi^{b} \mathscr{D}_{k} \varphi^{c} . \tag{2.90b}
\end{align*}
$$

Remarkably, Eq. (2.89) is also a necessary condition for a minimum of $H$, as may be seen by the following ${ }^{23}$ rearrangement of Eq. (2.86),

$$
\begin{align*}
H & =H_{1}+H_{2} \\
H_{1} & =\int d^{3} x \frac{1}{2}\left(B^{a j}+\xi \mathscr{D}_{j} \varphi^{a}\right)^{2}  \tag{2.91}\\
H_{2} & =-\xi \int d^{3} x B^{a j} \mathscr{D}_{j} \varphi^{a} \\
& =-\xi \int d^{3} x \mathscr{D}_{j}\left(B^{a j} \varphi^{a}\right) \\
& =-\xi \int_{\text {sphere ai }} d^{2} S^{j} B^{a j} \varphi^{a}
\end{align*}
$$

Since $H_{2}$ reduces to a surface term, the functional $H$ can be extremal only for fields for which $H_{1}$ vanishes, giving the condition of Eq. (2.89). The surface term $\mathrm{H}_{2}$ can be evaluated by noting that in order for the integral of Eq. (2.86) to converge, $\mathscr{D}_{j} n^{a}$ must vanish at large $r$, giving the following relation between $A^{a j}$ and $\hat{n}^{a}$ on the sphere at infinity,

$$
\begin{equation*}
A^{a j}=\tilde{n}^{a} \hat{n}^{b} A^{b j}-\varepsilon^{a b c} \hat{n}^{b} \frac{\partial}{\partial x^{j}} \hat{n}^{c} \tag{2.92}
\end{equation*}
$$

Combining Eqs. (2.80a) and (2.92), one finds, after some algebra,

$$
\begin{equation*}
B^{a j} \hat{n}^{a}=\frac{\partial}{\partial x^{k}}\left(\varepsilon^{j k l} \hat{n}^{\alpha} A^{a l}\right)-\frac{1}{2} \varepsilon^{j k l} \varepsilon^{a b c} n_{n}^{a} \frac{\partial}{\partial x^{k}} \hat{n}^{b} \frac{\partial}{\partial x^{l}} \hat{n}^{c} . \tag{2.93}
\end{equation*}
$$

[^207]The surface integral of the first term on the right-hand side of Eq. (2.93) vanishes; and so, referring back to Eq. (2.85), we get

$$
\begin{equation*}
H_{2}=4 \pi \kappa \xi n \tag{2.94}
\end{equation*}
$$

Since the positivity of $H$ implies that $H_{2}$ is positive when $H_{1}$ vanishes, we conclude that

$$
\begin{equation*}
H_{2}=4 \pi \kappa|n|, \xi=n /|n| \tag{2.95}
\end{equation*}
$$

Hence the minimum of $H$ in each topological sector is determined solely by the topological quantum number.
The minimum of $H$ in the $n=1$ topological sector is given by the simple expression

$$
\begin{align*}
& \varphi^{a}=-\frac{x^{a}}{r^{2}}(1-\kappa r \text { coth } \kappa r),  \tag{2.96}\\
& A^{a j}=\frac{\varepsilon^{a!} \cdot x^{\prime}}{r^{2}}\left|1-\frac{\kappa r}{\sinh \kappa r}\right|,
\end{align*}
$$

which satisfies Eqs. (2.89) with $\xi=1$. This solution is the simplest of a family of solutions of Eq. (2.89), in which the Higgs field $\varphi^{a}$ and the potentials $A^{a j}$ are axially symmetric and reflection symmetric, as described by the following ansatz:

$$
\begin{align*}
& \varphi^{a}=h_{1} \hat{z}^{a}+h_{2} \hat{\beta}_{n}^{a}, \\
& A^{a j}=\hat{\phi}\left|\frac{f_{1}-n}{\rho} \hat{z}^{a}+\frac{f_{2}}{\rho} \hat{\rho}_{n}^{a}\right|-\left(\hat{z}^{j} a_{1}+\hat{\rho}^{j} a_{2}\right) \hat{\phi}_{n}^{a}, \\
& \rho=\left(x^{2}+y^{2}\right)^{1 / 2}, \phi=\tan ^{-1}(y / x),  \tag{2.97}\\
& \hat{z}=(0,0,1), \\
& \hat{\rho}_{n}=(\cos n \phi, \sin n \phi, 0), \hat{\rho}=\hat{\rho}_{1}, \\
& \hat{\phi}_{n}=(-\sin n \phi, \cos n \phi, 0), \hat{\phi}=\hat{\phi}_{1} .
\end{align*}
$$

The potentials $h_{1,2}, f_{1,2}$, and $a_{1.2}$ are functions of $\rho$ and $z$, with $z \leftrightarrow-z$ reflection symmetry and behavior on the $z=0$ and $\rho=0$ axes as follows:

$$
\begin{align*}
& h_{2}, f_{1}, a_{1} \text { even in } z \\
& h_{1}, f_{2}, a_{2} \text { odd in } z,  \tag{2.98}\\
& h_{1}=f_{2}=a_{2}=0 \text { at } z=0, \\
& a_{1}=f_{2}=h_{2}=0, f_{1}=n \text { at } \rho=0, n \geq 1 .
\end{align*}
$$

Although analytic forms for the solutions of Eq. (2.89) within the ansatz of Eqs. (2.97) and (2.98) are now known, ${ }^{24}$ we will treat the problem of finding the axially symmetric, reflection-symmetric minima of $H$ as a numerical example in Sec. IV.D. In Appendix B we give explicit expressions for the functional $H$ when expressed in

[^208]terms of the potentials $h_{\mathrm{L}, 2}, \ldots$, and discuss the residual Abelian gauge invariance of the six-function ansatz and the choice of a gauge-fixing term for numerical work. From the equations given in Appendix B, a straightforward calculation shows that the leading behavior of the potentials at infinity ${ }^{25}$ is given by the following formulas (in which terms of order $e^{-k r}$ are omitted):
\[

$$
\begin{align*}
& h_{1}=h \cos \vartheta, h_{2}=h \sin \vartheta, \\
& a_{1}=-\frac{\sin \vartheta}{r}, a_{2}=\frac{\cos \vartheta}{r} \text {. } \\
& f_{1}=f \cos \vartheta, f_{2}=f \sin \vartheta \text {, }  \tag{2.99}\\
& h=\kappa-\frac{n}{r}+\sum_{\substack{l=2 \\
l \text { ven }}}^{\infty} \frac{a_{l}^{(\infty)} P_{i}(\cos \vartheta)}{r^{l+1}}, \\
& f=n \cos \vartheta+\rho \sum_{\substack{l=2 \\
l=\text { even }}}^{\infty} \frac{a_{j}^{\left(\infty^{\prime}\right)} P_{11}(\cos \vartheta)}{\mid r^{l+1}}, \\
& r=\left(\rho^{2}+z^{2}\right)^{1 / 2}, \forall=\tan ^{-1}(\rho / z) .
\end{align*}
$$
\]

The leading behavior at the origin ${ }^{25}$ is also calculated in Appendix B, where it is shown that even in the higher topological sectors $n>1$, the Higgs field $\varphi^{a}$ has only a first-order zero at $r=0$.

## III. RELAXATION METHODS FOR THE NUMERICAL SOLUTION OF ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS

## A. Introduction

In this section we give a detailed introduction to both the theoretical and practical aspects of the numerical solution of elliptic partial differential equations of the type encountered in Sec. II. We assume that the reader has read Sec. II.A and especially Sec. II.B, and has at least glanced over Secs. II.C-II.E. However, the discussion of numerical methods which follows is essentially self-contained, and makes only minimal references back to the formulas in Sec. II. Motivated by the fact that the numerical solution of the models of Secs. II.C-II.E can be reduced to a sequence of solutions to linear differential
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FIG. 10. Computational mesh extended by one unit cell to form a border. At the half nodes pithin the border, the $h$ factors of Table I are assigned the value zero. The corresponding summation limits for the four coverings of Fig. 9 are given in Table II.
signed to $\varphi$ at nodes on the outer edge of the border, since these nodes automatically appear multiplied by an $h$ factor of zero. When this procedure is used, the summation limits for the four coverings of Figs. 9(a)-9(d) are as given in Table 11.

## C. Iterative methods of solution

Let us now suppose that the discretization procedure of the preceding section has been carried out on a computational lattice with $n_{1}+1, n_{j}+1$ nodes in the $\rho, z$ directions, respectively. Equation (3.25) then gives us a set of $N=\left(n_{1}+1\right)\left(n_{j}+1\right)$ linear equations in the $N$ unknown variables $\varphi_{i j}$. Since $N$ is typically a very large number (up to $\approx 4 \times 10^{4}$ in the computations described in Sec. IV), the direct solution of this set of equations by matrix inversion is not feasible, and we must resort instead to an iterative method of solution.

Before describing the specific algorithms used to solve Eq. (3.25), let us first discuss a simple and familiar iterative method which will also be needed in the applications of Sec. IV. This is the Newton iteration for finding the roots of the equation

$$
\begin{equation*}
f(w)=0, \tag{3.33}
\end{equation*}
$$

which is constructed as follows. Given an estimate $w^{(n)}$ of a root $w^{*}$ of Eq. (3.33), we Taylor expand $f(w)$ around $w^{(n)}$, giving

$$
\begin{align*}
f(w)= & f\left(w^{(n)}\right)+\left(w-w^{(n)}\right) f^{\prime}\left(w^{(n)}\right) \\
& +\frac{1}{2}\left(w-w^{(n)}\right)^{2} f^{\prime \prime}\left(w^{(n)}\right)+\cdots \tag{3.34}
\end{align*}
$$

When substituted into Eq. (3.33), Eq. (3.34) gives an exact power-series equation for $w^{*}$. When Eq. (3.34) is approximated by the first two terms in the series expansion, it gives a new approximation to $w^{*}$,

$$
\begin{equation*}
w^{*} \approx w^{(n+1)}=w^{(n)}-\frac{f\left(w^{(n)}\right)}{f^{\prime}\left(w^{(n)}\right)} \tag{3.35}
\end{equation*}
$$

The error of the new approximation can be estimated by subtracting the two equations

$$
\begin{aligned}
& 0= f\left(w^{(n)}\right)+\left(w^{(n+1)}-w^{(n)}\right) f^{\prime}\left(w^{(n)}\right), \\
& 0=f\left(w^{(n)}\right)+\left(w^{*}-w^{(n)}\right) f^{\prime}\left(w^{(n)}\right)+\frac{1}{2}\left(w^{*}-w^{(n)}\right)^{2} f^{\prime \prime}\left(w^{(n)}\right) \\
&+O\left[\left(w^{\bullet}-w^{(n)}\right)^{3}\right]
\end{aligned}
$$

giving

$$
\begin{align*}
w^{(n+1)}-w^{*} & \approx \frac{1}{2}\left(w^{(n)}-w^{*}\right)^{2} \frac{f^{\prime \prime}\left(w^{(n)}\right)}{f^{\prime}\left(w^{(n)}\right)}+O\left[\left(w^{(n)}-w^{*}\right)^{3}\right] \\
& \approx \frac{1}{2}\left(w^{(n)}-w^{*}\right)^{2} \frac{f^{\prime \prime}\left(w^{*}\right)}{f^{\prime}\left(w^{*}\right)}+O\left[\left(w^{(n)}-w^{*}\right)^{3}\right] \tag{3.36b}
\end{align*}
$$

Hence the error after $n+1$ iterations is of order the square of the error after $n$ iterations, and convergence proceeds very rapidly to $w^{*}$, provided that the initial guess $w^{(0)}$ lies close enough to $w^{\bullet}$. Rewriting Eq. (3.36b) as

$$
\begin{align*}
\frac{\left|w^{(1)}-w^{*}\right|}{\left|w^{(0)}-w^{*}\right|} & \approx \frac{1}{2}\left|w^{(0)}-w^{*}\right|\left|\frac{f^{\prime \prime}\left(w^{*}\right)}{f^{\prime}\left(w^{*}\right)}\right| \\
& +O\left[\left(w^{(0)}-w^{*}\right)^{2}\right] \tag{3.37a}
\end{align*}
$$

we see that a sufficient condition on $w^{(0)}$ to guarantee that the Newton iteration converges to the root $w^{*}$ is

TABLE II. Summation limits for the coverings of Fig. 9, using the "bordered" mesh of Fig. 10.

| Unit cell | Lower $i, j$ limits | Upper $i$ limit | Upper $j$ limit |
| :--- | :---: | :---: | :---: |
| " $p$-derivative covering" Fig. 9(a) | 0 | $n_{i}-1$ | $n_{j}$ |
| " $z$-derivative covering" Fig. $9(b)$ | 0 | $n_{i}$ | $n_{j}-1$ |
| "nonderivative covering" Fig. 9(c) | 0 | $n_{i}$ | $n_{j}$ |
| " $\rho, z$ derivative covering" Fig. 9(d) | 0 | $n_{i}-1$ | $n_{j}-1$ |

$$
\begin{equation*}
\left.\frac{1}{2}\left|w^{(0)}-w^{*}\right| \frac{f^{\prime \prime}\left(w^{*}\right)}{f^{\prime}\left(w^{*}\right)} \right\rvert\, \ll 1 . \tag{3.37b}
\end{equation*}
$$

If Eq. (3.33) has several roots $w_{1}^{\bullet}, w_{2}^{\bullet}, \ldots$, there will be an interval around each root $\mu_{j}^{*}$ within which the Newton iteration converges to that root.

Let us now proceed to the simplest case in which we encounter the iterative method which will be used to solve Eq. (3.25). We consider the discrete functional

$$
\begin{equation*}
L=\frac{1}{2} \sum_{r=1}^{N} \sum_{s=1}^{N} A_{r} \varphi_{r} \varphi_{s}-\sum_{r=1}^{N} J_{r} \varphi_{r}, \tag{3.38}
\end{equation*}
$$

with $A_{n}$ a real, symmetric matrix with positive eigenvalues. Since the matrix $A_{n}$ is invertible, $L$ attains a unique minimum when the nodal variables $\varphi_{r}, r=1, \ldots, N$ satisfy the $N$ linear equations

$$
\begin{equation*}
0=\frac{\partial L}{\partial \varphi_{r}} \Rightarrow \sum_{s=1}^{N} A_{n} \varphi_{s}=J_{r} . \tag{3.39}
\end{equation*}
$$

An iterative method for finding this minimum can now be constructed as follows. Let us repeatedly sweep through the $\varphi_{r}$, proceeding from $\varphi_{1}$ to $\varphi_{N}$ and then starting over again with $\varphi_{1}$,

$$
\begin{equation*}
\boldsymbol{\varphi}_{1}, \ldots, \boldsymbol{\varphi}_{N}, \boldsymbol{\varphi}_{1}, \ldots, \boldsymbol{\varphi}_{N}, \ldots, \tag{3.40}
\end{equation*}
$$

first sweep, second sweep, . . . ,
at each step replacing the variable $\varphi_{R}$ being considered by the value which minimizes $L$ when all other variables $\varphi_{r}, r \neq R$ are held fixed. Specifically, let $\varphi_{r}^{(n)}$ be the values of all the nodal variables when the sweep reaches the variable $\varphi_{R}$, so that at this stage $L$ has the value

$$
\begin{equation*}
L^{(n)}=\frac{1}{2} \sum_{r=1}^{N} \sum_{s=1}^{N} A_{n} \varphi_{r}^{(n)} \varphi_{s}^{(n)}-\sum_{r=1}^{N} J_{r} \varphi_{r}^{(n)} \tag{3.41}
\end{equation*}
$$

Regarding $L$ as a function of the single variable $\varphi_{R}$, with the other variables fixed, we have

$$
\begin{align*}
L= & \frac{1}{2} \varphi_{R}^{2} A_{R R}+\varphi_{R}\left|\sum_{s \neq R} A_{R} \varphi_{s}^{(n)}-J_{R}\right| \\
& +\frac{1}{2} \sum_{r \neq R} \sum_{s \neq R} A_{n} \varphi_{r}^{(n)} \varphi_{s}^{(n)}-\sum_{r \neq R} J_{r} \varphi_{r}^{(n)} . \tag{3.42}
\end{align*}
$$

Choosing $\varphi_{R}^{(n+1)}$ to minimize Eq. (3.42) with respect to $\varphi_{R}$, we get

$$
\begin{align*}
& \varphi_{R}^{(n+1)}=-\frac{1}{A_{R R}}\left|\sum_{s \neq R} A_{R s} \varphi_{s}^{(n)}-J_{R}\right|=\varphi_{R}^{(n)}+\Delta \varphi_{R}^{(n)} \\
& \Delta \varphi_{R}^{(n)}=-\frac{1}{A_{R R}}\left|\sum_{s} A_{R s} \varphi_{s}^{(n)}-J_{R}\right|, \tag{3.43}
\end{align*}
$$

giving as the corresponding change in the action

$$
\begin{align*}
L^{(n+1)}-L^{(n)}= & \frac{1}{2}\left[\left(\varphi_{R}^{(n+1)}\right)^{2}-\left(\varphi_{R}^{(n)}\right)^{2}\right] A_{R R} \\
& +\left(\varphi_{R}^{(n+1)}-\varphi_{R}^{(n)}\right)\left|\sum_{s \neq R} A_{R s} \varphi_{s}^{(n)}-J_{R}\right| \\
= & \frac{1}{2} \Delta \varphi_{R}^{(n)}\left(\Delta \varphi_{R}^{(n)}+2 \varphi_{R}^{(n)}\right) A_{R R} \\
& +\Delta \varphi_{R}^{(n)}\left(-A_{R R} \Delta \varphi_{R}^{(n)}-A_{R R} \varphi_{R}^{(n)}\right) \\
= & -\frac{1}{2} A_{R R}\left(\Delta \varphi_{R}^{(n)}\right)^{2}<0 . \tag{3.44}
\end{align*}
$$

(In the final line we have used the fact that since the matrix $A_{n}$ has positive eigenvalues, the diagonal matrix elements $A_{R R}$ are all positive.) Hence, under the iteration of Eq. (3.40), the Lagrangian is monotone decreasing. In problems of physical interest with positive definite $A_{n}$, we expect the Lagrangian with the source term included to be bounded from below. Equations (3.44) and (3.43) then guarantee that in the limit as $n$ becomes infinite, the $L^{\langle n\rangle} \mathrm{s}$ converge to the minimum value of $L$, while the $\varphi_{r}^{(n)}$ 's converge to the solution of Eq. (3.39). This method of solving the systern of Eq. (3.39) is known as the Gauss-Seidel iteration.

As we have just seen, in the Gauss-Seidel iteration each nodal variable is successively relaxed to the value which, at that stage of the iteration, minimizes $L$. An important variant of the basic method, called the successively overrelaxed (SOR) Gauss-Seidel iteration, is defined by the recipe

$$
\begin{align*}
\varphi_{R}^{(n)} \rightarrow \varphi_{R}^{(n+1), S O R} & =\varphi_{R}^{(n)}+\omega \Delta \varphi_{R}^{(n)} \\
& =\omega \varphi_{R}^{(n+1)}+(1-\omega) \varphi_{R}^{(n)}, \omega \geq 1, \tag{3.45}
\end{align*}
$$

with $\varphi_{R}^{(n+1)}$ and $\Delta \varphi_{R}^{(n)}$ given by Eq. (3.43). In other words, instead of relaxing $\varphi_{R}^{(n)}$ to the value which minimizes $L$, one systematically overshoots beyond this value. Using the over-relaxed iteration, the change in the Lagrangian is

$$
\begin{align*}
L^{(n+1), \mathrm{SOR}}-L^{(n)} & =\frac{1}{2}\left[\left(\varphi_{R}^{\left.(n+1), \mathrm{SOR})^{2}-\left(\varphi_{R}^{(n)}\right)^{2}\right] A_{R R}+\left(\varphi_{R}^{(n+1), \mathrm{SOR}}-\varphi_{R}^{(n)}\right)\left|\sum_{s \neq R} A_{R} \varphi_{s}^{(n)}-J_{R}\right|}\right.\right. \\
& =\frac{1}{2} \omega \Delta \varphi_{R}^{(n)}\left(\omega \Delta \varphi_{R}^{(n)}+2 \varphi_{R}^{(n)}\right) A_{R R}+\omega \Delta \varphi_{R}^{(n)}\left(-A_{R R} \Delta \varphi_{R}^{(n)}-A_{R R} \varphi_{R}^{(n)}\right) \\
& =-\frac{1}{2} \omega(2-\omega) A_{R R}\left(\Delta \varphi_{R}^{(n)}\right)^{2} \tag{3.46}
\end{align*}
$$

Thus provided that

$$
\begin{equation*}
0<\omega<2, \tag{3.47}
\end{equation*}
$$

the Lagrangian remains monotone decreasing, and the SOR iteration still converges to the solution of Eq. (3.39).

For a general, symmetric matrix $A_{5 s}$, each individual iteration step in Eq. (3.43) involves evaluating a sum of $N$ terms, which would be computationally costly for large $N$. However, in the specific problems to which we will apply iterative methods, $r$ and $s$ are composite indices

$$
\begin{align*}
& r=(i, j)  \tag{3.48}\\
& s=\left(i^{\prime}, j^{\prime}\right)
\end{align*}
$$

denoting nodes of the computational lattice, and $A_{r s}$ is a
sparse matrix in which $A_{R_{s}}$ is nonvanishing only for a small number of index values $s$ for each $R$. Because we have followed the prescription of squaring before averaging to ensure that the discretized action contains only nearest-neighbor couplings, we find in fact that $A_{R s}$ is nonvanishing only for the five index values $s$ corresponding to the node $R$ and its four nearest neighbors. Hence each iteration step involves only a short computation which is independent of the size of the computational lattice. If the sweep is performed ${ }^{28}$ in "typewriter ordering"

$$
\begin{align*}
& (i, j):(0,0),(1,0), \ldots,\left(n_{i}, 0\right),(0,1),(1,1), \ldots,\left(n_{i}, 1\right), \\
& \ldots,\left(0, n_{j}\right),\left(1, n_{j}\right), \ldots,\left(n_{i}, n_{j}\right), \tag{3.49}
\end{align*}
$$

then the over-relaxed iteration for Eq. (3.25) is

$$
\begin{align*}
& \varphi_{i, j}^{(n)} \rightarrow \varphi_{i, j}^{(n+11 . \operatorname{SOR}}=\omega \varphi_{i, j}^{(n+1)}+(1-\omega) \varphi_{i, j}^{(n)}, \\
& \varphi_{i, j}^{(n+1)}=\left|\left|\frac{\Delta z}{\Delta \rho}+\frac{\Delta \rho}{\Delta z}\right|\left(h_{i+1 / 2, j+1 / 2}+h_{i+1 / 2, j-1 / 2}+h_{i-1 / 2, j+1 / 2}+h_{i-1 / 2, j-1 / 2}\right)\right|^{-1} \\
& \times \left\lvert\, \frac{\Delta z}{\Delta \rho}\left(h_{i+1 / 2, j+1 / 2}+h_{i+1 / 2, j-1 / 2}\right) \varphi_{i+1, j}^{(n)}+\frac{\Delta z}{\Delta \rho}\left(h_{i-1 / 2, j+1 / 2}+h_{i-1 / 2, j-1 / 2}\right) \varphi_{i-1, j}^{(n+1)}\right. \\
&+\frac{\Delta \rho}{\Delta z}\left(h_{i+1 / 2, j+1 / 2}+h_{i-1 / 2, j+1 / 2}\right) \varphi_{i, j+1}^{(n)}+\frac{\Delta \rho}{\Delta z}\left(h_{i+1 / 2, j-1 / 2}+h_{i-1 / 2, j-1 / 2}\right) \varphi_{i, j-1}^{(n+1)} \\
& \left.+\frac{Q}{\pi} \delta_{l, 0}\left(\delta_{j, n_{Q}}-\delta_{j,-n_{Q}}\right) \right\rvert\,, h_{i+1 / 2, j+1 / 2}=\rho_{i+1 / 2} \varepsilon_{i+1 / 2, j+1 / 2} . \tag{3.50}
\end{align*}
$$

Equation (3.50) applies to all $i, j$ in the range $0 \leq i \leq n_{l}, 0 \leq j \leq n_{j}$, since, by virtue of the "bordering" procedure discussed above in Sec. III.B, all nodal values with indices outside this range appear in Eq. (3.50) multiplied by vanishing $h$ factors. An initial guess $\varphi_{i, j}^{(0)}$ must be supplied as an input to the iterative process. In practice, to achieve a poor-man's version of the "hierarchical" iterative schemes (see below), we follow the procedure of first iterating to convergence on a very coarse mesh starting from a specified $\varphi_{i, j}^{(0)}$, which is chosen to be reasonably close (without sacrificing simplicity) ${ }^{29}$ to the anticipated solution of the problem. We then successively double the mesh and iterate to convergence, taking as the new initial guess after each doubling a linear interpolation of the converged $\varphi_{i, j}$ values on the preceding coarser mesh.

According to the discussion of Eqs. (3.41)-(3.47), an iteration with $\omega=1$ produces the largest possible singlestep reduction in the Lagrangian $L$. Hence at the beginning of an iterative solution one always makes three to ten complete passes through the computational lattice with $\omega=1$ (or with an $\omega$ which is gradually increased starting
from 1) to eliminate the largest deviations between the initial guess $\varphi_{i, j}^{(0)}$ and the fully converged solution $\varphi_{i, j}^{(\infty)}$. After these initial iterations, the optimal strategy is to use an $\omega$ value larger than 1. The reason is that a general analysis ${ }^{30}$ of the iterative process shows that in the asymptotic large-n limit, the difference $\varphi_{i, j}^{(n)}-\varphi_{i j}^{(\infty)}$ behaves as

$$
\begin{equation*}
\varphi_{i, j}^{(n)}-\varphi_{i, j}^{(\omega)} \sim c e^{-n \gamma(\omega)}, \tag{3.51}
\end{equation*}
$$

with the decay constant $\gamma(\omega)$ attaining its maximum at an $\omega$ value $\omega=\omega_{\text {opt }}, 1<\omega_{\text {opt }}<2$. Hence one clearly achieves the maximum rate of convergence by letting $\omega$ tend to $\omega_{\text {opt }}$ from below after the initial iterations. Values of $\omega$ larger than $\omega_{\text {opt }}$ should be avoided, since in general they produce slower convergence than values of $\omega$ an equivalent distance below $\omega_{\text {opt }}$, and since they can lead to instabilities in nonlinear problems. The optimum value of $\omega$ can be estimated from the formula [Garabedian (1956)]

$$
\begin{equation*}
\omega_{\mathrm{opt}} \approx \frac{2}{1+C h} \tag{3.52}
\end{equation*}
$$

[^210]with
\[

$$
\begin{equation*}
h=\left(n_{1} n_{1}\right)^{-1 / 2} \tag{3.53}
\end{equation*}
$$

\]

a measure of the fineness of the computational lattice, and with $C$ a constant which depends on the lattice geometry and the boundary conditions. (For the twodimensional Laplace equation in rectangular coordinates with Dirichlet boundary conditions, $C \sim 3$.) An empirical method for estimating the value of $\omega_{\text {opi }}$ is discussed below in Sec. III.G; from the general form of Eq. (3.52) we infer the useful fact that when the computational mesh is doubled, so that

$$
\begin{align*}
& n_{l} \rightarrow 2 n_{i}, \quad n_{j} \rightarrow 2 n_{j},  \tag{3.54}\\
& h \rightarrow h / 2,
\end{align*}
$$

the corresponding change in $\omega_{\text {opt }}$ is

$$
\begin{equation*}
\omega_{\mathrm{opt}}-\frac{4 \omega_{\mathrm{cpt}}}{2+\omega_{\mathrm{apt}}} . \tag{3.55}
\end{equation*}
$$

An intuitive (and mathematically correct) way to visualize the over-relaxation algorithm is to think of $n$ as a time step and of the algorithm as a time-dependent dissipative process, with a steady-state equilibrium at the converged solution $\varphi_{i,}^{(\infty)}$. The starting guess $\varphi_{i, j}^{(0)}$ in general deviates from $\varphi_{i, j}$ by both large localized transients and by relatively smooth errors. The initial iterations with $\omega=1$ are used to rapidly eliminate the localized transients. The later iterations with $\omega=\omega_{\text {opt }}$ minimize the relatively long time constant $[\gamma(\omega)]^{-1}$ with which the smooth errors damp away. The optimal use of the overrelaxation method requires attention to eliminating both localized transients and smooth (or long-range) errors. One method of doing this in a systematic way is the "Chebyshev acceleration" method described by Hockney and Eastwood (1981), in which the lattice is scanned using an "even-odd checkerboard ordering" (as opposed to "typewriter ordering") and in which $\omega$ is incremented from $\omega=1$ to $\omega=\omega_{\text {opt }}$ in a prescribed way at the beginning of each even-semilattice and each odd-semilattice sweep. A second way of accomplishing this is through various "hierarchical" schemes ${ }^{31}$ in which the full computational lattice is scanned in only a fraction of the sweeps, with the remaining sweeps used to scan sublattices of the basic lattice, constructed by using a larger unit cell containing two, four, etc., fundamental unit cells. The Chebyshev acceleration and hierarchical schemes can be proved to be optimal ones, according to well-defined criteria, for solving elliptical partial differential equation problems based on the Laplacian ( $\nabla^{2}$ ) and similar linear operators. Since for nonlinear problems it usually is not possible explicitly to construct an optimal algorithm, we use instead a simpler method which is effectively

[^211]equivalent. As discussed above, what we do is to start the iteration on a very small (typically $7 \times 7$ ) computational lattice, iterate to convergence, and then use an interpolation of this solution as the initial guess for iteration on a computational mesh which has been doubled as in Eq. (3.54), and so forth. After each doubling, $\omega$ is reset to 1 for several iterations to eliminate transients arising from the interpolation (these are strongly evident in the unit cells along the axis of rotation) and then increased to the $\omega_{\text {opt }}$ appropriate to the new mesh spacing $h$. This procedure gives very satisfactory convergence and automatically generates a sequence of fully converged $L$ values on progressively finer meshes, permitting an examination of the convergence of the discrete solution as the mesh spacing $h$ approaches zero.

Let us consider next the imposition of boundary conditions in carrying out the iterative solution. From Eqs. (3.1)-(3.3), we see that the differential equation and boundary conditions of our dielectric model are invariant, and the source current $j^{0}$ changes sign, under the reflection operation $z \rightarrow-z$. This implies that the solution $\varphi$ also has odd reflection symmetry, and vanishes on the equatorial plane $z=0$. Although this symmetry emerges automatically if the boundary value problem of Eqs. (3.1)-(3.3) is solved over the full physical space $0 \leq \rho<\infty,-\infty<z<\infty$, we can clearly save computer time if we impose the symmetry at the outset, by solving instead a boundary value problem on the half space $0 \leq \rho<\infty, 0 \leq z<\infty$. Similarly, if the source current $j^{0}$ were replaced by

$$
\begin{equation*}
j^{\prime 0}=Q \delta(x) \delta(y)[\delta(z-a)+\delta(z+a)], \tag{3.56}
\end{equation*}
$$

which is invariant under the reflection $z \rightarrow-z$, then the corresponding solution $\varphi$ would have even reflection symmetry, and $\partial_{2} \varphi$ would vanish at $z=0$. Again, although this symmetry would emerge automatically from the full-space boundary-value problem, we can halve the computational effort by using the symmetry to reduce the computation to an equivalent half-space boundary-value problem.

When we solve the numerical problem on a half space, we introduce an inner boundary $z=0,0 \leq \rho<\infty$ on which a boundary condition must be specified, together with the outer boundary condition of Eq. (3.3). On this inner boundary, the appropriate boundary conditions are, respectively, the Dirichlet or Neumann conditions,

$$
\begin{align*}
& \varphi=0 \text { at } z=0, j^{0} \text { odd [Eq. (3.1)] }  \tag{3.57a}\\
& \partial_{2} \varphi=0 \text { at } z=0, j^{0} \text { even [Eq. (3.56)] , } \tag{3.57b}
\end{align*}
$$

and we must translate each of these into a corresponding updating algorithm for the lattice nodes on the line $z=0$. (The more general Robin or mixed boundary condition $\alpha \varphi+\beta \mathrm{a}_{2} \varphi=0$ can also be implemented computationally, but will not be encountered in any of the models studied in this paper.) In addition, in either the full-space or halfspace problems, there is an inner coordinate boundary
the iteration will depend strongly on what is being measured at the end of the iterative process.

## IV. NUMERICAL SOLUTION OF THE MODELS OF SEC. II

## A. Introduction

Let us proceed now to apply the numerical methods described in Sec. III to the nonlinear models formulated in Sec. II. In Table III we summarize which dependent variables in the three models are discretized on the node lattice, and which are discretized on the half-node lattice, together with the boundary conditions which are imposed during iteration. In the brief sections which follow we discuss aspects of the numerical analysis which are specific to the three models and give sample numerical results.

## B. The Abelian Higgs model

Following the analysis of Sec. III.E and Appendix C, we explicitly subtract off the Coulomb self-energy from $L$ by making the substitution

$$
\begin{equation*}
A^{0}=A_{C}^{0}+B^{0} \tag{4.1}
\end{equation*}
$$

with $\boldsymbol{A}_{C}^{0}$ the Coulomb potential of Eq. (C1) and with $B^{0}$ a new dependent variable. Because $A_{C}^{0}$ and $\varphi$ are both singular at the charges [cf. Eq. (2.17)], the charge coordinate $z=a$ is taken to lie midway between nodes of the computational lattice:

$$
\begin{equation*}
a=\left(n_{Q}+\frac{1}{2}\right) \Delta z \tag{4.2}
\end{equation*}
$$

with $n_{Q}$ an integer. We choose the unit of length so that $\kappa=1$, giving $\varphi \rightarrow 1$ as the boundary condition on $\varphi$ at infinity. Since this boundary condition follows from requiring $L$ to be extremal ( $L$ is infinite if $\varphi \nrightarrow 1$ at infinity), it can be enforced computationally by simply iterating the nodal values for $\Phi$ which lie on the outer boundary of the computational mesh. An alternative procedure would be to set $\varphi=1$ on the outer boundary; the two methods give the same result in the limit as $\rho_{\text {max }} \rightarrow \infty, z_{\text {max }} \rightarrow \infty$, but the iterative boundary condition is preferable for finite meshes. ${ }^{36}$ To get a good approximation to the infinite

[^212]volume solution, $\rho_{\max }$ and $z_{\text {max }}$ must be chosen large compared with the characteristic exponential decay lengths appearing in Eq. (2.17), requiring (for $\kappa=1$ ) that
\[

$$
\begin{equation*}
\min \left(\rho_{\max } z_{\max }\right) \gg \max \left[(2 C)^{-1 / 2},\left(2 e^{2}\right)^{-1 / 2}\right] \tag{4.3}
\end{equation*}
$$

\]

Sample results for the Abelian Higgs model, calculated with

$$
\begin{gather*}
\kappa=C=e=Q^{2} /(4 \pi)=1,  \tag{4.4}\\
\rho_{\max }=z_{\max }=3, \quad a=1.625,
\end{gather*}
$$

are shown in Figs. 12(a)-12(d). These figures give values of $\varphi$ and $A^{0}$ (plotted vertically) on a plane passing through the axis of rotation (represented by the horizontal plane in the figures). One can see clearly the peaks in $\varphi$ and $\boldsymbol{A}^{0}$ at the charges, as well as the exponential decay of $\varphi$ towards 1 and of $A^{0}$ towards 0 at infinity. In Figs. 12(c) and 12(d), in which the vertical scale has been magnified by a factor of 10 , one can also see that the structure of the solution extends to the computational boundary, in marked contrast to the behavior found below in the solution of the leading logarithm model.

## C. The leading logarithm model

In discretizing the leading logarithm model, we put the charge coordinate $z=a$ on a node of the computational lattice,

$$
\begin{equation*}
a=n_{Q} \Delta z, \tag{4.5}
\end{equation*}
$$

with $n_{Q}$ an integer, and enforce the step function boundary condition of Eq. (2.50) by requiring

$$
\begin{align*}
& \Phi_{0, j}=Q, \quad 0 \leq j<n_{Q}, \\
& \Phi_{0, j}=\frac{1}{2} Q, j=n_{Q},  \tag{4.6}\\
& \Phi_{0, j}=0, \quad n_{Q}<j \leq n_{j} .
\end{align*}
$$

[An alternative procedure would be to put the charge coordinate midway between lattice nodes by taking $a=\left(n_{Q}+\frac{1}{2}\right) \Delta z$, giving the boundary condition $\Phi_{\mathrm{0}, \mu}=Q, 0 \leq i \leq n_{Q}$ and $\Phi_{0, j}=0, n_{Q}+1 \leq j \leq n_{j}$.] Hecause the solution for $\Phi$ is confined within a finite free boundary, the numerical solution is independent of $\rho_{\max }, z_{\max }$, provided that these are large enough for the fully converged free boundary to lie entirely within the computational mesh. To facilitate picking values of $\rho_{\text {max }}, z_{\text {max }}$ which are large enough to contain the free boundary but are not excessively so, we have included a control parameter option in the program which permits the adjustment of the limits of the computational mesh during iteration.

In carrying out the iteration we do not let the dielectric function $\varepsilon$ assume the value 0 , but rather impose a minimum value $\varepsilon_{\text {min }}$ by computing $\varepsilon$ and $\sigma$ from the formulas

TABLE III. Node and half-node assignments and boundary conditions for the models of Sec. II.



FIG. 12. Sample results for the Abelian Higgs model, calculated for the parameter values in Eq. (4.4). The graphs show (a) $\varphi$, (b) $A^{0}$, (c) $\varphi$ with the vertical scale magnified by a factor of 10 , and (d) $A^{0}$ with the same vertical scale magnification, all plotted vertically over a horizontal plane through the rotation axis. The values of $\varphi$ and $A^{0}$ at the base of the figures are $\varphi=1$ and $\boldsymbol{A}^{0}=0$, respectively.

$$
\begin{align*}
& \varepsilon=\max \left[\frac{1}{4} b_{0} \log \left(E^{2} / \kappa^{2}\right), \varepsilon_{\min }\right],  \tag{4.8}\\
& \sigma=\min \left|\frac{2 \pi \kappa}{\rho|\nabla \Phi|} f\right| \frac{|\nabla \Phi|}{\pi b_{0} \kappa \rho}\left|, \frac{1}{\rho^{2} \varepsilon_{\min }}\right| . \tag{4.7}
\end{align*}
$$

This procedure avoids floating point underflows and overflows, and corresponds to keeping the differential equation for $\Phi$ just barely elliptic even outside the free boundary. Provided that $\varepsilon_{\text {min }}$ is chosen to be very small (we have used values ranging from $10^{-15}$ to $10^{-35}$ with equally satisfactory results), the results for $V_{\text {static }}$ are essentially independent of $\varepsilon_{\text {min }}$. Although convergence of the iteration is improved by over-relaxation, we have found that the nonlinearity of the combined iteration of Eqs. (3.86a) and (3.86b) leads to instabilities in the free boundary shape, if one attempts to use $\omega$ values as large as the optimum $\omega$ appropriate to the linear subiteration of Eq(3.86a). These instabilities are avoided by limiting $\omega$ to at most $\omega=1.7$ when iterating on meshes larger than $25 \times 25$. Full convergence within the free boundary requires about $1-2 \mathrm{~min}$ of CPU time on a VAX $11 / 780$ computer for a $25 \times 25$ mesh, and around 1 h for a $100 \times 100$ mesh. Sample results on a $25 \times 25$ mesh [Adler and Piran (1982a)], computed for the parameter values


$$
\begin{aligned}
& \kappa=1, \quad Q=\left(\frac{4}{3}\right)^{1 / 2}, \quad b_{0}=9 /\left(8 \pi^{2}\right), \\
& \rho_{\max }=z_{\max }=8, \quad \frac{1}{2} R=a=4,
\end{aligned}
$$

are given in Figs. 13(a)-13(d). These figures show, respectively, the flux function $\Phi$, the field energy density $\mathscr{H}, \mathscr{H}$ with a vertical scale magnification of 100 , and the logorithm of the dielectric constant $\varepsilon$, all plotted vertically over a horizontal plane through the rotation axis. In the plot of $\Phi$ the $p=0$ boundary condition of Eq. (4.6) is clearly visible, and in both plots of $\mathscr{H}$ one can see the Coulomb energy peaks. The plot of $\Phi$ and the magnified plot of $\mathscr{H}$ show that the flux and energy are confined within an oval curve, approximating the continuum limit free boundary, which is also clearly visible in the contour plots of $\Phi$ and $\mathscr{H}$ shown in Figs. 14(a) and 14(b). Both because we have imposed a cutoff $\varepsilon>\varepsilon_{\min }=10^{-15}$, and because of finite mesh-spacing effects, the computational problem has low-level residual structure extending outside the continuum free boundary (but lying within a second, computational, free boundary), as can be seen in the plot of loge in Fig. 13(d). This residual structure, together with the fact that the location of the free boundary is not stationary under small variations around the equilibrium

FIG. 13. Sample results for the leading logarithm model, calculated for the parameter values in Eq. (4.8). The graphs show (a) the flux function $\Phi$, (b) the field energy density $\mathscr{K}^{\mathcal{P}}$, (c) $\mathcal{F}$ with the vertical scale magnified by a factor of 100 , and (d) the logarithm of the dielectric constant $\varepsilon$, all plotted vertically over a horizontal plane through the rotation axis. The values of $\Phi, \mathcal{F}$, and $\varepsilon$ at the base of the figures are 0,0 , and $\varepsilon_{\min }=10^{-15}$, respectively, with $\varepsilon$ falling 14 decades from the top of ( $d$ ) to the base. [When $\varepsilon_{\text {min }}$ is reduced to $10^{-35}$, the residual structure along the axis at the base of (d) is eliminated.]
solution $\Phi$, makes an accurate determination of the free boundary location more difficult computationally than an accurate measurement of $V_{\text {staic }}$, which is stationary around equilibrium [cf. Eq. (2.42)]. An analytic investigation by Lehmann and $W_{u}$ (1983), described briefly below, shows that in the limit as $R \rightarrow \infty$, the continuum free boundary approaches an ellipsoid of revolution. Rigorous proofs of the existence of a continuum free boundary have been given by Lieb (1983) and by Gidas and Caffarelli (1983).

As described above in Sec. III.E, to measure $V_{\text {static }}(R)$ we make a sequence of measurements of $V_{\text {sutic }}(R)-V_{\text {static }}(R / 2)$, with mesh geometries at the separations $R, R / 2$ chosen so that the Coulomb selfenergies cancel. For $R$ values between 128 and 1, the calculation can be done in the original $\rho, z$ coordinates, with uniform mesh spacings $\Delta p, \Delta z$ in the $\rho$ and $z$ directions. For $R$ values smaller than 1, a Jacobian transformation as described in Sec. III.D is necessary. A simple "stretching"-type transformation which gives good results down to the smallest $R$ values is given by

$$
\begin{align*}
& \rho=H\left(p^{\prime}, 0.8 a\right), \\
& z=H\left(z^{\prime}, a\right),  \tag{4.9}\\
& H\left(z^{\prime}, a\right)=\left\lvert\, \begin{array}{c}
z^{\prime}, z^{\prime} \leq 3 a \\
\frac{3 a}{4-\left.\frac{z^{\prime}}{a}\right|^{1 / 3}}, 3 a \leq z^{\prime}<4 a,
\end{array}\right.
\end{align*}
$$

to be used with $z^{\prime}$ max $^{\prime}=4 a, \rho_{\text {max }}^{\prime}=3.2 a$. This transformation has continuous first derivatives, leaves the mesh uniform near the source charges (so that Coulomb selfenergies still cancell, and has an outer region in which mesh points are distributed so as to sample in a roughly uniform way the field energy of a dipole source, as indicated by the following estimate,

$$
\begin{align*}
\mathscr{H}_{\text {dipol } 2} d^{3} x & \propto \frac{\left(1+3 \cos ^{2} \vartheta\right)}{r^{6}} r^{2} d r \\
& =\left\{\begin{array}{l}
\frac{4}{3}\left|d^{\prime}\right| \frac{1}{z^{3}}| |=0.05 \frac{d z^{\prime}}{a^{4}}, \quad \vartheta=0 \\
\frac{1}{3}|d| \frac{1}{\rho^{3}}| |=0.03 \frac{d \rho^{\prime}}{a^{4}}, \quad \vartheta=\pi / 2 .
\end{array}\right. \tag{4.10}
\end{align*}
$$

In the calculations for $R$ values much smaller than 1 the free boundary cannot be resolved even on a $100 \times 100$ mesh, but at small separations the infrared contributions to the static potential are no longer dominant, and so there is no difficulty in making an accurate determination of $V_{\text {static }}$ by using the transformation of Eq. (4.9). An altemative method for doing the calculation at short distances is to use the transformation to bispherical coordinates given in Eq . (3.63). [This transformation is in fact useful at large distances as well; in Fig. 14(c) we show a contour plot of the flux function $\Phi$ in bispherical coordi-


FIG. 14. Contour plots obtained from the numerical solution of the leading logarithm model, with the parameter values of Eq. (4.8). The plots (a) and (b) show contours of the flux function $\Phi$ and the energy density $\mathscr{F}$ in uniform Cartesian coordinates, corresponding to the elevation plats of Figs. 13(a) and 13(c), respectively. Specifically, (a) contains 21 equally spaced contours ranging from 0.001 to 1 , while (b) contains 21 equally spaced contours ranging from 0.0001 to 0.01 (with the maximum of $\mathscr{F}$ scaled to 1 ). The plat (c) shows contours of the flux function $\Phi$ obtained on a bispherical grid. The coordinates are $\mu$ and $\cos \eta$, and the charges are located at $\mu= \pm \infty$. The free boundary is just inside the contour line $\Phi / Q=0.05$.
nates, calculated for the distance $a=4$ at which the free boundary is clearly resolved.] The results of the calculations using "stretched" cylindrical coordinates and using bispherical coordinates agree to better than $1 \%$ at all distances, and are presented in the form of a parametrized analytic fit to $V_{\text {static }}$ in Adler and Piran (1982b).
In solving a complicated problem numerically, it is important to check the computer program, wherever possible, against analytic expressions which are available in limiting cases. In the case of the leading logarithm model, systematic analytic approximations can be developed in the small- $R$ limit (Adler, 1983) and in the large $R$ limit (Lehmann and $W_{u}, 1983$ ). At small $R$ a perturbation analysis in powers of an appropriately defined running coupling $\zeta(R)$ gives
$V_{\text {static }}(R) \underset{R \rightarrow 0}{=} \frac{-Q^{2}}{4 \pi R \frac{1}{2} b_{0}}\left[\zeta(R)+O\left(\zeta^{3}\right)\right]$,
$\zeta(R)=\frac{f\left(w_{R}\right)}{w_{R}}$

$$
\begin{equation*}
=\frac{1}{\log w_{R}}+O\left|\frac{\log \log w_{R}}{\left(\log w_{R}\right)^{2}}\right|+O\left|\frac{1}{\left(\log w_{R}\right)^{3}}\right| \tag{4.11}
\end{equation*}
$$

$w_{R}=\frac{1}{\Lambda_{P}^{2} \bar{K}^{2}}, \quad \Lambda_{P}=2.52 \kappa^{1 / 2}$.
When the numerical results for $V_{\text {sutic }}$ in the range $\kappa^{1 / 2} R \sim 10^{-6}-10^{-8}$ are fit to the functional form of Eq. (4.11) with $\Lambda_{P}$ adjustable, we find $\Lambda_{P} \approx 2.49$, in excellent agreement with the analytic result. At large $R_{1}$ a systematic expansion of the differential equation for $\Phi$ in powers of $1 / R$ gives $^{37}$

$$
\Phi=\Phi^{(0)}\left(\rho / R^{1 / 2}, z / R\right)+\frac{1}{R} \Phi^{(1)}\left(\rho / R^{1 / 2}, z / R\right)+\cdots,
$$

$$
\begin{equation*}
\Phi^{(0)}=\left.\left.Q\left|1-\frac{1}{2}\right| \frac{\pi b_{C}}{2 Q}\right|^{1 / 2} \frac{a \rho^{2} \kappa^{1 / 2}}{a^{2}-z^{2}}\right|^{2}, a=\frac{1}{2} R \tag{4.12}
\end{equation*}
$$

permitting the determination ${ }^{37}$ of the leading two terms in the large-distance behavior of the static potential,

[^213]\[

$$
\begin{gather*}
V_{\text {staic }}(R) \underset{R \rightarrow \infty}{=} \kappa Q R+Q^{3 / 2} \frac{2}{3}\left|\frac{2}{\pi b_{b}}\right|^{1 / 2} \kappa^{1 / 2} \log \left(\kappa^{1 / 2} R\right) \\
+\cdots \tag{4.13}
\end{gather*}
$$
\]

This formula shows that the large $R$ bound on the linear potential derived by Adler (1981a) is saturated. The numerical results for $V_{\text {static }}$ in the range $R \sim 10-100$ yield coefficients of the $R$ and $\log \left(\kappa^{1 / 2} R\right)$ terms which agree with the analytic results of Eq. (4.13) to better than $1 \%$. According to Eq. (4.12), at large $R$ the limiting behavior of the free boundary is an ellipsoid of revolution

$$
\begin{equation*}
1=\frac{z^{2}}{a^{2}}+\frac{1}{2}\left|\frac{\pi b_{0}}{2 Q}\right|^{1 / 2}\left|\frac{\rho \kappa^{1 / 2}}{a^{1 / 2}}\right|^{2} \tag{4.14}
\end{equation*}
$$

with the major axis along the axis of rotation growing as $R$, and with the minor axis growing as $R^{1 / 2}$. A study of the structure of the free boundary using the numerical solutions for $R \sim 50-10^{3}$ shows that the outer contours of $\Phi$ have a shape agreeing well with this formula. Hence in both limiting cases in which analytic approximations are available, they are in excellent agreement with the results of the numerical solution for $\Phi$.

## D. Axially symmetric monopoles

In solving numerically for the axially symmetric monopoles, we use the leading terms of the asymptotic formulas of Eq. (2.99) as Dirichlet boundary conditions on the outer boundary, without including the $l=2$ or higher terms in the expansion. Consequently, the potentials obtained computationally will contain errors of order $1 / \rho_{\text {max }}^{3}, 1 / z_{\text {max }}^{3}$, which can be made small by choosing $\rho_{\text {max }}$ and $z_{\text {max }}$ large enough. An important check on convergence is to verify that the bound

$$
\begin{equation*}
H=4 \pi \kappa|n| \tag{4.15}
\end{equation*}
$$

is attained. Since the leading terns which are retained in Eq. (2.99) make a contribution to the energy density given by

$$
\begin{equation*}
\mathscr{X}_{\text {asymptotic }}=\frac{n^{2}}{\left(\rho^{2}+z^{2}\right)^{2}}, \tag{4.16}
\end{equation*}
$$

we must include an analytic correction for the energy lying outside the boundary of the computational mesh when we test Eq. (4.15). Following the notation of Eq. (3.70), we do this by writing

$$
\begin{equation*}
H=H_{\text {inside }}+H_{\text {outside }} \tag{4.17a}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{\text {inside }}=4 \pi \int_{0}^{\rho_{\text {max }}} \rho d \rho \int_{0}^{x_{\text {max }}} d z \mathscr{P} \tag{4.17b}
\end{equation*}
$$

determined computationally, and with a simple integration giving


FIG. 15. Sample results for the axially symmetric Bogomol'nyi-Prasad-Sommerfield monopole problem. The graphs show the field energy density $\mathscr{H}$ (a) for $n=1$ and (b) for $n=2$, plotted vertically over a horizontal plane through the rotation axis. The two cases can be characterized, respectively, as a fuzzy "ball" and a fuzzy "doughnut" of energy.

$$
\begin{align*}
H_{\text {outside }} & =\int_{\text {outside }} \mathscr{H} \approx \int_{\text {outside }} \mathscr{H}_{\text {asymptouc }} \\
& =n^{2}\left|\frac{2 \pi}{z_{\max }}+\frac{2 \pi}{\rho_{\max }} \sin ^{-1}\right| \frac{z_{\max }}{\left(\rho_{\max }^{2}+z_{\max }^{2}\right)^{1 / 2}}| | \tag{4.17c}
\end{align*}
$$

As illustrations of the solution of the monopole equations, we have solved the $n=1,2$ cases on a mesh with $\rho_{\text {max }}=z_{\text {max }}=10$, in units in which $\kappa=1$ (and with the gauge function $\psi$ of Appendix B taken as 0 ). ${ }^{38}$ For the total energy $H$ calculated from Eq. (4.17), we get (on the relatively coarse mesh plotted in Fig. 15)

$$
\begin{align*}
& n=1, \quad H=12.88 \\
& n=2, \quad H=25.22 \tag{4.18}
\end{align*}
$$

in good agreement with the values of $12.57,25.13$ expected from Eq. (4.15). In Fig. 15 we give plots of the energy density $\mathscr{X}$ for the solutions. The $n=1$ solution shows, in the large, the expected spherical symmetry, while the $n=2$ solution has the form of a fuzzy "doughnut," in agreement with a variational calculation of Rebbi and Rossi (1980) and with the recently found analytic solution for this case. ${ }^{39}$ However, we also observe that the $n=1$
numerical solution has a dip in $\mathscr{P}$ along the rotation axis, whereas in the exact $n=1$ monopole solution given in Eq. (2.96) above, $\mathscr{H}$ decreases monotonically away from the axis. This dip is a remnant of the second-order errors in the discretization procedure which, in the present instance, weight too heavily the lattice cells along the axis, and thus lead to a reduction in the $\mathscr{F}$ value of the converged discrete solution at the axis. When the lattice spacing is made finer, the dip becomes smaller, but the correct monotinicity properties of $\mathscr{H}$ at $\rho=0$ appear only in the limit of zero mesh spacing.
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## APPENDIX A: MATHEMATICAL FEATURES OF THE LEADING LOGARITHM MODEL

We discuss in this appendix a number of mathematical features of the leading logarithm model. We begin by analyzing the structure of the real characteristic (the free boundary) of the differential equation

$$
\begin{equation*}
\nabla \cdot[\sigma(\rho,|\nabla \Phi|) \nabla \Phi]=0, \tag{A1}
\end{equation*}
$$

with $\sigma$ defined in Eqs. (2.59) and (2.60) of the text. Using the chain rule and dividing by $\sigma$, we see that Eq. (A 1) becomes
$\nabla^{2} \Phi+\frac{\partial \log \sigma}{\partial \log |\nabla \Phi|} \nabla(\log |\nabla \Phi|) \cdot \nabla \Phi+\frac{\partial \log \sigma}{\partial \rho} a_{\rho} \Phi=0$.

This can be further rewritten by substituting

$$
\begin{align*}
& \nabla^{2}=\partial_{\rho}^{2}+\partial_{2}^{2}+\rho^{-1} \partial_{j} \\
& \begin{aligned}
\nabla(\log |\nabla \Phi|) \cdot \nabla \Phi & =\frac{\partial_{i} \Phi \partial_{j} \Phi}{|\nabla \Phi|^{2}}\left(\partial_{i} \partial_{j} \Phi\right) \\
& =\hat{n}_{i} \hat{n}_{j} \partial_{i} \partial_{j} \Phi \\
& =\hat{n}_{i} \partial_{i} \hat{n}_{i} \partial_{j} \Phi-|\nabla \Phi| \hat{n}_{i} \hat{n}_{j} \partial_{i} \hat{n}_{j} \\
& =\partial_{n}^{2} \Phi,
\end{aligned} \tag{A3}
\end{align*}
$$

thus giving

$$
\begin{align*}
\left|\left(\partial_{p}^{2}+\partial_{z}^{2}-\partial_{n}^{2}\right)+\right| 1+ & \frac{\partial \log \sigma}{\partial \log |\nabla \Phi|}\left|\partial_{n}^{2}\right| \Phi \\
& +\left|1+\frac{\partial \log \sigma}{\partial \log \rho}\right| \rho^{-1} \partial_{\beta} \Phi=0 \tag{AS}
\end{align*}
$$

Now from Eq. (2.59) we have

$$
\begin{align*}
& \log \sigma=\log (2 \pi \kappa)-\log \rho-\log |\nabla \Phi|+\log f(w) \\
& w=\frac{|\nabla \Phi|}{\pi b_{0} \kappa \rho}=\frac{\partial_{n} \Phi}{\pi b_{0} \kappa \rho}, \tag{A6}
\end{align*}
$$

and so the derivatives of $\sigma$ appearing in Eq. (A5) can be expressed in terms of $f(w)$,

$$
\begin{align*}
& 1+\frac{\partial \log \sigma}{\partial \log |\nabla \Phi|}=\frac{\partial \log f}{\partial \log |\nabla \Phi|}=\frac{w f^{\prime}(w)}{f(w)}, \\
& 1+\frac{\partial \log \sigma}{\partial \log \rho}=\frac{\partial \log f}{\partial \log \rho}=-\frac{w f^{\prime}(w)}{f(w)}, \tag{A7}
\end{align*}
$$

yielding Eqs. (2.72) and (2.73) of the text,

$$
\begin{aligned}
& {\left[\left(\partial_{\rho}^{2}+\partial_{z}^{2}-\partial_{n}^{2}\right)+\alpha \partial_{n}^{2}\right] \Phi-\alpha \rho^{-1} \partial_{f} \Phi=0} \\
& \alpha=\frac{w f^{\prime}(w)}{f(w)}=\frac{w}{w+f(w)}
\end{aligned}
$$

In the vicinity of a general, off-axis point $B$ with coor-
dinates $x_{B}$ on the free boundary, we have

$$
\begin{equation*}
-\alpha \rho^{-1} \partial_{\rho} \Phi \approx-w \rho^{-1} \partial_{\rho} \Phi \sim|\nabla \Phi|^{2} \tag{A9}
\end{equation*}
$$

so to first order in $|\boldsymbol{\nabla} \boldsymbol{\Phi}|$, Eq. (A8) can be approximated by

$$
\begin{equation*}
\left|\partial_{I}^{2}+\frac{\partial_{n} \Phi}{\pi b_{0} \kappa \rho_{B}} \partial_{n}^{2}\right| \Phi=0, \tag{A10}
\end{equation*}
$$

with $l$ and $n$, respectively, tangential and normal Cartesian coordinates at the free boundary, as shown in Fig. 7. When the radius of curvature of the free boundary (and of the nearby level surfaces of $\Phi$ ) is $R_{B}$, then to the needed accuracy the behavior of $\Phi$ near the free boundary has the form

$$
\begin{equation*}
\Phi=F\left|n-\frac{1}{2} \frac{l^{2}}{R_{B}}\right|, \quad F(0)=0 \tag{A11}
\end{equation*}
$$

Substituting Eq. (A11) into Eq. (A10) determines the function $F(z)$ to be

$$
\begin{equation*}
F(z)=\frac{1}{2} \frac{\pi b_{0} \kappa \rho_{B}}{R_{B}} z^{2} \tag{A12}
\end{equation*}
$$

giving Eq. (2.75) of the text.
Let us consider next the point $p=0, z=z_{A}$, where the free boundary intersects the axis of rotation. From Eq. (2.62) we know that $A^{0}=+\infty$ at the source charge $Q$, and $A^{0}$ is arbitrarily large within a sufficiently small neighborhood of the point $\rho=0, z=a$. On the other hand, since $A^{0}$ can be determined along the free boundary by integrating $\partial, A^{0}=\kappa$ out from the plane $z=0$, where $A^{0}$ vanishes, we have

$$
\begin{equation*}
A^{0}\left(p=0, z=z_{A}\right)=\kappa L \tag{A13}
\end{equation*}
$$

with $L$ the (finite) length of the segment of the free boundary lying within the quadrant drawn in Fig. 6. Hence $A^{0}$ is finite at $\rho=0, z=z_{A}$, and so we must have $z_{A}>a$, with the possibility $z_{A}=a$ excluded.

Let us suppose now that we have solved Eq. (2.56) or (A8), and hence know $\varepsilon=\left(\rho^{2} \sigma\right)^{-1}$ as a function of $x$. As mentioned in the text, one way (not the simplest way!) to determine $A^{0}$ is to solve the linear differential equation

$$
\begin{equation*}
\nabla \cdot\left(\varepsilon \nabla A^{0}\right)=-j^{0} \tag{A14}
\end{equation*}
$$

within the free boundary. Since Eq. (A14) is the EulerLagrange equation corresponding to minimization (for fixed $\varepsilon \geq 0$ ) of the functional

$$
\begin{equation*}
\int d^{3} x\left[\frac{1}{2} \varepsilon\left(\nabla A^{0}\right)^{2}-j^{0} A^{0}\right] \tag{A15}
\end{equation*}
$$

solutions will exist. To see that the solution is unique, even without the imposition of a boundary condition on the free boundary, let us suppose that Eq. (A14) has two $C^{1}$ solutions $A_{1}^{0}$ and $A_{2}^{0}$, so that $\delta A^{0}=A_{1}^{0}-A_{2}^{0}$ satisfies

$$
\begin{equation*}
\nabla \cdot\left(\varepsilon \nabla \delta A^{0}\right)=0 \tag{A16}
\end{equation*}
$$

Multiplying by $\delta A^{0}$ and integrating over the interior of
the free boundary, we have

$$
\begin{align*}
& 0=\int d^{3} x \delta A^{0} \nabla \cdot\left(\varepsilon \nabla \delta A^{0}\right) \\
&=\int d^{3} x \nabla \cdot\left(\delta A^{0} E \nabla \delta A^{0}\right)-\int d^{3} x \varepsilon\left(\nabla \delta A^{0}\right)^{2} \\
&=\int \text { free toundary }  \tag{A17}\\
& d S \cdot\left(\delta A^{0} \varepsilon \nabla \delta A^{0}\right)-\int d^{3} x \varepsilon\left(\nabla \delta A^{0}\right)^{2}
\end{align*}
$$

The first term in the final line of Eq. (A17) vanishes, because E vanishes on the free boundary, and so Eq. (A17) implies that $\nabla \delta A^{0}=0$ in the interior. This, together with the requirement that $\delta A^{0}$ be an odd function of $z$, implies the vanishing of $\delta A^{0}$ within the free boundary.

The seemingly paradoxical fact that Eq. (A5) requires a Dirichlet condition $\Phi=0$ on the free boundary, while Eq. (A14) requires no boundary condition for $A^{0}$ on the free boundary, has an interpretation in terms of the general boundary-value problem for second-order equations with non-negative characteristic form, given by Fichera (1956). The generalized Dirichiet problem takes the form ${ }^{17}$

$$
\begin{align*}
& L(u)=a^{k}(x) \partial_{k} \partial_{j} u+b^{k}(x) \partial_{k} u+c(x) u=f(x) \text { in } \Omega \\
& u=g \text { on } \Sigma_{2} \cup \Sigma_{3}, \quad \text { (A18) } \tag{A18}
\end{align*}
$$

with $f$ and $g$ functions defined on $\Omega$ and on $\Sigma_{2} \cup \Sigma_{3}$, respectively. The sets $\Sigma_{2}$ and $\Sigma_{3}$ are subsets of the boundary $\Sigma$ of the domain $\Omega$, specified as follows. Let $n_{k}$ be the inward directed normal to the boundary. The set $\Sigma_{3}$ is defined to be the noncharacteristic part of the boundary, where $a^{k j} n_{k} n_{j}>0$. The characteristic part of the boundary, where $a^{k} n_{k} n_{j}=0$, is divided into sets $\boldsymbol{\Sigma}_{0}, \Sigma_{1}, \boldsymbol{\Sigma}_{2}$, defined by

$$
\begin{align*}
& b=0 \text { on } \Sigma_{0}, \\
& b>0 \text { on } \Sigma_{1}, \\
& b<0 \text { on } \Sigma_{2},  \tag{A19}\\
& b=n_{k}\left(b^{k}-\partial_{j} a^{k J}\right) .
\end{align*}
$$

According to Eq. (A18), a Dirichlet boundary condition is required on $\Sigma_{2}$ and $\Sigma_{3}$, while no boundary condition is needed on the subsets $\Sigma_{0}$ and $\Sigma_{1}$ of the boundary.
Let us now analyze Eqs. (A8) and (A14) using this formalism. In discussing Eq. (A8) it suffices to use the approximate form of Eq. (A10), with $l$ and $n$ fixed Cartesian axes as in Fig. 7, giving
$a^{\prime \prime}=1, \quad a^{l n}=0, \quad a^{n n}=\frac{\partial_{n} \Phi}{\pi b_{0} \kappa \rho_{B}}, \quad b^{\prime}=b^{n}=c=0$,
so that

$$
\begin{equation*}
b=-\frac{\partial}{\partial n} a^{n n}=-\frac{1}{\pi b_{0} \kappa \rho_{B}} \partial_{n}^{2} \Phi=-\frac{1}{R_{B}}<0 . \tag{A21}
\end{equation*}
$$

Thus for Eq. (A8) the free boundary is in $\Sigma_{2}$, and the imposition of a Dirichlet condition $\Phi=0$ on the free boundary is required. [Note that this condition, together with the discontinuity of $\Phi$ at the source charges given by Eq. (2.50), then implies that $\Phi=Q$ on the interior line segment $\rho=0,|z|<a$.] In Eq. (A 14), we have

$$
\begin{gather*}
a^{I J}=\varepsilon \delta^{\prime J}, \quad b^{k}=\partial_{k} \varepsilon, \quad c=0 \\
\Rightarrow b^{k}-\partial_{j} a^{k j}=0, \tag{A22}
\end{gather*}
$$

so that the free boundary is in $\boldsymbol{\Sigma}_{0}$. Hence no boundary condition for $A^{0}$ on the free boundary is needed when $\varepsilon$ has been determined as a function of $\boldsymbol{x}$ by first solving the equation for $\Phi$.

Suppose, on the other hand, that we attempt to solve the full nonlinear problem for $\boldsymbol{A}^{0}$ given by Eqs. (2.41) and (2.46) directly, with E not known a priori. These equations, when recast in the standard quasilinear form of Eq. (2.70), yield

$$
\begin{equation*}
\varepsilon_{i j} \partial_{i} \partial_{j} A^{0}=-j^{0} \tag{A23a}
\end{equation*}
$$

with $\varepsilon_{i j}$ the field-strength dependent dielectric tensor

$$
\begin{equation*}
\varepsilon_{i j}=\delta_{i j} \frac{1}{s} b_{0} \log \left[\left(\nabla A^{0}\right)^{2} / \kappa^{2}\right]+\frac{1}{2} b_{0} \hat{I}_{i} \hat{I}_{j} . \tag{A23b}
\end{equation*}
$$

The unit vector $\hat{l}_{i}$ is defined by

$$
\begin{equation*}
\tilde{l}_{1}=\frac{\partial_{i} A^{0}}{\left|\nabla A^{0}\right|}, \tag{A24a}
\end{equation*}
$$

and since

$$
\hat{l} \cdot \nabla \Phi \propto \mathbf{D} \cdot \nabla \Phi \propto(\hat{\phi} \times \nabla \Phi) \cdot \nabla \Phi=0,
$$

(A24b)
$\hat{l}$ is orthogonal to the unit vector $\hat{n}$ of Eq. (A4). Comparing Eq. (A23) with Eq. (A18), we see that

$$
\begin{equation*}
a^{i j}=\varepsilon_{i j}, \quad b^{i}=c=0, \tag{A25}
\end{equation*}
$$

and so Eq. (A23) is elliptic in the interior region and degenerates on the characteristic, with

$$
\begin{align*}
b & =-\partial_{n}\left[\frac{1}{4} b_{0} \log \left(E^{2} / \kappa^{2}\right)\right]-\frac{1}{2} b_{0} \hat{n}_{i} \partial_{j}\left(\hat{l}_{i} \hat{l}_{j}\right) \\
& =-\frac{1}{2} b_{0}\left(E^{-1} \partial_{n} E+\hat{n}_{i} \partial_{l} \grave{l}_{i}\right) \tag{A26}
\end{align*}
$$

At a point B on the free boundary where the radius of curvature is $R_{B}$, we see from Fig. 7 that

$$
\begin{equation*}
\hat{n}_{i} \partial_{l} \hat{l}_{i}=\frac{1}{\boldsymbol{R}_{B}}, \tag{A27a}
\end{equation*}
$$

while from Eqs. (2.61), (2.75), and (A6) we get the leading behavior of $E$ in the vicinity of the free boundary,

$$
\begin{align*}
E & \approx \kappa(1+w)=\kappa\left|1+\frac{\partial_{n} \Phi}{\pi b_{0} \kappa \rho_{B}}\right| \approx \kappa\left|1+\frac{n}{R_{B}}\right| \\
& \Rightarrow E^{-1} \partial_{n} E=\frac{i}{\bar{K}_{B}} \tag{A27h}
\end{align*}
$$

giving

$$
\begin{equation*}
b=-\frac{b_{0}}{\boldsymbol{R}_{\boldsymbol{R}}}<0 . \tag{A28}
\end{equation*}
$$

Hence according to the Fichera criterion of Eq. (A19), a Dirichlet boundary condition for $A^{0}$ is required at all points $x_{B}$ on the free boundary. This boundary condition is implicitly available in the form

$$
\begin{equation*}
A^{0}\left(x_{B}\right)=\int_{z=0}^{x_{z}} \text { planc } d / \partial_{l} A^{0}=\int_{x=0}^{x_{B}} d l K, \tag{A29}
\end{equation*}
$$

with $\int d l$ a line integral along the characteristic, but since $A^{\circ}\left(x_{B}\right)$ thus becomes a function of the geometry of the free boundary (which is not known a priori), this condition is difficult to implement in a numerical calculation. An important advantage of the flux function reformulation is that it replaces Eq. (A29) by the explicit Dirichlet boundary condition $\Phi\left(x_{B}\right)=0$.

## APPENDIX B: STRUCTURE AND PROPERTIES

## OF THE SIX-FUNCTION ANSATZ

Substituting the six-function ansatz of Eq. (2.97) into the field-potential relations of Eq. (2.80), we get the fol-
lowing expressions for the various field-strength components (with $\partial_{\mathrm{r}}=\partial / \partial z, \partial_{\rho}=\partial / \partial \rho$ ):

$\left(\mathscr{D}_{j} \varphi^{a}\right) \rho_{n}^{a} \hat{z}^{j}=\partial_{2} h_{2}-a_{1} h_{1}, \quad B^{a j} \hat{\rho}_{n}^{a} \hat{z}^{\prime}=\rho^{-1}\left(\partial_{\rho} f_{2}-a_{2} f_{1}\right)$,
$\left(\mathscr{D}_{j} \varphi^{a}\right) \hat{z}^{a} \hat{\rho}^{j}=\partial_{\rho} h_{1}+a_{2} h_{2}, \quad B^{a j} \hat{z}^{a} \hat{\rho}^{\prime}=-\rho^{-1}\left(\partial_{2} f_{1}+a_{1} f_{2}\right)$,
$\left(\mathscr{D}, \varphi^{a}\right) \hat{\rho}_{n}^{a} \hat{\rho}=\partial_{\rho} h_{2}-a_{2} h_{1}, \quad B^{a} \hat{\rho}_{n}^{a} \hat{\rho}^{\prime}=-\rho^{-1}\left(\partial_{2} f_{2}-a_{1} f_{1}\right)$, $\left(\mathscr{D}_{j} \varphi^{a}\right) \hat{\phi}_{n}^{a} \hat{\phi}^{j}=\rho^{-1}\left(h_{2} f_{1}-h_{1} f_{2}\right), \quad B^{a j} \hat{\phi}_{n}^{a} \hat{\phi}^{j}=\partial_{\rho} a_{1}-\partial_{2} a_{2}$.

Substituting these expressions into Eq. (2.86) gives a formula for the Hamiltonian $H$ directly in terms of $h_{1,2}, \ldots$,

$$
\begin{align*}
H= & 4 \pi \int_{0}^{\infty} \rho d \rho \int_{0}^{\infty} d z \mathscr{H},  \tag{B2}\\
\mathscr{H}= & \frac{1}{2}\left[\left(\partial_{2} h_{1}+a_{1} h_{2}\right)^{2}+\left(\partial_{2} h_{1}-a_{1} h_{1}\right)^{2}+\left(\partial_{\rho} h_{1}+a_{2} h_{2}\right)^{2}+\left(\partial_{\rho} h_{2}-a_{2} h_{1}\right)^{2}\right] \\
& +\frac{1}{2 \rho^{2}}\left[\left(\partial_{2} f_{1}+a_{1} f_{2}\right)^{2}+\left(\partial_{z} f_{2}-a_{1} f_{1}\right)^{2}+\left(\partial_{\rho} f_{1}+a_{2} f_{2}\right)^{2}+\left(\partial_{\rho} f_{2}-a_{2} f_{1}\right)^{2}\right] \\
& +\frac{1}{2}\left(\partial_{2} a_{2}-\partial_{\rho} a_{1}\right)^{2}+\frac{1}{2 \rho^{2}}\left(h_{1} f_{2}-h_{2} f_{1}\right)^{2}
\end{align*}
$$

Equations (B1) and (B2) and the boundary conditions at $\rho=0, z=0$, and $r=\infty$ given in Eqs. (2.98) and (2.99) have a residual Abelian gauge invariance of the form

$$
\begin{align*}
& h_{1} \rightarrow h_{1} \cos \delta-h_{2} \sin \delta, \\
& h_{2} \rightarrow h_{2} \cos \delta+h_{1} \sin \delta, \\
& f_{1} \rightarrow f_{1} \cos \delta-f_{2} \sin \delta,  \tag{B3}\\
& f_{2} \rightarrow f_{2} \cos \delta+f_{1} \sin \delta, \\
& a_{1} \rightarrow a_{1}+\partial_{2} \delta, \\
& a_{2} \rightarrow a_{2}+\partial_{\rho} \delta,
\end{align*}
$$

with $\delta$ a function of $\rho, z$ satisfying

$$
\begin{equation*}
\delta=0 \text { at } z=0, \rho=0, r \rightarrow \infty \tag{B4}
\end{equation*}
$$

Hence in order for $H$ to have a unique minimum, it is necessary to add to it a gauge-fixing term

$$
\begin{equation*}
H_{\mathrm{gf}}=4 \pi \int_{0}^{\infty} \rho d \rho \int_{0}^{\infty} d z \mathscr{F}_{\mathrm{sf}} \tag{B5}
\end{equation*}
$$

In the numerical work of Sec. IV.D, we shall use the following choice of gauge-fixing:

$$
\begin{equation*}
\mathscr{X}_{x^{f}}=\frac{1}{2}\left(\partial_{x} a_{1}+\partial_{\rho_{2}} a_{2}-\psi\right)^{2} \tag{B6}
\end{equation*}
$$

with $\psi$ an arbitrary function which vanishes at the boundaries. Minimization of $H+H_{\mathrm{gf}}$ then picks out the member of the gauge-equivalence class of minima of $H$ which satisfies

$$
\begin{equation*}
\partial_{2} a_{1}+\partial_{\rho} a_{2}-\psi=0 . \tag{B7}
\end{equation*}
$$

Since the differential equation for $\delta$,

$$
\left(\partial_{z}^{2}+\partial_{\rho}^{2}\right) \delta=\psi-\left(\partial_{z} a_{1}+\partial_{\rho} a_{2}\right), \quad 0<z<\infty, \quad 0<\rho<\infty,
$$

(B8)
with the boundary conditions of Eq. (B4), gives a wellposed Dirichlet problem, the gauge condition of Eq. (B7) is always attainable and completely breaks the gauge degeneracy.

Adding Eq. (B6) to the kinetic term for $a_{1,2}$ in $\mathscr{H}$ gives

$$
\begin{align*}
\frac{1}{2}\left(\partial_{2} a_{2}\right. & \left.-\partial_{\rho} a_{1}\right)^{2}+\frac{1}{2}\left(\partial_{2} a_{1}+\partial_{\rho} a_{2}-\psi\right)^{2} \\
= & \frac{1}{2}\left[\left(\partial_{2} a_{1}\right)^{2}+\left(\partial_{\rho} a_{1}\right)^{2}+\left(\partial_{2} a_{2}\right)^{2}+\left(\partial_{\rho} a_{2}\right)^{2}+\psi \psi^{2}\right] \\
& -\psi\left(\partial_{2} a_{1}+\partial_{\rho} a_{2}\right)+\partial_{2} a_{1} \partial_{\rho} a_{2}-\partial_{2} a_{2} \partial_{\rho} a_{1} \tag{B9}
\end{align*}
$$

Although the final term in Eq. (B9) is a total derivative, it does not vanish when integrated over a finite domain $0 \leq z \leq z_{\text {max }}, 0 \leq p \leq \rho_{\text {max }}$, and so should not be dropped in the numerical work.

As discussed in the text, the minima of $H$ in the sector with topological quantum number $n$ are self-dual or anti-self-dual gauge fields. In the self-dual case, where $-\mathscr{D}_{j} \varphi^{a}=B^{a j}$, the use of Eq. (B1) gives the differential equations
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#### Abstract

I propose a simple set of equations for mean-field non-Abelian statics with $c$-number sources, at general inverse temperature $B$, working from the Euclidean path-integral representation of the Hamiltonian partition function. The problem of finding the background-field configuration, and the mean-field potential, for point sources can be reduced to a elassical differential equation problem involving a suitably defined thermal effective action functional. As an application 1 study the interaction of a pair of static classical sources coupled to a quantized $\mathrm{SU} \mid 2$ ] gauge field, using the simplified model defined by keeping only the leading-logarithm renormalization group improvement to the local Euclidean action functional. I prove that the mean-field potential in this model grows at least linearly with the source separation, giving a simple model for bag formation. The use of these methods to construet a leading approximation to the $q \bar{q}$ binding problem in SU(3) quantum chromodynamics is discussed in two appendices. Appendix A describes the use of color-charge-algebra meihods to generate an equivalent classical source problem, while Appendix $B$ develops the properties of the transformation to a running coupling constant for which the oneloop renormalization group is exact. As a consistency check, in Appendix C I calculate the lotal mean-field groundstate energy, with source kinetic terms included, and show that it has the expected form.


## L EFFECTIVE-ACTION FORMALISM FOR NON-ABELIAN STATICS

I analyze in this paper the question of calculating the mean-field potential of classical point sources coupled to a quantized $S U(2)$ gauge field, at zero and at finite temperature. This problem is of interest both in itself as a mathematical model, and because arguments based on the use of colorcharge algebras suggest ${ }^{1}$ that $c$-number source models should give a leading approximation to the problem of calculating the heavy quark-antiquark static potential in quantum chromodynamics.

My analysis proceeds from a field-theoretic generalization of the Euclidean (imaginary-time) version of Feynman's sum over histories. In potential scattering in one dimension, with Minkowski Lagrangian

$$
\begin{equation*}
L_{m}=\frac{1}{2}\left(\frac{d x}{d t}\right)^{2}-V(x) \tag{1}
\end{equation*}
$$

the Euclidean sum over histories reads

$$
\begin{equation*}
\left\langle x_{f}\right| e^{-B H}\left|x_{i}\right\rangle=N \int_{x_{i}}^{x_{f}}[d x] e^{-s} . \tag{2}
\end{equation*}
$$

On the left-hand side of Eq. (2) $\mid x_{i j}$ and $\left|x_{f}\right\rangle$ are position eigenstates and $H$ is the Hamiltonian, while on the right-hand side $N$ is a normalization constant and $S$ is the Euclidean action

$$
\begin{equation*}
S=\int_{0}^{B} d t\left[\frac{1}{2}\left(\frac{d x}{d t}\right)^{2}+V(x)\right] \tag{3}
\end{equation*}
$$

and $\int[d x]$ denotes a functional integration over all paths $x(t)$ obeying the boundary conditions $x(0)$ $=x_{i}, x(\beta)=x_{f}$. Setting $x_{f}=x_{i}$ and integrating over initial states gives a formula for the partition function,

$$
\begin{align*}
\operatorname{Tr}\left(e^{-a n}\right) & \left.=\int d x_{d}\left\langle x_{1}\right| e^{-s i n} \mid x_{0}\right) \\
& =N \int d x_{1} \int_{x_{i}}^{x_{i}}[d x] e^{-s}, \tag{4}
\end{align*}
$$

where the paths in Eq. (4) now run from $x(0)=x_{1}$ back to $x(\beta)=x_{i}$. The generalization of Eq. (4) to a boson field theory containing spin-0 scalar fields and spin-1 gauge fields, denoted collectively by $\phi$, can be written as

$$
\begin{equation*}
Z=\operatorname{Tr}\left(e^{-\Delta N}\right)=N \int d \phi_{1} \int_{\bullet_{i}}^{\bullet_{1}}[d \phi] e^{-s_{g}} \tag{5}
\end{equation*}
$$

On the left-hand aide of Eq. (5), $H$ is the Hamiltonian operator defined from the stress-energy tensor

$$
\begin{equation*}
H=\int d^{3} x T^{100} \tag{6}
\end{equation*}
$$

while on the right, $S_{I}$ is the Euclidean action

$$
\begin{equation*}
S_{z}=\int_{0}^{B} d t \int d^{3} x \delta_{z} \tag{7}
\end{equation*}
$$

obtained by continuing goo from -1 to 1 in the generally covariant form of the Minkowski Lagranglan density ${ }^{2}$

$$
\begin{equation*}
\mathscr{L}_{8}=-\left.\mathscr{L}_{2}^{r n N 0 N}\right|_{\cdot 1=\epsilon_{00}-1} \tag{8}
\end{equation*}
$$

The trace on the left is understood to be evaluated in any canonical gauge, where the Hilbert space contains only physical states, while the path integral on the right again extends over periodic paths, with $\phi(0)=\phi(\beta)=\phi_{1}$. The following observation makes the form of Eq. (5) intuitively plausible: For a field theory of scalars and spin-1 gauge
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fields, the generally covariant Lagrangian density is Inear in goo,

$$
\begin{equation*}
\mathcal{L}_{z}^{\text {ten }} \text { novr }=\mathcal{L}_{(0)}+\mathcal{L}_{(1)} g_{00}, \tag{9}
\end{equation*}
$$

with $\mathcal{L}_{(0,1)}$ independent of $g_{00}$, whence from Eq. ( $B$ ) we have

$$
\begin{align*}
& \mathscr{L}_{\mu}=\mathcal{L}_{(0)}-\mathscr{L}_{(1)},  \tag{10}\\
& \mathscr{L}_{ \pm}=-\left(\mathcal{L}_{(0)}+\mathscr{L}_{(1)}\right) .
\end{align*}
$$

But forming the Minkowshi energy density $T^{00}$,

$$
\begin{align*}
T^{00} & =g^{00 \mathscr{L}_{\mu}}-2 \frac{\delta \mathcal{L}_{\mu}}{\delta g_{00}} \\
& =(-1)\left(\mathcal{L}_{(0)}-\mathscr{L}_{(1)}\right)-2 \mathcal{L}_{(1)}=\mathcal{L}_{z}, \tag{11}
\end{align*}
$$

we see that it is identical to the Euclidean Lagrangian density $\mathcal{L}_{\mathbf{z}}$. Hence, the Euclidean action of Eq. (7) is a functional representation of the operator $\beta H$, just as in the potential theory case. A detailed justification of Eq. (5) can be obtained by a transformation from the conventional canonical formalism given by Bernard. ${ }^{3}$
I now apply Eq. (5) to an SU(2) gauge theory (with gauge potential $\stackrel{\rightharpoonup}{b}_{\mu}$ and electric and magnetic fields $\vec{E}^{f}$ and $\overrightarrow{\mathrm{B}}^{\mathrm{J}}$ ) coupled to a system of massive sources, and replace the source current density by its expectation, represented by a time-independent $c$-number external source $\vec{j}_{\mu}$. The equilibrium gauge field can be studied by keeping only the terms in $H$ and $S_{z}$ which explicitly depend on the gauge field variables, ${ }^{4}$ while omitting the source dynamics (hence, $\boldsymbol{H}$ in the following formulas is a truncated Hamiltonian, and not the Hamiltonian for a closed system). With this simplification, we have

$$
\begin{equation*}
Z\left[\vec{j}_{\mu}\right]=\operatorname{Tr}\left(e^{-\Delta H}\right)=N \int d \overline{\mathrm{~b}}_{\mu i} \int_{\vec{b}_{\mu i}}^{\vec{b}_{\mu i}} d\left[\overline{\mathrm{~b}}_{\mu}\right] e^{-s_{\Sigma}} \tag{12}
\end{equation*}
$$

where on the left

$$
\begin{equation*}
H=\int d^{3} x\left(\frac{1}{g^{2}} \frac{1}{2}\left(\overrightarrow{\mathrm{E}}^{\prime} \cdot \overrightarrow{\mathrm{E}}^{\prime}+\overrightarrow{\mathrm{B}}^{\prime} \cdot \overrightarrow{\mathrm{B}}^{\prime}\right)-\overline{\mathrm{b}}_{\mu} \cdot \overrightarrow{\mathrm{j}}_{\mu}\right) \tag{13}
\end{equation*}
$$

is an operator, while on the right

$$
\begin{equation*}
S_{E}=\int_{0}^{B} d t \int d^{3} x\left(\frac{1}{g^{2}} \frac{1}{2}\left(\overrightarrow{E^{\prime}} \cdot \vec{E}^{j}+\vec{B}^{\prime} \cdot \vec{B}^{\prime}\right)-\vec{b}_{\mu} \cdot \bar{j}_{\mu}\right) \tag{14}
\end{equation*}
$$

is a functional. The mean-field potential ${ }^{5}{ }^{5}$ associated with the static external source distribution $\bar{j}_{\mu}=\left(\vec{j}_{0} \neq 0, \bar{j}_{i}=0\right)$, including self-energies, is defined as

$$
\begin{align*}
\delta V_{\text {maxo fest }} & =\left\langle\int d^{3} x \bar{b}_{0} \cdot \delta \overrightarrow{j_{0}}\right\rangle \\
& =\operatorname{Tr}\left(e^{-a H} \int d^{3} x \overrightarrow{\mathrm{~b}}_{0} \cdot \delta \overrightarrow{\dot{j}_{0}}\right) / \operatorname{Tr}\left(e^{-s H}\right) . \tag{15}
\end{align*}
$$

Since

$$
\begin{equation*}
\int d^{3} x \vec{b}_{0} \cdot \delta \overrightarrow{j_{0}}=-\int d^{3} x \delta \overline{j_{0}} \cdot \frac{\delta}{\delta \bar{j}_{0}} H, \tag{16}
\end{equation*}
$$

we can reexpress the mean-field potential directly in terms of the partition function ${ }^{6}$

$$
\begin{align*}
& =\delta \frac{1}{\beta} \ln Z\left[\tilde{j}_{\mu}\right] \text {, }  \tag{17a}\\
& \Rightarrow V_{\text {maxn neld }}=\frac{1}{\beta}\left\{\ln z\left[\vec{j}_{\mu}\right]-\ln z[\overline{0}]\right\}, \tag{17b}
\end{align*}
$$

where I have fixed the constant of integration so that $V_{\text {mean fied }}$ vanishes for vanishing source density. The problem of calculating $Z\left[\bar{j}_{\mu}\right]$ can be further reexpressed in terms of a classical differential equation problem involving a classical background field $\vec{c}_{\mu}$ and a vacuum effective action functional $\Gamma\left[\vec{c}_{\mu}\right]$. To do this, we write

$$
\begin{equation*}
Z\left[\overrightarrow{\mathrm{j}}_{\mu}\right]=e^{-\Delta N\left[f_{\mu}\right]} \tag{18}
\end{equation*}
$$

and we introduce the time-independent classical background field $\vec{c}_{\mu}(x)$ induced by the time-independent external source distribution $\tilde{j}_{\mu}(x)$,

$$
\begin{align*}
\vec{c}_{\mu}(x) & =-\frac{\delta W\left[\vec{j}_{\mu}\right]}{\delta \vec{j}_{\mu}(x)} \\
& =Z^{-1} N \int d \overrightarrow{\mathrm{~b}}_{\mu 1} \int_{\mathrm{S}_{\mu 1}}^{\overline{\mathrm{b}}_{\mu i}} d\left[\overrightarrow{\mathrm{~b}}_{\mu}\right]\left(\frac{1}{\beta} \int_{0}^{A} d t \overrightarrow{\mathrm{~b}}_{\mu}(x)\right) e^{-s_{s}} . \tag{19}
\end{align*}
$$

In this notation, the mean-field potential is given by

$$
\begin{equation*}
V_{\text {mean neld }}=-W\left[j_{\mu}\right]+W[\bar{\delta}] . \tag{20}
\end{equation*}
$$

Defining the Legendre-transformed functional $\Gamma\left[\vec{c}_{\mu}\right]$ by

$$
\begin{equation*}
W\left[\vec{j}_{\mu}\right]=\Gamma\left[\vec{c}_{\mu}\right]-\int d^{3} x \stackrel{\rightharpoonup}{c}_{\mu}(x) \cdot \vec{j}_{\mu}(x), \tag{21}
\end{equation*}
$$

a standard calculation ${ }^{2}$ shows that

$$
\begin{equation*}
\frac{\delta \Gamma\left[\vec{c}_{\mu}\right]}{\delta \vec{c}_{\mu}(x)}=\vec{j}_{\mu}(x) . \tag{22}
\end{equation*}
$$

Equations (18)-(22) are the principal result of this section. They show that the mean-field potential, for any inverse temperature $\beta$, can be calculated by solving the classical differential equation problem of minimizing the functional $\Gamma-\int d^{3} x \mathbb{c}_{0} \cdot \dot{I}_{\mu}$, with $\Gamma$ the thermal effective action functional. ${ }^{\text {, }}{ }^{\mu}$ In the limit $\beta-\infty$, where $\Gamma$ reduces to the Euclidean vacuum effective action functional, this minimum problem reproduces the variational principle of the "Euclidean statics" method which I have advocated elsewhere, ${ }^{1}$ but with some signifi-
cant differences in physical interpretation, ${ }^{\text {to }}$
According to Eqs. (28)-(22), the problem of studying the mechanism for confinement in the model discussed here can be rephrased in terms of the following two related questions.
(1) Is there a physically reasonable class of vacuum action functionals for which Eqs. (18)-(22) give a confining potential for static point sources?
This question is answered in the affirmative in the following section.
(2) Does the exact vacuum action functional calculated from the functional integral of Eq. (20) belong to the confining class?

The methods appropriate to studying these questions are quite different. For a given functional or class of functionals $\Gamma$, the first question is one of classical analytic or numerical methods for investigating partial differential equations. In the following section, Eq. (22) is investigated analytically for the leading-logarithm approximation to the renormalization-group improved local effective action functional, for which $\Gamma$ takes the simple form $\Gamma\left[\vec{C}_{\mu}\right]=\Gamma\left(\vec{E}^{\prime} \cdot \vec{E}^{\prime}+\vec{B} \cdot \vec{B} \vec{B}^{\prime}\right)$; numerical methods
of solution applicable to this class of functionals are currently being deveioped. ${ }^{1,11}$ The second question is probably best studied by numerical Monte Carlo methods for doing the functional integral. Since confinement is an infrared effect, it should suffice to establish the properties of $\Gamma$ for slowly varying source currents $j_{\text {, }}$ and background fields $\mathbf{c}_{\mu}$. In this case, appropriate lattice transcriptions of the functional integral of Eq. (19) may give quantitatively accurate estimates of the behavior of the continuum effective action.

## II. A SIMPLE MODEL FOR BAG FORMATION

As an illustration of the formalism developed in Sec. I, I analyze the following simple model, obtained by keeping only the leading-logarithm re-normalization-group improvement ${ }^{9}$ to the local Euclidean action functional

$$
\begin{equation*}
\Gamma\left[\bar{c}_{\Perp}\right]=\int d^{3} x\left(\mathcal{L}_{\mathrm{erf}}-\mathcal{L}_{\mathrm{eff}}^{\mathrm{min}}\right) \tag{23}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathscr{L}_{\text {eff }}=\mathscr{\Sigma}_{\text {off }}\left(F^{2}\right) \\
& =\frac{1}{2} \frac{\left(\overrightarrow{\mathrm{E}}^{J} \cdot \overrightarrow{\mathrm{E}}^{J}+\overrightarrow{\mathrm{B}}^{\prime} \cdot \overrightarrow{\mathrm{B}}^{\prime}\right)}{g^{2}}\left[1+\frac{1}{4} b_{Q^{2}} g^{2} \ln \left(\frac{\overrightarrow{\mathrm{E}^{J}} \cdot \overrightarrow{\mathrm{E}}^{J}+\overrightarrow{\mathrm{B}}^{J} \cdot \overrightarrow{\mathrm{~B}^{J}}}{\mu^{4}}\right)\right] \\
& =\frac{1}{8} b_{0} F^{2} \ln \left[F^{2} /\left(e \kappa^{2}\right)\right] \text {, } \\
& \mathcal{L}_{\text {eff }}^{\mathrm{mm}}=\mathcal{L}_{\mathrm{eff}}\left(\kappa^{2}\right)=-\frac{1}{b} b_{0} \kappa^{2} \text {, }  \tag{24}\\
& \kappa^{2}=\frac{\mu^{4}}{e} e^{-4 /\left(\varphi_{0} e^{2}\right)}, \delta_{0}=\frac{1}{8 \pi^{2}} \frac{11}{3} C_{2}[S U(2)]=\frac{1}{4 \pi^{2}} \frac{11}{3}, \\
& \overrightarrow{\mathrm{E}^{\prime}}=-\frac{\theta}{\theta x^{3}} \overrightarrow{\mathrm{c}}^{0}-\overrightarrow{\mathrm{c}}^{\mathrm{j}} \times \overline{\mathrm{c}}^{0}=-D_{j} \overrightarrow{\mathrm{c}}^{0}, \\
& \left.\overrightarrow{\mathrm{~B}^{\prime}}=\epsilon^{\ln \left(\frac{\theta}{\theta x^{2}}\right.} \overrightarrow{\mathrm{c}}^{\prime}+\frac{1}{2} \vec{c}^{2} \times \overrightarrow{\mathrm{c}^{\prime}}\right), \quad F^{2}=\overrightarrow{\mathrm{E}}^{\prime} \cdot \overrightarrow{\mathrm{E}}^{\prime}+\overrightarrow{\mathrm{B}^{\prime}} \cdot \overrightarrow{\mathrm{B}^{\prime}} .
\end{align*}
$$

As has been extensively discussed in the literature, ${ }^{12}$ the minimum of $\mathcal{L}_{\text {eff }}$ occurs at the nonzero field atrength $F=\kappa$. The source density $\hat{j}_{0}$ is taken to be a pair of classical sources of equal magnitude,

$$
\begin{align*}
& \vec{j}_{0}=\vec{Q}_{1} \delta^{3}\left(x-x_{1}\right)+\vec{Q}_{2} \delta^{3}\left(x-x_{2}\right),  \tag{25}\\
& \left|x_{1}-x_{2}\right|=R, \quad\left|\bar{Q}_{1}\right|=\left|\vec{Q}_{2}\right|=Q .
\end{align*}
$$

In analyzing the model defined by Eqs. (18)-(25), I make the physically plausible technical assumpHon that it suffices to minimize over potentials $\dot{c}_{\mu}$ for which $\vec{E}^{j} \cdot \overrightarrow{\mathbf{E}}^{1}$ is axdally symmetric around the line joining the sources.
The variational equations following from Eqs. (22)-(24) are

$$
\begin{align*}
& D_{1}\left(\epsilon \overrightarrow{\mathrm{E}}^{\prime}\right)=\overrightarrow{\mathrm{j}}_{0},  \tag{26a}\\
& \epsilon^{n=D_{1}\left(\epsilon \vec{B}^{\prime \prime}\right)=\vec{c}^{0} \times\left(\epsilon \vec{E}^{4}\right),}  \tag{26b}\\
& \epsilon=\epsilon\left(F^{2}\right)=\frac{8 \mathcal{L}_{\epsilon f}}{8\left(\frac{1}{2} F^{2}\right)}=\frac{1}{4} \delta_{0} \ln \left(F^{2} / K^{2}\right) \tag{26c}
\end{align*}
$$

Acting with $D_{\text {, }}$ on Eq. (26b) and using Eq. (26a) gives the constraint

$$
\begin{equation*}
0=\bar{c}^{\mathrm{n}} \times \overline{\mathrm{j}}_{0} ; \tag{27}
\end{equation*}
$$

hence, if we write

$$
\begin{equation*}
\vec{c}^{0}(x)=\varepsilon(x) c(x), \quad \hat{c} \cdot \hat{c}=1, \tag{28}
\end{equation*}
$$

we have

$$
\begin{equation*}
\varepsilon\left(x_{1}\right) \times \bar{Q}_{1}=\hat{c}\left(x_{2}\right) \times \bar{Q}_{2}=0, \tag{29}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\vec{c}_{0}(x) \cdot \Gamma_{0}(x)=c(x) j(x), \tag{30}
\end{equation*}
$$

with either

$$
\begin{equation*}
j(x)= \pm Q\left[\delta^{3}\left(x-x_{1}\right)-\delta^{3}\left(x-x_{2}\right)\right] \tag{31a}
\end{equation*}
$$

or

$$
\begin{equation*}
j(x)= \pm Q\left[\delta^{3}\left(x-x_{1}\right)+\delta^{3}\left(x-x_{2}\right)\right] . \tag{31b}
\end{equation*}
$$

From here on it will be convenient to work in the gauge with $\tilde{C}(x)=\hat{z}$, in which we have

$$
\begin{equation*}
F^{2}=\left(\frac{\partial c}{\partial x^{\prime}}\right)^{2}+c^{2}\left(\overrightarrow{c^{\prime}} \times \hat{z}\right)^{2}+\overrightarrow{\mathrm{B}}^{\prime} \cdot \overrightarrow{\mathrm{B}^{\prime}} \tag{32}
\end{equation*}
$$

I now will show that the minimization of $W$ with respect to the vector potential $\mathbf{c}^{\prime}$ can be carried out explicitly, with the reault

$$
\begin{align*}
& \min _{\sigma^{\prime}} W \geq W[c]=\int d^{3} x\left\{\bar{\delta}_{\Delta \pi}\left[\left(\frac{\partial c}{\partial x^{\prime}}\right)^{2}\right]-c(x) j(x)\right\}, \\
& \overline{\mathcal{L}}_{\mathrm{erf}}\left[\left(\frac{\theta c}{\theta x^{j}}\right)^{2}\right]=0 \text { for }\left(\frac{\theta c}{\theta x^{\prime}}\right)^{2} \leqslant \kappa^{2} \text {, }  \tag{33}\\
& \mathcal{S}_{\text {erf }}\left[\left(\frac{\theta C}{\partial x^{\prime}}\right)^{2}\right]=\mathcal{L}_{\text {erf }}\left[\left(\frac{\theta C}{\partial x^{j}}\right)^{2}\right] \\
& \text {-- } \alpha_{\text {min }}^{\min } \text { for }\left(\frac{\partial c}{\partial x^{j}}\right)^{2} \geqslant \kappa^{2} \text {. }
\end{align*}
$$

To prove Eq. (33), we note that $\mathcal{L}_{\mathrm{eff}}\left(F^{2}\right)-\mathcal{L}_{\mathrm{eff}}\left(\kappa^{2}\right)$ is a monotonic decreasing function of its argument for $0 \leqslant F^{2} \leqslant \kappa^{2}$, and is a monotonic increasing function of its argument for $\kappa^{2} \leqslant F^{2}$. Hence, $W$ is minimized by the following choice of vector potential,

$$
\begin{align*}
& \bar{c}^{\prime}=\hat{z}^{\prime} z^{\prime} a(\rho, z), \rho=\left(x^{2}+y^{2}\right)^{1 / 2}, \\
& a(\rho, z)=\int_{0}^{*} d \rho^{\prime} A\left(\rho^{\prime}, z\right), \\
& A\left(\rho^{\prime}, z\right)=0, \text { where }\left(\frac{\partial c}{\partial x^{\prime}}\right)^{2} \geqslant \kappa^{2},  \tag{34}\\
& A\left(\rho^{\prime}, z\right)=\left[\kappa^{2}-\left(\frac{\partial c}{\partial x^{\prime}}\right)^{2}\right]^{1 / 2}, \text { where }\left(\frac{\partial c}{\partial x^{\prime}}\right)^{2} \leqslant \kappa^{2},
\end{align*}
$$

which gives (with $\hat{\phi}^{\prime}$ the azimuthal unit vector)

$$
\begin{align*}
& \vec{c}^{j} \times \hat{z}=0, \\
& \vec{B}^{\prime}=-\hat{2} \vec{\phi}^{\prime} A(\rho, z)=  \tag{35}\\
& r^{2}=\max \left[\left(\frac{\theta c}{\theta x^{\prime}}\right)^{2}, \kappa^{2}\right],
\end{align*}
$$

and from which Eq. (33) immediately follows. (Note that it is at this point in the argument where the axial symmetry assumption has been used.) What is happening is that wherever the color-electric field is less than $\kappa$ in magnitude, a color-magnetic field fills in to bring the total squared field strength up to the value $\kappa^{2}$ at which $\mathcal{L}_{\text {olf }}$ is minimized.

We are now left with the purely Abelian problem of minimizing $\bar{W}[c]$, to which we apply aimple flux conservation eatimates introduced by 't Hooft, ${ }^{18}$ Varying $W$, we get the flux conservation equation

$$
\begin{align*}
& \frac{\theta}{8 x^{\prime}} D^{\prime}=j(x), \\
& D^{\prime}=E E^{\prime}, \quad E^{\prime}=-\frac{B}{\theta x^{\prime}} c, \tag{36}
\end{align*}
$$

with

$$
\bar{\epsilon}=\left\{\begin{array}{l}
\epsilon\left(E^{\prime} E^{\prime}\right) \text { where } E^{\prime} E^{\prime} \geqslant \kappa^{2},  \tag{37}\\
0 \text { where } E^{\prime} E^{\prime} \leqslant \kappa^{2} .
\end{array}\right.
$$

Evidently, wherever the $E$ field strength is less than $\kappa$, the $D$ field vanishes. This fact can be exploited to get a lower hound on $V_{\text {mean fied }}$ and an upper bound on W, which by Eqg. (33), (36), and (37) can be rewritten as

$$
\begin{equation*}
W_{\mathrm{at} \text { equubbrum }}=\int_{D>0} d^{3} x\left[\tilde{\mathcal{L}}_{\mathrm{eff}}\left(E^{j} E^{\prime}\right)-E^{j} D^{J}\right], \tag{38}
\end{equation*}
$$

with the integral extending only over the region where $D^{\prime}$ is nonvanishing. Dividing the integrand of Eq. (38) by $D=\left(D^{\prime} D^{\prime}\right)^{1 / 2}$, we get

$$
\begin{equation*}
D^{-1}\left[E^{\prime} D^{\prime}-\overline{\mathcal{L}}_{\text {erf }}\right]=\kappa\left[\frac{3}{2} u+\frac{1}{2} f(u)\right] \tag{39}
\end{equation*}
$$

with ${ }^{14}$ (In the domain where $D>0$ )

$$
\begin{align*}
& u=\left(E^{\prime} E^{\prime}\right)^{1 / 2} / k \geqslant 1, \\
& f(u)=\frac{u^{2}-1}{u \ln u^{2}} \geqslant 1 . \tag{40}
\end{align*}
$$

To turn Eq. (38) into a meaningful inequality, it is necessary to exclude the divergent self-energies of the charges by defining $W^{r}$ to be the contribution to Eq. (38) coming from the exterior of amall spheres of radius $r$ centered on the charges. We then get

$$
\begin{align*}
& \bar{W}^{r} \leqslant-\kappa I^{r}, \\
& V_{\text {mean feld }}^{r} \geqslant K I^{r},  \tag{41}\\
& I^{r}=\int_{A} a^{3} x D, \quad \Lambda=\operatorname{domain}\left\{\begin{array}{l}
D>0 \\
\left|x-x_{1}\right| \geqslant r \\
\left|x-x_{2}\right| \geqslant r .
\end{array}\right.
\end{align*}
$$

The final step of the argument is to write $d^{3} x$ $=d l d A$ with $l$ the length along the flux lines of $D^{d}$ and $d A$ an element of area perpendicular to the flux lines. Denoting the flux by $\phi$, we have

$$
\begin{align*}
& d A D=d|\Phi| \geqslant d \Phi \\
& \int_{-A} d^{3} x D \geqslant \int_{A} d \Phi l(\Phi) \geqslant \Phi_{t o r} L_{\operatorname{mln}} \tag{42}
\end{align*}
$$

with $l_{\text {min }}$ the length of the shortest flux line. For the charge orientations of Eq. (31b), where the
flux Hnee terminate at infinity, we have

$$
\begin{align*}
& \Phi_{\mathrm{rtt}}=2 Q  \tag{43}\\
& l_{\mathrm{min}}=\infty,
\end{align*}
$$

and $I^{r}$ is infinite. ${ }^{15}$ For the charge orientations of Eq. ( 31 a ), the flux lines run from the positive to the negative charge, giving

$$
\begin{align*}
& \Phi_{\mathrm{Ict}}=Q, \\
& l_{\mathrm{mm}}=R-2 r, \\
& \vec{W}^{\prime} \leqslant-\kappa Q(R-2 r),  \tag{44}\\
& V_{\text {mean feld }}^{\prime} \geqslant \kappa Q(R-2 r),
\end{align*}
$$

which proves that the mean-field potentlal increases at least linearly for large $R$. In the limit of small $R$, a simple calculation shows that
$V_{\text {man fuld }}-$ self-energies $\approx-\frac{Q^{2}}{4 \pi R} \frac{g^{2}}{1+b_{\Delta g^{2}} \ln (1 / R \mu)}$,
as expected from a leading-logarithm renormaliza-tion-group improved formalism. Hence, the simple model of Eqs. (18)-(25) interpolates amoothly between asymptotically free behavior at small source separations, and "baglike," ${ }^{16}$ confining behavior at large separations. The above analysis readily generalizes to the full renormalizationgroup improved local effective action functional, ${ }^{9}$ provided that the effective action minimum remains at nonzero Euclidean field atrength $\kappa$. ${ }^{17}$ More generally, the results obtained above support the conjecture that a bag will form for large source separations, irrespective of the functional form of $\Gamma\left[\vec{c}_{\mu}\right]$, whenever the minimum of $\Gamma$ occurs at potentials $\vec{c}_{\mu}$ with nonvanishing mean-square field strength.
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## APPENDDX A: CONNECTION WITH SU(3) QUANTUM CHROMODYNAMICS

I briefly describe in this appendix how the methods of the text, together with the color-charge-
algebra analygis of Ref. 1, can be applied to give a leading approximation to the $q \bar{q}$ binding problem in $\mathrm{SU}_{9}$ quantum chromodynamics (QCD). In the static quark limit, ${ }^{1}$ the gluon source current for the $q \bar{q}$ binding problem in QCD is

$$
\begin{align*}
& j^{A / I}=0,  \tag{A1}\\
& j^{\lambda 0}=Q_{4}^{A} \delta^{3}\left(x-x_{1}\right)+Q_{\dot{F}}^{A} \delta^{3}\left(x-x_{2}\right)
\end{align*}
$$

with $Q_{e}^{A}$ and $Q_{i}^{\hat{q}}$ the quark and antiquark colorcharge matrices. As discusged in Ref. 1, the gluon source current is now a $9 \times 9$ matrix operator acting on the nine-dimensional Hilbert space spanned by the $q, \bar{q}$ color states. The analysis of Sec. I can be extended to this case by including a factor $\frac{1}{3} \operatorname{tr}_{\phi} \operatorname{tr}_{\dot{q}} \ln$ all formulas and symmetrizing all inner products, so that Eq. (12) becomes

$$
\begin{align*}
& =N \frac{1}{9} \operatorname{tr}_{q} \operatorname{tr}_{\boldsymbol{F}}\left(\int d b_{\mu 1}^{A} \int_{b_{\mu i}^{A}}^{\delta_{\mu 1}^{A}} d\left[b_{\Delta}^{\lambda}\right] e^{-s_{s}}\right), \tag{A2}
\end{align*}
$$

where on the left

$$
\begin{align*}
H=\int d^{3} x & {\left[\frac{1}{g^{2}} \frac{1}{2}\left(E^{A J} E^{A J}+B^{A j} B^{A j}\right)\right.} \\
& \left.-\frac{1}{2}\left(b_{\Delta}^{A} j_{\Delta}^{A}+j_{\Delta}^{A} b_{\mu}^{A}\right)\right] \tag{A3}
\end{align*}
$$

is an operator in the product of the $q, \bar{q}$ and gluon Hilbert spaces, while on the right

$$
\begin{align*}
S_{z}=\int_{0}^{s} d t \int d^{3} x & {\left[\frac{1}{g^{2}} \frac{1}{2}\left(E^{A J} E^{A j}+B^{A j} B^{A J}\right)\right.} \\
& \left.-\frac{1}{2}\left(b_{\mu}^{A} j_{u}^{A}+j_{u}^{A} b_{u}^{A}\right)\right] \tag{A4}
\end{align*}
$$

is a functional in its dependence on the gluon variables, but is atill a matrix operator in the finite dimensional $q, \bar{q}$ color Hilbert space. ${ }^{1 \mathrm{a}}$ Using cyclic invariance of the trace, the steps leading to Eqs. (18)-(22) go through just as before, giving

$$
\begin{align*}
& 2\left[j_{\mu}^{A}\right]=e^{-\beta \omega(\rho \mu)},  \tag{A5}\\
& V_{\text {meen กedd }}=-W\left[j_{\mu}^{\hat{A}}\right]+W\left[0^{\wedge}\right] \text {, }  \tag{A6}\\
& \delta W\left[j_{\mu}^{A}\right]_{\equiv}-\frac{1}{5} \operatorname{tr}_{q} \operatorname{tr}_{\bar{\sigma}}\left(\int d^{3} x c_{\mu}^{A}(x) \delta j_{\mu}^{A}(x)\right) \text {, }  \tag{A7}\\
& W\left[j_{\mu}^{A}\right]=\Gamma\left[c_{\mu}^{\hat{A}}\right]-\frac{1}{\hat{\beta}} \operatorname{tr}_{\theta} \operatorname{tr}_{\dot{\delta}}\left(\int d^{3} x c_{\mu}^{\hat{A}}(x) j_{\mu}^{\hat{\mu}}(x)\right),  \tag{A8}\\
& \delta \Gamma\left[c_{\#}^{A}\right]=\frac{1}{\delta} \operatorname{tr}_{q} \operatorname{tr}_{\bar{q}}\left(\int d^{3} x \delta c_{\mu}^{\wedge}(x) j_{\mu}^{\wedge}(x)\right) . \tag{A9}
\end{align*}
$$

Note that Eq. (A7) defines $c_{u}^{\hat{u}}$ to be a potential which, like the source current $j_{\mu}^{A}$, is matrix valued in the nine-dimensional $q \bar{q}$ Hilbert apace. To construct a QCD analog of the analysis of Sec. II, we must calculate a leading approximation to the effective action. In the classical limit, the effective action density is given by ${ }^{19}$

$$
\begin{align*}
& \mathcal{L}_{\mathrm{el}}=\frac{1}{2 g^{2}} F^{2} \text {, } \\
& F^{2}=\frac{1}{9} \operatorname{tr}_{f} \operatorname{tr}_{f}\left(E^{\wedge j} E^{\wedge j}+B^{\wedge j} B^{A j}\right), \\
& E^{A j}=-\frac{\theta}{\dot{\partial} x^{j}} c^{A 0}+i P_{f}^{A}\left(c^{i}, c^{0}\right),  \tag{A10}\\
& B^{A J}=\epsilon^{m 11}\left(\frac{\partial}{\partial x^{\boldsymbol{A}}} c^{A^{i}}-\frac{i}{2} P_{j}^{A}\left(c^{\star}, c^{\prime}\right)\right), \\
& P_{f}^{A}(u, v) \equiv \frac{i}{2} f^{A B C}\left(u^{B} v^{c}+v^{c} u^{B}\right) .
\end{align*}
$$

The renormalization-group improvement of Eq. (A10) is ohtained by taking $g^{2}$ to be a running-coupling function of the argument $g^{2} \AA_{\text {el }}$ giving, in lead-ing-logarithm approximation (cf. remarks in Ref. 28),
$\Gamma\left[c_{n}^{A}\right]=\int d^{3} x\left[\mathcal{L}_{\text {otf }}\left(F^{2}\right)-\mathcal{L}_{\text {off }}\left(\kappa^{2}\right)\right]$,
$\mathcal{L}_{* 15}\left(F^{2}\right)=\frac{1}{8} b_{0} F^{2} \ln \left(F^{2} / e \kappa^{2}\right), \quad \kappa^{2}=\frac{\mu^{4}}{e} e^{-6 /\left(\delta_{0} \sigma^{2}\right)}$,
$b_{0}=\frac{1}{8 \pi^{2}} \frac{11}{3} C_{2}[\operatorname{SU}(3)]=\frac{11}{8 \pi^{2}}$.
To carry out the remainder of the analysis of Sec. II, we must reexpress Eqs. (A8)-(A12) in terms of number valued, as opposed to matrix valued, source density and gluon variables. To do this, let us recall ${ }^{1}$ that the $q \bar{q}$ color-charge algebra is spanned by a hasis $w_{1}^{4}$, . . . , $w_{4}^{A}$, which satisfies the $\mathrm{SU}(2) \times \mathrm{U}(1)$ outer product algebra

$$
\begin{align*}
& P_{f}\left(w_{r}, w_{q}\right)=i \frac{1}{2} \epsilon_{r e t} w_{t}, \quad r, s, t=1,2,3  \tag{A13}\\
& P_{f}\left(w_{r}, w_{4}\right)=0,
\end{align*}
$$

is orthonormal in the color-trace inner product,

$$
\begin{equation*}
\frac{1}{9} \operatorname{tr}_{\varepsilon} \operatorname{tr}_{\bar{\sigma}}\left(w_{\tau}^{A} w_{\alpha}^{A}\right)=\frac{B}{2 \eta} \delta_{r^{\varepsilon}}, \tag{A14}
\end{equation*}
$$

and over which the quark and antiquark color charges have the expansions

$$
\begin{align*}
& Q_{i}^{\hat{A}}=\frac{3}{2} w_{i}^{\hat{i}}+w_{2}^{A}+\frac{\sqrt{5}}{2} w_{i}^{\hat{i}},  \tag{A15}\\
& Q_{i}^{\hat{i}}=\frac{3}{2} w_{1}^{\hat{A}}-w_{2}^{\hat{A}}-\frac{\sqrt{5}}{2} w_{i}^{\hat{A}} .
\end{align*}
$$

 $\times(18 / 4)=4 / 3$.]

Expanding $Q_{q}^{A}, Q_{i}^{A}, j_{\mu}^{A}, C_{\mu}^{\mathcal{A}}, E^{\mathcal{A}\}}$, and $B^{\Lambda}$ over the basis $w_{\tau}^{A}$, with $c$-number coefficients, reduces the variational problem

$$
\begin{equation*}
\delta \Gamma\left[c_{\mu}^{\hat{\mu}}\right]-\frac{1}{\theta} \operatorname{tr}_{q} \operatorname{tr}_{\tilde{q}}\left(\int d^{3} x \delta c_{\mu}^{\hat{A}}(x) j_{\mu}^{\hat{\mu}}(x)\right)=0 \tag{A16}
\end{equation*}
$$

to a classical $S U(2) \times U(1)$ problem, analogous to that discuesed in Sec. II. According to Eq. (A15), the $\mathbf{U}(1)$ effective $q$ and $\bar{q}$ charges are opposite in
aign, while the $S U(2)$ effective charges have equal magnitudes. Hence, the quark and antiquark effective charges can be made antlparallel by an $\mathrm{SU}(2)$ gauge transformation, ${ }^{20}$ leading to a solution with the same form as that obtained from Eq. (31a) in Sec. II, apart from the substitutions ${ }^{21,22}$

$$
\begin{align*}
& Q-\left(\frac{4}{3}\right)^{1 / 2} \\
& b_{0}-\frac{11}{8 \pi^{2}} \tag{A17}
\end{align*}
$$

## APPENDIX B: TRANSFORMATION OF THE RUNNING COUPLING CONSTANT TO EXACT LEADING-LOGARITHM FORM

As already noted, the argument given in the text for a confining mean-field potential generalizes to the full renormalization-group improved local-ef-fective-action functional, provided that the effec-tive-action minimum remains at nonzero Euclidean field strength. When expressed in terms of the $\beta$ function, this condition translates ${ }^{9}$ into the requirement that the integral

$$
\begin{equation*}
\int^{\prime \prime} \frac{d g^{\prime}}{\beta\left(g^{\prime}\right)} \tag{B1}
\end{equation*}
$$

should be convergent at its upper limit. Assuming convergence of the integral in Eq. (B1), I show in this appendix that one can make a nonanalytic transformation to a new running coupling constant $g_{R}$ for which the one-loop renormalization-group structure is exact. The transformation is simply (with $\alpha_{R}=g_{R}^{2}, \alpha=g^{2}$ )

$$
\begin{equation*}
\frac{1}{\alpha_{R}}=-\frac{1}{2} b_{0} \int_{\alpha}^{\infty} \frac{d \alpha^{\prime}}{\bar{\beta}\left(\alpha^{\prime}\right)}, \tag{B2}
\end{equation*}
$$

where $\bar{\beta}=g \beta$ has the power-series expansion [with the coefficients given for SU(3) QCD with $N_{f}$ light quark flavors ${ }^{23}$ ]

$$
\begin{align*}
& \bar{\beta}(\alpha)=-\left[\frac{1}{2} b_{0} \alpha^{2}+b_{1} \alpha^{3}+O\left(\alpha^{4}\right)\right],  \tag{B3}\\
& b_{0}=\frac{1}{8 \pi^{2}}\left(11-\frac{2}{3} N_{\rho}\right), \quad b_{\mathrm{L}}=\frac{1}{2} \frac{1}{\left(8 \pi^{2}\right)^{2}}\left(51-\frac{19}{3} N_{f}\right) .
\end{align*}
$$

Substituting the expansion of Eq. (B3) Into Eq. (B2), we learn that for amall running coupling constant,

$$
\begin{equation*}
\alpha_{R}=\alpha-a \alpha^{2}(\ln \alpha+\text { const })+\ldots, \quad a=\frac{2 b_{1}}{b_{0}} \tag{B4}
\end{equation*}
$$

and so $\alpha_{R}-0$ when $\alpha \rightarrow 0$. On the other hand, the convergence of Eq. (B1) Implies that

$$
\begin{equation*}
\lim _{\alpha=-\infty} \int_{\sigma}^{\infty} \frac{d \alpha^{\prime}}{\bar{\beta}\left(\alpha^{\prime}\right)}=0, \tag{B5}
\end{equation*}
$$

and so $\alpha_{R}-\infty$ as $\alpha-\infty$. Hence the transformation of Eq. (B2) gives a nonsingular mapping from the half
(B2) gives a nonsingular mapping from the half line $0 \leqslant \alpha<\infty$ to the half line $0 \leqslant \alpha_{R}<\infty$. The re-normalization-group structure in the new variable $\alpha_{R}$ is determined by $\bar{\beta}_{R}\left(\alpha_{R}\right)$, given by

$$
\begin{align*}
\bar{\beta}_{R}\left(\alpha_{R}\right)=\bar{\beta}(\alpha) \frac{\partial \alpha_{R}}{\partial \alpha} & =\bar{\beta}(\alpha)\left(-\alpha_{R}{ }^{2}\right) \frac{\partial\left(\alpha_{Q}{ }^{-1}\right)}{\partial \alpha} \\
& =-\frac{1}{2} b_{0} \alpha_{R}{ }^{2}, \tag{B6}
\end{align*}
$$

and so has exactly one-loop form.
A particularly interesting case of Eq. (B2) is obtained when $\bar{\beta}(\alpha)$ terminates at two-loop order,

$$
\begin{equation*}
\bar{\beta}(\alpha)=-\left(\frac{1}{2} b_{0} \alpha^{2}+b_{1} \alpha^{3}\right), \tag{B7}
\end{equation*}
$$

a situation which can always ${ }^{24}$ be achieved [provided Eq. (B1) converges ${ }^{25}$ ] by an analytic transformation of the running coupling constant [i.e., by a rearrangement of the perturbation series which does not introduce coupling-constant logarithros]. In this case, Eq. (B2) can be explicitiy integrated to give the transformation

$$
\begin{equation*}
\frac{1}{\alpha_{R}}=\frac{1}{\alpha}-a\left[\ln \left(\frac{1}{a \alpha}\right)+\ln (1+a \alpha)\right], \tag{B8}
\end{equation*}
$$

which for small a $\alpha$ can be developed into a series expansion

$$
\begin{equation*}
\frac{1}{\alpha_{R}}=\frac{1}{\alpha}-a \ln \left(\frac{1}{a^{\alpha}}\right)+a \sum_{n=1}^{\infty} \frac{(-a \alpha)^{n}}{n} . \tag{B9}
\end{equation*}
$$

The series of Eq. (B9) can be inverted by substituting

$$
\begin{equation*}
\alpha=\alpha_{R}\left(1+\alpha_{R} f\right) \tag{B10}
\end{equation*}
$$

which after some algebra gives

$$
\begin{align*}
0= & \sum_{n=1}^{n}(-f)^{n} \alpha_{R}{ }^{n-1}+a \ln \left(a \alpha_{R}\right)-a \sum_{n=1}^{n} \frac{\left(-\alpha_{R} f\right)^{n}}{n} \\
& +a \sum_{n=1}^{n} \frac{\left(-a \alpha_{R}\right)^{n}\left(1+\alpha_{R} f\right)^{\prime \prime}}{n} . \tag{B11}
\end{align*}
$$

Substituting

$$
\begin{equation*}
f=\sum_{n=0}^{q} a_{R}^{n} f_{n} \tag{B12}
\end{equation*}
$$

into Eq. (B10), and equating the coefficients of like powers of $\alpha_{R}$, gives explicit expressions for the coefficients $f_{A}$ as polynomials in $\ln \left(a \alpha_{R}\right)$,

$$
\begin{align*}
& f_{0}=a \ln \left(a \alpha_{R}\right), \\
& f_{1}=f_{0}^{2}+a f_{0}-a^{2}, \tag{B13}
\end{align*}
$$

Hence, starting from any convenient calculational scheme (for example, minimal subtraction in dimensional regularization), the QCD perturbation series can be reexpressed in terms of $\alpha_{R}$ by a two-step transformation: First, one transforms to a running coupling constant for which $\beta(\alpha)$ is given by Eq. (B7), and then one substitutes the
inverse transformation given by Eqs. (B10)-(B13), yielding a series expansion in powers of $\alpha_{R}$ and $\ln \left(a \alpha_{R}\right){ }^{28}$ In this geries, the terms of order $a_{R}^{\prime}$ contain only powers $0,1, \ldots, n-1$ of $\ln \left(a \alpha_{R}\right)$.
An important property of the one-loop running couping $\alpha_{R}$ is that it simultaneously maximizes the domains of analyticity of the renormalizationgroup improved local effective action $\mathcal{L}_{\text {oft }}\left(F^{2}\right)$ and of the $\bar{\beta}$ function $\bar{\beta}(\alpha)$. For a general running coupling $\alpha(t)$, the renormalization-group improved local effective action density is given by ${ }^{9}$

$$
\begin{align*}
& \mathcal{L}_{\mathrm{att}}\left(F^{2}\right)=\frac{1}{2} \frac{F^{2}}{a(t)},  \tag{B14}\\
& t=\frac{1}{4} \ln \left(F^{2} / e \kappa^{2}\right) .
\end{align*}
$$

Substituting the one-loop running coupling $\alpha_{R}$,

$$
\begin{equation*}
\frac{1}{\alpha_{R}(t)}=b_{n} t \tag{B15}
\end{equation*}
$$

gives

$$
\begin{equation*}
\mathcal{L}_{\text {etf } R}\left(F^{2}\right)=\frac{1}{2} b_{0} F^{2} \ln \left(F^{2} / e \kappa^{2}\right), \tag{B16}
\end{equation*}
$$

as used in Eq. (23) of the text. As a function of complex $F^{2}$, Eq. ( B 16 ) is analytic apart from a cut in the $F^{2}$ plane running along the negative real axis from $F^{2}=0$ to $F^{2}=-\infty$. Such a timelike cut is expected from unitarity, and so $\mathcal{L}_{\text {afs }}$ has the maximum allowed analyticity domain in $F^{2}$. To study the analyticity properties of the general $\mathcal{L}_{\text {ats }}\left(F^{2}\right)$, let us calculate the derivative

$$
\begin{equation*}
\frac{d}{d\left(F^{2}\right)} £_{u t t}\left(F^{2}\right)=\frac{1}{2} \frac{1}{\alpha(t)}+\frac{1}{8} \frac{d}{d t}\left(\frac{1}{\alpha(t)}\right) . \tag{B17}
\end{equation*}
$$

From Eqs. (B2) and (B15), we get

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{1}{\alpha(t)}\right)=\frac{\bar{\beta}(\alpha)}{-\frac{1}{2} \alpha^{2}}, \tag{B18}
\end{equation*}
$$

and so

$$
\begin{equation*}
\frac{d}{d\left(F^{2}\right)} \mathscr{L}_{0 t t^{2}}\left(F^{2}\right)=\frac{1}{2} \frac{1}{\alpha(t)}-\frac{1}{4} \frac{\bar{\beta}(\alpha(t))}{\alpha(t)^{2}} \tag{B19}
\end{equation*}
$$

We have seen above that at the spacelike $F^{2}$ where $t$ vanighes, both $\alpha_{n}$ and $\alpha$ become infinite. Hence, $d \mathcal{L}_{\text {afi }}\left(F^{2}\right) / d\left(F^{2}\right)$ is singular at spacelike $F^{2}$ unless $\tilde{\beta}(\alpha) / \alpha^{2}$ is bounded as $\alpha$ becomes infinite. This is possible with $\bar{\beta}(a)$ an entire function [which corresponds to the maximum allowed analyticity domain for the function $\bar{\beta}(\alpha)]$ only if $\widetilde{\beta}(\alpha) / \alpha^{2}$ is a constant. Hence, the one-loop running coupling gives the maximal analytic extension of the renor-malization-group substructure of $Q C D .{ }^{21}$ This result suggests that the one-loop model of Sec. II may give a universal, leading, semiclassical approximation to the confinement problem. ${ }^{28}$

## APPENDIX C: TOTAL GROUND-STATE ENERGY

As a consistency check on the formalism of Sec. I, I show here that when source kinetic terms are included, the ground-state expectation of the total Hamiltonian for a system of two well-localized sources, in mean-field approximation, is $\left(0\left|H_{T}\right| 0\right)=V_{\text {mean nex }}\left(x_{1}, x_{2}\right)+$ recoil terms + constant.

To most simply parallel the discussion of the text, I consider only the case of massive distinguishable fermion sources, with classical ${ }^{29} \mathrm{SU}_{2}$ charges, for which $H_{T}$ has the form

$$
\begin{align*}
& H_{T}=\int d^{0} \boldsymbol{x} T^{00}=\mathfrak{X}+\mathfrak{K}_{\text {xim }}, \\
& \mathcal{H}=\int d^{J} x\left(\frac{1}{g^{2}} \frac{1}{2}\left(\overrightarrow{\mathrm{E}}^{\prime} \cdot \overrightarrow{\mathrm{E}}^{\prime}+\overrightarrow{\mathrm{B}}^{\prime} \cdot \overrightarrow{\mathrm{B}}^{\prime}\right)-\overrightarrow{\mathrm{B}}_{0} \cdot \vec{g}_{0}\right),  \tag{C2}\\
& \partial_{0}=\psi_{1}^{\prime} \vec{Q}_{1} \psi_{1}+\psi_{2}^{\prime} \vec{Q}_{2} \psi_{2} \text {, } \\
& x_{k_{10}}=\int d^{3} x\left(\psi_{1}^{\dagger} i \theta_{0} \psi_{1}+\psi_{2}^{\top} i \theta_{0} \psi_{2}\right) \text {. }
\end{align*}
$$

Taking the ground-state expectation of Eq. (C2), we have

$$
\begin{equation*}
\langle 0| E_{T}|0\rangle=\langle 0| x|0\rangle+\langle 0| x C_{x \operatorname{tr}}|0\rangle . \tag{C3}
\end{equation*}
$$

To apply mean-field theory, one assumes a Hartree factorization of the ground state ( $g=$ gluon, $s=$ source)

$$
\begin{equation*}
|0\rangle=|0\rangle_{E}|0\rangle_{E} \tag{C4}
\end{equation*}
$$

with

$$
\begin{align*}
& \left.{ }_{r}\langle 0 \mid 0\rangle_{,}={ }_{,}\langle 0| 0\right)_{,}=1,  \tag{C5}\\
& { }_{s}\left(0\left|\vec{g}_{0}\right| 0\right\rangle_{s}=\vec{Q}_{1} \delta^{9}\left(x-x_{1}\right)+\vec{Q}_{2} \delta^{9}\left(x-x_{2}\right)=\vec{j}_{0} \text {. }
\end{align*}
$$

Hence, for ( $0|\mathcal{K}| 0$ ) we get

$$
\begin{align*}
& \langle 0| \mathcal{F C}|0\rangle=,\langle 0| H|0\rangle_{e}, \\
& H=\int d^{3} x\left(\frac{1}{g^{2}} \frac{1}{2}\left(\overrightarrow{\mathrm{E}}^{\prime} \cdot \overrightarrow{\mathrm{E}}^{\prime}+\overrightarrow{\mathrm{B}^{\prime}} \cdot \overrightarrow{\mathrm{B}}^{\prime}\right)-\overrightarrow{\mathrm{b}}_{0} \cdot \overrightarrow{j_{0}}\right), \tag{C6}
\end{align*}
$$

which involves the truncated Hamiltonian introduced in Sec. I. Since in the limit $\beta \rightarrow \infty$ only the
ground state contributes to the partition function, from Eqs. (12), (18), and (20) of the text and Eq. (C6) we learn that
$\langle 0| x C|0\rangle=W\left[\bar{j}_{0}\right]=-V_{\text {mear neld }}\left(x_{1}, x_{2}\right)+$ constant .
To evaluate the second term in Eq. (C3), we use the source field equations of motion

$$
\begin{align*}
& i \theta_{0} \phi_{1}=\vec{Q}_{1} \psi_{1} \cdot \vec{b}_{0}(x)+\text { recoil terms },  \tag{C8}\\
& i \theta_{0} \psi_{2}=\vec{Q}_{2} \psi_{2} \cdot \vec{b}_{0}(x)+\text { recoil terms },
\end{align*}
$$

which, together with Eqs. (C4) and (C5), give

$$
\begin{equation*}
\langle 0| \mathcal{X}_{\mathrm{k} \mid \mathrm{n}}|0\rangle={ }_{r}\langle 0| \int d^{3} x \overrightarrow{\mathrm{~b}}_{0}(x) \cdot \overrightarrow{\mathrm{j}}_{0}(x)|0\rangle_{\sigma} . \tag{C8}
\end{equation*}
$$

The right-hand side of Eq. (C9) can be reexpressed in terms of the $\beta-\infty$ limit of the partition function and then further rewritten using Eq. (18) of the text, giving
c $\langle 0| \int d^{3} x \overline{\mathrm{~b}}_{0} \cdot \vec{j}_{0}(x)|0\rangle_{d}=\left.\lim _{\theta \rightarrow-} \frac{1}{\beta}\left(\frac{\partial}{\partial \lambda} \ln Z\left[\lambda \vec{j}_{0}\right]\right)\right|_{\lambda-1}$
(C10a)

$$
\begin{equation*}
=\int d^{3} x \vec{c}_{0}(x) \cdot \vec{j}_{0}(x) \tag{C10b}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\langle 0| \mathscr{C}_{k \mid n}|0\rangle=\vec{c}_{0}\left(x_{1}\right) \cdot \bar{Q}_{1}+\vec{c}_{0}\left(x_{2}\right) \cdot \bar{Q}_{2}, \tag{C11}
\end{equation*}
$$

and we can complete the proof of Eq. (C1) by showing that
$\vec{c}_{0}\left(x_{1}\right) \cdot \vec{Q}_{1}=V_{\text {mean feld }}\left(x_{1}, x_{2}\right)+$ constant ,
$\vec{c}_{0}\left(x_{2}\right) \cdot \vec{Q}_{2}=V_{\text {meen neld }}\left(x_{1}, x_{2}\right)+$ constant .
To prove Eq. (C12a), let us write $\vec{c}_{0}(x)$ in the form

$$
\begin{equation*}
\vec{c}_{0}(x)=\vec{c}_{0}^{(A)}\left(x, x_{1}, x_{2}\right)+\vec{c}_{0}^{(A)}\left(x, x_{1}\right) \tag{C13}
\end{equation*}
$$

with $\overrightarrow{\mathrm{c}}_{0}^{(\mathrm{B})}$ chosen so that $\overrightarrow{\mathrm{c}}_{0}^{(A)}$ is regular near $x=x_{1}$ and satisfies

$$
\begin{equation*}
\left.\left[\delta_{x_{1}} \ddot{c}_{0}^{(1)}\left(x, x_{1}, x_{2}\right)\right]\right|_{x \& r_{1}}=0 . \tag{C14}
\end{equation*}
$$

Using Eq. (15) of the text, in the $\beta \rightarrow \infty$ limit, we get

$$
\begin{align*}
\delta_{x_{1}} V_{\text {mean fad }}\left(x_{1}, x_{2}\right) & =\int d^{3} x \vec{c}_{0}(x) \cdot \vec{Q}_{1} \delta_{x_{1}} \delta^{3}\left(x-x_{1}\right) \\
& =\int d^{3} x \vec{c}_{0}^{(A)}\left(x, x_{1}, x_{2}\right) \cdot \bar{Q}_{1} \delta_{x_{1}} \delta^{3}\left(x-x_{1}\right)+\int d^{3} x \overrightarrow{\mathrm{C}}_{0}^{(\mathrm{B}}\left(x, x_{1}\right) \cdot \vec{Q}_{1} \delta_{x_{1}} \delta^{3}\left(x-x_{1}\right) . \tag{C15}
\end{align*}
$$

The first term on the right of Eq. (C15) can be rewritten, by use of Eq. (C14), as

$$
\begin{equation*}
\delta_{x_{1}} \int d^{0} x \vec{c}_{0}^{(A)}\left(x, x_{1}, x_{2}\right) \cdot \vec{Q}_{1} \delta^{3}\left(x-x_{1}\right)-\int d^{3} x\left[\delta_{x_{1}} \vec{c}_{0}^{(A)}\left(x, x_{1}, x_{2}\right)\right] \cdot \vec{Q}_{1} \delta^{3}\left(x-x_{1}\right)=\delta_{x_{1}}\left[\vec{c}_{0}^{(A)}\left(x_{1}, x_{1}, x_{2}\right) \cdot \vec{Q}_{1}\right], \tag{C16}
\end{equation*}
$$

while the second term on the right of Eq. (C15) is independent of $x_{2}$. Hence, Eq. (C15) implies
$V_{\text {man }}$ feid $\left(x_{1}, x_{2}\right)-\vec{Q}_{1} \cdot \vec{c}_{0}\left(x_{1}\right)=V_{1}\left(x_{1}\right)+V_{2}\left(x_{2}\right)$,
with $V_{1}$ independent of $x_{2}$ and $V_{2}$ independent of $x_{1}$. But since translational, rotational, and local $\mathrm{SU}_{2}$ gauge invariance imply that both terms on the lefthand side of Eq. (C17) depend only on the relative distance $x_{1}-x_{2}$, the terms $V_{1}$ and $V_{2}$ on the right must be constants, proving Eq. (Ci2a). A similar proof, using $\delta_{x_{2}}$, gives Eq. (C12b).
According to Eqs. (C11) and (C12), a consistent mean-field approximation to the source wave equations is given by

$$
\begin{align*}
i \theta_{0} \psi_{1} & =\vec{c}_{0}\left(x_{1}\right) \cdot \vec{Q}_{1} \psi_{1}+\text { recoll terms } \\
& =\left[V_{\text {meon nell }}\left(x_{1}, x_{2}\right)+\text { constant }\right]_{\psi_{1}}+\text { recoll terms }, \\
i \theta_{0} \psi_{2} & =\vec{c}_{0}\left(x_{2}\right) \cdot \vec{Q}_{2} \psi_{2}+\text { recoll terms } \\
& =\left[V_{\text {man neld }}\left(x_{1}, x_{2}\right)+\text { constant }\right]_{\psi_{2}}+\text { recoil terms } . \tag{C18}
\end{align*}
$$

These are just the usual one-body wave equations obtained from the potential theory of two sources, interacting through a potential $V_{\text {man }}$ neld $\left(x_{1}, x_{2}\right)$, in the limit that the sources are well localized. Hence, the formalism of Sec. I reproduces all of the expected potential theory reaults. ${ }^{30}$
${ }^{1}$ R. Giles and L. McLerran, Phys. Lett. 79B, 447 (1978); S. L. Adler, Phys. Rev. D 17, 3212 (1978); S. L. Adler, ibid. 20, 3273 (1979). For a review, bee S. L. Adler, in The High Energy Limit, proceedings of the of the 18th International School of Subnuclear Phyalce, "Ettore Majorana", edited by A. 2 lichichi (Plenum, New York, to be published). Further references are given here. [In QCD, the quantized gauge field ts the underlying $\mathrm{SU}(3)$ gauge field, while the effective $c$ number sources lle in an unquantized, overiylag SU(2) $x$ U(1) gauge field. See Appendix A for a detalled discusslon.]
${ }^{2}$ I defline $\mathcal{L}^{\text {gen }}$ now to be a scalar, so that

$$
s_{u}=\int d^{d} x \sqrt{-g} x^{e n c o r} .
$$

${ }^{\text {s }}$ C. W. Bernard, Phye. Rev. D 9,3312 (1974). I thank L. Dalan for bringing thla reference to my attention. For a discuasion of the generallzation of Eq. (5) to the case when fermions are present, see D. J. Grose, R. D. Plearaki, and L. G. Yaffe, Rev. Mod. Phys. 53, 43 (1981). Equations (12)-(14) remaln valid for masalve fermion sources at rest.
${ }^{4}$ The functional measure in Eq. (12) is understood to include the exponential of the gauge-fixing term, and the compensatlig Faddeev-Popov determinant (whlch can be represented as an additional functlonal integral over ghost flelds). When the kinetic terms and functional integrala for the source fields produclng $j_{\mu}$ are included, $S_{z}$ is properly gange invariant, justitying use of the Faddeev-Popov functlonal measure. In the situation atudied in this paper, where the only sources present are infinitaly massive sources at rest, the scurce current can always be made tlme independent by an appropriate time-dependent gauge tranaformatlon. In such statle-source gauges, the source functlonal integral can be omitted, leaving the expression for the partition function given In Eqs. (12)-(14), with $J_{\mu}=\left(\vec{J}_{0} \neq 0, \vec{j}_{f}=0\right)$ and with $\vec{j}_{0}$ time independent. The static-source formalism is no longer invariant under all gauge transformations, but remalns Invariant under the auhclass of time-independent gange transformations. Since in a atatlonary state we have $d\left(\bar{h}_{j}\right) / d t$ $=d \vec{c}_{j} / d t=0$, we are assured that the mean-field po-
tential can be calculated from the expectation of the acalar potential $\left\langle\bar{b}_{0}\right\rangle=\bar{c}_{0}$.
${ }^{\text {I }}$ In a linear syatem the incremental potential $\delta V$ mean feld can be deflned as either $\left\langle\int d^{3} x \mathrm{~K}_{0} \cdot \delta \mathrm{~J}_{0}\right\rangle$, which gives the mean energy change when an lncrement in source density $\delta]_{C}$ is hrought In from infinity, or as $\left\langle\delta \int d^{3} x x^{\frac{1}{2}} \overline{\mathrm{E}}^{\mathrm{j}} \cdot \overline{\mathrm{F}}\right.$ / $g^{2}$ ), but in general these expressions are not equivalent: only the former can he used for nonlinear syatems and is rencrmalization group invariant. When we atudy the nonrelativiatic motion of the sources, the leading coupling of the sources to the gluon field involves only the values of $\bar{b}_{4}$ at the source positions. Hence, an average potential calculated from $\iint d^{3} x \overrightarrow{\mathrm{~b}}_{0}$ - $\left.\Delta \mathrm{J}_{0}\right\rangle$ ls the correct atarting point for a mean fleld, potential theory analysis of the eource motion. See Appendix C for further detalle.
${ }^{6}$ From Eq. (17) we can gee that the zero temperature ( $\beta \rightarrow-\infty$ ) mean-field potential is not the same as the static potential calculated from the Wheon loop, which In the notation used here in

$$
V_{\text {antic }}=\lim _{B \rightarrow \infty}\left\{W\left[i j_{\mu}\right]-W[\hat{0}]\right\} .
$$

The physical interpretation of $U$ satic is that it is the ground-state elgenenergy of a atatic $q \bar{q}$ ayatem. [See, for example, the derivation of the Wilson-loop formula given by L. S. Brown and W. I. Welaberger, Phys. Rev. D 20, 3239 (1979).] Sloce elgenenergles are defined only by contlnuation back to Minkowakd spacetime, It is not surprislng that an Imaginary source occure when we formally represent $V$ iasic by a Euclidean path integral. The motivation for introducing $V_{\text {mean }}$ fied is that it can be calculated strictly withln the Euclidean formalism. In a perturhation expansion in the external source strength $\overrightarrow{\mathrm{j}}_{\mu}$, the mean-field and Whaon-loop potentials agree in order $\left(j_{\mu}\right)^{2}$, but differ beyond this order. In the Abelian case, there are no terms of bigher onder than (]$\left._{\mu}\right)^{2}$, and so the two formallams give the same static potential. In the non-Ahellan case, the formaliams are inequivalent, and give different formulations of the confinement problem. It appears that the aimple effective action approach to confinement developed in thle paper can be obtalned only by using a mean value formalism. I wigh to thank R. F. Dashen for aeveral discusaions of these pointa.
(See also Appendix C and Ref. 30 below.)
${ }^{7}$ E. S. Abers and B. W. Lee, Phys. Rep. 9C, 1 (1973).
${ }^{\text {a }}$ Since $T$ le not gauge invariant, the gauge-fixing condithons used in solving for $E_{\mu}$ must be chosen to be compatible with the gauge noninvariance of $\Gamma$.
${ }^{1}$ The use of an effectlve action in this context was first suggeated by H. Pagela and E. Tomboulla, Nucl. Phys.日143, 485 (1978).
${ }^{10}$ In particular, $\stackrel{\Sigma}{c}_{\mu}$ la not to he used as Minkowski space Cauchy data and time evolved, as was implied in Ref. 1. In cennonical gauges, the physical interpratation of $\Sigma_{u}$ is that it is the expectation of $\dot{b}_{\mu}$, and is Minkowsh time independent. Also, in Ref. I I used the incorrect, renormalization-group noninvarlant formula for the potential (see Ref, 5 ahove).
${ }^{11}$ S. L. Ader and T. Piran, In High Energy Physics1980, proceedings of the XXth International Conference, Madison, Wisconstn, edited by L. Durand and L. G. Pondrom (AIP, New York, 1981], p. 958.
${ }^{14}$ I, A. Batalln, S. G. Matinyan, and G. K. Savvidi, Yad. Fiz. 26, 407 (1977) (Sov. J. Nucl. Phys. 26, 214 (1977)]; G. K. Savvidy, Phys. Lett. 71B, 133 (1977); H. Pagels and E. Tomboalla, Ref. 9. See J. Ambjörn and P. Olesen, Nucl. Phys. B170, 60 ( 1980 ) for a discusalon of corrections to the local effective action approximation, and extenalve references. Many of these references consider only constant color fields, which has tended to obscure the fact that the gauge theory vacuum leadIng to the effectlve action of Eq. (23) le Lorentz Invarlant, with $\langle 0| \vec{b}^{\mu}|0\rangle=\langle 0| \vec{E}{ }^{j}|0\rangle=\langle 0| \vec{B}^{J}|0\rangle=0$ in the absence of sources. The varlahing of these expectations is reflected in the fact that the minimization of $\Gamma\left[\Sigma_{u}\right]$ of Eq. (23) leads to $n$ partially indeterminate variational problem. aolved by any random color-electric and magnetic flelds $\vec{E}^{1}$ and $\overrightarrow{\mathbf{B}}^{\prime}$ satisfying $\vec{E}^{\prime} \cdot \vec{E}^{\prime}$ $+\bar{B}^{j} \cdot \vec{B}^{j}=\kappa^{2}$. When sources are added, the varlational problem of Eq. (22) is fully determinate only in the Interior of the "bag", where $D>0$, but remalne partially indeterminsta (In the sense descrithed above) In the exterior region where $D=0$. As a result, one cannot argue that there are nonvanifhing gituon gauge potential or gamge fleld vacuum expectations by considering the limit of the exterior aolution as a weak source is turned off; this line of ressoning applles only when the variational problem in the presence of sources is fully determinate in all of space.
${ }^{15}$ G. 't Hooft, in Recent Progress in Lagrangtan Field Theary and Applications, proceedings of the Marselles Colloquium, 1974, edited by C. P. Kirthes-Altes et al. (Centre de Physique Theorique, Marbelles, 1975).
${ }^{14}$ To provef $(u) \geqslant 1$, let $\psi=f-1, \phi=2 /\left(u \ln v^{2}\right)$. A Bimple calculation shows that $\ddagger$ satiafles the differential equation

$$
\frac{d \psi}{d u}+\phi \phi=\frac{(u-1)^{2}}{u^{2} \operatorname{lo} u^{2}}>0 \text { for } u>1
$$

Integrating up from $u=1$ (where $\phi=0$ ), thla implies that $\pm$ is positive for $u>1$.
${ }^{15}$ n this case, one camnot neglect the surface term (as was done In the text] in the integration by parta leading from Eq. (33) to Eq. (38) but rather, one must work directly from Eq. (3) ${ }^{3}$. For the charge orientations of Eq. (31b), almple estimates (bee H. Pagela and E. Tomboulis, Ref. 9) show that $W$ bas a positive in-
flilte Infrared divergence at equilibrium, corresponding to a vanishing partition function $Z$. Hence, the configuration with nonvanishing color flux at infinity is automatically excluded from the physical spectrum. Note that when the correspondence with QCD is made as in Appendix A, charge-conjugation symmetry or permutation symmetry will select elther the effective charge orlentatlons of Eq. (31a) or those of Eq. (31b), but not both. In the $q \bar{q}$ problem, the averaged pntentlala $c \hat{\mu}$ are charge-conjugation odd, selecting Eq. (31a). For the $q \boldsymbol{q}$ sector, the averaged potentials $\boldsymbol{c}_{\boldsymbol{\mu}}^{\boldsymbol{A}}$ are symmetric under permutation of the sources, selecting Eq. (31b), and giving a vaniahing partition function contribution. This is the expected result for a system which cannot be in a color singlet state.
${ }^{18}{ }_{\text {A. Chodor, }}$ R. L. Jaffe, K. Johnson, C. B. Thorn, and V. F. Weisskopf, Phys. Rev. D 9 , 3471 (1974).
${ }^{17}$ If $\mathcal{L}_{\text {eff }}$ attains Its minlmum at $F=0$, and vanishes there as $F^{\alpha}$, a simple estimate shows that the asymptotic behavior of the potential is $V$ mem neld $\sim R^{(\alpha-3) /(\alpha-1)}$. This conflnes for $\alpha>3$, but gives a linear potential only In the Ilmit $\alpha \rightarrow \infty$. (See H. Pagels and E. Tomboulls, Ref. 9.)
${ }^{18}$ i am asauming a standard canonical quantization, in Which only the constrained components of $b_{\mu}^{A}$ are matrix valued. Hence, the differentiala $d b_{\mu i}^{A}$ and $d\left[b_{\mu}^{A}\right]$ in Eq. (A2) are ordinary numbers. The assumption of canonical quantization is consiatent with the conclusion reached at the end of the analyais, that the mean matrix-valued potential $c_{i}^{A}$ Ia Abelian apart from a time-independent gauge tranaformation. This means that $c_{\hat{f}}^{A}$ is nonzero, whlle $c_{j}^{A}$ containg only a single spatial degree of freedom. The two spatial degrees of freedom in $b_{j}^{A}$ which are orthogonal to $c_{j}^{A}$ can then be canonically quantized by the gtandard birac bracket procedure. For example, taklng the $q$ and $\bar{q}$ to lle on the $z$ axis, the gauge transformation rotating the $\bar{q}$ effective charge to be antiparallel to the $q$ effective charge can be chosen to depend on $z$ only, giving $c_{0}$, $c_{f}^{A} \neq 0$, but $c_{x, y}^{A}=0$. This matrix-valued structure in the potentiale is compatible with axial-gauge quantization.
${ }^{18}$ The classical limit of the effective action can be read off from Eq. (A2) by approximating $e^{-s_{E}}$ by

$$
e^{-S_{E}}{ }_{\underline{1}}-S_{E}
$$

and so Is given by the fleld-strength terms in Eq. (A4), acted on by the quark color trace $\mathrm{f}_{\mathrm{tr}} \mathrm{tr}_{\mathrm{a}} \mathrm{tr}_{\mathrm{a}}$.
${ }^{20}$ Color-charge-algebra solutions of this form have been discussed by I. Bender, D. Gromes, and H. J. Rothe, Z. Phys. 5C, 151 (1980).
${ }^{21}$ In the formulation of Ref. 1 , there arose the issue of how to fix the integration constants $K_{(1)}$ in the Lagrangian for the overlying algebra. The preaent anslysls corresponds to taking the $K_{1}$ 's all equal, which differs from the rule which I had originally postulated.
${ }^{27}$ The effectlve Lagrangian analysis of the $q \bar{q}$ binding problem has the following Feynman diagram Interpretation: Working in Cculomb gauge, the effectlve Lagranglan for the Coulomb gluons arises from Feynman diagrams which may be characterized as a central "blob," contalning one or more closed gluon loops, from which $n \geq 2$ Coulomb gluons emerge. The effective Lagranglan contributlon to $q \bar{q}$ binding ta obtained
by atringing such "blobs" between $q$ and $\bar{q}$ lines, attanhing each emerging Coulomb gluon to elther the $a$ or the $\bar{\Phi}$ line. This procedure ylelds the usual re-normalization-group Improved one-Couiomb-gluon exchange graph, and its nonlinear generalizations, which are responsible for the weak fleld-strength modification in the effective action which leads to confinement,
${ }^{23}$ Previously in thls paper, I have taken $N$, to be 0 .
${ }^{\prime}$ G. 't Hooft, in The Whys of Subnuclear Physics, pro- $^{\text {G }}$ ceedinge of the Internatlonal School of Subnuclear Physics, Erice, 1977, edited by A. Zlchichl (Plenum, New York, 1979), pp. 943-971. 't Hooft restrlcts bls discusalon to the case of analytic running coupling constant transformations. Nonanalytic tranaformations similar to those of Eq. (B8) have been recently Investlgated by Y. Frishman, R. Horgely, and U. Wolff, Phys. Lett. (to be published) and Welzmann Institute repart (umpublished).
${ }^{25}$ N. N. Khurl and O. A. McBryan, Phys, Rev. D 20, 881 (2979).
${ }^{26}$ Similar coupling-conatant logarithme have been found in three-dimengional QCD (which is related to the behavior of the four-dimensional theory at hightemperature phase transitions) by A. Jackw and S. Templeton, Phys. Rev. D 23, 2291 (1981), and in chiral pertarbation theory by H. Pagels, Fhys. Hep. 16C. 219 (1975). In using the modified expansion to evaluate Euclidean Green's functions, it may be important to keep the $-i \in$ in the Feymman denominators even after continuation to the Euclidean gection. This gives a definlte prescription for circling the spacelike pole $\ln \alpha_{R}$ and chocses a definite branch of the spacelike cut $\ln \ln o_{R}$. The rearranged power series wlll in general contaln Imaginary contributions to the Euclidean Green's functions in each order, but funder the conventional asaumption that the Euclidean Green's functions in QCD are real] these will cancel when the entire series is summed. Hopefully, the rearranged series wlll give real contributions to the Euclidean Green's functions which converge fast enough to give useful estimates ( as , for example, is the case In the Wilson-Fisher expansion to critical phenomena when applied in 3 or 2 dimensions). Good convergence of the rearranged series would be an Indication that the Infrared behavior of QCD is effectively controlled by a weak couplling regime.
${ }^{24}$ There appears to be a close analogy between transformations of the radial coordinate in the theory of Schwarzachild black holes in general relativity, and transformatlons of the runaing coupling constant in QCD, with the concept of maximal analytic extension playing a key role in both cases. In both theories the natural coordinate (or coupling) In which one does calculations does not glve the maximal analytle extension. Moreover, the transformations which yield the maximal extension have very similar functional form: Eq. (B8) relating $\alpha_{R}^{-1}$ to $\alpha^{-1}$ closely resembles the
transformation $r^{*}=r+2 \mathrm{Af} \ln |r / 2 M-1|$ which is used to remove the coordinate alngularlty at the horizon in black hale physics.
${ }^{24}$ A second Interesting analogy is the fact that the leading logarithm effective action

$$
\Gamma \propto \int d^{4} x F^{2}(x) \ln F^{2}(x)
$$

has the same structure as the quantum-mechanical entropy

$$
S=-k_{B} \operatorname{Tr} \rho \ln \rho
$$

which has many special and uaeful formal properties [see A. Wehrl, Rev. Mod. Fhys. 50, 221 (1978)). Perhaps thls analagy can be exploited to understand the thermodynamic aspects of hadronlc behavior. As a simple application of the ent ropy analogy, auppose that In the discussion of Appendix $A$ we had applied the renormalization group Improvement argument locally in the $q, \bar{q}$ color space, thus obtalning

$$
\begin{aligned}
& l_{\text {aff }}\left(f^{2}\right)=\frac{1}{8} b_{0} t r_{8} \operatorname{tr}_{-}\left[f^{2} \ln \left(f^{2} / e \kappa^{2}\right)\right] \\
& f^{2}=\frac{1}{8}\left(E^{A j} E^{A f}+B^{A j_{B} A}\right)
\end{aligned}
$$

instead of Eqs. (A10) and (A11), which in terms of $f^{2}$ read

$$
\mathcal{L}_{\mathrm{etf}}\left(F^{2}\right)=\frac{1}{B} b_{0}\left(\operatorname{tr}_{4} \operatorname{tr}_{\overline{4}} f^{2}\right) \ln \left(t r_{4} \operatorname{tr} r_{\nabla} f^{2} / e x^{2}\right)
$$

Since $t_{\text {eff }}$ yielda the same atress-energy tensor trace anomaly as does $\mathcal{E}_{\text {eff }}$, it ls also an acceptable form for the effective action density. By some simple algebra, we find

$$
\begin{aligned}
& l_{\text {eff }}\left(f^{2}\right)-\mathscr{L}_{\text {eff }}\left(F^{2}\right)=\frac{1}{8} b_{0}\left(\operatorname{tr}_{q} t r_{\bar{\sigma}} f^{2}\right) \operatorname{tr}_{q} \operatorname{tr}(\rho \ln \rho), \\
& \rho=f^{2} /\left(t r_{\varepsilon} \operatorname{tr} r_{\bar{G}} f^{2}\right), \operatorname{tr}_{q} \operatorname{tr}_{\bar{q}} \rho=1 .
\end{aligned}
$$

SInce $\rho$ is a color density matrix, we can use the positivity of the entropy to conclude that

$$
l_{\mathrm{e} \pi}\left(f^{2}\right) \leqslant \mathcal{L}_{\mathrm{eff}}\left(F^{2}\right)
$$

and so the use of $t_{\text {eff }}$ would give at least as strong a lloenr potentlal ms is ohtalned with $£_{\text {eff }}$.
${ }^{\mathbf{3}}$ The discussion of Appendix $C$ is readily generalized to the QCD case by taking ${ }_{\mathrm{g}}\langle 0| \cdots|0\rangle_{\mathrm{s}}$ to be an expectation with respect to the source eppatlal (hut not color) wave functions, and including the source color wave functions in $|0\rangle_{g}$. Following Appendix $A$, the only changes are then the replacement of arrows by octet color indices, and the inclusion of a factor $\frac{1}{3} \operatorname{tr}_{4} \operatorname{tr} \mathrm{f}_{\bar{d}}$ in the Inner products Involving $c_{0}$ appearing in Eqs. (C10)(C18).
${ }^{30}$ In contrast to the mean field approach, the WIlsonloop formula evaluates $\langle 0| \boldsymbol{H}_{\mathbf{T}} \mid 0$ ) directly, without approximation, in terme of a Euclidean functional Integral with Imaginary sources. (See also the remarks in Hef. 6 above.)

> Erratum: Effective-action approach to mean-field non-Abelian statics, and a model for bag formation [Phys. Rev. D $\underline{23}, 2905(1981)]$
> Stephen L. Adler

The discussion of Appendix $C$ contains several errors. The conclusion that $\langle 0| \mathcal{F}_{\text {eria }}|0\rangle=2 \mathrm{~V}$ mean fem is correct, but in QCD this matrix element cannot be expressed in the form of Eq. (C11). Moreover, in general the decomposition of Eq. (C13) is not possible, and so the argument leading to Eq. (C12) is erroneous. A corrected version of Appendix $C$ appears in S. Adler, in Proceedings of the Fifth Johns Hopkins Workshop on Current Problems in Particle Theory, edited by G. Domokos and S. K. Domokos (Johns Hopkins Univ., Baltimore, to be published).
In the sentence preceding the final paragraph of Sec. I, Eq. (20) should read Eq. (12).
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#### Abstract

We study the statics of quasi-abelian quark and antiquark source charges in the approximation in which leading logarithm radiative corrections are retained in the gauge gluon effective action functional. We show that the partial differential equation for the flux function is of degenerating elliptic type, leading to flux confinement within a free boundary which is a characteristic. The static potential increases linearly for large source separations, with a logarithrmic subdominant term.


1. Introduction. As shown in a recent letter [1] , by making a mean field approximation and a quark source charge approximation, the partition function for quantum chromodynamics (QCD) can be reduced to a relativistic model in which quarks couple to a pair of classical abelian background gauge fields obeying effective action dynamics. For the case of a single massive quark flavor, the functional integral formula for the $S$-matrix in this model is
$S=\operatorname{ext}_{\hat{A}}\left\{\exp \left(\Gamma_{\mathrm{inv}}[\hat{A}]\right)\right.$
$\left.\times \int \mathrm{d}[\bar{\psi}] \mathrm{d}[\psi] \exp \left(\mathrm{i} \int \mathrm{d}^{4} x \bar{\psi}(\mathrm{i} \hat{\phi}-m) \psi\right)\right\}$,
$\ddot{D}=\gamma^{\mu} \hat{D}_{\mu}, \quad \dot{D}_{\mu}=\partial_{\mu}-\mathrm{ig} \hat{A}_{\mu}^{a} \frac{1}{2} \hat{\lambda}^{a}$,
$\vec{A}_{\mu}^{1,2,4,5,6,7}=0, \quad A_{\mu}^{3,8} \neq 0$,
$\hat{\lambda}^{1,2,4,5,6,7}=0, \quad \bar{\lambda}^{3,8}=2 \lambda^{3,8}$.
In eq. (1), the matrices $\lambda^{3,8}$ are quasi-abelian quark effective charges, the functional $\Gamma_{\mathrm{inv}}[A]$ is the gauge-invariant gluon ${ }^{* 1}$ effective action, and the notation
${ }^{1}$ Also at Racah Lnstitute for Physics, Hebrew University, Jerusalem, Israel.
$\neq 1$ More generally, when there are light quarks which are observed only through their effect on the massive quark system, $\Gamma_{i n v}[A]$ is the gauge-invariant effective action of the gluon plus light quark subsystem.
$\operatorname{ext}_{A}^{A}\{ \}$ indicates the extremum of the curly bracket over all values of the quasi-abelian gauge potentials $\dot{A}_{\mu}^{3,8}$. Making the standard rescaling by the coupling constant $\hat{A} \rightarrow \hat{A} / g$, introducing an effective action density by writing

$$
\begin{equation*}
\Gamma_{\mathrm{in} v}[\hat{A}]=\int \mathrm{d}^{4} x \mathcal{L}_{\mathrm{eff}}[\hat{A}] \tag{2}
\end{equation*}
$$

and specializing to the case of static, infinitely massive sources, eq. (1) gives a formula for the static potential

$$
\begin{align*}
S & =\lim _{T \rightarrow \infty} \exp \left(-\mathrm{i} V_{\text {static }} T\right) \\
& =\lim _{T \rightarrow \infty} \operatorname{ext}_{\hat{A}}\left\{\operatorname { e x p } \left(\mathrm { i } T \int \mathrm { d } ^ { 3 } x \left(\mathcal{L}_{\mathrm{eff}}[\hat{A} / g]-\hat{A}_{0}^{a} \dot{J}_{0}^{a}\right.\right.\right. \\
& + \text { mass terms }))\} \\
\hat{J}_{0}^{a} & =-\psi^{\dagger} \frac{1}{2} \hat{\lambda}^{a} \psi \tag{3}
\end{align*}
$$

which can be rewritten (dropping the mass terms) as

$$
\begin{equation*}
V_{\text {static }}=-\operatorname{ext}_{A}\left\{\int \mathrm{~d}^{3} x\left(\mathcal{L}_{\mathrm{eff}}[\hat{A} / g]-\hat{A}_{0}^{a} \hat{J}_{0}^{a}\right)\right\} \tag{4}
\end{equation*}
$$

When solved using the classical approximation to the effective action,
$\mathscr{L}_{\mathrm{eff}} \approx \frac{1}{2} g^{-2 \mathcal{I}}, \quad \mathcal{F}=-\frac{1}{2}\left(\partial_{\mu} \hat{A}_{\nu}^{a}-\partial_{\nu} \hat{A}_{\mu}^{a}\right)^{2}$,
eq. (4) gives classical abelian electrostatics. The leadinglogarithm model is defined by including radiative cor-
rections to $\mathcal{L}_{\text {eff }}$ to leading logarithm order, giving
$\mathcal{P}_{\text {eff }} \approx \frac{1}{2} g^{-2} \mathcal{F}\left[1+\frac{1}{4} b_{0} g^{2} \log \left(\mathcal{F} / \mu^{4}\right)\right]$,
where $b_{0}(>0)$ is the one-loop $\beta$-function confinement and $\mu$ is the subtraction point, $g^{2}=g^{2}\left(\mu^{2}\right)$.

The model of eqs. (4) and (6) was studied for isolated quark sources by Pagels and Tomboulis [2], who showed that the infrared energy is linearly divergent. The leading logarithm model with a pair of oppositely charged point sources (as is appropriate to a $q \bar{q}$ system),
$\hat{J}_{0}^{a}=Q \dot{q}^{a}\left[\delta^{3}\left(x-x_{1}\right)-\delta^{3}\left(x-x_{2}\right)\right]$,
where $\hat{q}^{a}$ is the unit internal vector, was studied by Adler [3,4], who gave a variational argument ${ }^{\# 2}$ showing that for large source separations, $V_{\text {static }}$ is bounded from below by a linear potential. In this letter we give the results of a detailed analytical and numerical study of the leading logarithm model, with particular emphasis on the structure of the domain within which the flux is confined.
2. Analytic formulation. Introducing scalar and vector potentials $\phi$ and $A$ by writing
$\hat{A}_{0}^{a}=\dot{q}^{a} \phi, \quad \dot{A}_{j}^{a}=\hat{q}^{a} A_{j}$,
the variational problem of eqs. (4)-(8) can be rewritten as
$V_{\text {static }}=-\operatorname{ext}_{\phi, A}\left\{\int \mathrm{~d}^{3} x\left[\mathcal{L}_{\text {eff }}(\mathcal{F})-\phi j_{0}\right]\right\}$,
$\mathcal{F}=E^{2}-B^{2}, \quad E=-\nabla \phi, \quad B=\nabla \times A$,
$j_{0}=Q\left[\delta^{3}\left(x-x_{1}\right)-\delta^{3}\left(x-x_{2}\right)\right]$,
with $\mathcal{L}_{\text {eff }}$ in the leading logarithm model given by
$\mathcal{L}_{\mathrm{eff}}(\mathcal{F})=\frac{1}{8} b_{0} \mathcal{F} \log \left(\mathcal{F} / e \kappa^{2}\right)$,
$\kappa^{2}=\left(\mu^{4} / e\right) \exp \left[-4 /\left(b_{0} g^{2}\right)\right]$.
The Euler-Lagrange and constraint equations implied by eq. (9) are

[^214]$\nabla \cdot D=j_{0}, \quad \nabla \times E=0$,
$\nabla \times H=0, \quad \nabla \cdot B=0$,
$D=\epsilon E, \quad H=\epsilon B, \quad \epsilon=\partial \mathcal{E}_{\mathrm{eff}} / \partial\left(\frac{1}{2} \mathcal{F}\right)$,
with the field-strength dependent dielectric constant $\epsilon$ given in the leading logarithm model by
$\epsilon=\frac{1}{4} b_{0} \log \left(\mathcal{F} / \kappa^{2}\right)$.
The source-free Euler-Lagrange equation for $H$ can be satisfied by taking
$\epsilon B=0$,
giving two branches
(I) $B=0$,
(II) $\epsilon=0 \rightarrow B^{2}=E^{2}-\kappa^{2}$.

Near the source charges, asymptotic freedom requires that the solution approach a Coulomb-like solution with $E$ large and $B$ vanishing; together with continuity, this implies that a finite domain containing the source charges lies on branch (I).

Specializing the analysis to branch (I), we are then left with a problem in nonlinear electrostatics,
$\boldsymbol{\nabla} \cdot \boldsymbol{D}=j_{0}, \quad \nabla \times E=0$,
$D=\epsilon(E) E, \quad \epsilon(E)=\partial \mathcal{L}_{\text {eff }}\left(E^{2}\right) / \partial\left(\frac{1}{2} E^{2}\right)$.
Let us work henceforth in cylindrical coordinates $\rho=\left(x^{2}+y^{2}\right)^{1 / 2}, z, \theta$, with the source charges located symmetrically on the $z$-axis at $z= \pm a$, and let $\hat{\theta}$ be the azimuthal unit vector. As shown by Adler [4], eqs. (15) can be rewritten in manifestly flux conserving form by introducing a flux function $\Phi(\rho, z)$, in terms of which $D$ is given by

$$
\begin{align*}
D & =-(1 / 2 \pi) \nabla \theta \times \nabla \Phi=-(\hat{\theta} / 2 \pi \rho) \times \nabla \Phi \\
& =\nabla \times[(\hat{\theta} / 2 \pi \rho) \Phi] \tag{16}
\end{align*}
$$

The physical interpretation of $\Phi$ follows from calculating the total flux through a surface of revolution $S$ (with element of area $d A$ ) bounded by a circle $C$ of radius $\rho$ and $z$-intercept $z$ (with element of arc-length $\mathrm{d} l=\mathrm{d} l \boldsymbol{\theta})$,
flux through $S=\int_{S} \mathrm{~d} \boldsymbol{A} \cdot \boldsymbol{D}$

$$
=\int_{S} \mathrm{~d} A \cdot \nabla \times[(\hat{\theta} / 2 \pi \rho) \Phi]=\int_{\mathrm{C}} \mathrm{~d} \boldsymbol{l} \cdot(\hat{\theta} / 2 \pi \rho) \Phi=\Phi .
$$

From eq. (17) we learn that $\Phi$ assumes the following boundary values on the axis of rotation and at infinity ${ }^{\neq 3}$,

$$
\Phi=0, \quad \rho=0, \quad|z|>a
$$

$\Phi=Q \quad \rho=0, \quad|z|<a$,
$\Phi \rightarrow 0 \quad$ as $\rho^{2}+z^{2} \rightarrow \infty$,
which together with eq. (16) guarantee that the equation $\nabla \cdot D=j_{0}$ is satisfied. To get a differential equation for $\Phi$ we rewrite the equation $\nabla \times E=0$ in the form

$$
\begin{align*}
\nabla \cdot & \{(\hat{\boldsymbol{\theta}} / \rho) \times[(-\hat{\boldsymbol{\theta}} / 2 \pi \rho \epsilon[D]) \times \nabla \Phi]\}=\nabla \cdot(\nabla \theta \times E) \\
& =\boldsymbol{E} \cdot(\nabla \times \nabla \theta)-\nabla \theta \cdot(\nabla \times E)=0 . \tag{19}
\end{align*}
$$

Expanding out the triple product on the left-hand side of eq. (19) and using $\hat{\boldsymbol{\theta}} \cdot \nabla \Phi=0$, we obtain

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot[\boldsymbol{\sigma}(\rho,|\nabla \Phi|) \nabla \Phi]=0, \tag{20a}
\end{equation*}
$$

$\sigma(\rho,|\nabla \Phi|) \equiv 1 / \rho^{2} \in[D]$,
$D=|\nabla \Phi| / 2 \pi \rho, \quad \epsilon[D] \equiv \epsilon(E(D))$,
with $E(D)$ obtained by inverting the equation
$D=E \epsilon(E)=\partial \mathcal{S}_{\mathrm{eff}}\left(E^{2}\right) / \partial E$.
Eqs. (18)-(21) are the basic statement of the boundary value problem for $\Phi$. Once $\Phi$ has been determined, the static potential can be calculated by substituting $\nabla \cdot D=j_{0}$ into eq. (9) and integrating by parts, giving $V_{\text {static }}$

$$
\begin{equation*}
=\int \mathrm{d}^{3} x\left[E D-\mathcal{e}_{\mathrm{eff}}\left(E(D)^{2}\right)+e_{\mathrm{eff}}\left(E(0)^{2}\right)\right] \tag{22}
\end{equation*}
$$

[^215]where an infinite constant has been added to eq. (22) to render the integral convergent at infinity. By using the identity
\[

$$
\begin{align*}
& \mathcal{L}_{\mathrm{eff}}\left(E(D)^{2}\right)-\mathcal{L}_{\mathrm{eff}}\left(E(0)^{2}\right) \\
& \quad=\int_{E(0)}^{E(D)} \mathrm{d} E^{\prime} \partial \mathcal{L}_{\mathrm{eff}} / \partial E^{\prime}=\int_{E(0)}^{E(D)} \mathrm{d} E^{\prime} D\left(E^{\prime}\right) \\
& \quad=E D-\int_{0}^{D} E\left(D^{\prime}\right) \mathrm{d} D^{\prime}, \tag{23}
\end{align*}
$$
\]

eq. (22) can also be rewritten in the familiar form
$V_{\text {static }}=\int \mathrm{d}^{3} x \mathcal{E}(x), \quad \varepsilon(x)=\int_{0}^{D} \mathrm{~d} D^{\prime} E\left(D^{\prime}\right)$.
Considerable insight into the behavior of the solutions of eq. (20) is obtained by rewriting it to explicitly show the structure of the second derivative terms (including those arising from the $|\nabla \Phi|$-dependence of $a$ ). Defining the inward-directed unit normal $\hat{n}$ and the corresponding normal derivative $\partial_{n}$,
$\hat{n}=\nabla \Phi /|\nabla \Phi|, \quad \partial_{n}=\hat{n} \cdot \nabla$,
a straightforward calculation shows that eq. (20) is equivalent to
$\left[\partial_{\rho}^{2}+\partial_{z}^{2}+(\alpha-1) \partial_{n}^{2}\right] \Phi-\alpha \rho^{-1} \partial_{\rho} \Phi=0$,
$\alpha=\alpha(\rho,|\nabla \Phi|)=1+\partial \log \sigma / \partial \log |\nabla \Phi|$.
Letting $i$ be the unit tangent to the surfaces of constant $\Phi$ and $\partial_{l}$ be the corresponding tangential derivative, we have
$\partial_{\rho}^{2}+\partial_{z}^{2}=\partial_{n}^{2}+\partial_{l}^{2}+$ first derivative terms,
and so the characteristic form of eq. (26a) can be written as
$\partial_{l}^{2}+\alpha \partial_{n}^{2}$.
Thus, eq. (26a) is elliptic, parabolic or hyperbolic according as to whether $\alpha>0, \alpha=0$ or $\alpha<0$. Before proceeding further with the analysis of the characteristics, let us use eq. (26a) to study the structure of $z$ axis translation-invariant solutions, for which $\Phi=\Phi(\rho)$. We then have $\partial_{z} \Phi=0, \partial_{n}^{2} \Phi=\partial_{\rho}^{2} \Phi$, and eq. (26a) reduces to
$\alpha\left(\partial_{\rho}^{2}-\rho^{-1} \partial_{\rho}\right) \Phi=0$,
which on branch (I) (where $\alpha \neq 0$ ) has the solution
$\Phi=\Phi_{0}+\pi D_{0} \rho^{2}$.
Eq. (30) describes a uniform flux $D=\bar{z} D_{0}$ filling all of space; we see that eqs. (20) and (26) do not admit solutions describing a translation-invariant bounded flux tube.

The analysis of eqs. (8), (9), (11) and (13)-(30) applies generally to any effective action density of the form $\mathcal{L}_{\text {eff }}\left(E^{2}\right)$; let us now specialize to the case of the leading logarithm model, as given in eqs. (10) and (12). Eqs. (20b), (21) and (26b), which implicitly define $a$ and $\alpha$, are conveniently written in terns of a dimensionless function $f(w)$ defined as the solution to the transcendental equation ${ }^{\neq 4}$
$w=f \log f, \quad f \geqslant 1$,
giving
$o(\rho,|\nabla \Phi|)=(2 \pi k / \rho|\nabla \Phi|) f(w)$,
$\alpha=w f^{\prime}(w) / f(w), \quad w=\partial_{n} \Phi / \pi b_{0} \kappa \rho=2 D / b_{0} \kappa$.
For small $w$ and large $w$, the behavior of $f(w)$ is given by
$f=1+w+O\left(w^{2}\right), \quad|w| \ll 1$,
$f=(w / \log w)[1+\mathrm{O}(\log \log w / \log w)], \quad w \gg 1$,
giving for the corresponding behavior of $\alpha$
$\alpha=w+O\left(w^{2}\right), \quad|w| \ll 1$,
$\alpha=1-(\log w)^{-1}+\mathrm{O}\left(\log \log w /(\log w)^{2}\right), \quad w \gg 1$.
Comparing eqs. (34), (32) and (28), we see that the differential equation of eq. (26a) is of degenerating elliptic type [5], and has a real characteristic at a surface of constant $\Phi$ where $D \propto|\nabla \Phi|=0$. The second normal derivative $\partial_{n}^{2} \Phi$ is discontinuous across this characteristic, which acts as a free boundary, dividing space into two causally disconnected regions. From

[^216]the boundary condition of eq. (18) and the continuity of $\Phi$, we leam that $\Phi=0$ on the free boundary. Since the exterior of the free boundary is completely surrounded by surfaces on which $\Phi=0, \Phi$ vanishes identically outside the characteristic, and therefore the exterior solution lies on branch (II) of eq. (14). At a point B on the free boundary where $\rho=\rho_{\mathrm{B}}$ and where the radius of curvature of the free boundary is $R_{\mathrm{B}}$, eq. (26a) can be integrated to give an approximation to the interior solution,
$\Phi \approx \frac{1}{2}\left(\pi b_{0} \kappa \rho_{\mathrm{B}} / R_{\mathrm{B}}\right)\left(n-\frac{1}{2} l^{2} / R_{\mathrm{B}}\right)^{2}$,
with $n$ and $l$ normal and tangential cartesian coordinates which are zero at B . Since $\Phi$ is increasing towards the interior, we must have $R_{\mathrm{B}}>0$, and so the free boundary is everywhere convex. This in turn implies that all points on the free boundary lie within a finite distance of the origin, with the free boundary intersecting the $z$ axis at points $\rho=0, z= \pm z_{\mathrm{B}}$. Since $\phi$ $=0$ at $z=0$ and, from eq. (12), $E=|\nabla \phi|=\kappa$ on the free boundary, we have $\phi\left(\rho=0, z= \pm z_{\mathrm{B}}\right)= \pm \kappa L$, with $L$ the length of the segment of the free boundary lying in the quadrant $\rho>0, z>0$ of the $\rho, z$ plane. But since the scalar potential $\phi$ becomes infinite at the source charge coordinates $\rho=0, z= \pm a$, this implies that $z_{B}>a$. The only qualitative feature of the solution which we have been unable to characterize analytically is the detailed structure of the free boundary-zaxis intersection; the numerical results strongly suggest that the free boundary is smooth, with no cusp at the $z$-axis, but we do not have a proof of this. Tuming finally to the static potential, we leam from eqs. (31) and (32) that inside the free boundary $E$ is bounded by
$E(D) / \kappa=f(w) \geqslant 1$,
which when substituted into eq. (24) gives
$V_{\text {static }} \geqslant \kappa \int d^{3} x D$.
Writing $\mathrm{d}^{3} x=\mathrm{d} / \mathrm{d} A$, with $/$ the length along and $\mathrm{d} A$ the element of area perpendicular to the flux lines of $D$, eq. (37) yields the lower bound ${ }^{\ddagger 5}$

[^217]$V_{\text {static }}(R) \geqslant \kappa \int \mathrm{d} A D \int \mathrm{~d} l \geqslant \kappa Q l_{\text {min }}=\kappa Q R$,
$R=\left|x_{1}-x_{2}\right|=2 a$.
In determining $V_{\text {static }}$ computationally, we use eq. (23), which in the leading logarithm model can be conveniently rewritten in the form
$V_{\text {static }}=\int \mathrm{d}^{3} x \frac{1}{2} \sigma(\nabla \Phi / 2 \pi)^{2}(1+\xi)$,
$\xi=\left(f^{2}-1\right) /(2 f w)$.
We believe that the connection found above between degenerating elliptic operators and a linearly increasing static potential is a very general one. For example, let us briefly consider the case in which $\mathcal{L}_{\text {eff }}\left(E^{2}\right)$, rather than attaining its minimum at a nonzero value of $E$ as in the leading logarithm model, attains its minimum at $E=0$ and behaves there as $\mathcal{L}_{\text {eff }}$ $\sim E \gamma$. Then for an isolated charge at $r=0$ in spherical coordinates, one has $r^{-2} \sim D \sim E^{\gamma-1}$, giving [2] for the infrared energy in a box of side $L$ (and presumably for the long-distance behavior of the static potential of two opposite charges)
$E_{\text {infrared }} \sim L^{3} D E \sim L^{(\gamma-3) /(\gamma-1)}$.
Substituting $\mathcal{S}_{\text {eff }} \sim E^{\gamma}$ into eqs. (21)-(26) above, we find that
$\alpha(D=0)=1+\partial\left(\log E^{2-\gamma}\right) / \partial\left(\log E^{\gamma-1}\right)=(\gamma-1)^{-1}$.

Thus for finite $\gamma$, where the infrared energy grows less strongly than linearly with $L$, the characteristic form of eq. (26a) is always elliptic, while in the limit as $\gamma$ $\rightarrow \infty$, where the infrared energy grows linearly, the characteristic form again degenerates ${ }^{\ddagger 6}$ from elliptic to parabolic at $D=0$.
3. Numerical results. We have developed a numerical method for solving eq. (20), based on a two-step

[^218]procedure in which $\Phi$ is updated by a single over-relaxed iteration of eq. (20a) for fixed $\sigma$, and then $\sigma$ is updated by using eqs. (20b), (31), and (32), with a New ton iteration used to solve the transcendental equation for $f$. The boundary conditions of eq. (18) are applied on the rotation axis, while the boundary condition $\Phi=0$ is imposed on the perimeter of the computational grid, which must be chosen large enough to completely enclose the ultimate free boundary. A detailed discussion of the theoretical and practical aspects of the numerical algorithm will be given elsewhere [6] ; we give here some sample results from our calculations, done for $Q=(4 / 3)^{1 / 2}$ and $b_{0}=9 / 8 \pi^{2}$


Fig. 1. (a) The flux function $\Phi$ on a plane through the 2 -axis, plotted vertically on a linear scale. The base of the figure is at $\Phi=0$. (b) The energy density $\mathcal{C}$, similarly plotted.


Fig. 2. The dielectric constant $e$ on a plane through the $z$-axis, plotted vertically on a logarithmic scale. Fiom the top of the figure to the base spans 14 decades, corresponding to $\epsilon_{\mathrm{min}}$ $=10^{-15}$. When $e_{\text {min }}$ is reduced to $10^{-35}$, the residual structure along the axis at the base of the figure is eliminated.)
[corresponding to $\mathrm{SU}(3) \mathrm{QCD}$ with three light quark flavors]. The results shown in figs. 1 and 2 were computed for $\kappa^{1 / 2} R=8$, and required roughly $1-2 \mathrm{~min}$ of CPU time on a VAX 11/780 computer, for convergence on a single-quadrant $25 \times 25$ computational mesh. The figures all show elevation plots of physical quantities measured on a plane passing through the rotation axis. Fig. la shows the flux function $\Phi$ plotted on a linear scale starting at $\Phi=0$; the discontinuity of eq. (18) was enforced by taking the charges on lattice sites where $\Phi=Q / 2$, and taking $\Phi=Q(\Phi=0)$ on the axis for $|z|<a(|z|>a)$, as is clearly visible on the plot. Fig. ib shows the field energy density $\mathcal{E}(x)$ plotted on a linear scale starting at $\mathcal{E}=0$, with the Coulomb energy peaks (which rise by a further factor of 100 before being cut off by the finite mesh size) clearly visible. From fig. 1 we see that $\Phi$ and $\mathcal{E}$ are nonzero only within an oval-shaped curve, which is the continuum-limit free boundary, and which crosses the axis of rotation with no visible cusp in $\varepsilon$. The complete independence of the interior and exterior regions can be seen from fig. 2 , which shows $\epsilon$ plotted on a logarithmic scale ranging from an imposed lower limit of $\epsilon_{\text {min }}=10^{-15}$ at the base to a maximum (governed by the mesh spacing) of $\epsilon \sim 0.1$ at the Coulomb peaks. A logarithmic plot of $\mathcal{E}$ looks very similar,
apart from having more pronounced dimples at the charge sites. Repeating the computation on meshes up to a factor of 4 finer shows good convergence as the mesh spacing goes to zero ${ }^{\ddagger 7}$. We find that in the range $0.25 \leqslant \kappa^{1 / 2} R \leqslant 128$, the large-distance behayior of $V_{\text {static }}(R)$ is fitted by the formula

$$
\begin{align*}
& V_{\text {static }}(R)=(4 / 3)^{1 / 2} \kappa R+1.95 \kappa^{1 / 2} \log \left(\kappa^{1 / 2} R\right) \\
& \quad+\text { constant }-0.40 / R, \tag{42}
\end{align*}
$$

with uncertainties of order 1 in each final decimal place. Thus, the computational results indicate that the bound of eq. (38) is saturated and that the leading correction to the linear potential is logarithmic, in marked contrast to the $A R+B+C R^{-1}$ form expected [7] in the string model and in strong-coupling lattice gauge theories. This feature of the effective action approach should eventually have testable experimental consequences. In subsequent work we plan to map out $V_{\text {static }}$ for all distances and to determine the ratic of the string tension to $\Lambda_{\overline{\mathrm{MS}}}$, in both the leading logarithm model and in the extended model in which $\log \log$ renormalization group corrections are included in $\epsilon$.
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#### Abstract

We give numerical and analytical results for the static potential of quasi-abelian quark and antiquark source charges, in the models in which radiative corrections to leading log order, and to leading log plus leading log log order, are retained in the gauge gluon effective dielectric functional. When the scale length of the latter model is fixed to give a second order fit to Martin's phenomenological heavy quark potential, the point of tangency with Martin's curve lies at 0.51 fermi (in the center of the $c \bar{c}$ and $b \bar{b}$ quarkonium region), and the long- and short-distance limits yield, respectively, a string tension of 320 MeV , and an asymptotic freedom scale mass of $\Lambda_{\overline{\mathrm{MS}}}=220 \mathrm{MeV}$ [all for color $\mathrm{SU}(3)$ with 3 light quark flavors]. Thus, effective action methods, using only renormalization group-improved perturbation theory as input, give a reasonable account of the behavior of the heavy quark-antiquark static potential at all length scales.


In a recent letter [1], we gave a qualitative analysis of non-linear effective action models for heavy quark statics, and showed that in the renormalization group approximation they predict both total flux confinement, and a linear static potential at large source separations. As a continuation of our study of the renormalization group models, we present here results of a numerical computation of the static potential at all length scales, from which we extract theoretical predictions for several parameters characterizing the strong interactions.

The models under consideration can be written as a problem in non-linear electrostatics,
$\boldsymbol{\nabla} \cdot \boldsymbol{D}=j_{0}, \quad \nabla \times \boldsymbol{E}=0$,
with $j_{0}$ a source density corresponding to static, quasiabelian quark and antiquark source charges,
$j_{0}=Q\left[\delta^{3}\left(x-x_{1}\right)-\delta^{3}\left(x-x_{2}\right)\right]$,
$Q=(4 / 3)^{1 / 2}, \quad\left|x_{1}-x_{2}\right|=R$,
and with $D$ related to $E$ by the non-linear constitutive equation

[^220]$D=\epsilon(E) E$.
In the leading log and leading log log models, $\epsilon(E)$ is given by ${ }^{\neq 1}$
$\epsilon(E)=\frac{1}{2} b_{0} \log (E / k), \quad$ leading $\log$,
$\epsilon(E)=\frac{1}{2} b_{0}[\log (E / \kappa)+\xi \log \log (E / \kappa)]$, leading $\log \log$,
with $b_{0}$ and $\xi$ the renormalization group constants [for $\mathrm{SU}(3)$ quantum chromodynamics (QCD) with $N_{\mathrm{f}}$ light quark flavors]
$b_{0}=\left(1 / 8 \pi^{2}\right)\left(11-\frac{2}{3} N_{\mathrm{f}}\right)$, $\xi=2\left(51-\frac{19}{3} N_{\mathrm{f}}\right) /\left(11-\frac{2}{3} N_{\mathrm{f}}\right)^{2}$.

Throughout our calculations we will take $N_{\mathrm{f}}=3$, giving

[^221]$b_{0}=9 / 8 \pi^{2}=0.1140, \quad \xi=0.790$.
This fixes all parameters in the model apart from the scale mass $\kappa^{1 / 2}$, which is set equal to unity to define dimensionless units for the numerical computations, and then is reinserted below and determined by comparing with Martin's fit to the heavy quarkonium spectra. According to the standard renormalization group analysis [2], eq. (4b) gives the leading two terms in an asymptotic expansion of $\epsilon(E)$ for strong fields $E$. At strong fields, the corrections to the expression in square brackets in eq. (4b) are expected to be of order unity and, to the extent that they are slowly varying, can be absorbed into the scale mass $\kappa^{1 / 2}$. We will, however, be using the formulas of eqs. (4a) and (4b) outside the strong field region, in fact for all fields $E_{\text {min }} \leqslant E<\infty$, where $\epsilon\left(E_{\text {min }}\right)=0$. A rationale for this extension has been given by Adler [3], who points out that renormalization group estimates are formally valid whenever the running coupling
$g^{2}(E) \sim\left[\frac{1}{2} b_{0} \log (E / K)+\ldots\right]^{-1}$,
is small in magnitude, which is true both when $E / K \geqslant 1$ [giving $g^{2}(E)$ small and positive] and when $E / k \ll 1$ [giving $g^{2}(E)$ small and negative]. This argument suggests that there is a second weak field asymptotically free regime, where eq. (4b) again gives the leading behavior of $\epsilon$, and where $\epsilon$ (or more precisely, the real part of $\epsilon$ ) is negative. Although renormalization group estimates cannot be used at intermediate field strengths, the statements that $\epsilon<0$ for $E / k \ll 1$ and $\epsilon$ $>1$ at $E / \kappa \gg 1$ imply that $\epsilon$ must cross from 1 to 0 at some intermediate field strength $E_{\min }$, and this is the essential feature of our model. The numerical results obtained below suggest that, in fact, the corrections to eq. (4b) are of the form
$\epsilon(E)=\frac{1}{2} b_{0}[\log (E / \kappa)+\xi \log \log (E / \kappa)+\mathrm{O}(1)]$,
with $\mathrm{O}(1)$ representing non-constant terms which are effectively of order unity in the entire range $E_{\text {min }} \leqslant$ $E<\infty \neq 2$.

As discussed in ref. [1], the numerical procedure for solving the model of eqs. (1)-(4) treats the $D$ field as the fundamental dynamical variable, in terms of which $E$ is obtained by inverting the constitutive equations of eq. (4). This gives

[^222]$E / k=f(w), \quad w=2 D / b_{0} k$,
with $f(w)$ a transcendental function defined by
\[

$$
\begin{array}{ll}
w=f \log f, & \log \text { model }, \\
w=f(\log f+\xi \log \log f), & \log \log \text { model } \tag{8b}
\end{array}
$$
\]

from which we can calculate the minimum electric field

$$
\begin{align*}
E_{\min } / k=f(0) & =1 & & \log \text { model } \\
& =1.680 & & \log \text { log model } \tag{8c}
\end{align*}
$$

Once the $D$ and $E$ fields have been solved for by the numerical algorithm of ref. [1], the static potential can be calculated from the formula

$$
\begin{align*}
& V_{\text {static }}(R)=\int \mathrm{d}^{3} x \int_{0}^{D} E\left(D^{\prime}\right) \mathrm{d} D^{\prime} \\
& \quad=\int \mathrm{d}^{3} x \frac{1}{2} b_{0^{K^{2}}}\left\{\frac{1}{2} w f(w)+\frac{1}{4}\left[f(w)^{2}-f(0)^{2}\right]\right. \\
& \left.\quad+\frac{1}{2} \xi[y(2 \log f(w))-y(2 \log f(0))]\right\} \tag{9}
\end{align*}
$$

with $y(x)$ the exponential integral
$y(x)=\int_{-\infty}^{x} \frac{\mathrm{e}^{t}}{t} \mathrm{~d} t$,
which is available in the IMSL function library. Some useful results concerning the large $-R$ and small $-R$ limits of $V_{\text {static }}$ can be deduced by analytical methods. A simple flux conservation argument [1,6] shows that the static potential has a linear lower bound for large $R$,

[^223]$V_{\text {static }}(R) \geqslant E_{\min } Q R+$ const,$\quad R \rightarrow \infty$,
and our numerical results (accurate to a few tenths of a percent, and extending out to $\kappa^{1 / 2} R$ or order 100 ) show that this bound is saturated. Hence we have
string tension $=\kappa^{1 / 2}[Q f(0)]^{1 / 2}$.
A detailed analysis [7] of the short-distance perturbation theory of the leading $\log$ and $\log \log$ models shows that
\[

$$
\begin{align*}
& V_{\text {static }}(R)=-\left(Q^{2} / 4 \pi R \frac{1}{2} b_{0}\right)\left[\zeta+O\left(\zeta^{3}\right)\right], \quad R \rightarrow 0 \\
& \zeta=f\left(w_{\mathrm{P}}\right) / w_{\mathrm{P}}, \quad w_{\mathrm{P}}=1 / \Lambda_{\mathrm{P}}^{2} R^{2}, \tag{13}
\end{align*}
$$
\]

with $\Lambda_{P}$ given by a numerical integral, the evaluation of which [7] yields
$\Lambda_{\mathrm{P}}=2.52{ }_{K}^{1 / 2}$.
Since from eq. (8b) we find

$$
\begin{align*}
\zeta & =1 / \log w_{P}+O\left[\log \log w_{P} /\left(\log w_{P}\right)^{2}\right] \\
& +O\left[\left(1 / \log w_{P}\right)^{3}\right] \tag{15}
\end{align*}
$$

$\Lambda_{\mathrm{P}}$ corresponds to the standard definition of the scale mass associated with the static potential ${ }^{\neq 3}$, which is in turn related to the scale mass $\Lambda_{r}$ associated with the force law,

$$
\begin{align*}
& -V_{\text {static }}^{\prime}(R)=\left(Q^{2} / 4 \pi R^{2} \frac{1}{2} b_{0}\right)\left\{1 / \log w_{\mathrm{F}}\right. \\
& \left.\quad+0\left[\log \log w_{\mathrm{F}} /\left(\log w_{\mathrm{F}}\right)^{2}\right]+O\left[1 /\left(\log w_{\mathrm{F}}\right)^{3}\right]\right\} \\
& w_{\mathrm{F}} \equiv 1 / \Lambda_{\mathrm{r}}^{2} R^{2} \tag{16}
\end{align*}
$$

by [8]
$\Lambda_{\mathrm{T}}=\Lambda_{\mathrm{P}} / e$.
Since $\Lambda_{\mathrm{I}}$ is related to the standard strong interaction scale mass $\Lambda_{\overline{\mathrm{MS}}}$ by the formula $[8,9]$ (with $\gamma_{\mathrm{E}}=$ 0.5772 ... Euler's constant)

$$
\begin{align*}
& \Lambda_{\mathrm{r}} / \Lambda_{\overrightarrow{\mathrm{MS}}}=\exp \left[\gamma_{\mathrm{E}}-1+\left(1 / 8 \pi^{2} b_{0}\right)\left(\frac{31}{6}-\frac{5}{9} N_{\mathrm{f}}\right)\right] \\
& \quad=0.967 \text { for } N_{\mathrm{f}}=3 \tag{18}
\end{align*}
$$

[^224]combining eqs. (14), (17) and (18) yields
\[

$$
\begin{equation*}
\Lambda_{\overline{\mathrm{MS}}}=0.959 \mathrm{~K}^{1 / 2} \tag{19}
\end{equation*}
$$

\]

Taking the ratio of eq. (19) to eq. (12), the scale mass $\kappa^{1 / 2}$ drops out, and we get

$$
\begin{align*}
& \Lambda_{\overline{\mathrm{MS}}} / \text { string tension }=0.959 /[Q f(0)]^{1 / 2} \\
& \quad=0.892 \text { log model } \\
& \quad=0.689 \text { log log model } \tag{20}
\end{align*}
$$

Experimentally, if the string tension is identified with that computed from the slopes of Regge trajectories, we have
string tension $\sim 400 \mathrm{MeV}$.
Recent determinations of $\Lambda_{\bar{M} \bar{S}}$ give values

$$
\begin{align*}
& 100 \mathrm{MeV} \leq \Lambda_{\overline{\mathrm{MS}}} \leq 400 \mathrm{MeV}  \tag{2lb}\\
& \quad \rightarrow 0.25 \leq\left(\Lambda_{\overline{\mathrm{MS}}} / \text { string tension }\right)_{\text {expt }} \leq 1, \tag{21c}
\end{align*}
$$

with the values at the lower end of the indicated ranges currently favored [10].

Since $V_{\text {static }}(R)$ as given by eq. (9) contains infinite additive selfenergy contributions, the quantity which can be measured computationally is $V_{\text {static }}\left(R_{1}\right)-$ $V_{\text {static }}\left(R_{2}\right)$, where identical mesh structures around the source charges must be used at the two separations $R_{1}, R_{2}$. By using standard over-relaxation methods [11] we have made a sequence of measurements of $\Delta_{2} V_{\text {static }} \equiv V_{\text {static }}(R)-V_{\text {static }}(R / 2)$, with $K^{1 / 2} R$ ranging from $\sim 100$ to $10^{-7}$, for both the leading log and the leading $\log \log$ models. For $\kappa^{1 / 2} R$ smaller than 1 the use of jacobian transformations is necessary to get good accuracy; this and other details of the computational methods will be described in a pedagogical review article which is in preparation [12]. As already noted, the large-distance results show that the bound of eq. (11) is saturated. For the smallest $R$ values studied ( $10^{-7}<\kappa^{1 / 2} R<10^{-5}$ ), the measurements of $\Delta_{2} V_{\text {static }}$ agree with the leading term of the asymptotic formula of eqs. (13) and (14) to within a few tenths of a percent. The entire sequence of $\Delta_{2} V_{\text {staic }}$ values has been fitted to the analytical formula

$$
\begin{equation*}
V_{\text {static }}=\kappa^{1 / 2}\left[F\left(\kappa^{1 / 2} R\right)+C\right] \tag{22}
\end{equation*}
$$

with $F_{\log }(r)$ and $F_{\log \log }(r)$ as given in table 1, and with $C$ an undetermined overall constant. We estimate the combined accuracy of the measurements and the

Table I
Functions $F_{\text {log }}(r)$ and $F_{\log \log }(r)$. The coefficients are given in table 2

| $r$ range | $F(r)$ |
| :---: | :---: |
| $r<0.0125$ | $\begin{aligned} & F(r)=-\left(Q^{2} / 4 \pi r_{2}^{1} b_{0}\right)\left[f\left(w_{\mathrm{P}}\right) / w_{\mathrm{P}}\right]\left(1+a_{1} r^{a_{2}}\right) \\ & w_{\mathrm{P}}=1 /(2.52 r)^{2}, \quad f(w) \text { as in eq. }(8 \mathrm{~b}) \end{aligned}$ |
| $0.0125 \leqslant r<0.125$ | $\begin{aligned} & F(r)=K+\alpha(r / 0.125)^{E} \\ & E=\beta+\gamma \ln (1 / r)+\delta[\ln (1 / r)]^{2}+\epsilon[\ln (1 / r)]^{3} \end{aligned}$ |
| $0.125<r \leqslant 2$ | $\begin{aligned} F(r) & =K^{\prime}+\alpha^{\prime} \log r+\beta^{\prime}(\log r)^{2}+\gamma^{\prime}(\log r)^{3} \\ & +\delta^{\prime}(\log r)^{4}+\epsilon^{\prime}(\log r)^{5} \end{aligned}$ |
| $2 \leqslant r$ | $\begin{aligned} & F(r)=K^{\prime \prime}+(4 / 3)^{1 / 2} f(0) r+\alpha^{\prime \prime} / r^{1 / 2} \\ & +\beta^{\prime \prime} / r+\gamma^{\prime \prime} \log r \end{aligned}$ |

fitting for $\Delta_{2} V_{\text {static }}$ to be better than $2 \%$ for all $R$, and better than $1 \%$ for very large and very small $R$ values.

To determine the scale mass $K^{1 / 2}$ appearing in eq. (22), we fit the potentials of table 1 to the phenomenological formula given by Martin [13]
$V_{\text {static }}=-8.064 \mathrm{GeV}+6.870(\mathrm{GeV})^{1.1} R^{0.1}$,
which is known to give a good description of the $\bar{c} \bar{c}$ and $\mathrm{b} \overline{\mathrm{b}}$ quark onium spectra. Writing $R=r / \kappa^{1 / 2}$, with

Table 2
Coefficients of functions $F_{\log }(r)$ and $F_{\log \log (r)}$ as given in table 1.

| coefficient | log model | log log model |
| :--- | :---: | :---: |
| $\sigma_{1}$ | 5.38 | 5.14 |
| $a_{2}$ | 0.545 | 0.556 |
| $K$ | -2.323 | 2.569 |
| $\alpha$ | -15.118 | -15.717 |
| $\beta$ | -0.305 | -0.305 |
| $\gamma$ | 0.00368 | 0.06964 |
| $\delta$ | -0.00885 | -0.0284 |
| $\boldsymbol{\epsilon}$ | 0.00043 | 0.00212 |
| $K^{\prime}$ | -9.686 | -5.950 |
| $\alpha^{\prime}$ | 3.518 | 3.840 |
| $\beta^{\prime}$ | 0.355 | 0.807 |
| $\gamma^{\prime}$ | 0.256 | 0.395 |
| $\delta^{\prime}$ | 0.0439 | 0.0683 |
| $\epsilon^{\prime}$ | 0.0127 | 0.0110 |
| $K^{\prime \prime}$ | -10.520 | -7.781 |
| $a^{\prime \prime}$ | 0.139 | 0.465 |
| $\beta^{\prime \prime}$ | -0.46 | -0.58 |
| $\boldsymbol{\gamma}^{\prime \prime}$ | 1.966 | 1.604 |

$r$ dimensionless, and differentiating to eliminate the additive constant $C$, we find that the choice
$\kappa^{1 / 2}\left(r^{*}\right)=\left[0.687 /\left(r^{*}\right)^{0.9} F^{\prime}\left(r^{*}\right)\right]^{(1 / 1.1)} \mathrm{GeV}$,
makes the slope of eq. (22) identical to that of Martin's potential at $r=\kappa^{1 / 2} R=r^{*}$. A plot of eq. (24) shows that $\kappa^{1 / 2}\left(r^{*}\right)$ vanishes as $r^{*} \rightarrow 0$ and as $r^{*} \rightarrow \infty$, and has a single maximum in between. At the maximum of $\kappa^{1 / 2}\left(r^{*}\right)$, the potential of eq. (22) has a second order contact with Martin's curve, giving the closest fit.
From the formulas of table 1 , we find that ${ }^{\neq 4}$
$\kappa_{\max }^{1 / 2}=0.2291 \mathrm{GeV}$ at $r^{*}=0.789 \log$ model,

$$
\begin{equation*}
=0.2274 \mathrm{GeV} \text { at } r^{*}=0.589 \mathrm{log} \log \text { model } . \tag{25}
\end{equation*}
$$

When reexpressed in physical distance units, the match points are

```
\(R^{*}=r^{*} / \kappa_{\text {max }}^{1 / 2}\)
    \(=(0.789 / 0.2291 \mathrm{GeV}) \times(l=0.1973 \mathrm{GeV}\) fermi \()\)
    \(=0.68\) fermi log model ,
```

$R^{*}=r^{*} / k_{\max }^{1 / 2}=$
$=(0.589 / 0.2274 \mathrm{GeV}) \times(l=0.1973 \mathrm{GeV}$ fermi $)$
$=0.51$ fermi $\log \log$ model ,
which lie in the middle of the heavy quarkonium region of 0.1 fermi $<R<1$ fermi, thus giving a nontrivial check on both the fitting procedure and the models. Adjusting the additive constants C to bring the potentials of eq. (22) into coincidence with Martin's curve at the match points, we get the formulas

$$
\begin{align*}
& V_{\text {static }}(R)=0.2291 \mathrm{GeV} \\
& \quad \times\left[F_{\log }(0.2291 \mathrm{GeV} \mathrm{R})+9.250\right]  \tag{27a}\\
& V_{\text {stat ic }}(R)=0.2274 \mathrm{GeV} \\
& \quad \times\left[F_{\log \log }(0.2274 \mathrm{GeV} R)+5.582\right], \tag{27b}
\end{align*}
$$

for the static potential in the log and log log models,

[^225]

Fig. 1. The potentials of eq. (17a) [ $\log$ model; short dashes $]$, eq. (27b) [ $\log \log$ model; long dashes $]$, and eq. (23) (Martin's fit; solid line). The $c \bar{c}$ and bb quarkonium region lies between 0.1 fermi and 1 fermi, and the validity of eq. (23) is restricted to this interval.
respectively. These are plotted, together with Martin's curve of eq. (23), in fig. 1. The potentials of eq. (27), particularly that for the log log model, are clearly in good agreement with Martin's curve in the heavy quarkonium region.

Substituting eq. (25) back into eqs. (12) and (19) we get the string tension and $\Lambda_{\overline{\mathrm{MS}}}$ in physical units,

$$
\begin{array}{rll}
\text { string tension } & =250 \mathrm{MeV} & \text { log model }, \\
& =320 \mathrm{MeV} & \text { log log model }, \tag{28}
\end{array}
$$

$\Lambda_{\overline{\mathrm{MS}}}=220 \mathrm{MeV}$ both models.
To summarize, effective action models, which use only renormalization group-improved perturbation theory as input (but which employ nonperturbative methods to solve the resulting differential equations), give a reasonable account of the heavy quark static potential at all length scales. This suggests that the following directions for further investigation using these methods will be of interest: (i) The study of the spin-spin and spin-orbit potentials in heavy quark systems. A formalism for doing this has been set up by Hiller [14], and will give parameter-free predictions using the potentials of eq. (27) as input. (ii) The use of the relativistic effective action model proposed by Adler [15] to study binding in light-quark systems, and in particular to investigate chiral symmetry breaking effects. (iii) The study of whether a rear-
rangement [15] of QCD around a zeroth order approximation based on the use of the renormalization group-improved effective action can be used to give a systematic approximation scheme for treating bound state problems, which are currently inaccessible using the standard perturbative QCD methods.

We wish to thank H. Pagels for calling our attention to ref. [13]. This work was supported by the Department of Energy under Grant Number DE-AC02$76 E R 02220$.

Note added. Where the term "string tension" is used in the text, what is meant is the square root $\sigma^{1 / 2}$ of the string tension as conventionally defined by the formula

$$
V_{\text {static }}(R) \underset{R \rightarrow \infty}{=} \sigma R+O(1)
$$
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#### Abstract

In the quasi-Abelian approximation as well as in the large- $N_{c}$ limit sources in the adjoint representation cannot be screened Nevertheless, the two phenomena are different because the string tension is proportional to the square root of the Casimir operator in the first case and to the Casimir operator itself in the second.


It is possible that the response of a non-A belian gauge theory to the introduction of external color sources can be modeled by the response of a nonlinear A belian system to appropriately defined external charges. If we restrict ourselves to local and gauge-invariant systems the model is defined by an action of the following type:

$$
\begin{equation*}
Q=\int d^{4} x\left(f\left[F_{\mu \nu}^{2}(x)\right] F_{\mu \nu}^{2}(x)+j_{\mu}^{e x \mid} A_{\mu}\right) \tag{1}
\end{equation*}
$$

By locality we mean that $f$ depends only on $F_{\mu \nu}{ }^{2}(x)$ and not on higher derivatives. Systems of the type (1) have been investigated lately from an effectiveaction viewpoint. ${ }^{\text {I }}$ In a limiting case they reduce to the models used in bag computations. ${ }^{2}$

The Abelian model encounters one obvicus difficulty: The medium cannot screen even zero-triality [for SU(3) ${ }^{j}$ j sources. Therefore, the existence of linear forces binding quarks implies the same for color octets separated by arbitrary large distances. The Abelian vacuum cannot simulate color-octet pair creation.
It was noted some time ago that a somewhat similar phenomenon occurs in the $N=\infty$ limit of a nonAbelian $\operatorname{SU}(N)$ gauge theory': At infinite $N$ the probability of creating a pair of particles in the adjoint representation with the color content necessary to screen a fixed external charge vanishes. ${ }^{4}$ Again the existence of linear forces binding charges in the fundamental representation implies the same for the adjoint representation.

The purpose of this Brief Report is to point out that the above similarity does not work on a more quantitative level.

We start by using an argument due to Lieb regarding Eq. (1). ${ }^{5}$ For the static problem we take

$$
\begin{equation*}
j_{\mu}^{e x t}=\delta_{\mu 0} q\left[\delta^{3}(\bar{x}-l \hat{e})-\delta^{3}(\bar{x}+l \hat{e})\right] \tag{2}
\end{equation*}
$$

$\hat{\boldsymbol{e}}$ is a unit vector. With fixed $q$ and $l$, a variation of the action with respect to $A_{\mu}(x)$ will determine the field $F_{\mu \nu}(x)$. Then the energy of the system, $E(q, l)$, can be compuied. If we now scale $q$ and $l$ by

$$
\begin{align*}
& q-\lambda^{2} q  \tag{3}\\
& l \rightarrow \lambda I
\end{align*}
$$

$\left\langle A_{p}(x) A_{p}(y)\right)$ Green's function. A partial resummation of Feynman diagrams has been claimed to give a $1 / p^{4}$ singularity in the infrared, leading to a linear potential (albeit without flux confinement) at large distances. ${ }^{7}$ Since the diagrams which were summed were all planar one should obtain a result consistent with the large $-N$ argument. The use of only the two-point function allows Abelian modeling. Now, however, the requirement of locality cannot be met, and, in fact, a $p^{-4}$ singularity in the propagator corresponds to an additional $\partial_{\mu}{ }^{2}$ in the $F_{\mu \nu}{ }^{2}$ term of (1). This precisely alters the scaling argument in the correct way.

To conclude, local nonlinear effective-action models for confinement (generalized flux-tube models) and the large- $N$ limit predict different charge dependences for the linear confining potential. This result, together with the fact that the gauge group center is not felt at infinite $N$, suggests that different confinement mechanisms may be operative at infinite $N$ and at finite $N .{ }^{8}$ If this were the case, then no decisive lesson regarding $N=3$ confinement could be obtained from studies of the large- $N$ limit.
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#### Abstract

We analyze chiral symmetry breaking in QCD in Coulomb gauge. Using the Ward identities, we derive the renormalized gap equation from the renormalized Dyson equation for the vector and axial-vector vertices. We work within the ladder approximation, in which the Bethe-Salpeter kernel is a sum of longitudinal and transverse terms, depending only on momentum transfer. This relates the chiral symmetry breaking parameters to the static quark potential. When transverse gluon exchange is neglected, our gap equation agrees in the infrared with that obtained by Amer et al. from a non-normal-ordered Coulomb gauge hamiltonian, while disagreeing with the gap equation obtained by Finger and Mandula using a normal-ordering prescription. The corrected gap equation leads to infrared-finite formulas for the effective quark and pion parameters, in which integrals for physical quantities converge for an infrared-singular confining potential $V_{c} \propto q^{-4}$; we present the results of a numerical solution in this case.


## 1. Introduction

Quantum chromodynamics (QCD) is widely accepted as the candidate theory of strong interactions. Asymptotic freedom allows a perturbative treatment of QCD at high energies [1], permitting the theory to be tested in such processes as $\mathrm{e}^{+} \mathrm{e}^{-}$ annihilation and electroproduction. Unfortunately, the bound state spectrum of QCD is still an unsolved problem. Progress in this direction has been made via Monte Carlo techniques in lattice gauge theories. However, the inclusion of fermions on the lattice is still problematic, particularly for massless fermions [2].
A pertinent question to ask of QCD with massless fermions is whether chiral symmetry is spontaneously broken, and by what mechanism. Formal arguments using the 't Hooft anomaly conditions [3] indicate that chiral symmetry in QCD must be broken in the Nambu-Goldstone mode. However, these arguments are essentially kinematical in nature, and the detailed dynamical mechanism of chiral symmetry breaking in QCD remains elusive.

[^226]A popular approach to the dynamics of chiral symmetry breaking is to write down a gap equation for the generated mass $\Sigma$, which is then discussed analytically in the linearized approximation [4]. Usually this is done in the Landau gauge, where there is no wave function renormalization, yielding a gap equation which is finite without renormalization. However, in Landau gauge it is difficult [4] to implement renomalizanon group corrections to the gluon exchange potential. An alternative approach. pioneered by Finger and Mandula [5], is to construct the gap equation in Coulamt gauge One wivartugr of aing Coulomb gauge, which motivated the wark of rei. [F, is thur die Coulomid propegator corrections give the complete QCD



 memmentiopical unabsif [t] of eharmonium energy levels. This permits the use v" pienomenoiorical slatic potentials in the study of chiral symmetry breaking Frowever. a nomtrivial problem pitb the Coulomb gauge is that, in this gauge, the wave function renormaization is infinite, and the gap equation requires renormalizgition.

At first sight it may seem rather strange to use the non-Lorentz-covariant Coulomb Eauge, which singles out a preferred rest frame, to study a problem involving massless quarks. However, as seen below, as a result of dynamical chiral symmetry breaking, the effective quasi-particle excitations which arise from solving the gap equation have a nonzero mass. Thus, a preferred rest frame is defined: the frame in which the quasi-particles are at rest. The existence of this preferred frame gives an a postiori justification for the use of Coulomb gauge in setting up the gap equation.

In constructing the Coulomb gauge gap equation for a pairing-type model, Finger and Mandula [5] proceed from a normal-ordered Coulomb gauge hamiltonian. An analogous Coulomb-gauge gap equation, based on a non-normal-ordered hamiltonian, has been studied by Amer et al. [7]. These pairing models are reviewed in sect. 2, using the equivalent formalisms of the Bogoliubov-Valatin transformation and the Dyson equation to derive the gap equation. For a pure Coulomb potential, the models of refs. [5] and [7] can be shown to correspond to the use of a renormalized and of an unrenormalized gap equation, respectively. However, for a general phenomenological potential, the two models have qualitatively different infrared behavior. For example, the gap equation of Amer et al. exists for a confining potential, whereas that of Finger and Mandula does not. Now renormalizations to remove ultraviolet divergences should not change the infrared behavior of a theory. Thus for a general phenomenological potential, the models of ref. [5] and ref. [7] do not simply correspond to the renormalized and unrenormalized versions of the same pairing model. There is clearly a paradox here: either the equations of Amer et al. do not, in general, give the correct unrenormalized theory, or the equations of Finger and Mandula do not in general give the correct renormalized theory.

Our primary aim in this paper is to find the correct form of the renormalized gap equation in Coulomb gauge. This is done in sect. 3, starting from the renormalized Dyson equation for the vector and axial-vector vertex parts. We proceed by making the ladder approximation to the quark-antiquark Bethe-Salpeter kernel, which introduces phenomenological potentials. Application of the Ward identities unambiguously yields the correct form of the renormalized gap equation. From this analysis we reach the following conclusions:
(i) The equations of Amer et al. give in general the correct unrenormalized equations. This corresponds to the fact that, since the color matrices are traceless, the interaction term in QCD does not require normal ordering. For potentials which do not lead to ultraviolet divergences, such as a pure confining potential $V_{c} \propto q^{-4}$, $V_{\mathrm{T}}=0$, the gap equation of ref. [7] is the correct one as it stands.
(ii) The renormalized gap equation differs from the unrenormalized one by a polynomial counterterm, as expected from the standard BPHZ renormalization algorithm. The Finger-Mandula normal-ordering prescription does not correspond to a polynomial counterterm. Thus, it is incorrect, except for the case of a pure Coulomb potential.

A second principal objective of this paper is to study the infrared properties of the corrected gap equation. In sect. 4 we summarize an analysis of pion properties in the pairing model given recently by Govaerts, Mandula and Weyers [8]. We show that, when used in conjunction with the unrenormalized or correctly renormalized gap equation, all physical quantities are infrared-finite. That is, even for an infrared singular confining potential $V_{\mathrm{c}} \propto q^{-4}$, all physical quantities are given by infraredconvergent integrals as a result of detailed cancellations between singular terms in the integrands. Furthermore, the infrared cancellations are shown to arise in a general way from the operator structure of the infrared singularity in the interaction hamiltonian. This feature is illustrated by a numerical example in sect. 5 , where the gap equation and the pion vertex equation are solved numerically for the case of a pure $q^{-4}$ potential.

To recapitulate, the plan of this paper is as follows. In sect. 2 we review the pairing models of refs. [5] and [7] and examine alternative renormalization prescriptions. In sect. 3 we determine the correct form of the renormalized gap equation by studying the Dyson equation for the renormalized vertex part. We demonstrate in sect. 4 the infrared finiteness of physical quantities when the correct gap equation is used. In sect. 5 we numerically solve the gap equation for the case of a confining potential. Finally, we summarize our findings in sect. 6 .

## 2. Coulomb gauge pairing model

There are two equivalent approaches to setting up the Coulomb gauge pairing model, both of which are used in the paper of Finger and Mandula. The first is to make a Bogoliubov-Valatin transformation to a vacuum containing a $q \bar{q}$ condensate.

## S.L. Adler, A.C. Davis / Chiral symmerry breaking

This is then optimized variationally, to give an equation (the gap equation) for the condensate wave function $\Psi(p)$. The second is to use the Dyson equation for the quark propagator, in the Harree approximation, to set up an equation for the quark proper self-energy $\Sigma(p)$. This is the gap equation rewritten in a different notation. In this section we outline both methods, following the notation of Finger and Mandula, but without normal-ordering the interaction term in the hamiltonian.

The Coulomb gauge effective hamiltonian for a single* quark flavor $q$ is

$$
\begin{equation*}
H_{\mathrm{ef}}=\bar{q} \gamma \cdot(-i \mathbf{\nabla}) q-2 \pi \sum_{a} \bar{q} \gamma_{0} \frac{1}{2} \lambda^{a} q \frac{\alpha}{\nabla^{2}} \bar{q} \gamma_{0}^{\frac{1}{2}} \lambda^{a} q . \tag{2.1}
\end{equation*}
$$

The summation is over the color index $a$, and $\alpha=g^{2} / 4 \pi$ can be taken to be either a constant or (as we shall do below) a running coupling $\alpha=\alpha\left(-\nabla^{2}\right)$. We wish to minimize $H_{\text {eff }}$ over trial states containing a coherent superposition of $q \bar{q}$ pairs. The trial wave function is taken to be

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{N\left(\Psi^{\prime}\right)} \prod_{p \rightarrow a}\left[1-s \Psi(p) \tau b^{(a)^{+}}(p, s) d^{(a)+1}(-p, s)\right]|0\rangle, \quad p=|p| \tag{2.2}
\end{equation*}
$$

with $b^{a a^{\prime \prime}}(p . s)$ and $d^{\prime a r^{\prime}}(p, s)$ the creation operators for a quark and antiquark with momentum $p$, color index $a$ and helicity $s$. In eq. (2.2) $\tau$ is the volume of an elementary cell in momentum space, and $\Psi(p)=\Psi^{*}(p)$ is the momentum-space pair wave function. The normalization factor $N(\Psi)$ is determined such that

$$
\begin{equation*}
\langle\Psi \mid \Psi\rangle=1 \tag{2.3a}
\end{equation*}
$$

to give

$$
\begin{equation*}
N(\Psi)=\prod_{p, \leqslant a} \sqrt{1+\Psi(p)^{2}} . \tag{2.3b}
\end{equation*}
$$

The calculation of matrix elements in the vacuum state $|\Psi\rangle$ is facilitated by making a Bogoliubov-Valatin transformation to an operator basis which annihilates $|\Psi\rangle$, as described in appendix A. For the equal time quark Feynman propagator we obtain

$$
\begin{align*}
\left.\langle\Psi|\left|\left[q_{\alpha}(x, 0), \chi_{\beta}(y, 0)\right]\right| \Psi\right\rangle & =\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}} \mathrm{e}^{i p(x-y)} \int \frac{\mathrm{d} p_{0}}{2 \pi} S^{(\alpha)}\left(p, p_{0}\right) \\
& =\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{5}} \mathrm{e}^{i p(x-v)}\left[\frac{\Psi(p)}{1+\Psi^{2}(p)}-\frac{1}{2} \frac{1-\Psi^{2}(p)}{1+\Psi^{2}(p)} \gamma \cdot \hat{p}\right]_{\alpha \beta} . \tag{2.4}
\end{align*}
$$

where $\hat{p}$ is the unit vector $\boldsymbol{p} /|\boldsymbol{p}|$. This enables us to obtain the following expression
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for the expectation of $H_{\text {ef }}$ in the state $|\Psi\rangle$,

$$
\begin{align*}
\frac{\langle\Psi| H_{\mathrm{cl}}|\Psi\rangle}{\delta^{3}(0)}= & \int \mathrm{d}^{3} p \frac{12 p \Psi^{2}(p)}{1+\Psi^{2}(p)} \\
& -\frac{4}{\pi^{2}} \int \mathrm{~d}^{3} p \mathrm{~d}^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|\boldsymbol{p}-\boldsymbol{q}|^{2}}\left[\frac{\left.\Psi(p) \Psi^{\prime} q\right)}{\left[1+\Psi^{2}(p)\right]\left[1+\Psi^{2}(q)\right]}-\frac{1}{4}\right. \\
& \left.+\left(\frac{\Psi^{2}(p)}{1+\Psi^{2}(p)}-\frac{1}{2}\right)\left(\frac{\Psi^{2}(q)}{1+\Psi^{2}(q)}-\frac{1}{2}\right) \hat{p} \cdot \hat{q}\right] . \tag{2.5}
\end{align*}
$$

The optimal condensate vacuum is obtained by minimizing $\langle\Psi| H|\Psi\rangle$ with respect to $\Psi(p)$,

$$
\begin{equation*}
\frac{\delta}{\delta \Psi^{\prime}(p)}\langle\Psi| H_{\mathrm{cf}}|\Psi\rangle=0 \tag{2.6a}
\end{equation*}
$$

which gives the "gap equation"

$$
\begin{equation*}
p \Psi(p)=\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|p-q|^{2}} \frac{\Psi(q)\left[1-\Psi^{2}(p)\right]-\Psi(p)\left[1-\Psi^{2}(q)\right] \hat{p} \cdot \hat{q}}{1+\dot{\Psi}^{2}(q)} . \tag{2.6b}
\end{equation*}
$$

An alternative derivation of the gap equation is obtained from the Dyson equation for the quark propagator. Making a non-relativistic ansatz for the proper self-energy part $\Sigma$,

$$
\begin{equation*}
\Sigma=\Sigma(p)=p A(p)+y \cdot p B(p) \tag{2.7}
\end{equation*}
$$

the propagator can be written as

$$
\begin{align*}
S^{(A)}\left(p, p_{0}\right) & =\frac{1}{\gamma_{0} p_{0}-\boldsymbol{\gamma} \cdot p-\Sigma} \\
& =\frac{\gamma_{0} p_{0}-\boldsymbol{\gamma} \cdot \boldsymbol{p}[l+B(p)]+p A(p)}{p_{0}^{2}-\omega(p)^{2}}, \\
\omega(p) & =p \sqrt{A^{2}(p)+[1+B(p)]^{2}} . \tag{2.8}
\end{align*}
$$

After integration over $p_{0}$ this gives

$$
\begin{equation*}
S^{(3)}(p)=\int \frac{\mathrm{d} p_{0}}{2 \pi} i S^{(4)}\left(p, p_{0}\right)=\frac{p A(p)-p[1+B(p)] \gamma \cdot \hat{p}}{2 \omega(p)} . \tag{2.9}
\end{equation*}
$$

and comparing eqs. (2.8) and (2.9) with eq. (2.4) we see that

$$
\begin{align*}
& \frac{A(p)}{\sqrt{A^{2}(p)+[1+B(p)]^{2}}}=\frac{2 \Psi(p)}{1+\Psi^{2}(p)}=\sin 2 \vartheta(p), \\
& \frac{1+B(p)}{\sqrt{A^{2}(p)+[1+B(p)]^{2}}}=\frac{1-\Psi^{2}(p)}{1+\Psi^{2}(p)}=\cos 2 \vartheta(p) . \tag{2.10}
\end{align*}
$$

with $\boldsymbol{\vartheta}(p)$ the rotation angle of the Bogoliubov-Valatin transformation defined in eq. (A.4). In the Hartree approximation the Dyson equation for $\Sigma$ is

$$
\begin{equation*}
\Sigma(p)=\frac{2}{3 \pi^{2}} \int \mathrm{~d}^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|p-q|^{2}} \gamma_{0} S^{(3)}(q) \gamma_{0}, \tag{2.11}
\end{equation*}
$$

which, on substitution of eq. (2.9), yields separate equations for $A(p)$ and $B(p)$,

$$
\begin{gather*}
p A(p)=-\frac{2}{3 \pi^{2}} \int d^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|p-q|^{2}} \frac{\Psi(q)}{1+\Psi^{2}(q)},  \tag{2.12a}\\
p B(p)=\frac{2}{3 \pi^{2}} \int d^{3} q \frac{\alpha\left(|p-\boldsymbol{q}|^{2}\right)}{|\boldsymbol{p}-\boldsymbol{q}|^{2}} \frac{1}{2} \frac{1-\Psi^{2}(q)}{1+\Psi^{2}(q)} \hat{p} \cdot \hat{q} . \tag{2.12b}
\end{gather*}
$$

When eqs. (2.12a) and (2.12b) are substituted into the identity

$$
\begin{equation*}
p \Psi(p)=\frac{1}{2}\left[1-\Psi^{2}(p)\right] p A(p)-\Psi(p) p B(p), \tag{2.13}
\end{equation*}
$$

we obtain again the gap equation of eq. (2.6b).
Eqs. (2.1)-(2.13) are equivalent to the analysis of Amer et al. [7] who, as discussed in sect. 1, proceed from the non-normal-ordered Coulomb gauge hamiltonian. The calculation of Finger and Mandula [5] instead starts from a hamiltonian analogous to that of eq. (2.1), but normal-ordered with respect to the perturbative vacuum $|0\rangle$, which yields the following results. For the gap equation, Finger and Mandula obtain

$$
p \Psi(p)=-\frac{1}{3 \pi^{2}} \int d^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|p-\boldsymbol{q}|^{2}} \frac{\Psi(q)\left[1-\Psi^{2}(p)\right]+2 \hat{p} \cdot \hat{q} \Psi(p) \Psi^{2}(q)}{1+\Psi^{2}(q)},
$$

which, in the Green function approach, corresponds to the "Dyson-like" equation

$$
\Sigma(p)=\frac{2}{3 \pi^{2}} \int \mathrm{~d}^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|p-q|^{2}} \gamma_{0}\left[S^{(3)}(q)-S_{0}^{(3)}(q)\right] \gamma_{0}
$$

with $S_{0}^{3}$ the free zero-mass propagator

$$
\begin{equation*}
S_{0}^{(3)}(p)^{-1}=-\frac{1}{2} \gamma \cdot \hat{p} . \tag{2.14}
\end{equation*}
$$

Since pairing is a low-momentum effect, the condensate wave function $\Psi$ is expected to vanish rapidly at high momenta,

$$
\begin{equation*}
\Psi(p) \underset{p \rightarrow \infty}{\longrightarrow} 0 \tag{2.15}
\end{equation*}
$$

Consequently eq. (2.11) and eq. (2.11') exhibit very different high-momentum behavior. For a Coulomb potential

$$
\begin{equation*}
\alpha\left(|\boldsymbol{p}-\boldsymbol{q}|^{2}\right)=\text { const } \tag{2.16a}
\end{equation*}
$$

or for an asymptotically free Coulomb-like potential

$$
\begin{equation*}
\alpha\left(|p-q|^{2}\right)=\text { const } / \log \left[|p-q|^{2} / \Lambda^{2}\right] \tag{2.16b}
\end{equation*}
$$

the integral in eq. (2.6b') converges at high momenta as a result of the overall factor $\Psi(q)$ in the integrand, while the integral in eq. (2.6b) has a high-momentum divergence given by
divergent part of eq. (2.6b) $=(Z-1) p \Psi(p)$,
where

$$
\begin{equation*}
Z-1=\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q \frac{\mathrm{~d}}{\mathrm{~d} q^{2}}\left[\frac{\alpha\left(q^{2}\right)}{q^{2}}\right]^{\frac{2}{3}} q . \tag{2.17}
\end{equation*}
$$

Hence, the Finger-Mandula gap equation is ultraviolet-finite, while that of Amer et al. has an ultraviolet divergence given by eq. (2.17). However, since the divergence in the Amer et al. equation is proportional to the kinetic term on the left-hand side of the gap equation, it can be eliminated by the standard renormalization procedure of adding a counterterm

$$
\begin{equation*}
\Delta H=(Z-1) \ddot{q} \gamma \cdot(-i \nabla) q \tag{2.18}
\end{equation*}
$$

to the hamiltonian of eq. (2.1). This gives an alternative subtraction scheme to the one used by Finger and Mandula. Taking the difference between eq. (2.6b') and eq. (2.6b) gives

$$
\begin{align*}
& \text { eq. }\left(2.6 b^{\prime}\right) \text { eq. }(2.6 \mathrm{~b})=[Z(p)-1] p \Psi(p), \\
& Z(p)-1=\frac{1}{p} \frac{1}{3 \pi^{2}} \int d^{3} q \frac{\alpha\left(|p-q|^{2}\right)}{|p-q|^{?}} \hat{p} \cdot \hat{q} . \tag{2.19}
\end{align*}
$$

Thus, the two alternative schemes are equivalent only in the case of a pure Coulomb potential (eq. (2.16a)), for which $Z(p)$ in eq. (2.19) reduces to a constant. That the Finger-Mandula subtraction scheme corresponds to use of a momentum-dependent renormalization constant leads one to suspect that it is incorrect. This conclusion is confirmed in the next section, where eqs. (2.1)-(2.13) and (2.18) are derived, via the Ward identities, from the Dyson equations for the renormalized vertex parts.

## 3. The renormalized Coulomb gauge gap equation*

In the theory of superconductivity, the gap equation is part of a more general system of equations for the electron propagator and the electron-photon vertex part [9], in which the Ward identity is satisfied. Hence, in choosing between alternative subtraction schemes for the pairing model of sect. 2, it is natural to proceed in an analogous fashion, using the Ward identities to derive the renormalized gap equation from suitable approximations to the venex parts. Specifically, we start from the renormalized Dyson equation for the vector and axial-vector vertices, making the

[^228]ladder approximation that the Bethe-Salpeter kernel depends only on the momentum transfer. Consistent with this approximation, we exclude quark annihilation graphs, so that there are no anomalies, and neglect terms arising from the non-commutativity of color matrices on the quark lines, so that we can use the Ward identities of QED (rather than the more complicated Slavnov-Taylor identities of QCD) and can omit all color indices.
Our analysis therefore proceeds from the following equations for the renormalized vector and axial-vector vertex parts [10],
\[

$$
\begin{align*}
\tilde{\Gamma}_{\mu}\left(p^{\prime}, p\right)_{\delta \gamma}= & \left(Z \gamma_{\mu}\right)_{\delta \gamma}+\int \frac{d^{4} q}{(2 \pi)^{4}}\left[i \tilde{S}_{F}^{\prime}\left(p^{\prime}+q\right) \tilde{\Gamma}_{\mu}\left(p^{\prime}+q, p+q\right) i \tilde{S}_{F}^{\prime}(p+q)\right]_{\beta \alpha} \\
& \times \tilde{K}_{\alpha \beta, \gamma \delta}\left(p+q, p^{\prime}+q, q\right), \\
\tilde{\Gamma}_{\mu s}\left(p^{\prime}, p\right)_{\delta \gamma}= & {\left[\left(Z \gamma_{\mu}\right) \gamma_{5}\right]_{\delta \gamma}+\int \frac{d^{4} q}{(2 \pi)^{4}}\left[i \tilde{S}_{F}^{\prime}\left(p^{\prime}+q\right) \tilde{\Gamma}_{\mu S}\left(p^{\prime}+q, p+q\right) i \tilde{S}_{F}^{\prime}(p+q)\right]_{\beta \alpha} } \\
& \times \tilde{K}_{\alpha \beta, \gamma \delta}\left(p+q, p^{\prime}+q, q\right) . \tag{3.1}
\end{align*}
$$
\]

In eq. (3.1) $\tilde{S}_{\mathrm{F}}$ is the full renormalized quark propagator, $\tilde{K}_{\alpha \beta, \gamma \delta}$ is the renormalized quark-antiquark Bethe-Salpeter kernel, and ( $Z \gamma_{\mu}$ ) is a shorthand for

$$
\left(Z \gamma_{\mu}\right)=\left\{\begin{array}{cc}
Z_{0} \gamma_{0}, & \mu=0  \tag{3.2}\\
Z \gamma_{j}, & \mu=j=1,2,3 .
\end{array}\right.
$$

We are thus anticipating the fact that, if we make a non-covariant approximation to the ultraviolet tail of $\tilde{K}$, the $\mu=0$ and $\mu=1,2,3$ components of the vertex can have different renormalizations. Since anomalies have been excluded, the vector and axial-vector vertex parts have the same renormalization constants [11], and satisfy the Ward identities

$$
\begin{align*}
& \left(p^{\prime}-p\right)^{\mu} \tilde{\Gamma}_{\mu}\left(p^{\prime}, p\right)=\tilde{S}_{\mathrm{F}}^{\prime-1}\left(p^{\prime}\right)-\tilde{S}_{F}^{\prime-1}(p), \\
& \left(p^{\prime}-p\right)^{\mu} \tilde{\Gamma}_{\mu}{ }_{\mu}\left(p^{\prime}, p\right)=\gamma_{S} \tilde{S}_{\mathrm{F}}^{\prime-1}(p)+\tilde{S}_{\mathrm{F}}^{\prime-1}\left(p^{\prime}\right) \gamma_{S} \tag{3.3}
\end{align*}
$$

Let us now make our fundamental approximation. This is to assume that the Bethe-Salpeter kernel $\tilde{K}_{\sigma \beta, \gamma \delta}\left(p+q, p^{\prime}+q, q\right)$ is a function only of the momentum transfer $q$, with Lorentz vector couplings* on the quark and antiquark lines,

$$
\begin{align*}
\tilde{K}_{\alpha \beta, \gamma \delta}\left(p+q, p^{\prime}+q, q\right)= & \tilde{k}_{\alpha \beta, \gamma s}(q) \\
= & -4 \pi i\left(\gamma_{0}\right)_{\delta \beta}\left(\gamma_{0}\right)_{\alpha \gamma} \frac{4}{3} V_{\mathrm{C}}(|q|) \\
& -4 \pi i\left(\gamma_{j}\right)_{\delta \beta}\left(\gamma_{k}\right)_{\alpha \gamma}\left(\delta_{j k}-\frac{q, q_{k}}{q^{2}}\right)^{\frac{4}{3}} V_{\mathrm{T}}(q) . \tag{3.4}
\end{align*}
$$

[^229]This approximation is the usual one made in potential theory treatments of heavy quark bound states. In lowest-order perturbation theory, $V_{C}$ and $V_{T}$ are given respectively by single Coulomb and single transverse gluon exchange,

$$
\begin{equation*}
V_{\mathrm{C}}=\frac{\alpha}{\boldsymbol{q}^{2}}, \quad V_{\mathrm{T}}=\frac{\alpha}{q_{0}^{2}-\boldsymbol{q}^{2}} . \tag{3.5}
\end{equation*}
$$

In higher loop order, renormalization group improvements make $\alpha$ in $V_{\mathrm{C}}$ a running function of $q$ at high momentum, while multiple Coulomb gluon exchange [12] produces an infrared-singular confining contribution to $V_{C}$ at low momentum. For example, corresponding to the frequently used [6] coordinate space potential

$$
\begin{equation*}
V(r)=\sigma r-\frac{4}{3} \frac{\alpha}{r} \tag{3.6}
\end{equation*}
$$

the momentum-space potential (defined as the Fourier transform of $V(r)$ with a factor $-\frac{16}{3} \pi$ divided out) would be

$$
\begin{equation*}
V_{\mathrm{C}}(|q|)=\frac{\alpha}{q^{2}}+\frac{2 k}{\left(q^{2}\right)^{2}}, \quad \kappa=\frac{3}{4} \sigma, \tag{3.7}
\end{equation*}
$$

with $\alpha$ in eqs. (3.6)-(3.7) either a constant or a running logarithmic function of the coordinate or momentum, and with the term proportional to $\kappa$ the confining potential.
Before using specific assumptions about the form of $V_{C}$ and $V_{T}$, we first carry the analysis as far as possible using only the approximation to the form of $\hat{K}$ given in eq. (3.4)*. Substituting eq. (3.4) into eq. (3.1), eq. (3.1) into the Ward identities of eq. (3.3), and using the Ward identities a second time to rearrange the integrands, we obtain from the vector vertex equation

$$
\begin{align*}
\left(p^{\prime}-p\right)^{\mu} \tilde{\Gamma}_{\mu}\left(p^{\prime}, p\right)= & \tilde{S}_{\mathrm{F}}^{\prime}-1\left(p^{\prime}\right)-\tilde{S}_{\mathrm{F}}^{\prime-1}(p) \\
= & \left(Z \gamma_{\mu}\right)\left(p^{\prime}-p\right)^{\mu}+\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}}\left[i \tilde{S}_{F}^{\prime}\left(p^{\prime}+q\right)\right. \\
& \left.\times\left(\tilde{S}_{F}^{\prime-1}\left(p^{\prime}+q\right)-\tilde{S}_{\mathrm{F}}^{\prime-1}(p+q)\right) i \tilde{S}_{\mathrm{F}}^{\prime}(p+q)\right]_{\beta \alpha} \bar{k}_{\alpha \beta \ldots(\ldots)}(q) \\
= & \left(Z \gamma_{\mu}\right) p^{\prime \mu}+\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \tilde{S}_{F}^{\prime}\left(p^{\prime}+q\right)_{\beta \alpha} \tilde{k}_{\alpha \beta \ldots}(q) \\
& -\left(Z \gamma_{\mu}\right) p^{\mu}-\int \frac{d^{4} q}{(2 \pi)^{4}} \tilde{S}_{F}^{\prime}(p+q)_{\beta \alpha} \tilde{k}_{\alpha \beta \ldots \ldots}(q) . \tag{3.8}
\end{align*}
$$

[^230]Similarly, from the axial-vector vertex equation we get

$$
\begin{align*}
\left(p^{\prime}-p\right)^{\mu} \tilde{\Gamma}_{\mu} s\left(p^{\prime}, p\right)= & \gamma_{S} \tilde{S}_{F}^{\prime-1}(p)+\tilde{S}_{\mathrm{F}}^{\prime-1}\left(p^{\prime}\right) \gamma_{S} \\
= & \left(Z \gamma_{\mu} \gamma_{S}\right)\left(p^{\prime}-p\right)^{\mu}+\int \frac{d^{4} q}{(2 \pi)^{4}}\left[i \tilde{S}_{\mathrm{F}}^{\prime}\left(p^{\prime}+q\right)\right. \\
& \left.\times\left(\gamma_{S} \tilde{S}_{\mathrm{F}}^{\prime-1}(p+q)+\tilde{S}_{\mathrm{F}}^{\prime-1}\left(p^{\prime}+q\right) \gamma_{S}\right) i \tilde{S}_{\mathrm{F}}^{\prime}(p+q)\right]_{\beta \alpha} \tilde{k}_{\alpha \beta \ldots \ldots}(q) \\
= & \gamma_{S}\left[\left(Z \gamma_{\mu}\right) p^{\mu}+\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \tilde{S}_{\mathrm{F}}^{\prime}(p+q)_{\beta \alpha} \tilde{k}_{\alpha \beta \ldots}(q)\right] \\
& +\left[\left(Z \gamma_{\mu}\right) p^{\prime \mu}+\int \frac{d^{4} q}{(2 \pi)^{4}} \tilde{S}_{\mathrm{F}}^{\prime}\left(p^{\prime}+q\right)_{\beta \alpha} \tilde{k}_{\alpha \beta \ldots}(q)\right] \gamma_{S}, \tag{3.9}
\end{align*}
$$

where the Lorentz vector structure of $\tilde{k}$ has been used in anticommuting the $\gamma_{s}$ 's to the outside on the right-hand side. Because the $p$ and $p^{\prime}$ dependence in eqs. (3.8) and (3.9) has separated, we deduce that the renormalized propagator must satisfy

$$
\begin{equation*}
\bar{S}_{\mathrm{F}}^{\prime-1}(p)=\left(Z \gamma_{\mu}\right) p^{\mu}+\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} S_{\mathrm{F}}^{\prime}(p+q)_{\beta \alpha} \hat{k}_{\alpha \beta \ldots \ldots}(q) \tag{3.10}
\end{equation*}
$$

Note that the presence of an additive constant (a kinematical mass term) in eq. (3.10), which would be allowed by the vector Ward identity of eq. (3.8), is excluded by the axial-vector Ward identity of eq. (3.9)! Introducing the self-energy $\Sigma$ by writing

$$
\begin{equation*}
\tilde{S}_{\mathrm{F}}^{\prime-1}(p)=\gamma_{\mu} p^{\mu}-\Sigma(p) \tag{3.11}
\end{equation*}
$$

we see that $\Sigma$ must satisfy the integral equation

$$
\begin{equation*}
\Sigma(p)_{\delta \gamma}=\left[\gamma_{\mu}-\left(Z \gamma_{\mu}\right)\right]_{\delta \gamma} p^{\mu}-\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \tilde{S}_{F}^{\prime}(p+q)_{\beta \alpha} \tilde{k}_{\alpha \beta, \gamma \delta}(q) \tag{3.12}
\end{equation*}
$$

This is the renormalized gap equation corresponding to the ladder approximation to the Bethe-Salpeter kernel.

To make contact with the non-relativistic pairing model of sect. 2, let us now make the further approximation of neglecting the transverse gluon exchange term in $\vec{k}$. Thus, $\vec{k}$ becomes

$$
\begin{equation*}
\tilde{k}_{\alpha \beta, \gamma \delta}(q)=-4 \pi i\left(\gamma_{0}\right)_{\delta \beta}\left(\gamma_{0}\right)_{\alpha \gamma}{ }^{\frac{4}{3}} V_{\mathrm{C}}(|q|) . \tag{3.13a}
\end{equation*}
$$

Further, let us assume that $\Sigma(p)$ is given by the non-relativistic ansatz

$$
\begin{equation*}
\Sigma=\Sigma(p)=|p| A(|p|)+\gamma \cdot p B(|p|) \tag{3.13b}
\end{equation*}
$$

When eq. (3.13) is substituted into the integral equation for the $\mu=0$ component of the vector vertex at zero momentum transfer, this equation simplifies dramatically. It is solved by

$$
\begin{equation*}
\tilde{\Gamma}_{0}(p, p)=Z_{0} \gamma_{0} \tag{3.14}
\end{equation*}
$$

To verify this, we note that when both eqs. (3.13) and (3.14) are substituted into eq. (3.1), the $q$-integral

$$
\begin{equation*}
\int \frac{d^{4} q}{(2 \pi)^{4}}\left[i \tilde{S}_{F}^{\prime}(p+q) \tilde{\Gamma}_{0}(p+q, p+q) i \tilde{S}_{F}^{\prime}(p+q)\right]_{\beta a} \bar{K}_{\alpha \beta, r \delta}(p+q, p+q, q) \tag{3.15}
\end{equation*}
$$

reduces to

$$
\begin{gather*}
\frac{i}{2 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|q|) I, \\
I=\int_{-\infty}^{\infty} \frac{\mathrm{d} q_{0}}{2 \pi} \gamma_{0} \tilde{S}_{\mathrm{F}}^{\prime} \gamma_{0} \tilde{S}_{\mathrm{F}}^{\prime} \gamma_{0}, \\
S_{\mathrm{F}}^{\prime}=\left[\gamma_{0}\left(q_{0}+p_{0}\right)-\gamma \cdot(\boldsymbol{q}+\boldsymbol{p})(1+B)-|q+\boldsymbol{p}| A\right]^{-1} . \tag{3.16}
\end{gather*}
$$

Evaluation of the $q_{0}$-integral shows that $I \equiv 0$. Since asymptotic freedom requires $F_{0}(p, p)$ to approach $\gamma_{0}$ at large momentum, we conclude that, in the Coulomb gluon exchange model,

$$
\begin{equation*}
Z_{0}=1 . \tag{3.17}
\end{equation*}
$$

Substituting eqs. (3.13) and (3.17) into eq. (3.12), the gap equation then simplifies to

$$
\begin{equation*}
\Sigma(p)=(Z-1) \gamma \cdot p+\frac{2}{3 \pi^{2}} \int d^{3} q V_{C}(|p-q|) \gamma_{0} S^{(3)}(q) \gamma_{0} \tag{3.18}
\end{equation*}
$$

which, when reexpressed in terms of $\Psi$ by following the analysis of eqs. (2.10)-(2.13), takes the form

$$
\begin{align*}
|p| \Psi(|\boldsymbol{p}|)= & (1-Z)|\boldsymbol{p}| \Psi(|\boldsymbol{p}|) \\
& +\frac{1}{3} \frac{1}{\pi^{2}} \int d^{3} q V_{\mathrm{C}}(|p-q|) \frac{\Psi(|\boldsymbol{q}|)\left[1-\Psi^{2}(|\boldsymbol{p}|)\right]-\Psi(|p|)\left[1-\Psi^{2}(|\boldsymbol{q}|)\right] \hat{p} \cdot \hat{q}}{1+\Psi^{2}(|\boldsymbol{q}|)} \tag{3.19}
\end{align*}
$$

When the obvious identification

$$
\begin{equation*}
V_{C}(|p-q|)=\frac{\alpha\left(|p-q|^{2}\right)}{|p-q|^{2}} \tag{3.20}
\end{equation*}
$$

is made, eq. (3.18) (eq. (3.19)) is identical in structure to the gap equation of eq. (2.11) (eq. (2.6b)), apart from the addition of a renormalization counterterm with precisely the form derived from $\Delta H$ of eq. (2.18). Thus, our rederivation of the gap equation from an analysis of the vertex parts shows that the standard renormalization algorithm, rather than the Finger-Mandula normal-ordering prescription, gives the correct method for eliminating ultraviolet divergences.

## 4. Infrared finiteness of physical quantities

Having established the correct renormalization prescription, let us now consider the infrared behavior of the gap equation. As mentioned briefly in sect. I, the Finger-Mandula gap equation (eq. (2.6b')) has very different infrared behavior from that of the Amer et al. unrenormalized gap equation* (eq. (2.6b)) and of the correctly renormalized gap equation (eq. (3.19)). Specifically, as $\boldsymbol{p} \rightarrow \boldsymbol{q}$ the integrand of eq. (2.6b') simplifies to

$$
\begin{equation*}
V_{\mathrm{C}}(|\boldsymbol{p}-\boldsymbol{q}|) \Psi(p), \tag{4.1a}
\end{equation*}
$$

while the integrand of eqs. (2.6b) and (3.19) reduces to

$$
\begin{equation*}
V_{\mathrm{C}}(|\boldsymbol{p}-\boldsymbol{q}|)\left[\hat{p} \cdot(\boldsymbol{q}-\boldsymbol{p}) \Psi^{\prime}(p)+\mathrm{O}\left((\boldsymbol{q}-\boldsymbol{p})^{2}\right)\right] . \tag{4.2a}
\end{equation*}
$$

Hence, when $V_{C}$ is an infrared-singular confining potential diverging as $|\boldsymbol{p}-\boldsymbol{q}|^{-4}$ as $\boldsymbol{p} \rightarrow \boldsymbol{q}$, the $q$-integral in eq. (2.6b') behaves as

$$
\begin{equation*}
\int \mathrm{d}^{3} q|\boldsymbol{p}-\boldsymbol{q}|^{-4} \Psi(p) \tag{4.1b}
\end{equation*}
$$

and diverges, while the corresponding integral in eqs. (2.6b) and (3.19) behaves, after angular averaging, as

$$
\begin{equation*}
\int d^{3} q|\boldsymbol{p}-q|^{-4} \mathrm{O}\left((\boldsymbol{q}-\boldsymbol{p})^{2}\right) \tag{4.2b}
\end{equation*}
$$

and converges. Thus, the corrected gap equation and the pair wave function $\Psi$ exist for a confining potential. We will refer to $\Psi$, and to any other quantity in the pairing model which exists for a confining potential, as being "infrared-finite."

A second feature of the correctly renormalized gap equation, related to its infrared-finiteness, is that it is invariant in form when the coordinate-space potential is shifted by a uniform constant,

$$
\begin{equation*}
V(r) \rightarrow V(r)-\frac{16}{3} \pi C . \tag{4.3a}
\end{equation*}
$$

In terms of the momentum space potential of eq. (3.7), the transformation of eq. (4.3a) takes the form

$$
\begin{equation*}
V_{\mathrm{C}}(|\boldsymbol{p}-\boldsymbol{q}|) \rightarrow V_{\mathrm{C}}(|\boldsymbol{p}-q|)+(2 \pi)^{3} C \delta^{3}(\boldsymbol{p}-\boldsymbol{q}) . \tag{4.3b}
\end{equation*}
$$

This is obviously an invariance of eqs. (2.6b), (3.19) and (4.2a), since the coefficient of $\boldsymbol{V}_{\mathrm{C}}(|\boldsymbol{p}-\boldsymbol{q}|)$ vanishes at $\boldsymbol{p}=\boldsymbol{q}$ in these equations. For reasons explained below, we expect physical observables very generally to be invariant under the transformation of eq. (4.3). This, in turn, means that in the formulas for all physical observables, $V_{\mathrm{C}}$ must appear multiplied by a coefficient which vanishes at $\boldsymbol{p}=\boldsymbol{q}$. So by the angular

[^231]averaging argument used in eq. (4.2), we conclude that all physical observables are infrared finite. In the remainder of this section, we will illustrate this general statement by an explicit, case-by-case examination of various physical observables which can be formed in the pairing model.

Let us begin with the quasi-particle energy $\omega(p)$. According to eqs. (2.8), (2.10), (2.12a) and (3.20), this can be written as

$$
\begin{align*}
\omega(p) & =\frac{p A(p)}{\sin 2 \hat{v}(p)}=\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|p-q|) \frac{\sin 2 \vartheta(q)}{\sin 2 \vartheta(p)} \\
& =\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(q) \frac{\sin 2 \vartheta(|p-q|)}{\sin 2 \vartheta(p)} . \tag{4.4}
\end{align*}
$$

Under the shift in potential of eq. (4.3b), $\omega(p)$ changes to

$$
\begin{equation*}
\omega(p) \rightarrow \omega(p)+\frac{8}{3} \pi C . \tag{4.5}
\end{equation*}
$$

Hence the quasi-particle energy is not a physical observable and is clearly not infrared-finite*. However, since the shift in $\omega$ in eq. (4.5) is a constant, the excitation energy $\omega(p)-\omega(0)$ is a physical observable, and is given by either of the two equivalent infrared-finite formulas,

$$
\begin{gather*}
\omega(p)-\omega(0)=\frac{1}{3 \pi^{2}} \int d^{3} q V_{\mathrm{C}}(q)\left[\frac{\sin 2 \vartheta(|p-q|)}{\sin 2 \vartheta(p)}-\sin 2 \vartheta(q)\right],  \tag{4.6a}\\
\\
\omega(p)-\omega(0)=\vec{\omega}(p)-\overline{\omega(0)},  \tag{4.6b}\\
\dot{\omega}(p)=\frac{1}{3 \pi^{2}} \int d^{3} q V_{\mathrm{C}}(|p-q|)\left[\frac{\sin 2 \vartheta(q)}{\sin 2 \vartheta(p)}-1\right] .
\end{gather*}
$$

In writing eq. (4.6a), we have used the fact that the gap equation of eq. (3.19) implies that

$$
\begin{equation*}
\Psi(0)=1 \Rightarrow \sin 2 \vartheta(0)=1 . \tag{4.7}
\end{equation*}
$$

The formula in eq. (4.6b) has advantages in numerical work, since $\sin 2 \vartheta$ appears only in the radial integral over $q$, not in the angular integral over $\hat{q}$.

Next we consider the quark condensate $\langle\bar{u} u\rangle$ for a single quark flavor $u$. Following ref. [5], this can be evaluated in terms of the propagator $S^{(3)}(q)$,

$$
\begin{align*}
\langle\boldsymbol{u} u\rangle & =\langle\Psi| \tilde{q} q|\Psi\rangle=3 \delta_{\alpha \beta}\langle\Psi| \frac{1}{2}\left[\bar{q}_{\beta}(0), q_{\alpha}(0)\right]+\frac{1}{2}\left\{\bar{q}_{\beta}(0), q_{\alpha}(0)\right\}|\Psi\rangle \\
& =-3 \int \frac{d^{3} p}{(2 \pi)^{3}} \operatorname{Tr} S^{(3)}(p)=-3 \int \frac{d^{3} p}{(2 \pi)^{3}} 2 \frac{p A(p)}{\omega(p)}, \tag{4.8}
\end{align*}
$$

where the color factor, 3 , arises from the trace over the suppressed color index. Although $\omega(p)$ and $p A(p)$ are individually not physical observables and are not

* We thus again differ here with Finger and Mandula, who interpret $\omega(0)$ as the quasi-particle mass, and circumvent the infrared finiteness problem by using only potentials which are cut ofl in the infrared.
infrared-finite, eqs. (2.8) and (2.10) show that the ratio $p A(p) / \omega(p)$ can be expressed entirely in terms of the condensate wave function $\Psi$, and so is infrared-finite,

$$
\begin{align*}
\frac{p A(p)}{\omega(p)} & =\frac{2 \Psi(p)}{1+\Psi^{2}(p)}=\sin 2 \vartheta(p) \\
\langle\Delta u\rangle & =-\frac{3}{\pi^{2}} \int_{0}^{\infty} p^{2} \mathrm{~d} p \sin 2 \vartheta(p) \tag{4.9}
\end{align*}
$$

Finally, we turn to pion properties in the pairing model. These have been investigated by Govaerts, Mandula and Weyers [8], who use the Bethe-Salpeter equation, with the approximated kernel of eq. (3.13a), to compute static pion properties in the chiral symmetry limit. Their algebraic calculation is unaffected by changing the subtraction scheme for the gap equation from eq. (2.6b') to eq. (3.19), so we only quote their final results. These are summarized by the formulas

$$
\begin{gather*}
\frac{N \mu_{\pi}^{2} f_{\pi}}{2 m_{q}}=\langle\bar{u} u\rangle,  \tag{4.10a}\\
-N f_{\pi}=N^{2}=3 \int \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} \sin 2 \vartheta(p) \frac{P(p)}{\omega^{2}(p)} . \tag{4.10b}
\end{gather*}
$$

In eq. (4.10) $\mu_{\pi}$ is the pion mass, $m_{q}$ the constituent quark mass, $f_{\pi}$ the pion decay constant, and $N$ the normalization of the pion Bethe-Salpeter wave function. The pion vertex part form factor, $\tilde{P}(p)$, satisfies the integral equation

$$
\begin{gather*}
\bar{P}(p)=p A(p)+\frac{1}{3 \pi^{2}} \int d^{3} q \frac{V_{\mathrm{C}}(|p-q|)}{\omega^{3}(q)}[p A(p) q A(q)+p \cdot q C(p) C(q)] \bar{P}(q) \\
C(p)=1+B(p) . \tag{4.11}
\end{gather*}
$$

Introducing the abbreviated notation

$$
\begin{equation*}
g(p)=\frac{\bar{P}(p)}{\omega^{\prime}(p)} \tag{4.12}
\end{equation*}
$$

Eq. (4.10b) is equivalent to

$$
\begin{equation*}
-N=f_{\pi}=\left[\frac{3}{2 \pi^{2}} \int_{0}^{\infty} p^{2} \mathrm{~d} p \sin 2 \vartheta(p) g(p)\right]^{1 / 2}, \tag{4.13}
\end{equation*}
$$

and will be infrared-finite if $g(p)$ is infrared-finite. Substituting eq. (4.12) into eq. (4.11), dividing by $\omega(p)$ and using eq. (2.10), the equation determining $g(p)$ can be written as

$$
\begin{align*}
g(p) \omega(p)= & \sin 2 \vartheta(p)+\frac{1}{3} \pi^{2} \int d^{3} q V_{\mathrm{C}}(|p-q|) \\
& \times[\sin 2 \vartheta(p) \sin 2 \vartheta(q)+\hat{p} \cdot \hat{q} \cos 2 \vartheta(p) \cos 2 \vartheta(q)] g(q) . \tag{4.14}
\end{align*}
$$

To show that eq. (4.14) is infrared-finite, we express the unrenormalized* gap equation of eq. (2.6b) in terms of $\vartheta(p)$,

$$
\begin{align*}
p \sin 2 \vartheta(p)= & \frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|p-q|) \\
& \times[\sin 2 \vartheta(q) \cos 2 \vartheta(p)-\hat{p} \cdot \hat{q} \cos 2 \vartheta(q) \sin 2 \vartheta(p)], \tag{4.15}
\end{align*}
$$

and use this to rewrite eq. (4.4) as follows,

$$
\begin{align*}
\omega(p)= & \frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|p-q|) \sin 2 \vartheta(q)\left(\sin 2 \vartheta(p)+\frac{\cos ^{2} 2 \vartheta(p)}{\sin 2 \vartheta(p)}\right) \\
& +\frac{\cos 2 \vartheta(p)}{\sin 2 \vartheta(p)}\left\{p \sin 2 \vartheta(p)+\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{2} q V_{\mathrm{C}}(|p-q|)\right. \\
& \times[\sin 2 \vartheta(q) \cos 2 \vartheta(p)-\hat{p} \cdot \hat{q} \cos 2 \vartheta(q) \sin 2 \vartheta(p)]\} \\
= & p \cos 2 \vartheta(p)+\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|p-q|) \\
& \times[\sin 2 \vartheta(p) \sin 2 \vartheta(q)+\hat{p} \cdot \hat{q} \cos 2 \vartheta(p) \cos 2 \vartheta(q)] . \tag{4.16}
\end{align*}
$$

Substituting eq. (4.16) into eq. (4.14), the equation determining $g(p)$ finally becomes

$$
\begin{align*}
g(p) p \cos 2 \vartheta(p)= & \sin 2 \vartheta(p)+\frac{1}{3 \pi^{2}} \int d^{3} q V_{\mathrm{C}}(|p-q|) \\
& \times[\sin 2 \vartheta(p) \sin 2 \vartheta(q)+\hat{p} \cdot \hat{q} \cos 2 \vartheta(p) \cos 2 \vartheta(q)] \\
& \times[g(q)-g(p)], \tag{4.17}
\end{align*}
$$

which is manifestly infrared-finite.
A useful insight into the infrared-divergence structure of the pairing model is obtained by writing the propagator of eq. (2.8) in the form

$$
\begin{equation*}
S^{(4)}\left(p, p_{0}\right)=\frac{R_{+}(p)}{p_{0}-\omega(0)-[\omega(p)-\omega(0)]}+\frac{R_{-}(p)}{p_{0}+\omega(0)+[\omega(p)-\omega(0)]} \tag{4.18a}
\end{equation*}
$$

with the residues $R_{ \pm}(p)$ given by the infrared-finite expressions

$$
\begin{align*}
R_{ \pm}(p) & =\frac{1}{2}\left[\gamma_{0} \pm \frac{p A(p)}{\omega(p)}\right] \mp \frac{1}{2} \boldsymbol{\gamma} \cdot p \frac{1+B(p)}{a^{\prime}(p)} \\
& =\frac{1}{2}\left[\gamma_{0} \pm \frac{2 \Psi(p)}{1+\Psi^{2}(p)}\right] \mp \frac{1}{2} \boldsymbol{\gamma} \cdot p \frac{1}{p} \frac{1-\Psi^{2}(p)}{1+\Psi^{2}(p)} \\
& =\frac{1}{2}\left[\gamma_{0} \pm \sin 2 \vartheta(p)\right] \mp \frac{1}{2} \boldsymbol{\gamma} \cdot p \frac{\cos 2 \vartheta(p)}{p} . \tag{4.18b}
\end{align*}
$$

* Use of the renormalized gap equation of eq. (3.19) in the following analysis would add a polynomial counterterm to eqs. (4.16) and (4.17), but would not change their infrared structure.

The only infrared-divergent quantity in eq. (4.18) is the term $\omega(0)$ in the denominators. This structure is a reflection of the fact that as a result of confinement, an infinite amount of energy is required to create a single quasiparticle state from the vacuum.

The fact that the infrared divergences take the form of eq. (4.18) has a simple operator interpretation. To see this, we consider the extension of the hamiltonian of eq. (2.1) to a general phenomenological potential $V(r)$,

$$
\begin{equation*}
H=\int d^{3} x \bar{q} \gamma \cdot(-i \nabla) q-\frac{1}{2} \int \mathrm{~d}^{3} x \mathrm{~d}^{3} y q^{\dagger}(x) \frac{1}{2} \lambda^{a} q(x) \frac{3}{4} V(|x-y|) q^{\dagger}(y) \frac{1}{2} \lambda^{a} q(y) \tag{4.19a}
\end{equation*}
$$

When the interaction term in eq. (4.19a) is rewritten in terms of the momentum space potential $V_{C}$ of eq. (3.7), we get

$$
\begin{equation*}
H=\int \mathrm{d}^{3} x \bar{q} \gamma \cdot(-i \nabla) q+\frac{1}{(2 \pi)^{2}} \int \mathrm{~d}^{3} q \rho^{a}(\boldsymbol{q}) \rho^{a}(-q) V_{\mathrm{C}}(|q|), \tag{4.19b}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho^{a}(q)=\int \mathrm{d}^{3} x \mathrm{e}^{-i q x} q^{\dagger}(x) \frac{1}{2} \lambda^{a} q(x) \tag{4.20}
\end{equation*}
$$

Hence the infrared-divergent part of the interaction term has the operator structure

$$
\begin{equation*}
\frac{1}{(2 \pi)^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|q|) \rho^{a}(0) \rho^{a}(0), \tag{4.21}
\end{equation*}
$$

and so is proportional to the color-squared operator $F^{2}=\rho^{a}(0) \rho^{a}(0)$. Similarly, under the shift in potential of eq. (4.3), the change in the hamiltonian is

$$
\begin{equation*}
H \rightarrow H+2 \pi C F^{2}, \tag{4.22}
\end{equation*}
$$

and is again proportional to the color-squared operator. Because color-squared is governed by a superselection rule, any eigenstate $\psi$ of $H$ with energy $E$ and color-squared $C_{2}(\psi)$ is also an eigenstate of the shifted $H$ of eq. (4.22), with the energy shifted to $E+2 \pi C C_{2}(\psi)$. By the same reasoning, the linear infrared divergence of eq. (4.21) appears solely as an energy level shift

$$
\begin{equation*}
\frac{1}{(2 \pi)^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{c}}(|\boldsymbol{q}|) C_{2}(\psi) \tag{4.23}
\end{equation*}
$$

The contribution of this term to the energy difference $\omega(0)$ between the single quasi-particle state ( $C_{2}=\frac{4}{3}$ ) and the vacuum ( $C_{2}=0$ ) is

$$
\begin{equation*}
\omega(0)=\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{c}}(|\boldsymbol{q}|)+\text { infrared-finite }, \tag{4.24}
\end{equation*}
$$

in agreement with eqs. (4.4) and (4.18). Moreover, comparing eqs. (4.22) and (4.23), we see that the infrared divergence can be completely eliminated from all quantities,
unphysical as well as physical, by making the potential shift of eq. (4.3) with

$$
\begin{equation*}
C=\frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{3} q V_{\mathrm{c}}(|q|), \tag{4.25a}
\end{equation*}
$$

corresponding to the use of a modified momentum-space potential

$$
\begin{equation*}
V_{\mathrm{C}}(|q|) \rightarrow V_{\mathrm{C}}(|q|)-\delta^{3}(q) \int d^{3} q V_{\mathrm{C}}(|q|) \tag{4.25b}
\end{equation*}
$$

By this method, we can get manifestly infrared-finite analogs of eqs. (2.12a,b) for $A$ and $B$, permitting a numerical computation to be carried out without the introduction of the pair wave function $\Psi$. The ideas just outlined will play an essential role in an extension of the numerical solution of sect. 5 to include transverse gluon exchange, since when retardation effects are included there is no analog of the pair wave function $\Psi$, and one must work directly with the gap equation in the form given in eq. (3.12).

## 5. Numerical solusion for a pure confining potential

To verify the infrared-finiteness properties discussed in the preceding section, we have solved the Coulomb gauge pairing model numerically for the case of a pure confining potential,

$$
\begin{equation*}
V(r)=\kappa r, \quad V_{\mathrm{c}}(|q|)=\frac{2 \kappa}{\left(q^{2}\right)^{2}} \tag{5.1a}
\end{equation*}
$$

Eq. (5.1a) of course does not correctly represent the high-momentum behavior of $V_{\mathrm{C}}$, which is dominated by single-Coulomb gluon exchange. However, at high momenta the transverse ( $V_{T}$ ) term in eq. (3.4) is expected to be as important as the Coulomb ( $V_{\mathrm{C}}$ ) term, and both should be included in any realistic analysis of the high-momentum regime and of renormalization effects. We hope to extend our analysis later on to include high-momentum components of the Bethe-Salpeter kernel.
Since the potential of eq. (5.1a) does not lead to ultraviolet divergences, we work with the unrenormalized gap equation of eq. (2.6b), and with the corresponding equation for the pion vertex $g$ given in eq. (4.17). Introducing the angular integration kernels

$$
\begin{align*}
I_{(2)}(p, q) & =\int_{-1}^{1} \mathrm{~d}(\hat{p} \cdot \hat{q}) V_{\mathrm{C}}(|p-q|)=\frac{4 \kappa}{\left(p^{2}-q^{2}\right)^{2}}, \\
I_{(1)}(p, q) & =\int_{-1}^{1} \mathrm{~d}(\hat{p} \cdot \hat{q}) \hat{p} \cdot \hat{q} V_{\mathrm{C}}(|p-q|) \\
& =\frac{p^{2}+q^{2}}{2 p q} I_{(2)}(p, q)-\frac{\kappa}{p^{2} q^{2}} \log \left|\frac{p+q}{p-q}\right| . \tag{5.1b}
\end{align*}
$$

Eqs. (2.6b) and (4.17) reduce to one-dimensional integral equations

$$
\begin{align*}
p \Psi(p)=\frac{2}{3 \pi} \int_{0}^{\infty} \mathrm{d} q q^{2} & \frac{I_{(2)}(p, q) \Psi(q)\left[1-\Psi^{2}(p)\right]-I_{(1)}(p, q) \Psi(p)\left[1-\Psi^{2}(q)\right]}{1+\Psi^{2}(q)}  \tag{5.2a}\\
g(p) p \cos 2 \vartheta(p)= & \sin 2 \vartheta(p)+\frac{2}{3 \pi} \int_{0}^{\infty} \mathrm{d} q q^{2}\left[\sin 2 \vartheta(p) \sin 2 \vartheta(q) I_{(2)}(p, q)\right. \\
& \left.+\cos 2 \vartheta(p) \cos 2 \vartheta(q) I_{(1)}(p, q)\right][g(q)-g(p)] . \tag{5.2b}
\end{align*}
$$

To solve these equations numerically, we use relaxation methods appropriate for a nonlinear problem, as discussed in a recent pedagogical review by Adler and Piran [14]. The equations are reduced to discrete form on a mesh containing node and half-node points, with $p$ values on the node mesh and (to avoid singularities of $I_{(1,2)}$ at $p=q$ ) with $q$ values on the half-node mesh. As a function of a particular node value $\psi=\Psi\left(p_{j}\right)$, eq. (5.2a) clearly takes the form

$$
\begin{equation*}
\psi C_{1}+\frac{\psi\left(1-\psi^{2}\right)}{1+\psi^{2}} C_{2}+\left(1-\psi^{2}\right) C_{3}=0 \tag{5.3}
\end{equation*}
$$

with $C_{12.3}$ functions of the node values $\Psi\left(p_{r}\right), i \neq j$. The basic iteration used for $\psi$ begins with two Newton iterations of eq. (5.3), starting from the old value of $\psi$ as the initial guess. The Newton iterations yield an improved value of $\psi$ which is then used to update the old value through use of the over-relaxed Gauss-Seidel algorithm. (The procedure is the same as that used to solve the classical abelian Higgs model in ref. [14].) Once $\Psi$ has been iterated to convergence, $\sin 2 \vartheta\left(p_{j}\right)$ and $\cos 2 \vartheta\left(p_{j}\right)$ are computed from eq. (2.10) and are substituted into the discrete form of eq. (5.2b). This yields a linear discrete problem for the node values $g\left(p_{j}\right)$, which is again solved by iteration using the over-relaxed Gauss-Seidel algorithm.

The numerical solution for $\Psi(p)$ is plotted in fig. 1, using momentum units in which $1=\kappa^{1 / 2} \approx 350 \mathrm{MeV}$. For small momentum, $\Psi$ decreases linearly as

$$
\begin{equation*}
\Psi(p)=1-\alpha p, \quad \alpha=5 \tag{5.4}
\end{equation*}
$$

The value of the small-momentum slope of $\Psi$ can be related to an effective quasi-particle mass $m^{*}$, as follows. Consider first the propagator for a free massive Dirac particle,

$$
\begin{align*}
\frac{1}{\gamma_{0} p_{0}-\boldsymbol{\gamma} \cdot \boldsymbol{p}-\boldsymbol{m}} & =\frac{\gamma_{0} p_{0}-\boldsymbol{\gamma} \cdot \boldsymbol{p}+\boldsymbol{m}}{\left[p_{0}-\sqrt{\boldsymbol{p}^{2}+\boldsymbol{m}^{2}}\right]\left[p_{0}+\sqrt{\boldsymbol{p}^{2}+m^{2}}\right]} \\
& =\frac{\boldsymbol{R}(\boldsymbol{p})}{p_{0}-\sqrt{\boldsymbol{p}^{2}+m^{2}}}+\text { analytic at } p_{0}=\sqrt{\boldsymbol{p}^{2}+\boldsymbol{m}^{2}} \tag{5.5a}
\end{align*}
$$



Fig. 1. The gap function $\psi(p)$ for the pure confining potential of eq. (5.1), plotted versus momentum in units with $\kappa^{1 / 2}=I$. The numerical computation employs a jacobian transformation $p=v^{2} /(1-v)$, with a mesh of 200 points uniformly distributed in the interval $0 \leq v \leq 1$.
with the residue $R(p)$ at the positive frequency pole given by

$$
\begin{equation*}
R(p)=\frac{\gamma_{0} \sqrt{p^{2}+m^{2}}-\boldsymbol{\gamma} \cdot p+m}{2 \sqrt{p^{2}+m^{2}}}=\frac{1}{2}\left(1+\gamma_{0}\right)-\frac{\boldsymbol{\gamma} \cdot \boldsymbol{p}}{2 m}+O\left(p^{2}\right) \tag{5.5b}
\end{equation*}
$$

Let us compare this with the propagator in the pairing model as given by eq. (4.18),

$$
\begin{equation*}
\frac{1}{\gamma_{0} p_{0}-\boldsymbol{\gamma} \cdot \boldsymbol{p}-\Sigma}=\frac{R_{+}(p)}{p_{0}-\omega(p)}+\text { analytic at } p_{0}=\omega(p) \tag{5.6a}
\end{equation*}
$$

with the residue at the positive frequency pole now given by

$$
\begin{align*}
R_{+}(p) & =\frac{1}{2}\left[\frac{2 \Psi(p)}{1+\Psi^{2}(p)}+\gamma_{0}\right]-\frac{1}{2} \gamma \cdot p \frac{1}{p} \frac{1-\Psi^{2}(p)}{1+\Psi^{2}(p)} \\
& =\frac{1}{2}\left(1+\gamma_{0}\right)-\frac{1}{2} \gamma \cdot p \alpha+O\left(p^{2}\right) \tag{5.6b}
\end{align*}
$$

The small-momentum expansion of eq. (5.6b) clearly has the same form as that in eq. ( 5.5 b ), with an effective mass $m^{*}$ given by

$$
\begin{equation*}
m^{*}=\frac{1}{\alpha} \approx \frac{1}{5} \times 350 \mathrm{MeV} \approx 70 \mathrm{MeV} \tag{5.7}
\end{equation*}
$$

From the solution for $\Psi(p)$, we can also evaluate the quark condensate ( $\dot{u} u$ ) by evaluating the integral in eq. (4.9), with the result

$$
\begin{equation*}
\langle u u\rangle \approx(-95 \mathrm{MeV})^{3} \tag{5.8}
\end{equation*}
$$



Fig. 2. The pion vertex function $g(p)$ corresponding to the gap function of fig. 1.

The numerical solution for $g(p)$ is plotted in fig. 2, again using momentum units in which $\kappa^{1 / 2}=1$. Using this solution, we can calculate the pion decay constant $f_{\pi}$ by evaluating the integral in eq. (4.13), with the result

$$
\begin{equation*}
f_{\pi} \approx 11 \mathrm{MeV} . \tag{5.9}
\end{equation*}
$$

Experimentally, the constituent quark mass $m^{*}$, the quark condensate $\langle\bar{u} u\rangle$ and the pion decay constant $f_{\pi}$ have the values

$$
\begin{align*}
m_{\text {expl }}^{*} & =300 \mathrm{MeV}, \\
\langle\bar{u} u\rangle_{\text {expl }} & \approx(-230 \mathrm{MeV})^{3}, \\
f_{\pi \text { expl }} & \approx 95 \mathrm{MeV} . \tag{5.10}
\end{align*}
$$

Thus, the pairing model with a pure confining potential gives values for these which are consistently too small. Since the high-momentum part of $V_{C}$ has the same sign as the confining term (cf. eq. (3.7)), its inclusion should have the same qualitative effect as increasing the string tension $\kappa^{1 / 2}$, which in the model of eq. (5.1) increases $m^{*}$, ( $u u$ ) and $f_{m}$ Hence, improved agreement with experiment is likely to result when high-momentum components of the Bethe-Salpeter kernel are included in the calculation.

Finally, in fig. 3 we plot the excitation energy $\omega(p)-\omega(0)$, as calculated from the numerical solution using eq. (4.6b). Both the numerical work and analytic estimates obtained from eq. (4.6) show that the excitation energy vanishes at small momenta as $p^{2}$ (up to a possible factor of $\left|\log p^{2}\right|$ ), and at large momenta approaches


Fig. 3. The excitation energy $\omega(p)-\omega(0)$ corresponding to the gap function of fig. 1 .
the excitation energy for a massless free particle to within a finite additive constant,

$$
\begin{equation*}
\omega(p)-\omega(0) \underset{p \rightarrow \infty}{\longrightarrow} p+\frac{1}{3 \pi^{2}} \int \mathrm{~d}^{3} q V_{\mathrm{C}}(|q|)[\sin 2 \vartheta(q)-1]+\mathrm{O}\left(\frac{1}{p}\right) . \tag{5.11}
\end{equation*}
$$

Hence although the Coulomb gauge pairing model is not Lorentz-covariant, the high-momentum behavior of the excitation energy in this model nonetheless joins smoothly onto a relativistic dispersion law.

## 6. Conclusions

By use of the renormalized vector and axial-vector vertex equations and Ward identities we have constructed the correctly renormalized gap equation for chiral symmetry breaking in Coulomb gauge QCD. Making the ladder approximation to the Bethe-Salpeter kernel relates the chiral symmetry breaking condensate, and the other chiral parameters, to the static quark potential. This allows a phenomenological potential to be used in the study of chiral symmetry breaking. We have demonstrated the infrared-finiteness of all physical parameters, and have elucidated the structure of the infrared divergences. Neglecting the effect of transverse gluons we have numerically evaluated $\langle\bar{u} u\rangle, f_{\pi}$ and the effective quark mass for a pure confining potential, $V_{\mathrm{c}}(q) \sim 1 / q^{4}$. The values we obtain are rather low compared with those deduced from experiment. However, inclusion of the high momentum tail should give better results.

Inclusion of transverse gluons and the Coulomb tail in our gap equation will permit a more detailed investigation of the relationship between chiral symmetry
breaking and confinement in QCD. Further, extending our analysis to finite temperatures will allow a study of the relationship between the deconfinement transition and the chiral symmetry restoration transition. Work on these questions is in progress.

## Appendix A

## BOGOLIUBOV-VALATIN TRANSFORMATION

The Bogoliubov-Valatin transformation for the pairing model relates the operators $b, d$ which annihilate $|0\rangle$ to a new basis set $B, D$ which annihilate $|\Psi\rangle$,

$$
\begin{align*}
& B^{(\alpha)}(p, s)=\frac{1}{\sqrt{1+\Psi^{2}(p)}}\left[b^{(a)}(p, s)+s \Psi(p) d^{(\alpha)+}(-p, s)\right], \\
& D^{(a)}(p, s)=\frac{1}{\sqrt{1+\Psi^{2}(p)}}\left[d^{(a)}(p, s)-s \Psi(p) b^{(\alpha)+}(-p, s)\right] . \tag{A.1}
\end{align*}
$$

The quark field can be reexpressed in terms of this basis, giving

$$
\begin{align*}
& q^{(a)}(x, 0)=\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3 / 2}} \sum_{s}\left[B^{(a)}(p, s) M_{1}(p, s) \mathrm{e}^{i p x}+D^{(a) t}(p, s) M_{2}(p, s) \mathrm{e}^{-i p \cdot x}\right], \\
& M_{1}(p, s)=\frac{1}{\sqrt{1+\Psi^{2}(p)}}\left(1+\gamma_{0} \Psi\right) U(p, s), \\
& M_{2}(p, s)=\frac{1}{\sqrt{1+\Psi^{2}(p)}}\left(1-\gamma_{0} \Psi\right) V(p, s), \tag{A.2}
\end{align*}
$$

with $U, V$ helicity spinors which satisfy

$$
\begin{gather*}
\gamma_{0} s V(-p, s)=U(p, s) \\
\sum_{s} U(p, s) U^{\dagger}(p, s)=\sum_{s} V(p, s) V^{\dagger}(p, s)=\frac{1}{2}\left(1-\gamma \cdot \hat{p} \gamma_{0}\right) . \tag{A.3}
\end{gather*}
$$

It is often convenient to characterize the Bogoliubov-Valatin transformation by a rotation angle $\vartheta(p)$ defined by

$$
\begin{equation*}
\sin \vartheta(p)=\frac{\Psi(p)}{\sqrt{1+\Psi^{2}(p)}}, \quad \cos \vartheta(p)=\frac{1}{\sqrt{1+\Psi^{2}(p)}} \tag{A.4}
\end{equation*}
$$
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#### Abstract

We give a critical discussion of gap equation models for chiral symmetry breaking, and formulate an extended Coulomb gauge model which includes one gluon exchange (but does not resolve the problems pointed out in our critique).


## § 1. Introduction

Quantum chromodynamics (QCD) is now widely accepted as the theory of the strong interactions, and gives a concrete realization of the prophetic idea of Nambu and JonaLasinio "that the pion is an almost massless fermion-antifermion bound state. A number of recent pairing model calculations, ${ }^{2,3)}$ based on approximations to QCD, have shown that chiral symmetry breaking, and the accompanying generation of a Nambu-Goldstone pion, necessarily occur when the instantaneous potential has a confining piece. However, the quantitative results for a phenomenological pure confining potential are not good, leading to values for the quark condensate $[-\langle\bar{u} u\rangle]^{1 / 3}$ and the pion decay constant $f_{n}$ which are too small by factors of $2-5$. We show below that assuming a dominant confining potential is in fact problematic, since the chiral breaking model requires a Lorentz vector instantaneous potential, whereas recent quark spectroscopic data ${ }^{4}$ shows that the confining potential is predominantly Lorentz scalar. One natural way to try to improve the model is by including the leading high-momentum components of the quark-antiquark potential, which arise from one gluon exchange and are Lorentz vector in structure. In this article we work out (but do not attempt to solve) the equations for this extension of the model. In $\S 2$ we review the general gap equation formalism, critically discuss confining-potential models, and show that including the instantaneous Coulomb potential without including transverse gluon exchange is inconsistent. We formulate an extended model including both Coulomb and transverse gluon exchange, and give the integral equations for this model in $\S 3$. In $\S 4$ we conclude with a brief discussion.

## § 2. General formalism and discussion of gap equation potential models

We sketch a method ${ }^{31}$ for obtaining the gap equation, including renormalization counter-terms, in a general gauge in which the vertex renormalization is not finite. The basic idea ${ }^{51}$ is to use the Ward identities to derive the renormalized gap equation from suitable approximations to the vertex parts. Specifically, we start from the renormalized Dyson equation for the vector and axial-vector vertices, making the ladder approximation
that the Bethe-Salpeter kernel depends only on the momentum transfer. Consistent with this approximation, we exclude quark annihilation graphs, so that there are no anomalies, and neglect terms arising from the non-commutativity of color matrices on the quark lines, so that we can use the Ward identities of QED and can omit all color indices. With these simplifications, the renormalized vector and axial-vector vertex parts satisfy the integral equations

$$
\begin{align*}
& \tilde{\Gamma}_{\mu}\left(p^{\prime}, p\right)_{\Delta r}=\left(Z \gamma_{\mu}\right)_{\Delta \gamma}+\int \frac{d^{4} a}{(2 \pi)^{4}}\left[i \tilde{S}_{F}^{\prime}\left(p^{\prime}+q\right) \tilde{\Gamma}_{\mu}\left(p^{\prime}+q, p+q\right) i \tilde{S}^{\prime}{ }_{F}(p+q)\right]_{A a} \\
& \times \tilde{K}_{a s, \gamma \delta}\left(p+q, p^{\prime}+q, q\right), \\
& \tilde{\Gamma}_{\mu 5}\left(p^{\prime}, p\right)_{\delta \gamma}=\left(Z_{\gamma_{\mu}} \gamma_{5}\right)_{\delta z}+\int \frac{d^{4} q}{(2 \pi)^{4}}\left[i \tilde{S}^{\prime}{ }_{F}\left(p^{\prime}+q\right) \tilde{\Gamma}_{u 5}\left(p^{\prime}+q, p+q\right) i \tilde{S}^{\prime}{ }_{F}(p+q)\right]_{\mu a} \\
& \times \vec{K}_{a A ., z s}\left(p+q, p^{\prime}+q, q\right) \tag{1}
\end{align*}
$$

with $\bar{S}^{\prime}{ }_{f}$ the full renormalized quark propagator and with $K_{a \beta, r s}$ the renormalized quarkantiquark Bethe-Salpeter kernel. Since anomalies have been excluded, the vector and axial-vector vertex parts have the same renormalization constants, and satisfy the Ward identities

$$
\begin{align*}
& \left(p^{\prime}-p\right)^{\prime} \bar{\Gamma}_{\mu}\left(p^{\prime}, p\right)=\bar{S}_{F}^{\prime}{ }_{F}^{-1}\left(p^{\prime}\right)-S_{F}^{\prime}{ }_{F}^{-1}(p) \\
& \left(p^{\prime}-p\right)^{\mu} \tilde{\Gamma}_{\mu 5}\left(p^{\prime}, p\right)=\gamma_{5} \bar{S}_{F}^{\prime}-1(p)+\bar{S}_{F}^{\prime-1}\left(p^{\prime}\right) \gamma_{5} \tag{2}
\end{align*}
$$

We now make the fundamental approximation of assuming that the Bethe-Salpeter kernel $\bar{K}_{a \beta . y \delta}\left(p+q, b^{+}+q, q\right)$ is a function only of the momentum transfer $q$,

$$
\begin{equation*}
\bar{K}_{a A, \gamma d}\left(p+q, p^{\prime}+q, q\right) \approx \bar{k}_{a \beta, r \delta}(q), \tag{3a}
\end{equation*}
$$

and has Lorentz vector couplings on the quark and antiquark lines so that there is no explicit breaking of chiral symmetry,

$$
\begin{align*}
& \bar{k}_{a, \gamma^{\prime} \delta}(q)\left(\gamma_{s}\right)_{\gamma^{\prime} \gamma}=-\left(\gamma_{s}\right)_{a a^{\prime}} \cdot \bar{k}_{a^{\prime}, ~, r s s}(q), \tag{3b}
\end{align*}
$$

Substituting Eq. (3) into Eq. (1), further substituting Eq. (1) into the Ward identities of Eq. (2) and using the Ward identities a second time to rearrange the integrands, we find that Eqs. (1) $\sim(3)$ imply that the renormalized quark propagator must satisfy the integral equation

$$
\begin{equation*}
\tilde{S}_{F}^{\prime-1}(p)=\left(Z \gamma_{\mu}\right) p^{\mu}+\int \frac{d^{4} q}{(2 \pi)^{4}} \tilde{S}_{F}^{\prime}(p+q)_{g \alpha} \tilde{k}_{a \beta}, \cdots(q) \tag{4a}
\end{equation*}
$$

Introducing the self-energy $\Sigma$ by writing

$$
\begin{equation*}
\bar{S}_{F}^{\prime-1}(p)=\gamma_{\mu} p^{\mu}-\Sigma(p), \tag{4b}
\end{equation*}
$$

and writing out all Dirac indices explicitly, we see that $\Sigma$ must satisfy the integral equation

$$
\begin{equation*}
\Sigma(p)_{t r}=\left[\gamma_{\mu}-\left(Z \gamma_{\mu}\right)\right]_{s \gamma} p^{\prime \prime}-\int \frac{d^{4} q}{(2 \pi)^{4}} \tilde{S}_{r}^{\prime}(p+q)_{\mu a} \tilde{k}_{a \beta, r s}(q) . \tag{5}
\end{equation*}
$$

This is the renormalized gap equation corresponding to the ladder approximation to the Bethe-Salpeter kernel.

As discussed in Ref. 3), if one assumes that $\bar{k}_{a \beta, r 8}(q)$ contains only an instantaneous potential

$$
\begin{equation*}
\bar{k}_{a \alpha, \gamma d}^{\prime}(\boldsymbol{q})=-4 \pi i\left(\gamma_{0}\right)_{s_{A}}\left(\gamma_{0}\right)_{a r} \frac{4}{3} V_{c}(|\boldsymbol{q}|), \tag{6}
\end{equation*}
$$

then Eq. (5) is readily reduced ${ }^{2,3)}$ to the gap equation for a non-relativistic pairing model. If one takes $V_{c}$ to be the pure confining potential

$$
\begin{equation*}
V_{c}=\frac{3 \sigma / 2}{\left(q^{2}\right)^{2}}, \quad \sigma=\text { string tension }, \tag{7}
\end{equation*}
$$

the gap equation has a non-trivial solution, indicating a spontaneous breakdown of chiral symmetry; but as noted above, use of the phenomenological value $\sigma^{1 / 2}=400 \mathrm{MeV}$ gives poor results for the parameters characterizing chiral symmetry breaking. However, there is a serious inconsistency in assuming the gap equation to be dominated by a phenomenological confining potential. The derivation of the gap equation requires the instantaneous potential to have the Lorentz vector couplings of Eq. (6), since a Lorentz scalar instantaneous potential

$$
\begin{equation*}
\bar{k}_{a \beta, \gamma \delta}^{\prime}(\boldsymbol{q})=-4 \pi i(1)_{\delta \beta}(1)_{a r} \frac{4}{3} V_{s}(|\boldsymbol{q}|) \tag{8}
\end{equation*}
$$

would manifestly break chiral symmetry. On the other hand, experimental data on heavy quark spectroscopy ${ }^{4}$ shows that the confining potential in heavy quark systems is predominantly Lorentz scalar. Moreover, theoretical arguments ${ }^{6)}$ based on the behavior of electric flux tubes also suggest that in the phenomenological confining potential

$$
\begin{equation*}
V(r)=\sigma r-\frac{4}{3} \frac{a}{r}, \tag{9}
\end{equation*}
$$

only the Coulombic piece $-(4 / 3)(\alpha / r)$ is Lorentz vector, while the confining piece $\sigma r$ is Lorentz scalar. We conclude that there is a puzzle here, and quite likely an indication that the approximations leading to the gap equation are not valid for the confining part of the potential.

To get a possibly more realistic model, within the framework of the approximations leading to Eq. (5), one should clearly include the Coulombic piece (which is Lorentz vector) in $V_{c}$, by replacing Eq. (7) by

$$
\begin{equation*}
V_{c}=\frac{3 \sigma / 2}{\left(q^{2}\right)^{2}}+\frac{\alpha}{q^{2}} . \tag{10}
\end{equation*}
$$

However, as shown in Ref. 3), Eq. (10) leads to the non-covariant counter-term structure

$$
" Z \gamma_{\mu} "= \begin{cases}\gamma_{0}, & \mu=0,  \tag{11}\\ Z \gamma_{j}, & \mu=j=1,2,3, \quad Z=\text { log divergent },\end{cases}
$$

whereas the 0 and $j$ components of the vertex are expected to have the same logarithmic divergence even in a non-covariant gauge. Thus, Lorentz covariance of the counter-term requires inclusion of transverse gluon exchange along with the Coulomb gluon term, by
writing

$$
\begin{align*}
& \bar{k}_{a A, \gamma d}=\bar{k}_{c a, r d}^{T}(q)+\bar{k}_{a \beta, \gamma \delta}^{T}(q), \\
& \bar{k}_{a A, \gamma d}^{T}(q)=-4 \pi i\left(\gamma_{j}\right)_{z \beta}\left(\gamma_{k}\right)_{a r}\left(\delta_{j k}-\frac{q_{j} q_{A}}{q^{2}}\right) \frac{4}{3} V_{T}(q), \\
& V_{r}(q)=\frac{a}{q_{0}^{2}-q^{2}} . \tag{12}
\end{align*}
$$

A simple calculation shows that when Eqs. (12), (10) and (6) are substituted into the gap equation of Eq. (5), all divergences are removed with a covariant counter-term $Z_{\gamma_{\mu}}$, with

$$
\begin{equation*}
Z=1-\frac{1}{4 \pi^{2}} \int d^{3} q \frac{2}{3} \frac{a}{q^{3}}+\text { finite } . \tag{13}
\end{equation*}
$$

One further point must be addressed to formulate a model with Coulomb gluon exchange included. The coordinate-space potential of Eq. (9) is undetermined up to an additive constant, and this corresponds to the freedom to add to the Fourier transform $V_{c}$ a multiple of $\delta^{3}(\boldsymbol{q})$. We will choose this multiple so that $1 /\left(q^{2}\right)^{2}$ is replaced by

$$
\begin{equation*}
\left[1 /\left(q^{2}\right)^{2}\right]_{\text {REC }}=1 /\left(q^{2}\right)^{2}-\delta^{3}(q) \int d^{3} q^{\prime} /\left(q^{\prime 2}\right)^{2} \tag{14a}
\end{equation*}
$$

which by construction satisfies

$$
\begin{equation*}
\int d^{3} q\left[1 /\left(\boldsymbol{q}^{2}\right)^{2}\right]_{\mathrm{REG}}=0 \tag{14b}
\end{equation*}
$$

The infrared subtraction in Eq. (14) guarantees that the confining piece represents a linear potential which vanishes at $r=0$; without the subtraction, the Fourier transform of Eq. (10) gives a linear potential which equals a linearly divergent constant at $r=0$. Use of Eq. (14a) yields a gap equation which is manifestly infrared finite, even when retarded potentials are included. [When retarded potentials are neglected, Eq. (14a) makes the $A$ and $B$ functions of Ref. 3) infrared finite, whereas if one uses Eq. (7), only the gap function $\Psi$ (which has no analog in the retarded case) is infrared-finite.] Of course, given the problems with the Lorentz structure of the confining potential, one can question whether it should be included at all! If it is omitted, and only the one-gluon exchange potential is retained, Coulomb gauge is a poor choice: For the pure gluon-exchange problem, it has long been known that the retarded integral equations take a much simpler form in a covariant gauge, ${ }^{71}$ especially in Landau gauge where the vertex renormalization $Z$ is finite.

## § 3. Equations of the retarded model

To summarize, the retarded model has a gap equation given by Eq. (5), with

$$
\begin{align*}
\tilde{k}_{a A, 7 d}= & -4 \pi i\left(\gamma_{0}\right)_{a d}\left(\gamma_{0}\right)_{a r} \frac{4}{3}\left\{\frac{3}{2} \sigma\left[\frac{1}{\left(q^{2}\right)^{2}}-\delta^{3}(q) \int \frac{d^{3} q^{\prime}}{\left(q^{2+2}\right)^{2}}\right]+\frac{a}{q^{2}}\right\} \\
& -4 \pi i\left(\gamma_{j}\right)_{d \theta}\left(\gamma_{k}\right)_{a r}\left(\delta_{j k}-\frac{q q_{k}}{q^{2}}\right) \frac{4}{3} \frac{a}{q_{0}^{5}-q^{2}} \tag{15}
\end{align*}
$$

We assume for $\Sigma$ the general Ansatz

$$
\begin{align*}
& \Sigma=p A\left(p, p_{0}\right)+\boldsymbol{\gamma} \cdot \boldsymbol{p} B\left(p, p_{0}\right)-\gamma_{0} p_{0} D\left(p, p_{0}\right), \\
& p=|\boldsymbol{p}| . \tag{16}
\end{align*}
$$

After rotation to the Euclidean section where $p_{0}=i \omega, \Sigma$ has the form

$$
\begin{align*}
& \Sigma_{\varepsilon}=p A[p, \omega]+\gamma \cdot p B[p, \omega]-i \gamma_{0} \omega D[p, \omega], \\
& A[p, \omega]=A(p, i \omega), \text { etc. }, \tag{17}
\end{align*}
$$

and the quark condensate is given by

$$
\begin{equation*}
\langle\bar{u} u\rangle=3 \int \frac{d^{3} p d \omega}{(2 \pi)^{4}} \operatorname{Tr}\left[\gamma_{0} i \omega-\gamma \cdot p-\Sigma_{E}\right]^{-1} . \tag{18}
\end{equation*}
$$

After some algebra, the gap equation can be reduced to the following coupled integral equations for $A, B$ and $D$ on the Euclidean section,

$$
\begin{align*}
p A[p, \omega]= & \frac{1}{4 \pi^{3}} \int_{0}^{\infty} d \zeta \int d^{3} q\left\{\frac{3 \sigma / 2}{\left[(\boldsymbol{q}-\boldsymbol{p})^{2}\right]^{2}}\left[\frac{2 q A[q, \zeta]}{d[q, \zeta]}-\frac{2 p A[p, \zeta]}{d[p, \zeta]}\right]\right. \\
& +\frac{2 q A[q, \zeta]}{d[q, \zeta]}\left[\frac{4}{3} \frac{a}{(\boldsymbol{q}-\boldsymbol{p})^{2}}+\frac{4}{3} \frac{\alpha}{(\zeta-\omega)^{2}+(\boldsymbol{q}-\boldsymbol{p})^{2}}\right. \\
& \left.\left.+\frac{4}{3} \frac{\alpha}{(\zeta+\omega)^{2}+(\boldsymbol{q}-\boldsymbol{p})^{2}}\right]\right\}, \\
p B[p, \omega]= & p(Z-1)+\frac{1}{4 \pi^{3}} \int_{0}^{\infty} d \zeta \int d^{3} q\left\{\frac{3 \sigma / 2}{\left[(\boldsymbol{q}-\boldsymbol{p})^{2}\right]^{2}}\left[\frac{\mu 2 q C[q, \zeta]}{d[q, \zeta]}-\frac{2 p C[p, \zeta]}{d[p, \zeta]}\right]\right. \\
& +\frac{2 q C[q, \zeta]}{d[q, \zeta]}\left[\frac{4}{3} \frac{\alpha \mu}{(\boldsymbol{q}-\boldsymbol{p})^{2}}-\frac{4}{3} a \frac{q p\left(1+\mu^{2}\right)-\left(p^{2}+q^{2}\right) \mu}{p^{2}+q^{2}-2 p q \mu}\right. \\
& \left.\left.\times\left(\frac{1}{(\zeta-\omega)^{2}+(\boldsymbol{q}-\boldsymbol{p})^{2}}+\frac{1}{(\zeta+\omega)^{2}+(\boldsymbol{q}-\boldsymbol{p})^{2}}\right)\right]\right\}, \\
\omega D[p, \omega]= & \omega(Z-1)+\frac{1}{4 \pi^{3}} \int_{0}^{\infty} d \zeta \int d^{3} q \frac{2 \zeta E[q, \zeta]}{d[q, \zeta]} \\
& \times \frac{4}{3} \alpha\left[\frac{1}{(\zeta-\omega)^{2}+(\boldsymbol{q}-\boldsymbol{p})^{2}}-\frac{1}{(\zeta+\omega)^{2}+(\boldsymbol{q}-\boldsymbol{p})^{2}}\right] \tag{19a}
\end{align*}
$$

with

$$
\begin{align*}
& E[p, \omega]=1+D[p, \omega], \quad C[p, \omega]=1+B[p, \omega], \\
& d[p, \omega]=\omega^{2} E^{2}[p, \omega]+p^{2}\left\{C^{2}[p, \omega]+A^{2}[p, \omega]\right\}, \\
& \mu=\boldsymbol{p} \cdot \boldsymbol{q} /(p q) . \tag{19b}
\end{align*}
$$

In writing Eq. (19), we have made use of the following reflection symmetries,
$A, B, C, D, E$ are invariant under $\omega \rightarrow-\omega$.

## § 4. Discussion

Getting a quantitative realization of the Nambu-Jona-Lasinio model within QCD has turned out to be more difficult than one would have hoped. Coulomb gauge gap equation models based on an instantaneous confining potential give chiral symmetry breaking, but are at variance with the observed Lorentz structure of the phenomenological confining potential. Extending the model to include Coulomb gluon exchange does not cure the Lorentz structure problem and requires the inclusion of transverse gluons as well; this leads (after angular averaging) to a set of coupled two-dimensional integral equations, which will be much harder to study analytically ${ }^{8)}$ and to solve numerically than the one-dimensional integral equations of the instantaneous potential model. Moreover, the retarded equations are renormalization scheme dependent, since Eq. (19) contains the finite part of the renormalization constant $Z$ as a parameter. Thus comparison of the extended model with experiment will have to take the renormalization scheme dependence ${ }^{9}$ ) of $\langle\bar{u} u\rangle$ into account, a complicating feature which again was absent in the instantaneous potential models. The situation is sufficiently complex that, without a resolution of the Lorentz structure problem, the motivation for a further elaboration of the Coulomb gauge gap equation model seems much diminished.
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I formulate a successive over-relaxation (SOR) procedure for the Monte Carlo evaluation of the Euclidean partition furtetion for multiquadratic actiona (such an the Yang-Mills action with canonical gauge fixing). A convergence anslysia for the quadratic-action (Abelian) case shows that as thermalization proceeds the mean nodal fields relax according to the difference equation arising from the standard SOR analyais of the associated classical Euclidean field equation. Hence, SOR should accelerate the thermalization process, just as it acceleratea convergence in the numerical solution of second-order elliptic differential equations.

As has been much emphasized, ${ }^{1}$ the Euclidean partition function is a fundamental tool for studying quantum field theories. For the case of a boson fleld theory $y^{2}$ containing spin- 0 scalar and spin- 1 gauge fields, denoted collectively by $\phi$, the partition functionat inverse temperature $\beta$ is given by the functional integral ${ }^{3}$

$$
\begin{align*}
& Z=\int d \phi_{i} \int_{0_{i}}^{\omega_{i}}[d \phi] \exp (-S), \\
& S=\int_{0}^{A} d t \int d^{{ }^{3}} x \varepsilon_{g^{*}} \tag{1}
\end{align*}
$$

In Eq. (1) $\Omega_{g}$ is the Euclidean action density, including source terms, and the path integral extends over periodic paths, with $\phi(0)=\phi(\beta)=\phi_{i}$. I will restrict my attention in the following discussion to the case where $\boldsymbol{f}_{E}$ is a multiquadratic form (that is, it is at most quadratic in each individual field component), and will assume that the Euclidean action $S$ is bounded from below. This restriction excludes interacting spin-0 fields from consideration (renormalizability for scalars requires a $\phi^{4}$ term in the action), but allows $\phi$ to contain any number of non-Abelian spin-1 gauge fields, since the outer-product form of the gauge-field self-interaction is easily seen to imply a multiquadratic action. ${ }^{4,5}$ Of course, when gauge fields are present, the partition function as written in Eq. (1) is formally infinite, as a result of integrations over gauge transformations which leave the action invariant. In reducing Eq. (1) to a discrete form for Monte Carlo evaluation, there are two natural strategies for dealing with the gauge infinities. The first, introduced by Wilson ${ }^{6}$ and extensively studied ${ }^{7}$ over the past few years, consists of using a discrete procedure in such a way that an exact, but compact gauge-invariance group remains, which can then be safely included in the Monte Carlo integration. ${ }^{7}$ While this approach has many interesting features, it suffers
from the drawbacks that (1) it is expressed in terms of unitary-matrix link variables, and has no natural discrete analogs of the gauge potentials and gauge fields, and ( 2 ) the multiquadratic form of the action is lost. A second natural strategy, which I will pursue in this paper, is to use the Faddeev-Popov method ${ }^{1}$ to break the gauge invariance. In particular, if one chooses the canonical gauge fixing ${ }^{\text {a }}$

$$
\begin{align*}
& b^{1}=0 \text { in } R_{4}:-\infty<x_{1}, \ldots, x_{4}<\infty, \\
& b^{2}=0 \text { in } R_{3}: x_{1}=0,-\infty<x_{2}, x_{3}, x_{4}<\infty, \\
& b^{3}=0 \text { in } R_{2}: x_{1}=x_{2}=0,-\infty<x_{3}, x_{4}<\infty,  \tag{2}\\
& b^{4}=0 \text { in } R_{1}: x_{1}=x_{2}=x_{3}=0,-\infty<x_{4}<\infty
\end{align*}
$$

for each gauge potential $b^{\mu}$ in $\phi$, the gauge degeneracy is completely broken, with a FaddeevPopov determinant which is constant. The functional integral can then be made discrete by taking the nodal values of the gauge potentials as the variables, and applying the standard replacement ${ }^{9}$ of derivatives by finite differences to the action $S$. Denoting the set of node variables which are integrated over by $\{\phi\}=\{\phi(i), i=1, \ldots, N\}$, this procedure yields a multiple integral of the form

$$
\begin{equation*}
Z=\left[\prod_{i=1}^{N} \int_{-\infty}^{\infty} d \phi(i)\right] e^{-s t(e))} \tag{3}
\end{equation*}
$$

with $S$ a multiquadratic form which is bounded from below. Thus, for any node variable $\phi(k), S$ can be decomposed as

$$
\begin{equation*}
S\left[\{\phi\}_{k}, \phi(k)\right]=A_{2}\left[\phi(k)-C_{k}\right]^{2}+B_{k}, \quad A_{2}>0 \tag{4}
\end{equation*}
$$

with $A_{k}, B_{k}$, and $C_{n}$ functions of the subset of node variables $\{\phi\}_{k}=\{\phi(i), i=1, \ldots, k-1$, $k+1, \ldots, N\}$.

Since in typical applications the dimensionality $N$ of the multiple integral is very large, the
numerical estimation of Eq. (3) requires use of the Monte Carlo method. ${ }^{710}$ Starting from any initial configuration $\left\{\phi_{0}\right\}$, one generates a sequence of successive configurations, or Markov chain, $\left\{\phi_{2}\right\},\left\{\phi_{2}\right\}, \ldots,\left\{\phi_{4}\right\}, \ldots$ by repeated application of a transition probability $W\left[\{\phi\}-\left\{\phi^{\prime}\right\}\right]$. The transition probability $W$ is chosen so that in the limit as $M$ becomes infinite, the configurations in the chain are distributed according to the equilibrium probability density $P_{\text {es }}[\{\phi\}]$,

$$
\begin{equation*}
P_{* \infty}[\{\phi\}]=e^{-s[1 \odot n} . \tag{5}
\end{equation*}
$$

Sufficient conditions ${ }^{12}$ on $W$ to guarantee an asymptotic equilibrium probability distribution are the normalization condition

$$
\left[\prod_{i=1}^{H} \int d \phi(i \gamma] W\left[\{\phi\}-\left\{\phi^{\prime}\right\}\right]=1 \text { for all }\{\phi\}, \quad(6 a)\right.
$$

the ergodicity condition

$$
\begin{equation*}
P_{m}[\{\phi\}]>0, \quad P_{\infty}\left[\left\{\phi^{\prime}\right\}\right]>0 \Rightarrow W\left[\{\phi\} \rightarrow\left\{\phi^{\prime}\right\}\right]>0, \tag{6b}
\end{equation*}
$$

and the detailed-balance condition

$$
\begin{equation*}
P_{\infty}[\{\phi\}] W\left[\{\phi\}-\left\{\phi^{\prime}\right\}\right]=P_{\infty}\left[\left\{\phi^{\prime}\right\}\right] W\left[\left\{\phi^{\prime}\right\}-\{\phi\}\right] . \tag{6c}
\end{equation*}
$$

In numerical work it is generally most convenient to change only a single node variable at a time.
When specialized to this case, the form of $W$, for a step in which the node variable $\phi(k)$ is changed, is

$$
\begin{equation*}
W=w\left[\{\phi\}_{k} ; \phi(k)-\phi(k)\right], \tag{7}
\end{equation*}
$$

with $w$ required to be ergodic and to satisfy the normalization and detalled-balance conditions

$$
\begin{align*}
& \int_{-\infty}^{\infty} d \phi(k)^{\prime} w\left[\{\phi\}_{n} ; \phi(k)-\phi(k)^{\prime}\right]=1,  \tag{Ba}\\
& P_{m}\left[\{\phi\}_{k}, \phi(k)\right]_{w}\left[\{\phi\}_{n} ; \phi(k)-\phi(k)^{\gamma}\right] \\
& \quad=P_{m}\left[\{\phi\}_{n}, \phi(k)^{\gamma}\right\}_{w}\left[\{\phi\}_{k} ; \phi(k)^{\prime}-\phi(k)\right] . \tag{8b}
\end{align*}
$$

As is well known, the conditions of Eq. ( 8 ) do not fix $t 0$ uniquely. The choice used in most Mante Carlo studies of gauge theories, motivated by the intuitive idea ${ }^{7}$ of successively thermalizing the individual node variables, is

$$
\begin{align*}
& w\left[\{\phi\}_{k} ; \phi(k)-\phi(k)^{r}\right]=N\left[\{\phi\}_{k}\right]^{-1} e^{-s\left[(\theta)_{p} \phi(k)^{\prime}\right)},  \tag{9}\\
& N\left[\{\phi]_{k}\right]=\int^{-} d \phi(k)^{\prime} e^{\left.\left.-s(1-)_{k} \alpha_{k}\right)^{\prime}\right]}
\end{align*}
$$

which makes the distribution of new values $\phi(k)^{\prime}$ completely independent of the old value $\phi(k)$ being replaced. For a multiquadratic action, where the dependence of $S$ on $\phi(k)^{\gamma}$ is known explicitly from Eq. (4), the transition probability of Eq. (9) becomes
$w\left[\{\phi\}_{A} ; \phi(k)-\phi(k)\right]=\left(\pi A_{A}\right)^{-1 / 2} e^{-A_{A}\left(\phi(k)^{r}-c_{k}\right)^{2}}$.

This evidently corresponds to choosing a Gaussian distribution of the new $k$ th-node value around a central value $C_{k}$, where $C_{n}$ is the value of $\phi(k)$ which minimizes $S\left[\{\phi\}_{k}, \phi(k)\right]$.
As motivation for the generallzation of Eq. (10) which I am about to discuss, let us briefly consider the problem of minimizing the discrete action functional $S[\{\phi\}]$. This can also be accomplished by an iterative procedure, the simplest form of which consists of starting from an initial configuration $\left\{\phi_{0}\right\}$, and then successively replacing each node value $\phi(k), k=1, \ldots, N$ by the value $C_{k}\left\{\left\{_{\phi}\right\}_{h}\right]$ which minimizes $S$. Since $S$ is nonincreasing under this relaxation procedure, in the limit of an infinite number of steps the mindmum of $S$ (assuming it exists and is unique ${ }^{12}$ ) will be attained. However, it is well known that the procedure just outlined is not the optimal pointiterative algorithm for minimizing $S$; much more rapid convergence to the minimum can be obtained by using the successive over-relaxation (SOR) method in which $\phi(k)$ is given by

$$
\begin{align*}
\phi(k)^{\prime} & =\omega C_{k}+(1-\omega)_{\phi}(k) \\
& =C_{k}+(1-\omega)\left[\phi(k)-C_{k}\right], \tag{11}
\end{align*}
$$

with $\omega$ a parameter called the relaxation parameter. Convergence is guaranteed provided that $S$ remains nonincreasing at each step of the iteration, which requires

$$
\begin{align*}
0 & \leqslant S\left[\{\phi\}_{k}, \phi(k)\right]-S\left[\{\phi\}_{k}, \phi(k)^{\prime}\right] \\
& =A_{k}\left[\phi(k)-\phi(k)^{\prime}\right]\left[\phi(k)+\phi(k)^{\prime}-2 C_{k}\right] \\
& =A_{k}\left[\phi(k)-\phi(k)^{\prime}\right]^{2}\left(\frac{2}{\omega}-1\right), \tag{12}
\end{align*}
$$

giving the restriction

$$
\begin{equation*}
0<\omega<2 . \tag{13}
\end{equation*}
$$

When $\omega=1$, Eq. (11) reduces to $\phi(k)^{r}=C_{k}$, corresponding to the simple minimization procedure in which the new value $\phi(k)^{\prime}$ is independent of the old value $\phi(k)$. When $\omega \neq 1$, the new value $\phi(k)$ clearly retains a memory of the old value $\phi(k)$. In practice, optimum convergence is obtained by doing several iterations with $\omega=1$, and then doing many iterations with a value $\omega=\omega_{\text {ogt }}$ close to 2 , adjusted to maximize the rate of final approach of $S$ to its minimum.

Let us now return to the problem of evaluating the partition function of Eq. (3), and ask whether there is a parametrized, over-relaxation generalization of the Gaussian transition probability of Eq. (10). A simple investigation shows that such a generalization does exdst, and is given by
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$$
\begin{equation*}
\omega\left[\{\phi\}_{k} ; \phi(k) \rightarrow \phi(k)^{\prime}\right]=\left[\frac{\omega(2-\omega)}{\pi A_{k}}\right]^{1 / 2} \exp \left\{-\left[\frac{A_{\lambda}}{\omega(2-\omega)}\right]\left[\phi^{(k)^{\prime}}-\omega C_{k}-(1-\omega) \phi(k)^{2}\right\},\right. \tag{14a}
\end{equation*}
$$

which can be rewritten as
$\omega\left[\{\phi\}_{k} ; \phi(k) \rightarrow \phi(k)^{r}\right]=\left(\pi A_{k} \cosh ^{2} \theta\right)^{-1 / 2} \exp \left\{-A_{k}\left[\cosh \theta\left(\phi(k)^{r}-C_{k}\right)+\sinh \theta\left(\phi(k)-C_{k}\right)\right]^{2}\right\}, \omega-1=\tanh \theta$.
To verify Eq. (14), we note that it obviously satisfies the normalization condition of Eq. (8a), while since

$$
\begin{align*}
& A_{\Delta}\left[\phi(k)-C_{k}\right]^{2}+A_{2}\left[\cosh \theta\left(\phi(k)^{\prime}-C_{k}\right)+\sinh \theta\left(\phi(k)-C_{N}\right)\right]^{2} \\
&=A_{A} \cosh ^{2} \theta\left\{\left[\phi(k)-C_{k}\right]^{2}+\left[\phi(k)^{\prime}-C_{k}\right]^{2}\right\}+2 A_{2} \cosh \theta \sinh \theta\left[\phi(k)-C_{\sharp}\right]\left[\phi(k)^{\prime}-C_{k}\right] \\
&=A_{\lambda}\left[\phi(k)^{\prime}-C_{k}\right]^{2}+A_{k}\left[\cosh \theta\left(\phi(k)-C_{k}\right)+\sinh \theta\left(\phi(k)^{y}-C_{k}\right)\right]^{2}, \tag{15}
\end{align*}
$$

it also satisfies the detailed balance condition of Eq. (8b). Hence, the transition probability of Eq. (14) provides an SOR method for the Monte Carlo evaluation of the Euclidean partition function for multhquadratic actions.

To determine whether SOR accelerates the thermalization process, let us analyze in detail the case where the action $S$ is a quadratic (as opposed to a multiquadratic) form, corresponding to an Abelian gange theory with external sources. Let $\phi(k)^{\nu}$ dencte the value of the $k$ th-node variable after $M$ complete iterations, let

$$
\{\phi\}_{k}^{y}=\left\{\phi(1)^{\mu}, \ldots, \phi(k-1)^{\mu}, \phi(k+1)^{\mu-1}, \ldots, \phi(N)^{N-1}\right\}
$$

denote the set of node variables which are passive when the $k$ th-node variable is being altered during the $M$ th-iteration sweep, and let $P[\{\phi\} ; N(M-1)+k-1]$ be the joint probability distribution of the node variables after $N(M-1)+k-1$ individual node replacements. Then we evidently have

$$
\begin{equation*}
P\left[\{\phi\}_{k}^{\mu}, \phi(k)^{M} ; N(M-1)+k\right]=\int_{-}^{\infty} d \phi(k)^{\mu-1} w\left[\{\phi\}_{k}^{\mu} ; \phi(k)^{\mu-1}-\phi(k)^{\mu}\right] P\left[\{\phi\}_{M}^{\mu}, \phi(k)^{\mu-1} ; N(M-1)+k-1\right], \tag{16}
\end{equation*}
$$

which tells us how the joint probahility distribution evolves from step to step. Integrating Eq. (16) with respect to $\phi(k)^{\mu}$, and using the normalization condition of Eq. (8a), we learn that

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \phi(k)^{\nu} P\left[\{\phi\}_{k}^{\mu}, \phi(k)^{\mu} ; N(M-1)+k\right\}=\int_{-\infty}^{-} d \phi(k)^{\mu-1} P\left[\{\phi\}_{L}^{\mu}, \phi(k)^{\mu-1} ; N(M-1)+k-1\right], \tag{17}
\end{equation*}
$$

which means that the joint probability distribution for the subset of node variables $\{\phi\}_{\text {, }}$ [with $\phi(k)$ integrated out] is unchanged during the iterative step in which $\phi(k)$ is altered. This in turn implies that the mean value of any node variable $\bar{\phi}(k)$, defined by

$$
\begin{equation*}
\bar{\phi}(k)=\left[\prod_{i \mathbb{R}_{\mathbb{A}}} \int_{\ldots}^{-} d \phi(i)\right] \int_{-\infty}^{\infty} d \phi(k) \phi(k) \cdot P[\{\phi\} ; \ldots], \tag{18}
\end{equation*}
$$

changes only during an iteration step in which $\phi(k)$ is altered, and so is uniquely specified by the notation $\bar{\phi}(k)^{\mu}$, which gives its value after $M$ complete iterations. To study the evolution of the mean values, we multiply Eq. (16) by $\phi(k)^{\mu}$ and integrate, giving

$$
\begin{align*}
& \bar{\phi}(k)^{\mu}=\left[\prod_{-1}^{-1} \int_{-\infty}^{-} d \phi(i)^{\mu}\right] \int_{-\infty}^{-} d \phi(k)^{\mu} \phi(k)^{\mu}\left[\prod_{i=1}^{N} \int_{--}^{\infty} d \phi(i)^{\mu-1}\right] P\left[\{\phi\}_{k}^{\mu}, \phi(k)^{\mu} ; N(M-1)+k\right] \\
& =\left[\prod_{i=1}^{-1} \int_{-\infty}^{-} d \phi(i)^{u}\right]\left[\prod_{-1}^{y} \int_{-\infty}^{-} d \phi(i)^{u-1}\right] \\
& \times \int_{-\infty}^{-} d \phi(k)^{\mu}\left\{\left[\phi(k)^{\mu}-\omega C_{1}-(1-\omega) \phi(k)^{\mu-1}\right]_{(1)}+\left[\omega C_{\lambda}+(1-\omega) \phi(k)^{\mu-1}\right]_{\{2)}\right\} \\
& \times w\left[\{\phi\}_{k}^{\mu} ; \phi(k)^{y-1}-\phi(k)^{v}\right] P\left[\{\phi\}_{k}^{N}, \phi(k)^{v-1} ; N(M-1)+k-1\right] . \tag{19}
\end{align*}
$$

Comparing with Eq. (14a), we see that the contribution of the term labeled [ ](A) vanishes, while using Eq. (8a) the contribution of the term labeled [ ] ${ }_{(2)}$ simplifies to give

$$
\begin{equation*}
\bar{\phi}(k)^{u}=\left[\prod_{-1}^{-1} \int_{-\infty}^{*} d \phi(i)^{\mu}\right]\left[\prod_{-1}^{N} d \phi(i)^{\mu-1}\right]\left[\omega C_{k}\left[\{\phi\}_{k}^{\mu}\right]+(1-\omega) \phi(k)^{v-1}\right] P\left[\{\phi\}_{k}^{\mu}, \phi(k\}^{\mu-1} ; N(M-1)+k-1\right] . \tag{20}
\end{equation*}
$$

Up to this point the analysis is completely general, and applies to multiquadratic as well as quadratic actions. Specializing now to the case of quadratic actions, for which $C_{A}$ is a linear functional of its arguments, Eq. (20) becomes

$$
\begin{align*}
& \bar{\phi}(k)^{\mu}=\omega C_{k}\left[\{\bar{\phi}\}_{h}^{\mu}\right]+(1-\omega) \bar{\phi}(k)^{\mu-1}, \\
& \{\bar{\phi}\}_{k}^{\mu}=\left\{\bar{\phi}(1)^{\mu}, \ldots, \bar{\phi}(k-1)^{\mu}, \bar{\phi}(k+1)^{\mu-1}, \ldots, \bar{\phi}(N)^{\mu-1}\right\} . \tag{21}
\end{align*}
$$

Thus, under SOR thermalization for a quadratic action, the mean nodal values evolve according to Eq. (21), which is just the difference equation encountered in the SOR minimization of the action $S$. Since SOR is known to accelerate the minimization process, Eq. (21) implies that it will accelerate convergence of the thermalization process as well. Although the precise statement of Eq. (21) can be made only for quadratic actions, the general conclusion reached here, that SOR accelerates thermalization, is very likely to carry over to the general multiquadratic case as well, much as SOR accelerates the minimization ${ }^{4}$ of multiquadratic as well as quadratic actions.

As compared with the conventional ${ }^{\text {d, }}$, lattice gauge theory approach, the strategy for evaluating the partition function outlined above may have geveral advantages. First, since the potentials remain as the variables, there are natural discrete
analogs of the gauge potentials and gauge fields, which should permit the study of auch questions ${ }^{13}$ as the behavior of the effective action for weak fields. Second, aince the mean node variables for the Abelian theory thermalize according to the SOR equation encountered in minimizing the discrete action $S$, and aince this equation is just the conventiona ${ }^{9}$ diacrete version of the classical Euclidean field equation derived from the continuum $S$, the Abelian theory will never give a confining potential for static sources. Thus, if confinement is found in the non-A belian case, it should not be as an artifact of the diacrete procedure. Finally, the SOR method outlined above may well be computationally faster than the lattice gauge theory method, both because of the possibility of acceleration of the thermalization process, and because the Gaussian distribution of Eq. (14a) can be obtained from an array of prestored, normally distributed random numbers by the calculation of a single square root and a relatively small number of arithmetic operations. Detailed numerical experiments will, of course, be needed to see if these conjectured gains are realized in practice.
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#### Abstract

We study overrelaxation algorithms for the thermalization of lattice field theories with multiquadratic and more general actions. Overrelaxation algorithms are one-parameter generalizations of the heat-bath algorithm which satisfy the detailed-balance condition; the parameter is the relaxation parameter $\omega, 0<\omega<2$, with $\omega=1$ corresponding to the heat bath. First, we show that the $\omega \rightarrow 0$ (extreme underrelaxation) limit of the overrelaxation algorithm is equivalent to the Langevin equation approach. We analyze the thermalization of a free-field action, and show that for $\omega \sim 2$ an overrelaxed Gauss-Seidel algorithm yields a critical slowing down which is independent of wavelength, and has a correlation time which is a factor $\boldsymbol{N}$ smaller than that for an unaccelerated Jacobi iteration, with $N$ the linear dimension of the lattice in lattice units. For a general nonmultiquadratic action, we give a generalized overrelaxation algorithm which satisfies detailed balance with respect to an effective action which is explicitly computable in terms of the original action. In the case of $\operatorname{SU}(n)$ lattice gauge theory we use this construction to formulate an overrelaxed algorithm which has exact lattice gauge invariance, and which satisfies detailed balance with respect to an effective action differing from the Wilson action only by terms of relative order $a^{2}$ in the continuum limit, with a the lattice spacing


## 1. OVERRELAXATION AND ITS RELATION TO THE LANGEVIN APPROACH

The generic lattice field-theory problem is that of evaluating the Euclidean partition function

$$
\begin{equation*}
Z=\int d[\phi] e^{-B S[[\phi]]}, \tag{1}
\end{equation*}
$$

with $S$ the Euclidean action on a lattice and with $\int d[\phi]$ an integration over discretized lattice variables. In the Monte Carlo method for evaluating this integral, one generates a Markov chain of configurations $\left\{\phi_{i}\right\}$, $i=1,2, \ldots$ by application of a transition probability $W[\mid \phi\} \rightarrow\left\{\phi^{\prime} \mid\right]$, which is chosen to satisfy the detailedbalance condition

$$
\begin{equation*}
\left.e^{-\beta S[|\phi|]} W[\mid \phi\} \rightarrow\left|\phi^{\prime}\right|\right]=e^{-B S\left[\left|\phi^{\prime}\right|\right]} W\left[\left|\phi^{\prime}\right| \rightarrow|\phi|\right], \tag{2}
\end{equation*}
$$

as well as normalization and erogodicity conditions. ${ }^{1}$ These conditions guarantee that in the limit $i \rightarrow \infty$, the ensemble of configurations $\left\{\phi_{1}\right\}$ is distributed according to the equilibrium probability density $\exp (-\beta S[\{\phi\}])$. In what follows, I will refer to the problem of generating such an equilibrium distribution of configurations as the thermalization problem. If we now consider the $\beta \rightarrow \infty$ (zero-temperature) limit, only the configuration which minimizes $S$ contributes to Eq. (1). Hence the zerotemperature limit of a thermalization algorithm will be an algorithm for the minimization problem of finding configurations $|\bar{\phi}|$ which satisfy

$$
\begin{equation*}
\left.\frac{\delta}{\delta \phi} S[\{\phi\}]\right|_{1 \overline{1} 1}=0 \tag{3}
\end{equation*}
$$

Conversely, we may expect that by generalizing methods which have been useful in solving the minimization problem, we can get useful algorithms for the thermalization problem.

Following this line of reasoning, a number of years ago I showed ${ }^{2}$ that for the special case of multiquadratic actions (which includes ${ }^{3}$ the classical Yang-Mills action), the standard Gauss-Seidel overrelaxation algorithm for the minimization problem can be generalized to an overrelaxation algorithm for the thermalization problem. Since this earlier wark forms the starting point for the analysis of the present paper, 1 proceed now to briefly summarize it. A multiquadratic action is one which, for any node variable $\phi_{k}$, can be decomposed as
$\left.S[|\phi|]=S[\mid \phi\}_{\neq k}, \phi_{k}\right]=A_{k}\left(\phi_{k}-C_{k}\right)^{2}+B_{k}, \quad A_{k}>0$,
with $A_{k}, B_{k}$, and $C_{k}$ functions of the remaining node variables

$$
\begin{equation*}
\{\phi\}_{\neq k} \equiv\left\{\phi_{i}, i \neq k\right\} . \tag{5}
\end{equation*}
$$

A Gauss-Seidel iteration for the minimization problem consists of the successive replacement of each node variable $\phi_{k}$ by the value $C_{k}$ which minimize the action as a function of that single variable, with the other variables $[\phi]_{\neq k}$ held fixed. Although this procedure gives the largest single step reduction in $S$, it is in fact not the most efficient procedure when coherent effects over the entire lattice are taken into account. A better minimization algorithm, which is no more demanding computationally, is the overrelaxed Gauss-Seidel algorithm

$$
\begin{equation*}
\phi_{k} \rightarrow \phi_{k}^{\prime}=\omega C_{k}+(1-\omega) \phi_{k}, \tag{6}
\end{equation*}
$$

with $\omega$ the "relaxation parameter." Convergence is guaranteed provided that $S$ remains nonincreasing at each step, which requires

$$
\begin{align*}
0 & \leq S\left[\left\{\left.\phi\right|_{\neq k}, \phi_{k}\right]-S\left[\left\{\left.\phi\right|_{\neq k}, \phi_{k}^{\prime}\right]\right.\right. \\
& =A_{k}\left(\phi_{k}-\phi_{k}^{\prime}\right)^{2}\left|\frac{2}{\omega}-1\right| \tag{7}
\end{align*}
$$

giving the restriction

$$
\begin{equation*}
0<\omega<2 . \tag{8}
\end{equation*}
$$

When $\omega=1$, Eq. (6) reduces to the Gauss-Seidel prescrip-
tion $\phi_{k}^{\prime}=C_{k}$, in which the new value $\phi_{k}^{\prime}$ has no memory of the old value $\phi_{k}$. In practice, optimum convergence is oblained by doing several iterations with $\omega=1$, and then doing many iterations with a value of $\omega$ close to 2 .

Let us now turn to the thermalization problem for the action of Eq. (4). The thermalization analog of the Gauss-Seidel iteration is the heat-bath algorithm, in which a heat bath of temperature $\beta^{-1}$ is touched in succession to each node variable $\phi_{k}$, with the other variables $\{\phi\}_{\neq k}$ held fixed. In Ref. 2, I showed that the heat-bath algorithm for Eq. (4) admits a one-parameter generalization, analogous to Eq. (6), in which the normalized transition probability $W$ is given by

$$
\begin{equation*}
W\left[|\phi|_{\neq k}, \phi_{k} \rightarrow \phi_{k}^{\prime}\right]=\left|\frac{\beta A_{k}}{\pi \omega(2-\omega)}\right|^{1 / 2} \exp \left|-\left|\frac{\beta A_{k}}{\omega(2-\omega)}\right|\left[\phi_{k}^{\prime}-\omega C_{k}-(1-\omega) \phi_{k}\right]^{2}\right| \tag{9}
\end{equation*}
$$

When $\omega=1$, Eq. (9) reduces to the heat-bath algorithm, since the new values $\phi_{k}^{\prime}$ are distributed according to the equilibrium action and are independent of the old values $\phi_{k}$. To see that Eq. (9) satisfies detailed balance for general $\omega$, let us introduce a hyperbolic angle $\theta$ defined by

$$
\begin{equation*}
\omega-1=\tanh \theta, \frac{1}{[\omega(2-\omega)]^{1 / 2}}=\cosh \theta, \frac{1-\omega}{[\omega(2-\omega)]^{1 / 2}}=-\sinh \theta \tag{10}
\end{equation*}
$$

in terms of which Eq. (9) takes the form

$$
\begin{equation*}
\left.W[\mid \phi\}_{\neq k}, \phi_{k} \rightarrow \phi_{k}^{\prime}\right]=\left(\beta A_{k} \cosh ^{2} \theta / \pi\right)^{1 / 2} \exp \left\{-\beta A_{k}\left[\cosh \theta\left(\phi_{k}^{\prime}-C_{k}\right)+\sinh \theta\left(\phi_{k}-C_{k}\right)\right]^{\pi} \mid\right. \tag{11}
\end{equation*}
$$

Detailed balance now immediately follows from the fact that

$$
\begin{align*}
\left(\phi_{k}-C_{k}\right)^{2}+\left[\cosh \theta\left(\phi_{k}^{\prime}-C_{k}\right)+\sinh \theta\left(\phi_{k}-C_{k}\right)\right]^{2}= & \cosh ^{2} \theta\left[\left(\phi_{k}-C_{k}\right)^{2}+\left(\phi_{k}^{\prime}-C_{k}\right)^{2}\right] \\
& +2 \cosh \theta \sinh \theta\left(\phi_{k}-C_{k}\right)\left(\phi_{k}^{\prime}-C_{k}\right) \\
= & \text { symmetric in } \phi_{k}, \phi_{k}^{\prime} \tag{12}
\end{align*}
$$

Since the transition probability of Eq. (9) is a Gaussian, it can be conveniently represented as a stochastic difference equation. Let $n$ by a fictitious "time" index which increases by one for each update of the entire lattice, and let $\eta_{n, k}$ be a set of Gaussian noise variables distributed according to

$$
\begin{equation*}
W[\{\eta\}]=\prod_{n . k}\left|\frac{1}{\sqrt{4 \pi}} e^{-\eta_{n, k}^{2 / 4}}\right| \tag{13}
\end{equation*}
$$

and hence which obey

$$
\begin{equation*}
\left\langle\eta_{n, k} \eta_{n^{\prime}, k^{\prime}}\right\rangle_{\eta}=2 \delta_{n, n^{\prime}} \delta_{k, k^{\prime}} \tag{14}
\end{equation*}
$$

Writing $\phi_{k} \equiv \phi_{k}^{n}, \quad \phi_{k}^{\prime} \equiv \phi_{k}^{n+1}$, Eq. (9) is evidently equivalent to
$\phi_{k}^{n+1}-\phi_{k}^{n}=-\omega\left(\phi_{k}^{n}-C_{k}\right)-\left|\frac{\omega(2-\omega)}{4 \beta A_{k}}\right|^{1 / 2} \eta_{n, k}$,
with $C_{k}$ and $A_{k}$ functions of the $\phi_{i}^{n+1}$ for those nodes which precede $\phi_{k}$, and of $\phi_{i}^{n}$ for those nodes which follow $\phi_{k}$, in the sweep of the lattice. [This just corresponds to the fact that an updating of the whole lattice is accomplished by the successive application of the tran-
sition probability of Eq. (9) to each node of the lattice, in some specified sweep order.] Let us now rewrite Eq. (15) by using the fact that $\phi_{k}-C_{k}$ is proportional to $\partial S / \partial \phi_{k}$,

$$
\begin{equation*}
\left.2 \beta A_{k}\left(\phi_{k}^{n}-C_{k}\right)=\beta \frac{\partial S}{\partial \phi_{k}}\left[\mid \phi_{i<k}^{n+1}\right\},\left\{\phi_{i \geq k}^{n}\right\}\right] \equiv \beta \frac{\partial S}{\partial \phi_{k}}, \tag{16}
\end{equation*}
$$

and by defining $\epsilon_{k}$ according to

$$
\begin{equation*}
\frac{\omega}{2 \beta A_{k}}=\epsilon_{k}\left[\left\{\phi_{i<k}^{n+1}\right\},\left\{\phi_{i \geq k}^{n}\right\}\right] \equiv \epsilon_{k} . \tag{17}
\end{equation*}
$$

giving
$\phi_{k}^{n+1}-\phi_{k}^{n}=-\epsilon_{k} \beta \frac{\partial S}{\partial \phi_{k}}-\left|1-\frac{\omega}{2}\right|^{1 / 2} \epsilon_{k}^{1 / 2} \eta_{n . k}$.
Apart from the extra factor of $(1-\omega / 2)^{1 / 2}$, which approaches unity as $\omega \rightarrow 0$, Eq. (18) is just the discrete form of the Langevin equation with variable step size $\epsilon_{k}$ and a Gauss-Seidel interpretation of $\partial S / \partial \phi$, and approaches the corresponding Langevin stochastic differential equa-
tion as $\epsilon_{k} \propto \omega \rightarrow 0$. Hence the Langevin equation approach corresponds to the extreme underrelaxation limit ${ }^{4}$ of the overrelaxation algorithm of Eq. (9).

## II. CRITICAL SLOWING DOWN FOR A FREE-FIELD ACTION

In this section we give a detailed theoretical analysis of the performance of the overrelaxed minimization and thermalization algorithms, motivated by the fact that numerical studies by Whitmer, ${ }^{5}$ Creutz, ${ }^{4}$ and Brown and Woch ${ }^{6}$ suggest that overrelaxation can improve the correlation time, as well as the speed of thermalization, in Monte Carlo simulations. We consider for simplicity the case of a single massless scalar free field $\phi$ in $d$ dimensions; the inclusion of interaction and mass terms is not expected ${ }^{7}$ to change the qualitative conclusions reached below. The node variable is thus

$$
\begin{equation*}
\phi_{i_{1}}, \ldots, i_{d} \tag{19}
\end{equation*}
$$

and the action is taken as

$$
\begin{align*}
& S=\sum_{i_{1}, \ldots, i_{d}=1}^{N} \frac{1}{2}\left[\left(\phi_{i_{1}}+1, i_{2}, \ldots, i_{d}-\phi_{i_{1}, i_{2}}, \ldots, i_{d}\right)^{2}\right. \\
&+\left(\phi_{i_{1}, i_{2}+1, \ldots, i_{d}-\phi_{i_{1}, i_{2}}, \ldots, i_{d}}\right)^{2} \\
&\left.+\cdots+\left(\phi_{i_{1}, \ldots, i_{d}+1}-\phi_{i_{1}}, \ldots, i_{d}\right)^{2}\right] \tag{20}
\end{align*}
$$

with homogeneous (Dirichlet or Neumann) boundary conditions applied at the edges of the lattice. ${ }^{8}$ Introducing the notation

$$
\begin{equation*}
\phi\left(i_{\mu} \pm 1\right) \equiv \phi_{i_{1}} \ldots,\left.i_{d}\right|_{i_{1 \neq \mu}} \text { fixed, } i_{\mu} \rightarrow i_{\mu} \pm 1, \tag{21}
\end{equation*}
$$

we can now write the dependence of $S$ on a given node $\phi_{I} \equiv \phi_{i_{1}} \ldots, i_{d}$ as

$$
\begin{array}{r}
S=\frac{1}{2} \sum_{\mu=1}^{d}\left\{\left[\phi\left(i_{\mu}+1\right)-\phi_{I}\right]^{2}+\left[\phi\left(i_{\mu}-1\right)-\phi_{I}\right]^{2}\right]+\bar{S}, \\
S \text { independent of } \phi_{J} \tag{22}
\end{array}
$$

From Eqs. (4) and (11) of Sec. I, we see that an overrelaxed transition probability for the updare $\phi_{l} \rightarrow \phi_{j}^{\prime}$ can be constructed as

$$
\begin{align*}
& W\left[\phi_{I} \rightarrow \phi_{I}^{\prime}\right]=\mathcal{N} \exp \left\lvert\,-\frac{1}{2} \beta \sum_{\mu=1}^{d}\left(\left\{\cosh \theta\left[\phi\left(i_{\mu}+1\right)-\phi_{I}^{\prime}\right]+\sinh \theta\left[\phi\left(i_{\mu}+1\right)-\phi_{I} 1\right\}^{2}\right.\right.\right. \\
&\left.+\left|\cosh \theta\left[\phi\left(i_{\mu}-1\right)-\phi_{I}^{\prime}\right]+\sinh \theta\left[\phi\left(i_{\mu}-1\right)-\phi_{I}\right]\right|^{2}\right) \mid \tag{23}
\end{align*}
$$

with the normalization constant $\mathcal{N}$ independent of $\phi_{I}$ and $\phi_{I}^{\prime}$. Rewriting the $\phi_{I}^{\prime}$ dependence by completing the square, and then substituting Eq. (10), Eq. (23) can be reexpressed as

$$
\begin{align*}
W\left[\phi_{I} \rightarrow \phi_{I}^{\prime}\right]= & \mathcal{N} \exp \left|-\frac{\beta}{4 d}\right| \cosh \theta\left|2 d \phi_{I}^{\prime}-\sum_{\mu=1}^{d}\left[\phi\left(i_{\mu}+1\right)+\phi\left(i_{\mu}-1\right)\right]\right| \\
& +\left.\sinh \theta\left|2 d \phi_{I}-\sum_{\mu=1}^{d}\left[\phi\left(i_{\mu}+1\right)+\phi\left(i_{\mu}-1\right)\right]\right|\right|^{2}+\phi_{I}, \phi_{I}^{\prime} \text {-independent } \mid \\
= & \mathcal{N} \exp \left|-\frac{1}{4}\right| \frac{4 \beta}{d \omega(2-\omega)} \left\lvert\,\left\{d \phi_{I}^{\prime}-(1-\omega) d \phi_{I}-\left.\frac{1}{2} \omega \sum_{\mu=1}^{d}\left[\phi\left(i_{\mu}+1\right)+\phi\left(i_{\mu}-1\right)\right]\right|^{2}+\phi_{I}, \phi_{I}^{\prime} \text {-independent } \mid .\right.\right. \tag{24}
\end{align*}
$$

Applying the procedure of Eqs. (13)-(18), Eq. (24) can be rewritten as a Gauss-Seidel stochastic difference equation

$$
\begin{align*}
& d \phi_{I}^{n+1}-(1-\omega) d \phi_{I}^{n}-\frac{1}{2} \omega \sum_{\mu=1}^{d}\left[\phi^{n}\left(i_{\mu}+1\right)+\phi^{n+1}\left(i_{\mu}-1\right)\right]=-\sigma \eta_{I, n},  \tag{25}\\
& \left\langle\eta_{I, n} \eta_{I^{\prime}, n^{\prime}}\right\rangle_{\eta}=2 \hat{o}_{I, I} \cdot \delta_{n, n^{\prime},} \quad \sigma=\left|\frac{d \omega(2-\omega)}{4 \beta}\right|^{1 / 2}, \quad \delta_{I, I^{\prime}} \equiv \delta_{i_{1}, i_{1}} \cdots \delta_{i_{d}, i_{d}^{\prime}} .
\end{align*}
$$

It will be informative, in what follows, to also analyze the corresponding Jacobi stochastic difference equation, in which the old values $\phi^{n}\left(i_{\mu}-1\right)$ are used for the earlier nodes in the sweep, instead of the updated values $\phi^{n+1}\left(i_{\mu}-1\right)$,

$$
\begin{equation*}
d \phi_{l}^{n+1}-(1-\omega) d \phi_{I}^{n}-\frac{1}{2} \omega \sum_{\mu=1}^{d}\left[\phi^{n}\left(i_{\mu}+1\right)+\phi^{n+1}\left(i_{\mu}-1\right)\right]=-\sigma \eta_{I, n}, \tag{26}
\end{equation*}
$$

Although Eq. (26) is not equivalent to the iteration of an algorithm which satisfies detailed balance with the action of Eq. (20), it has been extensively studied by Batrouni et al., ${ }^{9}$ and so furnishes a useful point of comparison.

To solve Eqs. (25) and (26), we proceed by introducing a Green's function

$$
\begin{equation*}
G_{i_{1}, \ldots, i_{d} ; l_{1}^{*}, \ldots, l_{d}^{\prime}}^{n_{n} n^{\prime}} \equiv G_{i_{i}}^{n, n^{0}} \tag{27}
\end{equation*}
$$

which satisfies the stochastic difference equation,
Gauss-Seidel case:

$$
\begin{equation*}
d G_{i, r^{\prime}}^{n+1, n^{\prime}}-(1-\omega) d G_{\eta_{1}, r^{\prime}}^{n^{*}}-\frac{1}{2} \omega \sum_{\mu=1}^{d}\left[G_{r^{n}, n^{\prime}}\left(i_{\mu}+1\right)+G_{r^{n}}^{n+1, n^{\prime}}\left(i_{\mu}-1\right)\right]=\delta_{l, r^{\prime}} \delta_{n, n^{\prime}}, \tag{28a}
\end{equation*}
$$

Jacobi case:

$$
\begin{equation*}
d G_{i, I^{\prime}}^{n+1, n^{\prime}}-(1-\omega) d G_{I, I^{\prime}}^{\mu, n^{\prime}}-\frac{1}{2} \omega \sum_{\mu=1}^{d}\left[G_{I^{\prime} \cdot n^{\prime}}\left(i_{\mu}+1\right)+G_{I^{\prime}}^{n, n^{\prime}}\left(i_{\mu}-1\right)\right]=\delta_{l, I} \cdot \delta_{n, n^{\prime}} \tag{28b}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
G_{i, J^{\prime}}^{0, n^{\prime}}=0 \tag{29}
\end{equation*}
$$

Then the solution of Eqs. (25) and (26) can be written as

$$
\begin{equation*}
\phi_{I}^{n}=-\sum_{I^{\prime}, n^{\prime}} G_{I, \Gamma^{n}}^{n, n^{\prime}} \sigma \eta_{r^{\prime}, n^{\prime}}+\bar{\phi}_{i} \tag{30}
\end{equation*}
$$

where $\bar{\phi}{ }^{\eta}$ is the solution of the $\sigma=0$ (noise-free, or zero temperature) iteration,

Gauss-Seidel case:
$d \bar{\phi}_{i}^{n+1}-(1-\omega) d \bar{\phi}_{I}^{n}-\frac{1}{2} \omega \sum_{\mu=1}^{d}\left[\bar{\phi}^{n}\left(i_{\mu}+1\right)\right.$

$$
\begin{equation*}
\left.+\bar{\phi}^{n+1}\left(i_{\beta}-1\right)\right]=0 \tag{31a}
\end{equation*}
$$

Jacobi case:

$$
\begin{align*}
d \bar{\phi}_{I}^{n+1}-(1-\omega) d \bar{\phi}_{I}^{n}-\frac{1}{2} \omega \sum_{\mu=1}^{d} & {\left[\bar{\phi}^{n}\left(i_{\mu}+1\right)\right.} \\
& \left.+\bar{\phi}^{n}\left(i_{\mu}-1\right)\right]=0 \tag{31b}
\end{align*}
$$

with the initial condition $\bar{\phi}_{i}^{0}=\phi_{I}^{0}$. Since Eq. (30) implies that

$$
\begin{equation*}
\left\langle\phi_{i}^{n}\right\rangle_{\eta}=\bar{\phi}_{i}^{n}, \tag{32}
\end{equation*}
$$

we see that introduction of the Green's function has permitted us to separate $\phi_{j}^{n}$ into a mean value term and individual noise contributions. The rapidity of thermalization is determined by the rate of decay of $\bar{\phi}_{I}^{n}$ with $n$,
while the correlation time (the number of updates required to evolve from one thermalized configuration to an independent one) is determined by the rate of decay of $G_{I . I}^{n, n}$ with $n$. For a general Monte Carlo calculation the thermalization and the correlation times are different, but they will turn out to be equal for the overrelaxed quadratic action case studied in this section.

Since we are really interested only in the asymptotic limit of small mesh spacings or large lattices, we do not attempt to solve the difference equations (28) and (31) directly. (An alternative method, working directly from the iteration matrix for the difference equations, and yielding similar conclusions, has been given by Goodman and Sokal. ${ }^{10}$ ) Instead we follow the method of Garabedian" and convert the discrete equations to an equivalent continuum problem, for which the corresponding partial differential equations can be solved by standard methods. Let us denote the mesh spacing by a and introduce continuum variables $x_{\mu}, t$ by the correspondence

$$
\begin{align*}
& x_{\mu} \leftrightarrow a i_{\mu}, \int d x_{\mu} \leftrightarrow a \sum_{i_{\mu}} d / d x_{\mu} \leftrightarrow a^{-1} \Delta_{i_{\mu}}, \\
& t \leftrightarrow a n, \int d t \leftrightarrow a \sum_{n}, d / d t \leftrightarrow a^{-1} \Delta_{t},  \tag{33}\\
& a^{d+1} \delta\left(x_{1}-x_{1}^{\prime}\right) \cdots \delta\left(x_{d}-x_{d}^{\prime}\right) \delta\left(t-t^{\prime}\right) \leftrightarrow \delta_{t, r^{\prime}} \delta_{n, n^{\prime}}
\end{align*}
$$

with $\Delta$ the finite difference operator. Treating first the Jacobi iteration case, we rewrite Eqs. (28b) and (31b) as

$$
\begin{align*}
& a^{-1} d a^{-1}\left(G_{I, I^{\prime}}^{n+1, n^{*}}-G_{I, I}^{n, n^{\prime}}\right)-\frac{1}{2} \omega a^{-2} \sum_{\mu=1}^{d}\left[G_{I^{n}, n^{\prime}}\left(i_{\mu}+1\right)+G_{\left.r^{n, n^{\prime}}\left(i_{\mu}-1\right)-2 G_{l, I^{\prime}}^{n, n^{*}}\right]=a^{d-1} a^{-d-1} \delta_{l, r} \delta_{m, n^{\prime}}}\right.  \tag{34}\\
& a^{-1} d a^{-1}\left(\bar{\phi}_{I}^{n+1}-\bar{\phi}_{I}^{n}\right)-\frac{1}{2} \omega a^{-2} \sum_{\mu=1}^{d}\left[\bar{\phi}^{n}\left(i_{\mu}+1\right)+\bar{\phi}^{n}\left(i_{\mu}-1\right)-2 \bar{\phi}_{I}^{n}\right]=0 .
\end{align*}
$$

Making the correspondence

$$
\begin{equation*}
G_{\tilde{l}_{,}^{\prime} \eta^{\prime}}^{n} \leftrightarrow G\left(x, x^{\prime} ; 1, r^{\prime}\right), \quad \bar{\phi}_{1}^{n} \leftrightarrow \bar{\phi}(x, t) \tag{35}
\end{equation*}
$$

and referring to Eq. (33), we see that Eqs. (34) are the discrete analogs of the continuum parabolic partial differential equations

$$
\begin{align*}
& \frac{2 d}{\omega a} \frac{\partial}{\partial t} G\left(x, x^{\prime} ; t, t^{\prime}\right)-\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}^{2}} G\left(x, x^{\prime} ; t, t^{\prime}\right)=\frac{2}{\omega} a^{d-1} \delta\left(x_{1}-x_{1}^{\prime}\right) \cdots \delta\left(x_{d}-x_{d}^{\prime}\right) \delta\left(t-t^{\prime}\right)  \tag{36}\\
& \frac{2 d}{\omega a} \frac{\partial}{\partial t} \bar{\phi}(x, t)-\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}^{2}} \bar{\phi}(x, t)=0
\end{align*}
$$

with the initial conditions

$$
\begin{equation*}
G\left(x, x^{\prime} ; 0, t^{\prime}\right)=0, \quad t^{\prime}>0, \quad \bar{\phi}(x, 0)=\text { smooth interpolation of } \phi_{I}^{0} . \tag{37}
\end{equation*}
$$

Turning next to the Gauss-Seidel iteration case, we follow the Garabedian analysis and anticipate the fact that the optimum $\omega$ is related to the mesh spacing $a$ by

$$
\begin{equation*}
\omega=\frac{2}{1+C a} \tag{38}
\end{equation*}
$$

with $C$ a constant of order unity. Substituting Eq. (38) into Eqs. (28a) and (31a), these can be rewritten in the form

$$
\begin{equation*}
d C a^{-1}\left(\bar{\phi}_{I}^{n+1}-\bar{\phi}_{I}^{n}\right)-a^{-2} \sum_{\mu=1}^{d}\left[\bar{\phi}^{n}\left(i_{\mu}+1\right)+\bar{\phi}^{n}\left(i_{\mu}-1\right)-2 \bar{\phi}_{I}^{n}\right]+a^{-2} \sum_{\mu=1}^{d}\left[\bar{\phi}^{n+1}\left(i_{\mu}\right)-\bar{\phi}^{n+1}\left(i_{\mu}-1\right)\right. \tag{39}
\end{equation*}
$$

Again making the correspondence of Eq. (35), we see that Eqs. (39) are the discrete analogs of the continuum hyperbolic partial differential equations:

$$
\begin{align*}
& d C \frac{\partial}{\partial t} G\left(x, x^{\prime} ; t, t^{\prime}\right)-\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}^{2}} G\left(x, x^{\prime} ; t, t^{\prime}\right)+\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial t \partial x_{\mu}} G\left(x, x^{\prime} ; t, t^{\prime}\right)=\frac{2}{\omega} a^{d-1} \delta\left(x_{1}-x_{1}^{\prime}\right) \cdots \delta\left(x_{d}-x_{d}^{\prime}\right) \delta\left(t-t^{\prime}\right) \\
& d C \frac{\partial}{\partial t} \bar{\phi}(x, t)-\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}{ }^{2}} \bar{\phi}(x, t)+\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial t \partial x_{\mu}} \bar{\phi}(x, t)=0 \tag{40}
\end{align*}
$$

with initial conditions ${ }^{12}$ as in Eq. (37). Now making the change of variable

$$
\begin{equation*}
s=t+\frac{1}{2} \sum_{\mu=1}^{d} x_{\mu} \tag{41}
\end{equation*}
$$

some straightforward algebra shows that Eq. (40) is transformed into the canonical hyperbolic form

$$
\begin{align*}
& d C \frac{\partial}{\partial s} G\left(x, x^{\prime} ; s, s^{\prime}\right)+\frac{d}{4} \frac{\partial^{2}}{\partial s^{2}} G\left(x, x^{\prime} ; s, s^{\prime}\right)-\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}{ }^{2}} G\left(x, x^{\prime} ; s, s^{\prime}\right)=\frac{2}{\omega} a^{d-1} \delta\left(x,-x_{1}^{\prime}\right) \cdots \delta\left(x_{d}-x_{d}^{\prime}\right) \delta\left(s-s^{\prime}\right),  \tag{42}\\
& d C \frac{\partial}{\partial s} \bar{\phi}(x, s)+\frac{d}{4} \frac{\partial^{2}}{\partial s^{2}} \bar{\phi}(x, s)-\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}{ }^{2}} \bar{\phi}(x, s)=0,
\end{align*}
$$

with the boundary conditions

$$
\begin{align*}
& G\left(x, x^{\prime} ; s, s^{\prime}\right)=0,  \tag{43a}\\
& \bar{\phi}(x, s)=\text { smooth interpolation of } \phi_{I}^{0}
\end{align*}
$$

imposed on the surface

$$
\begin{equation*}
s=\frac{1}{2} \sum_{\mu=1}^{d} x_{\mu} \tag{43b}
\end{equation*}
$$

Let us proceed now to solve Eqs. (36) and (42) by separation of variables. Let $\psi_{m}(x)$ be a complete set of eigenfunctions of the $d$-dimensional Laplace operator

$$
\begin{equation*}
\nabla^{2}=\sum_{\mu=1}^{d} \frac{\partial^{2}}{\partial x_{\mu}{ }^{2}} \tag{44}
\end{equation*}
$$

subject to homogeneous boundary conditions on the edge of the cube $0 \leq x_{\mu} \leq L$ which bounds the lattice.

We assume that the boundary conditions are such that there are no normalizable zero modes. (This implies that the corresponding Laplace equation with inhomogeneous boundary conditions has a unique solution.) Then we have

$$
\begin{align*}
& \nabla^{2} \psi_{m}=-k_{m}^{2} \psi_{m}  \tag{45}\\
& \delta\left(x_{1}-x_{1}^{\prime}\right) \cdots \delta\left(x_{d^{\prime}}-x_{d}^{\prime}\right)=\sum_{m} \psi_{m}(x) \psi_{m}^{*}\left(x^{\prime}\right)
\end{align*}
$$

with the minimum eigenvalue $k_{1}$ of order $L^{-1}$. In the Jacobi iteration case, we expand

$$
\begin{align*}
& G\left(x, x^{\prime} ; t, t^{\prime}\right)=\sum_{m} G_{m}\left(x^{\prime} ; t, t^{\prime}\right) \psi_{m}(x)  \tag{46}\\
& \bar{\phi}(x, t)=\sum_{m} \bar{\phi}_{m}(t) \psi_{m}(x)
\end{align*}
$$

with the coefficients $\boldsymbol{G}_{\boldsymbol{m}}$ and $\bar{\phi}_{m}$ obeying the differential equations

$$
\begin{aligned}
& d C a^{-1}\left(G_{I, I}^{n+1, n^{\prime}}-G_{I, I^{\prime}}^{n, n^{\prime}}\right)-a^{-2} \sum_{\mu=1}^{d}\left[G_{r}^{n, n^{\prime}}\left(i_{\mu}+1\right)+G_{i}^{n, n^{\prime}}\left(i_{\mu}-1\right)-2 G_{,}^{n, n^{\prime}}\right]
\end{aligned}
$$

$$
\begin{align*}
\frac{2 d}{\omega a} \frac{d}{d t} G_{m}\left(x^{\prime} ; t, t^{\prime}\right)+k_{m}^{2} G_{m}\left(x^{\prime} ; t, t^{\prime}\right) & \\
& =\frac{2}{\omega} a^{d-1} \psi_{m}^{*}\left(x^{\prime} \mid \delta\left(t-t^{\prime}\right),\right. \tag{47}
\end{align*}
$$

$\frac{2 d}{\omega a} \frac{d}{d t} \bar{\phi}_{m}(t)+k_{m}{ }^{2} \bar{\phi}_{m}(t)=0$.
Expanding the initial condition on $\bar{\phi}$ as

$$
\begin{equation*}
\bar{\phi}(x, 0)=\sum_{m} \phi_{m}^{(0)} \psi_{m}(x), \tag{48}
\end{equation*}
$$

Eqs. (47) are readily integrated to give
$G\left(x, x^{\prime} ; t, t^{\prime}\right)=\frac{a^{d}}{d} \sum_{m} \psi_{m}(x) \psi_{m}^{*}\left(x^{\prime}\right) e^{-\lambda_{m}\left(t-t^{\prime}\right)} \theta\left(t-t^{\prime}\right)$,
$\bar{\phi}(x, t)=\sum_{m} \phi_{m}^{(0)} \psi_{m}(x) e^{-\lambda_{m}^{\prime}}, \quad \lambda_{m}=\frac{\omega a k_{m}{ }^{2}}{2 d}$.
We turn next to the Gauss-Seide] iteration case. We now expand

$$
\begin{align*}
& G\left(x, x^{\prime} ; s, s^{\prime}\right)=\sum_{m} G_{m}\left(x^{\prime} ; s, s^{\prime}\right) \psi_{m}(x) \\
& \bar{\phi}(x, s)=\sum_{m} \bar{\phi}_{m}(s) \psi_{m}(x) \tag{50}
\end{align*}
$$

with the coefficients $\boldsymbol{G}_{m}$ and $\bar{\phi}_{m}$ obeying the differential equations

$$
\begin{align*}
& d C \frac{d}{d s} G_{m}\left(x^{\prime} ; s, s^{\prime}\right)+\frac{d}{4} \frac{d^{2}}{d s^{2}} G_{m}\left(x^{\prime} ; s, s^{\prime}\right) \\
& \quad+k_{m}^{2} G_{m}\left(x^{\prime} ; s, s^{\prime}\right)=\frac{2}{\omega} a^{d-1} \psi_{m}^{*}\left(x^{\prime}\right) \delta\left(s-s^{\prime}\right) \tag{51}
\end{align*}
$$

$d C \frac{d}{d s} \bar{\phi}_{m}(s)+\frac{d}{4} \frac{d^{2}}{d s^{2}} \bar{\phi}_{m}(s)+k_{m}^{2} \bar{\phi}_{m}(s)=0$.
The general solution for $\bar{\phi}_{m}(s)$ has the form first given by Garabedian: "

$$
\begin{align*}
& \bar{\phi}_{m}(s)=a_{m} e^{-P_{m} s}+b_{m} e^{-a_{m}} \\
& p_{m}=2\left[C-\left(C^{2}-k_{m}^{2} / d\right)^{1 / 2}\right]  \tag{52}\\
& q_{m}=2\left[C+\left(C^{2}-k_{m}^{2} / d\right)^{1 / 2}\right]
\end{align*}
$$

with the coefficients $a_{m}, b_{m}$ implicitly (but not explicitly) determined by matching to the initial condition on $\bar{\phi}$ of Eq. (43). The values of $a_{m}, b_{m}$ in fact do not matter; all we need for what follows is that $\bar{\phi}$ decays as a function of time at least as fast as

$$
\begin{equation*}
\exp \left[-t \min _{m}\left(\operatorname{Rep}_{m}, \operatorname{Re} q_{m}\right)\right] \tag{53}
\end{equation*}
$$

To solve the equation for $G_{m}$, we write

$$
G_{m}\left(x^{\prime}: s, s^{\prime}\right)= \begin{cases}G_{m}^{>}\left(x^{\prime} ; s, s^{\prime}\right), & s>s^{\prime}  \tag{54}\\ G_{m}\left(x^{\prime} ; s, s^{\prime}\right), & s<s^{\prime}\end{cases}
$$

with
$G_{m}>\cdot<\left(x^{\prime} ; s, s^{\prime}\right)=a_{m}>\cdot<\left(x^{\prime} ; s^{\prime}\right) e^{-p_{m}}+b_{m}^{>\cdot<}\left(x^{\prime} ; s^{\prime}\right) e^{-q_{m} n^{s}}$.

Continuity across $s=s^{\prime}$ requires

$$
\begin{equation*}
G_{m}^{>}\left(x^{\prime} ; s^{\prime}, s^{\prime}\right)=G_{m}^{<}\left(x^{\prime} ; s^{\prime}, s^{\prime}\right), \tag{56}
\end{equation*}
$$

while the $\delta$ function on the right-hand side of Eq. (51) requires the first derivative discontinuity to be

$$
\begin{equation*}
\left.\frac{d}{4} \frac{d}{d s}\left[G_{m}^{>}\left(x^{\prime} ; s, s^{\prime}\right)-G_{m}^{<}\left(x^{\prime} ; s, s^{\prime}\right)\right]\right|_{s=s^{\prime}}=\frac{2}{\omega} a^{d-1} \psi_{m}^{*}\left(x^{\prime}\right) . \tag{57}
\end{equation*}
$$

To solve these, let us make the ansatz

$$
\begin{equation*}
G_{m}^{s}=0 \tag{58}
\end{equation*}
$$

and then show that this does in fact satisfy the boundary condition of Eq. (43). Assuming Eq. (58), a little algebra shows that Eqs. (56) and (57) are satisfied by

$$
G_{m}^{>}\left(x^{\prime} ; s, s^{\prime}\right)=\frac{4}{d} \frac{2}{\omega} a^{d-1} \psi_{m}^{*}\left(x^{\prime}\right) \frac{e^{p_{m}\left(s^{\prime}-s\right)}-e^{q_{m}\left(s^{\prime}-s\right)}}{q_{m}-p_{m}},
$$

(59)
as can be verified by inspection. Hence $G\left(x, x^{\prime} ; s, s^{\prime}\right)$ is given by

$$
\begin{align*}
G\left(x, x^{\prime} ; s, s^{\prime}\right)= & \frac{4}{d} \frac{2}{\omega} a^{d-1} \\
& \times \sum_{m} \psi_{m}(x) \psi_{m}^{*}\left(x^{\prime}\right) \\
& \times \frac{e^{p_{m}\left(s^{\prime}-s\right)}-e^{q_{m}\left(s^{\prime}-s\right)}}{q_{m}-p_{m}} \theta\left(s-s^{\prime}\right) \tag{60}
\end{align*}
$$

and corresponds to taking a solution to the hyperbolic equation Eq. (42) which has support only inside the forward light cone:

$$
\begin{equation*}
\left|\sum_{\mu=1}^{d}\left(x_{\mu}-x_{\mu}^{\prime}\right)^{2}\right|^{1 / 2} \leq \frac{2}{d^{1 / 2}}\left(s-s^{\prime}\right) . \tag{61}
\end{equation*}
$$

Now the Schwartz inequality implies

$$
\begin{align*}
\pm \sum_{\mu=1}^{d}\left(x_{\mu}-x_{\mu}^{\prime}\right) & \leq\left|\sum_{\mu=1}^{d} 1\right|^{1 / 2}\left|\sum_{\mu=1}^{d}\left(x_{\mu}-x_{\mu}^{\prime}\right)^{2}\right|^{1 / 2} \\
& =d^{1 / 2}\left|\sum_{\mu=1}^{d}\left(x_{\mu}-x_{\mu}^{\prime}\right)^{2}\right|^{1 / 2} \tag{62}
\end{align*}
$$

and combining the inequalities of Eqs. (61) and (62), we see that inside the forward light cone we have the inequalities ${ }^{13}$
$0 \leq s-s^{\prime} \mp \frac{1}{2} \sum_{\mu=1}^{d}\left(x_{\mu}-x_{\mu}^{\prime}\right)=\left\{\begin{array}{l}t-t^{\prime} \\ t-t^{\prime}+\sum_{\mu=1}^{d}\left(x_{\mu}-x_{\mu}^{\prime}\right) .\end{array}\right.$
Thus for $t^{\prime}>0$, the surface $t=0$ lies entirely ourside the forward light cone, and hence the initial condition that $G$ vanish at $t=0$ is satisfied by Eq. ( 60 ), even though the differential equation is not separable in the $x, t$ coordinate system. From Eq. (60) we learn that $G$ also decays
as a function of time at least as fast as Eq. (53).
Let us now determine (following again Ref. 7) the value of $C$ which maximizes the decay exponent

$$
\begin{equation*}
\lambda_{G S}=\min _{m}\left(\operatorname{Rep}_{m}, \operatorname{Req}_{m}\right) \tag{64}
\end{equation*}
$$

where GS denotes Gauss-Seidel. For $k_{m}{ }^{2}$ large enough so that $k_{m}{ }^{2} / d \geq C^{2}$, we have

$$
\begin{equation*}
\operatorname{Re}_{m}=\operatorname{Req}_{m}=2 C \tag{65}
\end{equation*}
$$

On the other hand, for values of $k_{m}{ }^{2}$ small enough so that $\left(C^{2}-k_{m}{ }^{2} / d\right)^{1 / 2}$ is real, we have

$$
\begin{equation*}
\min \left(\operatorname{Rep}_{m}, \operatorname{Req}_{m}\right)=p_{m} \geq p_{1}=2\left[C-\left(C^{2}-k_{1}^{2} / d\right)^{1 / 2}\right] \tag{66}
\end{equation*}
$$

Hence

$$
\begin{align*}
\min _{m}\left(\operatorname{Rep} p_{m}\right. & \left., \operatorname{Req}_{m}\right) \\
& =\min \left\{2 C, 2\left[C-\operatorname{Re}\left(C^{2}-k_{1}^{2} / d\right)^{1 / 2}\right]\right\}, \tag{67}
\end{align*}
$$

and this expression is maximized for

$$
\begin{equation*}
C_{\mathrm{opt}}=k_{1} / d^{1 / 2} \tag{68}
\end{equation*}
$$

At the optimum $C$ we have

$$
\begin{equation*}
\lambda_{\mathrm{GS}}=\operatorname{Rep}_{m}=\operatorname{Re} q_{m}=2 C_{\mathrm{opt}}=2 k_{1} / d^{1 / 2} \tag{69}
\end{equation*}
$$

and all modes have the same time decay exponent. By contrast, for the Jacobi iteration the decay exponent [Eq. (49)] varies quadratically with wave number

$$
\begin{equation*}
\lambda_{m}=\omega, a k_{m}^{2} / d \tag{70}
\end{equation*}
$$

and becomes very small at the largest wavelengths, giving for the most slowly decaying mode

$$
\begin{equation*}
\lambda_{J}=\omega_{J} a k_{1}^{2} / d \tag{71}
\end{equation*}
$$

Comparing Eqs. (69) and (71) we have

$$
\begin{equation*}
\frac{\lambda_{G S}}{\lambda_{J}}=\frac{2}{\omega_{J}} d^{1 / 2} \frac{1}{k_{1} a} \tag{72a}
\end{equation*}
$$

Since $k_{1} \sim L^{-1}$ and $L / a=N$, with $N$ the dimension of the lattice in lattice units, we get our fundamental result

$$
\begin{equation*}
\frac{\lambda_{G S}}{\lambda_{J}} \sim \frac{2}{\omega_{J}} d^{1 / 2} N \tag{72b}
\end{equation*}
$$

Hence the overrelaxed Gauss-Seidel algorithm dramatically improves both the rapidity of thermalization and the correlation time as compared with the Jacobi algorithm, and makes critical slowing down independent of wave length. This improvement becomes even more pronounced when compared with Langevin-Jacobi procedures, for which (as shown in Sec. I) one has $\omega_{j} \ll 1$.

We conclude this section with two checks on the analysis given above. First, the Jacobi case analyzed above is just a continuum version of the model for the correlation length studied by Batrouni et al. ${ }^{9}$ In units with $a=1$, they find

$$
\begin{equation*}
N_{c} \sim \frac{1}{E\left(p^{2}+m^{2}\right)}, \tag{73}
\end{equation*}
$$

which with the correspondences $\bar{\xi} \sim \omega_{J}$ (cf. Sec. I) and $p^{2}+m^{2}-k_{m}^{2}$ becomes

$$
\begin{equation*}
N_{c} \sim \frac{1}{\omega_{j} k_{m}^{2}} \sim \lambda_{m}^{-1} \tag{74}
\end{equation*}
$$

and so our result agrees with theirs. Second, as a check on the reasoning leading to Eq. (60), we have explicitly evaluated the time dependence of the Gauss-Seidel Green's function for the $L \rightarrow \infty$ limit in which the $\psi_{m}$ are infinite-space mode functions. Details of this calculation are given in the Appendix; the result is

$$
\begin{align*}
& G\left(x, x^{\prime} ; t, t^{\prime}\right)=\frac{4}{d} \frac{2}{\omega} \frac{a^{d-1}}{(2 \pi)^{4}} \int d^{d} l e^{i l\left(x-x^{\prime}\right)} g\left(l, t-t^{\prime}\right),  \tag{75}\\
& g\left(l^{1}, l^{1}, t\right)=\frac{1}{4\left(C+i l^{11} / d^{1 / 2}\right)} \\
& \quad \times \exp \left\lvert\,-\left(\frac{\left(l^{11}\right)^{2}+\left(l^{1}\right)^{2}}{\left(l^{11}\right)^{2}+C^{2} d}\right.\right. \\
& \\
& \quad \times\left(C-i l^{\left.\frac{5}{1} / d^{1 / 2}\right) \mid \theta(z),}\right.
\end{align*}
$$

with $l^{11}$ and $l^{1}$ the components of $l$ parallel and perpendicular to the fixed vector ( $1,1, \ldots, 1$ ). The presence of the factor $\theta\left(t-t^{\prime}\right)$ implies that $G\left(x, x^{\prime} ; t, t^{\prime}\right)$ vanishes at $t=0$ for $t^{\prime}>0$, and so Eq. (60) does indeed satisfy the initial condition of Eq. (37). For $C=k_{1} / d^{1 / 2}$, Eq. (75) implies that the decay exponent is $\sim k_{\text {, }}$ for wave numbers |l| larger than $k_{1}$, in agreement with Eq. (69). [For wave numbers $|\boldsymbol{l}|$ smaller than $k_{1}$ Eq. (75) is no longer relevant, since the difference between infinite space and finite box mode functions becomes significant.]

## III. A GENERALIZED OVERRELAXATION ALGORITHM, AND APPLICATION TO SU( $n$ ) LATTICE FIELD AND GAUGE THEORY

The results of Sec. Il indicate that overrelaxation should be of computational value for the thermalization problem, and so we proceed next to construct overrelaxation algorithms for the Yang-Mills action (which, as noted above, is multiquadratic in the components of the gauge potential), and for the Wilson lattice gauge action (which is not multiquadratic). The construction employs the following generalization of the overrelaxation algorithm of Sec. I: Consider a field theory with field variables which can be divided into two disjoint classes $\{\phi\},\{\phi\}$, with functional integration measure

$$
\begin{equation*}
d \mu=\prod_{1}^{N_{\phi}} \int d \phi \prod_{1}^{N_{\phi}} \int d \psi \tag{76a}
\end{equation*}
$$

and with the general (nonmultiquadratic) action

$$
\begin{equation*}
\left.\left.S=S_{1}[\mid \phi\},\{\psi\}\right]+S_{2}[\mid \psi\}\right] \tag{76b}
\end{equation*}
$$

For this theory, consider an updating $\{\phi\} \rightarrow\left\{\phi^{\prime}\right\}$ in which only the $\{\phi\}$ variables (or some subset of them) is changed, and let $\left.\left.S[\mid \phi\},\left\{\phi^{\prime}\right\}, \mid \psi\right\} ; \theta\right]$ be any auxiliary. functional of the indicated field variables and the relaxation parameter $\theta$ which is symmetrical under the interchange $\left.|\phi| \leftrightarrow \rightarrow \mid \phi^{\prime}\right\}$. For this updating, we take the transition probability to be

$$
\begin{align*}
\left.W\left[\{\phi] \rightarrow\left\{\phi^{\prime}\right]\right]=\mathcal{M}[\phi],\{\psi] ; \theta\right] \exp ( & -\beta \cosh ^{2} \theta S_{1}\left[\mid \phi^{\prime}\right\},\{\psi \mid] \\
& \left.\left.-\beta \sinh ^{2} \theta S_{1}[\mid \phi\},\{\psi\}\right]-\beta \tilde{S}\left[\{\phi\},\left\{\phi^{\prime}\right\},\{\psi\} ; \theta\right]\right) \tag{77a}
\end{align*}
$$

with the normalization $\mathcal{M}\{\phi\}, \mid \psi\} ; \theta]$ given by

$$
\begin{equation*}
\mathcal{N}^{-1}[\{\phi\},\{\psi\} ; \theta]=\prod_{1}^{N_{\phi}} \int d \phi^{\prime} \exp \left(-\beta \cosh ^{2} \theta S_{1}\left[\left\{\phi^{\prime}\right\},\{\psi\}\right]-\beta \sinh ^{2} \theta S_{1}[\{\phi\},\{\psi\}]-\beta S\left[\{\phi\},\left\{\phi^{\prime}\right],\{\psi\} ; \theta\right]\right) . \tag{77b}
\end{equation*}
$$

Then $\boldsymbol{W}$ satisfies detailed balance with respect to the effective action

$$
\begin{align*}
& \left.\left.S_{\mathrm{eff}}\left[\{\phi \mid,\{\psi\} ; \theta]=S[\{\phi\},\{\psi\}]+\beta^{-1} \ln (\mathcal{N} \mid\{\phi\},\{\psi\} ; \theta] / \overline{\mathcal{M}} \mid \psi\right\} ; \theta\right]\right), \\
& \overline{\mathcal{M}}[\psi\} ; \theta]=\prod_{1}^{N_{s}} \int d \phi \mathcal{M}[\{\phi\},\{\psi\} ; \theta] / \prod_{1}^{N} \int d \phi \tag{78}
\end{align*}
$$

The proof follows directly from the fact that

$$
\begin{align*}
W\left[\{\phi\} \rightarrow\left\{\phi^{\prime}\right\}\right] \exp (-\beta S & {[\{\phi\},\{\psi\}]-\ln (\mathcal{N}[\{\phi\},\{\psi\} ; \theta] / \overline{\mathcal{M}}[\{\psi\} ; \theta])) } \\
& =\overline{\mathcal{N}}[\{\psi\} ; \theta] \exp \left(-\beta \cosh ^{2} \theta\left(S_{1}\left[\mid \phi^{\prime}\right\},\{\psi\}\right]+S_{1}\left[\{\phi \mid,\{\psi \mid])-\beta \bar{S}\left[\{\phi\}, \mid \phi^{\prime}\right\},\{\psi\} ; \theta\right]-\beta S_{2}[\{\psi \mid])\right. \\
& =\text { symmetrical in }[\phi],\left\{\phi^{\prime}\right\} \tag{79}
\end{align*}
$$

The multiquadratic case of the generalized algorithm is recovered by taking

$$
\begin{equation*}
S_{1}[\{\phi\},\{\psi\}]=\sum_{i j} L_{i}[\{\phi\},\{\psi\}] A_{i j}[\{\psi\}] L_{j}[\{\phi\},\{\psi\}] \tag{80}
\end{equation*}
$$

with the $L_{1}$ linear functionals of the subset of variables $\{\phi\}$. The overrelaxation algorithm of Secs. I and II then corresponds to the choice of auxiliary functional

$$
\begin{align*}
S\left[\{\phi\},\left\{\phi^{\prime}\right\},\{\psi\} ; \theta\right]=\sinh \theta \cosh \theta \sum_{i j} & \left(L_{i}\left[\mid \phi^{\prime}\right\},\{\psi\}\right] A_{i j}[\{\psi\}] L_{j}[\{\phi\},\{\psi\}] \\
& +L_{i}\left[|\phi|,\{\psi \mid] A_{i j}[\{\psi\}] L_{j}\left[\left\{\phi^{\prime}\right\},\{\psi \mid]\right),\right. \tag{81}
\end{align*}
$$

for which the transition probability $W$ of Eq. (77a) becomes

$$
\begin{align*}
\left.\left.W[\mid \phi] \rightarrow \mid \phi^{\prime}\right\}\right]=\mathcal{N} \exp \left[-\beta \sum_{i j}\right. & \left.\left.\left(\cosh \theta L_{l}\left[\left|\phi^{\prime}\right|, \mid \psi\right]\right]+\sinh \theta L_{[ }[|\phi|, \mid \psi\}\right]\right) \\
& \left.\times A_{i j}[|\psi|]\left(\cosh \theta L_{j}\left[\left|\phi^{\prime}\right|,|\psi|\right]+\sinh \theta L_{,}[\mid \phi],\{\phi \mid]\right)\right] ; \tag{82a}
\end{align*}
$$

in terms of a relaxation parameter $\omega$ related to $\theta$ as in Eq. (10), this can also be written as

$$
\begin{align*}
\left.W\left[\{\phi] \rightarrow \mid \phi^{\prime}\right\}\right\}=\mathcal{N} \exp \left\lvert\,-\frac{\beta}{\omega(2-\omega)}\right. & \left.\sum_{i j}\left(L_{i}\left[\left|\phi^{\prime}\right|,|\psi|\right]-(1-\omega) L_{i}[|\phi|, \mid \psi\}\right]\right) \\
& \left.\times A_{i j}[\mid \psi\}\right]\left(L_{j}\left[\left\{\phi^{\prime}|,| \psi\right\}\right]-(1-\omega) L_{j}[|\phi|,|\psi|]\right) \mid \tag{82b}
\end{align*}
$$

Since by the linearity of $L$ we have

$$
\begin{equation*}
\left.\left.\cosh \theta L_{i}\left[\mid \phi^{\prime}\right],\{\psi\}\right]+\sinh \theta L_{i}[\{\phi\}, \mid \psi\}\right]=L_{i}\left[\mid \cosh \theta \phi^{\prime}+\sinh \theta \phi\right\},\{\psi \mid] \tag{83}
\end{equation*}
$$

the normalization is now given by

$$
\begin{align*}
\mathcal{N}^{-1} & =\prod_{1}^{N_{\phi}} \int d \phi^{\prime} \exp \left(-\beta L_{i}\left[\left\{\cosh \theta \phi^{\prime}+\sinh \theta \phi\right\},\{\psi\}\right] A_{i j}[\mid \psi\}\right] L_{j}\left[\left\{\cosh \theta \phi^{\prime}+\sinh \theta \phi\right\},\{\psi \mid]\right) \\
& \left.=(\cosh \theta)^{-N_{0}} \prod_{1}^{N_{*}} \int d \phi^{\prime} \exp \left(-\beta L_{i}\left[\left\{\phi^{\prime}\right\},\{\psi\}\right] A_{i j}[\{\psi\}] L_{j}\left[\mid \phi^{\prime}\right\},\{\psi\}\right]\right)=\text { independent of }\{\phi\}, \tag{84}
\end{align*}
$$

and so the second term on the right-hand side of Eq. (78) vanishes, giving in the multiquadratic case $\left.S_{\text {eff }}\{\phi|,| \psi\} ; \theta\right]=S[\{\phi\},\{\psi\}]$. In the application of the generalized algorithm to the Wilson lattice gauge theory given below, the second term on the right-hand side of Eq. (78) will be nonzero, but is arranged to be a higher-order correction in the continuum limit as compared with the original action $S$.

Let us now apply this algorithm to the Yang-Mills action

$$
\begin{equation*}
\beta S=\int d^{4} \times \frac{1}{2} \operatorname{Tr}\left(F_{\mu \nu} F_{\mu \nu}\right), \quad F_{\mu \nu}=F_{\mu \nu}^{j} T^{J}, \quad \operatorname{Tr}\left(T^{i} T^{J}\right)=\frac{1}{2} \delta_{i j}, \tag{85}
\end{equation*}
$$

with the field-strength $F_{\mu \nu}$ related to the potential $A_{\mu}$ by

$$
\begin{equation*}
A_{\mu}=A_{\mu}^{j} T^{j}, \quad F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i g_{0}\left[A_{\mu}, A_{\nu}\right] \tag{86}
\end{equation*}
$$

To formulate a discrete version of Eq. (85), we set up a cubic lattice with unit cell of side $a$, and associate the potential variables with the centers of the links. Then for a plaquette in the $x_{\mu}-x_{v}$ plane with center ( $x_{c \mu}, x_{c v}$ ), as shown in Fig. 1, we have, for the field-strength component $F_{\mu \nu}$ at the center of the plaquette,

$$
\begin{align*}
F_{P}=F_{\mu \nu}\left(x_{c \mu}, x_{c v}\right)= & a^{-1}\left[A_{\nu}\left(x_{c \mu}+\frac{1}{2} a, x_{c v}\right)-A_{\nu}\left(x_{c \mu}-\frac{1}{2} a, x_{c \nu}\right)-A_{\mu}\left(x_{c \mu}, x_{c \nu}+\frac{1}{2} a\right)+A_{\mu}\left(x_{c \mu}, x_{c \nu}-\frac{1}{2} a\right)\right] \\
& +i g_{0} \frac{1}{2}\left[A_{\mu}\left(x_{c \mu}, x_{c \nu}-\frac{1}{2} a\right), A_{v}\left(x_{c \mu}+\frac{1}{2} a, x_{c \nu}\right)\right] \\
& +i g_{0} \frac{1}{2}\left[A_{\mu}\left(x_{c \mu}, x_{c \nu}+\frac{1}{2} a\right), A_{v}\left(x_{c \mu}-\frac{1}{2} a, x_{c \nu}\right)\right]+O\left(a^{2}\right) \tag{87}
\end{align*}
$$

where the dependence on coordinates other than $x_{\mu}$ and $x_{v}$ is not shown explicitly. Summing over plaquettes, and noting that each plaquelte is shared between two unit cells, we have for the discretized action

$$
\begin{equation*}
\beta S=\sum_{P} a^{4} \operatorname{Tr}\left(F_{P}^{2}\right) \tag{88}
\end{equation*}
$$

Consider now an update in which the potential $A_{j}$ on a single link $l$ is changed. By Eq. (87), for each plaquette $P \supset l$, the field strength $F_{P}$ is a linear functional of $A_{l}$, while for all other plaquettes the field strength has no dependence on $A_{1}$. Hence if we let $\{\phi\}$ be the set of potential components $A \mid$, and $\left.\mid \psi\right\}$ be all other potential components, then in terms of these variables the action of Eq. (88) has precisely the form of Eqs. (76b) and (80). Moreover, if we choose any canonical gauge fixing (or if we do not gauge fix), then the integration measure has the form

$$
\begin{equation*}
d \mu=\Pi \int d A_{j}^{\prime} \Pi \int d \psi \tag{89}
\end{equation*}
$$

required by Eq. (76a). Thus the conditions for validity of the algorithm of Eq. (82) are satisfied, and so an overrelaxed algorithm for the update $A_{1} \rightarrow A_{i}$ is

$$
\begin{align*}
& W\left[A_{l} \rightarrow A_{i}\right]=\mathcal{N} \exp \left[-\sum_{P \supset l} a^{4} \operatorname{Tr}\left(\cosh \theta F_{P}^{\prime}+\sinh \theta F_{P}\right)^{2}\right]=\mathcal{N} \exp \left|\frac{-1}{\omega(2-\omega)} \sum_{P \supset l} a^{4} \operatorname{Tr}\left[F_{P}^{\prime}-(1-\omega) F_{P}\right]^{2}\right|  \tag{90}\\
& F_{P}^{\prime}=\left.F_{P}\right|_{A_{i}-A_{i}^{\prime}}
\end{align*}
$$

Although Eq. (90) exactly satisfies detailed balance with respect to the discretized action of Eq. (88), it is not exactly gauge invariant, and this limits its usefulness in simulations where maintaining exact gauge invariance is important. To get a computationally useful algorithm, we must construct an analog of Eq. (90) within the framework of Wilson's lattice gauge theory. ${ }^{14}$ Because the lattice gauge theory action is not a multiquadratic form, it is not possible to construct an overrelaxed algorithm which exactly satisfies detailed balance with respect to the Wilson lattice action.



FIG. 1. Plaquette and potential variables in the $x_{\mu}-x_{\nu}$ plane used to formulate Yang-Mills lattice field theory.


FIG. 2. Unitary matrices associated with the links of the plaquette of Fig. 1, which are used to formulate $\operatorname{SU}(n)$ lattice gauge theory.

However, this is a stronger requirement than is needed, since the lattice action is in any case only an order-a ${ }^{2}$ approximation to the continuum action, and any member of the equivalence class of local, gauge-invariant lattice actions which differ from the Wilson action by relative order- $\boldsymbol{a}^{2}$ terms in the continuum limit is equally suitable as a lattice action. We will show that it is possible to construct an exactly gauge-invariant lattice gauge theory transition probability by the procedure of Eqs. (76)-(78) above, which satisfies detailed balance with respect to an explicitly computable effective action differing from the Wilson action only by terms of relative order $\boldsymbol{a}^{\mathbf{2}}$ in the continuum limit.

To carry out this construction we rewrite Eq. (90) as

$$
\begin{align*}
W\left[A_{l} \rightarrow A_{i}\right]=\mathcal{N} \exp \mid & -\sinh \theta \cosh \theta \sum_{P \supset I} a^{4} \operatorname{Tr}\left(F_{P}^{\prime}+F_{P}\right)^{2}-\left(\cosh ^{2} \theta-\sinh \theta \cosh \theta\right) \sum_{P \supset I} a^{4} \operatorname{Tr}\left(F_{P}^{\prime}\right)^{2} \\
& \left.-\left(\sinh ^{2} \theta-\sinh \theta \cosh \theta\right) \sum_{P \supset I} a^{4} \operatorname{Tr}\left(F_{P}\right)^{2}\right) \tag{91}
\end{align*}
$$

and look for lattice gauge theory realizations of $a^{4} \operatorname{Tr}\left(F_{P}\right)^{2}, a^{4} \operatorname{Tr}\left(F_{P}\right)^{2}$, and $a^{4} \operatorname{Tr}\left(F_{P}+F_{P}\right)^{2}$. Consider the plaquette $P$ drawn in Fig. 1; in Fig. 2 we have redrawn this plaquette with the links labeled by the $\operatorname{SU}(n)$ matrices to which they correspond in lattice gauge theory. Let us assume that the link potential being updated is $A_{l}=A_{\mu}\left(x_{c \mu}, x_{c v}-\frac{1}{2} a\right)$, or in terms of lattice gauge theory variables, $U_{I}=U_{\mu-}$. We define

$$
\begin{equation*}
U_{p}=U_{\mu-} U_{v+} U_{\mu+} U_{v-} \quad U_{p}^{\prime}=U_{\mu-}^{\prime} U_{v+} U_{\mu+} U_{v_{-}}=U_{\rho}!_{U_{-}-U_{i}^{\prime}} \tag{92}
\end{equation*}
$$

Then the lattice gauge theory analog of Eq. (91) is

$$
\begin{align*}
& \left.W\left[U_{1} \rightarrow U_{i}^{\prime}\right]=\mathcal{N} \exp \left|-\sinh \theta \cosh \theta \sum_{P \supset U_{f}} \beta_{0}\right| 1-\frac{1}{n} \operatorname{Re} \operatorname{Tr}\left(U_{P} U_{P}^{\prime}\right) \right\rvert\, \\
& -\left(\cosh ^{2} \theta-\sinh \theta \cosh \theta\right) \sum_{P \supset U_{1}} \beta_{0}\left|1-\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P}^{\prime}\right| \\
& \left.-\left(\sinh ^{2} \theta-\sinh \theta \cosh \theta\right) \sum_{P \supset U_{t}} \beta_{0}\left|1-\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P}\right| \right\rvert\, \\
& \left.=\mathcal{N} \exp \left|\frac{1-\omega}{\omega(2-\omega)} \sum_{P \supset U_{1}} \beta_{0}\right| 1-\frac{1}{n} \operatorname{Re} \operatorname{Tr}\left(U_{P} U_{P}^{\prime}\right)\left|-\frac{1}{\omega} \sum_{P \partial U_{f}} \beta_{0}\right| 1-\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P} \right\rvert\, \\
& \left.-\frac{1-\omega}{\omega} \sum_{P \supset U_{1}} \beta_{0}\left|1-\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P}\right| \right\rvert\, \text {, } \tag{93}
\end{align*}
$$

with Re denoting the real part, with $\mathcal{N}$ fixed by the requirement

$$
\begin{equation*}
\int d\left[U_{l}^{\prime}\right] W\left[U_{l} \rightarrow U_{l}^{\prime}\right]=1, \tag{94}
\end{equation*}
$$

and with the parameter $\beta_{0}$ fixed in terms of $n$ and the bare coupling $g_{0}$ by the usual relation ${ }^{1 s}$

$$
\begin{equation*}
\frac{\beta_{0} g_{0}{ }^{2}}{2 n}=1 . \tag{95}
\end{equation*}
$$

We note that Eq. (93) is independent of the cyclic ordering of the link factors in $U_{p}$, as long as $U_{P}^{\prime}$ and $U_{p}$ are ordered in the same way; in other words, by cyclic invariance of the trace we have

$$
\begin{align*}
\operatorname{Tr}\left[\left(U_{\mu-}\right.\right. & \left.\left.U_{v+} U_{\mu+} U_{\nu-}\right)\left(U_{\mu-}^{\prime} U_{v+} U_{\mu+} U_{\nu-}\right)\right] \\
& =\operatorname{Tr}\left[\left(U_{v-} U_{\mu-} U_{v+} U_{\mu+}\right)\left(U_{v-} U_{\mu-}^{\prime} U_{v+} U_{\mu+}\right)\right] \\
& =\operatorname{Tr}\left[\left(U_{\mu+} U_{\nu-} U_{\mu-} U_{v+}\right)\left(U_{\mu+} U_{v-} U_{\mu-}^{\prime} U_{\nu+}\right)\right] \tag{96}
\end{align*}
$$

The gauge invariance of Eq. (93) follows from the fact that since $U_{i}$ and $U_{i}^{\prime}$ have the same behavior under gauge transformation, so do $U_{p}$ and $U_{p}^{\prime}$ :

$$
\begin{equation*}
U_{P} \rightarrow u_{g} U_{P} u_{g}^{-1}, \quad U_{P}^{\prime} \rightarrow u_{g} U_{P}^{\prime} u_{g}^{-1}, \tag{97}
\end{equation*}
$$

and hence again by cyclic invariance of the trace the quantities $\operatorname{Tr}\left(U_{P} U_{P}^{\prime}\right), \operatorname{Tr} U_{P}$, and $\operatorname{Tr} U_{P}^{\prime}$ are exactly gauge invariant. Finally, since the $U_{i}$ dependence of Eq. (93) is of the form $\operatorname{Tr}(U ; U)$, with $O$ a linear combination of SU( $n$ ) matrices, in the case $n=2$ the efficient $\operatorname{SU}(2)$ algorithm of Creutz ${ }^{16}$ can be applied to the generation of links $U_{i}^{\prime}$ distributed according to $W\left[U_{1} \rightarrow U_{i}^{\prime}\right]$.

The argument that Eq. (93) is an acceptable algorithm now runs as follows: Comparing with Eqs. (76)-(78), we see that Eq. 193) has precisely the form of the generalized algorithm, with $\left\{\phi \mid\right.$ corresponding to $U_{l}$, with $\{\psi \mid$ corresponding to the other links in the plaquettes $P \supset U_{l}$, and with $S_{1}$ corresponding to those terms in the Wilson action involving plaquettes $P \supset U_{i}$. Hence Eq. (93) exactly satisfies detailed balance with respect to an
effective action, which differs from the Wilson action by a term proportional to $\left.\ln \left(\mathcal{M} U_{i},\{\psi\} ; \theta\right] / \overline{\mathcal{N}}\{\{\psi\}, \theta]\right)$, with $\overline{\mathcal{N}}$ the average of $\left.\mathcal{M} U_{l},\{\psi\} ; \theta\right]$ over $U_{l}$. Since Eq. (93) only involves couplings of the link $I$ to links in plaquettes $P$ containing $l$, and since the entire construction is manifestly lattice gauge invariant, the effective action is local and lattice gauge invariant. Suppose that we can show that Eq. (93) differs from Eq. (91) by terms of relative order $a^{2}$ (absolute order $a^{6}$ ) in the continuum limit; then to leading order (absolute order $a^{4}$ ) the normalization factor $\left.\left.\mathcal{M} U_{1}, \mid \psi\right\} ; \theta\right)$ is independent of $U_{i}$, since by translation invariance $\mathcal{N}$ in Eq. (91) is independent of $A_{i}$. It then follows that $\left.\left.\ln \left(\mathcal{M} U_{i},\{\psi\} ; \theta\right] / \overline{\mathcal{N}}[\psi\} ; \theta\right]\right)$ is of order $a^{6}$ in the continuum limit, and the equilibrium effective action for the algorithm of Eq. (93) is a member
of the equivalence class of acceptable lattice actions.
To verify that in the continuum limit Eq. (93) reduces to Eq. (91) up to an error of order $a^{2}$, we start from the continuum limit of the individual link variables,

$$
\begin{align*}
& U_{\mu-}=\exp \left[i g_{0} a A_{\mu}\left(x_{c \mu}, x_{c v}-\frac{1}{2} a\right)+O\left(a^{3}\right)\right] \\
& U_{v+}=\exp \left[i g_{0} a A_{v}\left(x_{c \mu}+\frac{1}{2} a, x_{c v}\right)+O\left(a^{3}\right)\right] \\
& U_{\mu+}=\exp \left[-i g_{0} a A_{\mu}\left(x_{c \mu}, x_{c v}+\frac{1}{2} a\right)+O\left(a^{3}\right)\right]  \tag{98}\\
& U_{\nu-}=\exp \left[-i g_{0} a A_{\nu}\left(x_{c \mu}-\frac{1}{2} a, x_{c v}\right)+O\left(a^{3}\right)\right]
\end{align*}
$$

with $\operatorname{TrO}\left(a^{3}\right)=0$ since the $U$ 's are all $\mathrm{SU}(n)$ matrices and hence have unit determinant. For the products of adjacent links which appear in $U_{P}$, we have

$$
\begin{align*}
& \exp \left[\operatorname{tg}_{0} a A_{\mu}\left(x_{c \mu}, x_{c v}-\frac{1}{2} a\right)\right] \exp \left[i g_{0} a A_{v}\left(x_{c \mu}+\frac{1}{2} a, x_{c \nu}\right)\right]=e^{\Phi_{+}+\delta_{+}},  \tag{99}\\
& \exp \left[-i g_{0} a A_{\mu}\left(x_{c \mu}, x_{c v}+\frac{1}{2} a\right)\right] \exp \left[-i g_{0} a A_{v}\left(x_{c \mu}-\frac{1}{2} a, x_{c v}\right)\right]=e^{\Phi_{-}+\delta_{-}},
\end{align*}
$$

with

$$
\begin{aligned}
\Phi_{+}= & i g_{0} a A_{\mu}\left(x_{c \mu}, x_{c v}-\frac{1}{2} a\right)+i g_{0} a A_{v}\left(x_{c \mu}+\frac{1}{2} a, x_{c v}\right) \\
& -\frac{1}{2} g_{0}^{2} a 2\left[A_{\mu}\left(x_{c \mu}, x_{c v}-\frac{1}{2} a\right), A_{v}\left(x_{c \mu}+\frac{1}{2} a, x_{c v}\right)\right],
\end{aligned}
$$

$$
\begin{align*}
\Phi_{-}= & -i g_{0} a A_{\mu}\left(x_{c \mu}, x_{c v}+\frac{1}{2} a\right)-i g_{0} a A_{v}\left(x_{c \mu}-\frac{1}{2} a, x_{c v}\right)  \tag{100}\\
& -\frac{1}{2} g_{0}^{2} a^{2}\left[A_{\mu}\left(x_{c \mu}, x_{c v}+\frac{1}{2} a\right), A_{v}\left(x_{c \mu}-\frac{1}{2} a, x_{c \nu}\right)\right] .
\end{align*}
$$

The errors $\delta_{+}$and $\delta_{-}$satisfy $\delta_{+}=O\left(a^{3}\right), \delta_{-}=O\left(a^{3}\right)$, $\operatorname{Tr} \delta_{+}=\operatorname{Tr} \delta_{-}=0$. Moreover, since $\delta_{-}=\delta_{+}(a \rightarrow-a)$ and $\Phi_{-}=\Phi_{+}(a \rightarrow-a)$, we have that $\delta_{+}+\delta_{-}=O\left(a^{4}\right)$ and that the commutator $\left[\Phi_{+}, \Phi_{-}\right.$] is odd in $a$. Hence for the plaquette product $U_{p}$ we have

$$
\begin{align*}
U_{P} & =U_{\mu-} U_{v+} U_{\mu+} U_{v-} \\
& =\exp \left(\Phi_{+}+\Phi_{-}+\frac{1}{2}\left[\Phi_{+}, \Phi_{-}\right]+O\left(a^{4}\right)\right], \tag{101}
\end{align*}
$$

with $\frac{1}{2}\left[\Phi_{+}, \Phi_{-}\right]=O\left(a^{3}\right)$, with $\operatorname{Tr} O\left(a^{4}\right)=0$ and [referring to Eq. (87)] with

$$
\begin{equation*}
\Phi_{+}+\Phi_{-}=i g_{0} a^{2} F_{\mathrm{P}} \tag{102}
\end{equation*}
$$

For a general altered set of potentials $A^{\prime}$ we have

$$
\begin{align*}
U_{P}^{\prime} & =U_{\mu-}^{\prime} U_{v+}^{\prime} U_{\mu+}^{\prime} U_{v-}^{\prime} \\
& =\exp \left\{\Phi_{+}^{\prime}+\Phi_{-}^{\prime}+\frac{1}{2}\left[\Phi_{+}^{\prime}, \Phi_{-}^{\prime}\right]+O\left(a^{4}\right)\right], \tag{103}
\end{align*}
$$

again with $\frac{1}{2}\left[\Phi_{+}^{\prime}, \Phi_{-}^{\prime}\right]=O\left(a^{3}\right)$, with $\operatorname{Tr} O\left(a^{4}\right)=0$, and with

$$
\begin{equation*}
\Phi_{+}^{\prime}+\Phi_{-}^{\prime}=i g_{0} a^{2} F_{P}^{\prime} \tag{104}
\end{equation*}
$$

From these equations we find

$$
\begin{aligned}
& \operatorname{Tr} U_{P}=n-\frac{1}{2} g_{0}{ }^{2} a^{4} \operatorname{Tr}\left(F_{P}\right)^{2}+O\left(a^{6}\right), \\
& \operatorname{Tr} U_{P}^{\prime}=n-\frac{1}{2} g_{0}{ }^{2} a^{4} \operatorname{Tr}\left(F_{P}^{\prime}\right)^{2}+O\left(a^{6}\right), \\
& \operatorname{Tr}\left(U_{P} U_{P}^{\prime}\right)=n-\frac{1}{2} g_{0}{ }^{2} a^{4} \operatorname{Tr}\left(F_{P}+F_{P}^{\prime}\right)^{2}+\Delta+O\left(a^{6}\right), \\
& \begin{aligned}
\Delta= & \operatorname{Tr}\left(( \Phi _ { + } + \Phi _ { - } + \Phi _ { + } ^ { \prime } + \Phi _ { - } ^ { \prime } ) \left(\frac{1}{2}\left[\Phi_{+}, \Phi_{-}\right]\right.\right. \\
& \left.\left.\quad+\frac{1}{2}\left[\Phi_{+}^{\prime}, \Phi_{-}^{\prime}\right]\right)\right\},
\end{aligned}
\end{aligned}
$$

which when $\Delta=0$ can be combined with Eqs. (95) and (93) to give Eq. (91). (Because of the identity $\operatorname{Tr}(\alpha[\alpha, \gamma])=0$, terms analogous to $\Delta$ do not appear in $\operatorname{Tr} U_{P}$ and $\operatorname{Tr} U_{p}^{\prime}$.) Since the error term $\Delta$ is potentially of order $a^{5}$, to complete the derivation we must show that $\Delta=0$. Now repeated use of the identity

$$
\begin{equation*}
\operatorname{Tr}(\alpha[\beta, \gamma])=\operatorname{Tr}([\gamma, \alpha] \beta), \tag{106}
\end{equation*}
$$

which follows from cyclic invariance of the trace, shows that $\Delta$ can be reduced to the form

$$
\begin{equation*}
\Delta=\frac{1}{2} \operatorname{Tr}\left\{\left[\Phi_{+}^{\prime}-\Phi_{+}, \Phi_{-}^{\prime}-\Phi_{-}\right]\left(\Phi_{+}+\Phi_{-}\right)\right] \tag{107}
\end{equation*}
$$

In general $\Delta \neq 0$, but for the special case in which $A^{\prime}$ differs from $A$ by the change of only the single link variable $A_{\mu}\left(x_{c \mu}, x_{c \nu}-\frac{1}{2} a\right)$ or equivalently $U_{\mu-}$, we have $\Phi_{-}^{\prime}=\Phi_{-}$and $\Delta$ vanishes. Hence we have verified that Eq. (93) is a suitable overrelaxed algorithm for lattice gauge theory, for the case in which a single link at a time is updated.

To conclude this section, let us compare the small- $\omega$ continuum limit of the overrelaxation algorithm of Eq. (93) with the continuum limit of the lattice Langevin algorithm of Batrouni et al.; according to our analysis of Sec. I, these should correspond. Taking the continuum limit of the overrelaxation algorithm from Eq. (90), we have

$$
\begin{equation*}
\operatorname{Tr}\left(F_{P}^{\prime}-F_{P}+\omega F_{p}\right)^{2}=\operatorname{Tr}\left|\frac{1}{a}\left(A_{i}-A_{l}\right)+\frac{1}{2} i g_{0}\left[\left(A_{i}-A_{l}\right), A_{a d j a c e n t}\right]+\omega F_{P}\right|^{2} \tag{108a}
\end{equation*}
$$

with $A_{\text {adjucent }}$ the potential on the leg of the plaquette adjacent to and following $A_{l}$. Referring to Eq. (98), we recall that in the continuum limit $g_{0} a \mathrm{~A}$ is the effective expansion parameter; approximating Eq. (108a) to leading-order accuracy in this expansion gives

$$
\begin{equation*}
\operatorname{Tr}\left(F_{P}^{\prime}-F_{P}+\omega F_{P}\right)^{2} \approx \operatorname{Tr}\left|\frac{1}{a}\left(A_{i}-A_{i}\right)+\omega F_{P}\right|^{2}=\frac{1}{2} \frac{1}{a^{2}}\left(A_{i}^{\prime}-A_{i}^{\prime}\right)^{2}+\frac{1}{a}\left(A_{i}^{j}-A_{i}^{j}\right) \omega F \beta+A_{i}^{\prime} \text {-independent } \tag{108b}
\end{equation*}
$$

In four dimensions there are six plaquettes $P$ containing $l$, and so

$$
\begin{align*}
\sum_{P \supset l} \operatorname{Tr}\left(F_{P}^{\prime \prime}-F_{P}+\omega F_{P}\right)^{2} & \approx \frac{3}{a^{2}}\left(A_{i}^{j}-A_{i}^{\prime}\right)^{2}+\frac{1}{a}\left(A_{i}^{j}-A_{i}^{\prime}\right) \omega \sum_{P \supset l} F i+A_{i}^{\prime} \text {-independent } \\
& =3\left|\frac{1}{a}\left(A_{i}^{\prime j}-A_{i}^{j}\right)+\frac{\omega}{6} \sum_{P \supset l} F_{i}\right|^{2}+A_{i} \text {-independent } \tag{109}
\end{align*}
$$

Substituting Eq. (109) into Eq. (90), dropping $A_{i}^{\prime}$-independent terms and approximating $2-\omega \approx 2$, we have

$$
\begin{equation*}
\left.W\left[A_{i} \rightarrow A_{i}\right] \approx \mathcal{N} \exp \left|-\frac{1}{4} a^{4} \frac{6}{\omega}\right| \frac{1}{a}\left(A_{i}^{j}-A_{i}^{j}\right)+\left.\frac{\omega}{6} \sum_{p \supset l} F i\right|^{2} \right\rvert\, \tag{110}
\end{equation*}
$$

which can be rewritten as the stochastic difference equation

$$
\begin{equation*}
\frac{1}{a}\left(A_{i}^{\prime \prime}-A /\right) \approx-\frac{\omega}{6} \sum_{P J 1} F i-\left|\frac{\omega}{6}\right|^{1 / 2} \frac{1}{a^{2}} \eta_{j} \tag{111}
\end{equation*}
$$

Now the lattice Langevin algorithm of Batrouni et al., in the notation used above, takes the form

$$
\begin{aligned}
& U_{i}^{\prime}=e^{-F_{1}} U_{1}, \\
& F_{l}=i T^{j}\left|\bar{\epsilon} \sum_{P J I}\right| \frac{-i \beta_{0}}{2 n}\left|\operatorname{Tr}\left[T^{i}\left(U_{P}-U_{P}^{\top}\right)\right]+\bar{\epsilon}^{1 / 2} \eta_{j}\right| .
\end{aligned}
$$

Substituting

$$
\begin{equation*}
U_{i}=e^{i g_{0} a \Lambda_{1}}, \quad U_{p}=e^{i g_{0} \alpha^{2} F_{p}} \tag{113}
\end{equation*}
$$

into Eq. (112) and working to leading order in the expansion in powers of $g_{0} a A_{1}$ we get, for the continuum limit,

$$
\begin{align*}
& \left.i g_{0} a\left(A_{j}^{j}-A j\right) T^{j} \approx-i T^{j}|\bar{\epsilon}| \frac{-i \beta_{0}}{2 n} \right\rvert\, \sum_{P \supset 1} i g_{0} a^{2} F \gamma \\
&+(\bar{\epsilon})^{1 / 2} \eta_{j} \mid \tag{114}
\end{align*}
$$

which on substituting $\beta_{0} g_{0}^{2} /(2 n)=1$ and factoring away the generators $T^{\prime}$ becomes

$$
\begin{equation*}
\frac{1}{a}\left(A_{i}^{j}-A_{i}^{\prime}\right)=-\frac{\xi}{g_{0}^{2}} \sum_{p J 1} F j-\left|\frac{\xi}{g_{0}^{2}}\right|^{1 / 2} \frac{1}{a^{2}} \eta_{j} \tag{115}
\end{equation*}
$$

Equations (111) and (115) have precisely the same structure, and give the identification

$$
\begin{equation*}
\omega=\frac{6}{g_{0}^{2}} \bar{z} \tag{116}
\end{equation*}
$$

again showing that the Langevin approach corresponds to the small- $\omega$ limit of the overrelaxation algorithm.

## IV. DISCUSSION

In closing I comment briefly on the comparison between the acceleration strategy pursued above and that proposed by Batrouni et al. ${ }^{9}$ Let us adopt as the "figure of merit" for an acceleration scheme the ratio of its inverse correlation time $\lambda$ to that for an $\omega=1$ Jacobi iteration. As we have seen in Sec. II, for an optimally overrelaxed Gauss-Seidel iteration, the figure of merit is then $N$, the length of a side of the lattice in lattice units. By contrast, Batrouni et al. employ a Langevin method based on the Jacobi algorithm, and propose a method of Fourier acceleration in which the Langevin step size is taken to have a momentum dependence which compensates the critical slowing down at long wavelengths. In principle, their method can yield (up to logarithms) an inverse correlation time of $\lambda \sim \bar{\epsilon} a^{-1}$, with $a$ the lattice spacing and $\bar{\epsilon}$ the small parameter which governs the Langevin step size. Thus, recalling Eq. (71), for the method of Batrouni et al., the figure of merit can be as large as

$$
\begin{equation*}
\frac{\bar{E} a^{-1}}{a k_{1}^{2}}-\bar{e}(L / a)^{2}=\tilde{E} N^{2} \tag{117}
\end{equation*}
$$

For lattices of moderate size, where $\bar{\epsilon} N \sim 1$, the overrelaxation method should be competitive with Fourier acceleration, but for very large lattices the Fourier method wins out, irrespective of the step size $\varepsilon$. Clearly, an optimal algorithm would combine the advantages of both, by permitting a step size of unity, as in the overrelaxed Gauss-Seidel approach, while replacing the factor $k_{1} \sim L^{-1}$ in Eq. (69) by a wave number of order $a^{-1}$. One possible way to try to achieve an improved algorithm is to combine overrelaxation with a mesh-doubling
lattice refinement scheme, as is done in the case of the minimization problem by the "hyper-overrelaxation" algorithm of Press ${ }^{17}$ or the mesh-refinement-interpolation scheme of Adler and Piran. ${ }^{7}$ A closely related approach is the "multigrid" Monte Carlo method advocated by Goodman and Sokal. ${ }^{10}$ I hope to pursue these issues in future work.

## Note added

In Sec. II we determined an optimum value of $\omega$-let us call it $\omega_{b}$-defined as the value of $\omega$ which minimizes the correlation time $\tau$. By definition, this value of $\omega$ maximizes the asymptotic rate of decay of the correlation between two lattice configurations, as the "time" separation $\Delta T=\Delta M a$ between the two configurations becomes infinite ( $a=$ lattice spacing, $\Delta M=$ number of iterations separating the two configurations). However, in an actual Monte Carlo calculation this asymptotic decay rate is not the quantity which directly governs errors. What one does in a Monte Carlo calculation is to perform some total number $M$ of iterations, but to only take every mth iterate as a member of the ensemble of configurations used for measurements, where $m \sim \tau / a$. Taking more configurations than this increases the amount of effort spent in measurement without improving the statistics, since the additional configurations are not statistically independent, while taking fewer configurations than this needlessly dilutes the statistics. Hence the quantity to be optimized is the absolute correlation between two configurations separated by $m$ iterations, not the asymptotic rate of correlation decay.

This optimization problem also arises in the overrelaxation solution of differential equations, and the solution is as follows: For the iterations $i=0,1, \ldots$ one uses overrelaxation with a sequence of relaxation parameters $\omega_{i}$ with $\omega_{0}=1$ and with $\omega_{i} \rightarrow \omega_{b}$ for large $i$. In the case of iterations based on "odd/even" or "checkerboard" ordering, as opposed to the "typewriter" ordering used in Sec. II, the optimum $\omega_{i}$ 's can be computed explicitly in terms of $i$ and $\omega_{b}$ using Chebyshev polynomials. In the Monte Carlo application, one would use a "sawtooth" pattern of $\omega$ 's, returning $\omega$ to 1 for the initial iteration after each configuration selected for measurement, and
then stepping through the first $m$ members of the Chebyshev or other optimal sequence. Taking $\omega=\omega_{b}$ for all iterations can actually make the correlations worse after a finite number of iterations than simply using $\omega=1$, while the simple expedient of taking $\omega_{0}=1$ and $\omega_{i>1}=\omega_{b}$ already guarantees monotonically decreasing correlations. For a brief and lucid discussion of these issues see Hockney and Eastwood, ${ }^{18}$ while for a detailed theoretical analysis see Vargas. ${ }^{19}$ A simple, explicit, "checkerboard" iteration version of the calculation of Sec. II has recently been given by Neuberger, ${ }^{20}$ and the Chebyshev method is directly applicable to Neuberger's scheme.
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## APPENDIX: EVALUATION OF THE INFINITE-SPACE GREEN'S FUNCTION

We evaluate here the time dependence of the GaussSeidel Green's function of Eq. (60), in the infinite-space limit in which the mode functions are

$$
\begin{equation*}
\psi_{m}(x)=\frac{1}{(2 \pi)^{d / 2}} e^{i \mathbf{k} \cdot \mathbf{1}}, \quad \mathbf{k} \cdot \mathrm{x}=\sum_{\mu=1}^{d} k_{\mu} x_{\mu} \tag{Al}
\end{equation*}
$$

Substituting into Eq. (60), and noting that because of translation invariance there is no loss of generality in setting $x^{\prime}=t^{\prime}=0$, we have

$$
\begin{align*}
& G(x, 0 ; t, 0)=\frac{4}{d} \frac{2}{\omega} \frac{a^{d-1}}{(2 \pi)^{d}} \int d^{d} k e^{i k \cdot x} \frac{e^{-p t-p x \cdot n / 2}-e^{-q 1-q x \cdot n / 2}}{q-p} \theta\left(t+\frac{1}{2} x \cdot n\right) \\
& \mathrm{n}=(1,1, \ldots, 1), \quad \mathrm{n} \cdot \mathrm{x}=\sum_{\mu=1}^{d} x_{\mu}, \quad p=2\left[C-\left(C^{2}-k^{2} / d\right)^{1 / 2}\right]  \tag{A2}\\
& q=2\left[C+\left(C^{2}-k^{2} / d\right)^{1 / 2}\right], \quad k^{2}=\sum_{\mu=1}^{d} k_{\mu}^{2} .
\end{align*}
$$

We wish to evaluate the Fourier transform $g(l, t)$ defined by

$$
\begin{equation*}
G(x, 0 ; t, 0)=\frac{4}{d} \frac{2}{\omega} \frac{a^{d-1}}{(2 \pi)^{d}} \int d^{d} l e^{i / \pi} g(l, t) . \tag{A3}
\end{equation*}
$$

Taking the inverse Fourier transform of Eq. (A2), the $x$ and $k$ integrations in the $d-1$ directions perpendicular to $n$ can be done immediately, leaving [with $\mathrm{n}=d^{1 / 2} \hat{\mathrm{n}}, x=\mathrm{x} \cdot \hat{\mathrm{n}}, l=l \cdot \hat{\mathrm{n}}, k=\mathbf{k} \cdot \hat{\mathrm{n}},\left(l^{\perp}\right)^{2}=l^{2}-l^{2}$ ]

$$
\left.\begin{align*}
& g\left(l, I^{1}, t\right)=\int \frac{d x}{2 \pi} e^{-i l x} \int d k e^{i k x} \frac{e^{-\rho t-\rho d^{1 / 2} x / 2}-e^{-q t-q d^{1 / 2} x / 2}}{q-p} \theta\left(t+\frac{1}{q} d^{1 / 2} x\right) \\
& p  \tag{A4}\\
& q
\end{align*} \right\rvert\,=2\left(C \mp\left\{C^{2}-\left[k^{2}+\left(I^{1}\right)^{2}\right] / d\right]^{1 / 2}\right) . \quad .
$$

To do the $x$ integration, we make the change of variables

$$
\begin{equation*}
t+\frac{1}{2} d^{1 / 2} x=u \tag{A5}
\end{equation*}
$$

giving

$$
\begin{align*}
& g\left(l, I^{1}, t\right)=\frac{1}{\pi d^{1 / 2}} \int_{-\infty}^{\infty} d k e^{-l\left(k-l 2 L / d^{1 / 2}\right.} I_{v} \\
& I_{\mathrm{u}}  \tag{A6}\\
& =\int_{0}^{\infty} d u e^{f\left(k-1 / 2 u / d^{1 / 2}\right.} \frac{e^{-p u}-e^{-q u}}{q-p}=\frac{1}{q-p}\left|\frac{1}{p-i(k-l) 2 / d^{1 / 2}}-\frac{1}{q-i(k-l) 2 / d^{1 / 2}}\right| \\
& \quad=\frac{1}{p q-i(k-l) 2(p+q) / d^{1 / 2}-4(k-l)^{2} / d}
\end{align*}
$$

Substituting $p$ and $q$ from Eq. (A4), and setting $k-l=w$, we are left with the single integral

$$
\begin{equation*}
g\left(l, l^{1}, t\right)=\frac{1}{\pi d^{1 / 2}} \int_{-\infty}^{\infty} d w e^{-i v 2 t / d^{1 / 2}} \frac{1}{4\left[l^{2}+\left(l^{1}\right)^{2}+2 / w\right] / d-i w 8 C / d^{1 / 2}} \tag{A7}
\end{equation*}
$$

Since the denominator has a single zero in the lower half of the $w$ complex plane, for $t<0$ we can close the contour up to get $g=0$, while for $t>0$ we can close the contour down to get the answer quoted in Eq. (75) of the text.
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#### Abstract

Let $u^{\prime}-M u+N f$ be a general linear iterative process for solving the system $L u-f$, with $L=L^{\mathrm{T}}$ and with $1=M+N L$. Provided that $\Gamma \equiv \frac{1}{2}\left(L^{-1}-M L^{-1} M^{\top}\right)^{-1}$ is a positive-definite matrix, it is shown that one can explicitly construct a corresponding stochastic algorithm which satisfies the homogeneous-state condition with respect to the probability distribution $\exp (-\beta S)$, where $S=\frac{1}{2} u^{\mathrm{T}} L u-f^{\mathrm{T}} u$. When $M^{\mathrm{T}} L-L M$, the algorithm also satisfies the detailed-halance condition.
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Over the last few years there has been considerable interest in the idea of the construction of accelerated Monte Carlo algorithms by analogy with acceleration schemes for solving deterministic systems of equations. For the physically interesting case of quadratic or multiquadratic actions, I showed ${ }^{\prime}$ a while ago that one can construct an exact stochastic analog of the classical successive overrelaxation method, and this observation has had a number of applications. ${ }^{2}$ Recently, several authors have proposed applying more powerful methods for deterministic systems, such as the multigrid iteration ${ }^{3}$ or fast Fourier transform direct-solution techniques, ${ }^{4}$ to the problein of accelerating Monte Carlo calculations. In this Letter I show, in the case of a quadratic action, that all of these proposals are closely related, and in fact are special cases of a theorem relating the most general linear iterative process to a corresponding stochastic algorithm.

Theorem. - Let $L=L^{\mathbf{T}}$ be a real, symmetric $l \times l$ ma-
trix and $f$ a real $l$-dimensional vector, from which we construct the action

$$
\begin{equation*}
S(u)=\frac{1}{2} u^{\mathrm{T}} L u-f^{\mathrm{T}} u \tag{1}
\end{equation*}
$$

with variational equations

$$
\begin{equation*}
L u=f \tag{2}
\end{equation*}
$$

Let us consider the general linear iteration for solving Eq. (2),

$$
\begin{equation*}
u^{\prime}=M u+N f \tag{3}
\end{equation*}
$$

where $M$ and $N$ are a splitting of $L$ defined by

$$
\begin{equation*}
1=M+N L \tag{4}
\end{equation*}
$$

Then provided that $\Gamma$ as defined below is a positive defnite matrix, corresponding to Eqs. (3) and (4) we can construct a stochastic process with normalized transition probability

$$
\begin{align*}
& P\left(u \rightarrow u^{\prime}\right)=(\beta / \pi)^{1 / 2}(\operatorname{det} \Gamma)^{1 / 2} \exp \left[-\left(u^{\prime}-M u-N f\right)^{\mathrm{T}} \beta \Gamma\left(u^{\prime}-M u-N f\right)\right],  \tag{5}\\
& \Gamma=\frac{1}{2}\left(L^{-1}-M L^{-1} M^{\mathrm{T}}\right)^{-1}=\Gamma^{\mathrm{T}},
\end{align*}
$$

which satisfies the homogeneous-state condition

$$
\begin{equation*}
\int d u e^{-\alpha S(u)} P\left(u \rightarrow u^{\prime}\right)=e^{-\beta S\left(u^{\prime}\right)} \tag{6}
\end{equation*}
$$

The transition probability of Eq. (5) satisfies the stronger detailed-balance condition [which is sufficient but not necessary for Eq. (6)]

$$
\begin{equation*}
e^{-A S(u)} P\left(u \rightarrow u^{\prime}\right)=e^{-A S\left(u^{\prime}\right)} P\left(u^{\prime} \rightarrow u\right) \tag{7}
\end{equation*}
$$

if and only if $M^{\mathrm{T}} L=L M$, or equivalently $N=N^{\mathrm{T}}$.
Remarks.- (1) The overrelaxation ${ }^{5}$ and multigrid ${ }^{6}$ methods are special cases of the iteration of Eq. (4) with $M \neq 0$ and with spectral radius $p(M)<1$, while direct solution methods correspond to taking $M=0, N=L^{-1}$. The matrix $\Gamma$ generalizes the temperature rescaling found, in the case of stochastic overrelaxation, in Ref. 1. The particular significance of stochastic overrelaxation,
within the general framework of the theorem, is that one can show that it is the unique limiting case of the algorithm of Eq. (5) in which the node variables are updated one at a time.
(2) Equation (5) can be equivalently written as a stochastic difference equation. Letting $O$ be the real, orthogonal matrix which diagonalizes $\Gamma$,

$$
\begin{equation*}
O^{\mathrm{T}} \Gamma O=\gamma=\text { diagonal, } \tag{8}
\end{equation*}
$$

we have

$$
\begin{equation*}
u^{\prime}-M u+N f+\left(2 \beta^{1 / 2}\right)^{-1} O \eta \tag{9}
\end{equation*}
$$

with $\eta_{i}$ Gaussian noise variables normalized according to

$$
\begin{equation*}
\left\langle\eta_{i} \eta_{j}\right\rangle=2\left(\gamma^{-1}\right)_{i j} . \tag{10}
\end{equation*}
$$

(3) The positivity condition on $\Gamma$ can be reexpressed in
a number of equivalent forms. Rewriting $\Gamma$ as

$$
\begin{align*}
& \Gamma=\frac{1}{2} L^{1 / 2}\left(1-S^{\mathrm{T}} S\right)^{-1} L^{1 / 2} \\
& S=L^{-1 / 2} M^{\mathrm{T}} L^{1 / 2} \tag{11}
\end{align*}
$$

we see that $\Gamma$ is positive definite if and only if $S^{\top} S$ has no eigenvalues larger than 1 . This requires

$$
\begin{equation*}
\|S\|^{2}-\rho\left(S^{\mathrm{T}} S\right)=\rho\left(L M L^{-1} M^{\mathrm{T}}\right) \leq 1 \tag{12}
\end{equation*}
$$

with $\rho$ () (as above) the spectral radius and || || the spectral norm. ${ }^{7}$ Convergence of the iteration of Eq. (3) requires

$$
\begin{equation*}
\rho(M)=\rho\left(M^{\top}\right)=\rho(S)=\rho\left(S^{\top}\right)<1 \tag{13}
\end{equation*}
$$

but since $\rho(S)<\|S\|$ for a non-Hermitian $S$, Eq. (13) does not imply Eq. (12).
(4) Even when positivity of $\Gamma$ can be demonstrated, the practical implementation of the algorithm depends on the ease of constructing the matrix $O$ of Eq. (8) which diagonalizes $\Gamma$, or equivalently, of find the matrix $T=O \gamma^{-1 / 2}$ which factorizes $\Gamma^{-1}$ according to

$$
\begin{equation*}
\Gamma^{-i}=\tau T^{T} \tag{14}
\end{equation*}
$$

so that the generalized noise can be constructed as

$$
\begin{equation*}
O \eta=T \bar{\eta}, \quad\left(\bar{\eta}_{i} \bar{\eta}_{j}\right)=2 \delta_{i j} \tag{15}
\end{equation*}
$$

Conversely, in cases (such as those discussed in Refs. 1-4) in which a stochastic differential equation has been constructed with Eq. (1) as its equilibrium action, the factorization of Eq. (14) is explicitly established and this guarantees the positivity of $\Gamma$.
(5) Althaugh the theorem applies only to quadratic actions, it is directly relevant to the Yang-Mills action and other multiquadratic ${ }^{8}$ interacting theories. More generally, most practical methods for dealing with nonlinear problems are based on generalizations from linear methods, ${ }^{9}$ and so our theorem can be expected to have implications for the development of Monte Carlo algorithms for nonlinear problems.

Proof of the Theorem. - We assume in intermediate steps of the proof of existence of $M^{-1}$, but since the final results only involve $M$, the case where $M$ is not invertible can be obtained by continuity as a limit from the case where $M^{-1}$ exists. Making the shifts $u=v+L^{-1} f$, $u^{\prime}=v^{\prime}+L^{-1} f$ in Eqs. (6) and (7) permits one to factor away the explicit $\int$ dependence; hence it suffices to prove the theorem in the case $f=0$. Doing the integral in Eq. (6) by completing the square gives us

$$
\begin{align*}
& (\operatorname{det} \Gamma / \operatorname{det} \tilde{\Gamma})^{1 / 2} e^{-\otimes \tilde{S}\left(u^{\prime}\right)} \\
& S^{\prime}\left(u^{\prime}\right)=u^{\prime} \Gamma u^{\prime}-\left(M^{\mathrm{T}} \Gamma u^{\prime}\right)^{\mathrm{T}} \tilde{\Gamma}^{-1} M^{\mathrm{T}} \Gamma u^{\prime},  \tag{16}\\
& \tilde{\Gamma}=\frac{1}{2} L+M^{\mathrm{T}} \Gamma M .
\end{align*}
$$

Equating the left- and right-hand sides of Eq. (6), we get
two condition: (i) 1988

$$
\begin{equation*}
\operatorname{det} \Gamma=\operatorname{det} \Gamma \text {; } \tag{17}
\end{equation*}
$$

(ii) $u^{\prime \top} \cdots u^{\prime}$ term in exponent,

$$
\begin{equation*}
\Gamma-\frac{1}{2} L-\Gamma M \dot{\Gamma}^{-1} M^{1} \Gamma \tag{18}
\end{equation*}
$$

From the definition of $\vec{\Gamma}$ we have

$$
\bar{\Gamma}-\frac{1}{2} L=M^{\mathrm{T}} \Gamma M
$$

if we multiply Ea. (18) tis) (19) to eliminate $M^{\mathrm{T}} \Gamma M$ we get

$$
\begin{align*}
\Gamma M-\frac{1}{2} L M & =\Gamma M \tilde{\Gamma}^{-1}\left(\tilde{\Gamma}-\frac{1}{2} L\right) \\
& =\Gamma M-\frac{1}{2} \Gamma M \tilde{\Gamma}^{-1} L \tag{20}
\end{align*}
$$

This implies

$$
\begin{equation*}
\Gamma=L M L^{-1} \stackrel{\rightharpoonup}{\Gamma} M^{-1} \tag{21}
\end{equation*}
$$

the determinant of which gives Eq. (17). The elimination of $\tilde{\Gamma}$ by use of Eq. (19) gives

$$
\begin{align*}
\Gamma & =L M L^{-1}\left(\frac{1}{2} L M^{-1}+M^{\top} \Gamma\right) \\
& =\frac{1}{2} L+L M L^{-1} M^{\top} \Gamma \tag{22}
\end{align*}
$$

which can be immediately solved to give the result $\Gamma$ quoted in Eq. ( 5 ). For $\bar{\Gamma}$, we then get

$$
\begin{equation*}
\dot{\Gamma}=\frac{1}{2}\left(L^{-1}-L^{-1} M^{\top} L M L^{-1}\right)^{-1} \tag{23}
\end{equation*}
$$

If in addition to the stationary-state condition we impose the detailed-balance condition on $P$, we get the additional constraints: (iii) $u^{\mathrm{T}} \cdots u$ term in exponent,

$$
\begin{equation*}
\Gamma-\bar{\Gamma}_{i} \tag{24}
\end{equation*}
$$

(iv) $u^{\top} \cdots u^{\prime}$ term in exponent,

$$
\begin{equation*}
\Gamma M=M^{\mathrm{T}} \Gamma \tag{25}
\end{equation*}
$$

Substituting Eqs. (24) and (25) into Eq. (16) for $\bar{\Gamma}$, we get

$$
\begin{equation*}
\Gamma=\frac{1}{2} L+\Gamma M^{2} \tag{26}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\Gamma=\frac{1}{2} L\left(1-M^{2}\right)^{-1}-\frac{1}{2}\left(L^{-1}-M^{2} L^{-1}\right)^{-1} \tag{27}
\end{equation*}
$$

The comparison of Eq. (27) with Eq. (5) then implies $L^{-1} M^{\top}=M L^{-1}$, or equivalently

$$
\begin{equation*}
M^{\mathrm{T}} L=L M \tag{28}
\end{equation*}
$$

Since by Eq. (4), $N=L^{-1}-M L^{-1}$, Eq. (28) is also equivalent to

$$
\begin{equation*}
N=N^{\mathbf{T}} \tag{29}
\end{equation*}
$$
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#### Abstract

We study the overrelaxation algorithm developed by one of us (S.A.) for the SU(2) gauge theory in four dimensions. We find improvement in the decorrelation time for the plaquette by a factor of 2 to 3 . However, our results suggest that the Monte Carlo application of overrelaxation behaves quite differently from the classical differential-equation analog. In particular, the optimum value of the overrelaxation parameter $\omega$ may depend on what order parameter one measures. In addition, there are order parameters that do not appear to improve by overrelaxation.
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Statistical systems close to criticality are difficult to simulate. This is because most simulation algorithms use local updating which results in a highly correlated sequence of configurations. Information about the update spreads amongst the variables via a diffusion process and, hence, to decorrelate the system over length scales of the order of the correlation length $\xi$ takes on the order of

$$
\begin{equation*}
\tau-\xi^{2} \tag{1}
\end{equation*}
$$

steps. $\tau$ in Eq. (1) is usually called the decorrelation time.

Several methods to decrease $\boldsymbol{\tau}$ have been suggested. A very popular recent method is to use overrelaxed algorithms. ${ }^{1}$ Here, in analogy with methods invented for differential equations, an overrelaxation parameter $\omega \in[1,2)$ is introduced into the simulation. The Markov process is defined so that for any $\omega$ one obtains the correct asymptotic distribution. $\omega=1$ corresponds to the usual (nonoverrelaxed) updating. $\omega>1$ gives overrelax-
ation. In this Letter, we test a specific overrelaxation algorithm for pure-gauge-theory simulations ${ }^{2}$ suggested by one of us (S.A.). It is simplest to implement for the $\mathrm{SU}(2)$ gauge theory and so we restrict ourselves to this case in $d=4$ dimensions with periodic boundary conditions on a hypercubic lattice.

The aim is to generate independent configurations distributed as

$$
\begin{equation*}
P\left(U_{1}\right)=\exp \left[-\beta S\left(U_{1}\right)\right] \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
S\left(U_{1}\right)=\sum_{P \supset U_{i}}\left[1-\frac{1}{2} \operatorname{tr}\left(U_{P}\right)\right] . \tag{3}
\end{equation*}
$$

Here, the $U_{i}$ 's are link variables and $U_{P}$ is the ordered product of the link variables around a unit lattice square (plaquette). It was shown in Ref. 2 that an overrelaxation parameter can be introduced into the Markov evolution by the generation of new values $U_{i}$ from $U_{I}$ according to the probability function

$$
\begin{equation*}
W\left(U_{1} \rightarrow U_{i}^{\prime}\right)=N \exp \left|\frac{1-\omega}{\omega(2-\omega)} \sum_{P \supset U_{l}} \beta\left[1-\frac{1}{2} \operatorname{tr}\left(U_{P} U_{P}^{f}\right)\right]-\frac{1}{\omega} \sum_{P \supset U_{l}} \beta\left[1-\frac{1}{2} \operatorname{tr}\left(U_{P}^{\prime}\right)\right]-\frac{1-\omega}{\omega} \sum_{P \supset U_{i}} \beta\left[1-\frac{1}{2} \operatorname{tr}\left(U_{P}\right)\right]\right| \tag{4}
\end{equation*}
$$

with $\mathcal{N}$ fixed by the normalization condition

$$
\begin{equation*}
\int d\left[U_{i}^{\prime}\right] W\left(U_{l} \rightarrow U_{i}^{\prime}\right)=1 \tag{5}
\end{equation*}
$$

The replacement $U_{I} \rightarrow U_{i}^{\prime}$ is accepted with probability

$$
\begin{equation*}
P_{A}=\min \left\{1, \frac{W\left(U_{i}^{\prime} \rightarrow U_{i}\right) \exp \left[-\beta S\left(U_{i}^{\prime}\right)\right]}{W\left(U_{i} \rightarrow U_{i}^{\prime}\right) \exp \left[-\beta S\left(U_{i}\right)\right]}\right\} \tag{6}
\end{equation*}
$$

It is easy to see that this procedure satisfies detailed barance with respect to the desired Boltzmann distribution of Eq. (2). ${ }^{3}$
$P_{A}$ can be simplified to

$$
\begin{equation*}
\boldsymbol{P}_{\boldsymbol{A}}=\min \left\{1, \frac{\mathcal{N}^{\prime}}{\mathcal{N}}\right\} \tag{7}
\end{equation*}
$$

Reprinted with permission.

$$
\begin{align*}
& k=(\operatorname{Det} M)^{1 / 2}  \tag{9}\\
& M=\frac{\beta}{2 \omega} \sum_{P J U_{1}} U_{S}\left|-1+\frac{1-\omega}{2-\omega} U_{P}\right| \tag{10}
\end{align*}
$$

and $\mathcal{N}$ can be explicitly evaluated for the $\operatorname{SU}(2)$ case] to be

$$
\begin{equation*}
N=A e^{-R} \frac{k}{1,(2 k)} \tag{8}
\end{equation*}
$$

with $A$ a numerical constant, $I_{1}$ the modified Bessel function of first order,
where $U_{P}=U_{l} U_{S}$, and

$$
\begin{equation*}
R=-\frac{1}{\omega(2-\omega)} \sum_{P \supset U_{1}} \beta-\frac{1-\omega}{\omega} \sum_{P \supset U_{1}} \beta\left[1-\frac{1}{2} \operatorname{tr}\left(U_{P}\right)\right] \tag{11}
\end{equation*}
$$

The simulation procedure is to preselect a $U_{i}^{\prime}$ with Eq. (4) and then to use Eq. (7) to decide whether or not to make the replacement $U_{i} \rightarrow U_{i}$. Since $W$ of Eq. (4) is linear in $U_{i}$ one can generate it by a heat-bath algorithm (we use the method of Kennedy and Pendelton ${ }^{4}$ ). Also, the whole procedure is readily vectorizable. Finally, although the formulas above [Eqs. (8)-(11)] look formidable, they are easy to implement in a real simulation since $R$ and $M$ are readily available in the course of a standard heat-bath update. The increase in computer time for each update over the $\omega=1$ case was about $20 \%$ to $25 \%$ in our study. The main extra work is in the generation of $I_{1}$, which can be vectorized.

Suppose one is measuring the expectation value of some operator $\mathcal{O}$. Consider first the case when $\mathcal{O}$ is the plaquette operator $\frac{1}{2} \operatorname{tr}\left(U_{P}\right)$. This operator probes the field on scales of the order of a unit lattice spacing. When $\xi \ll 1$ (i.e., $\beta$ is small), the decorrelation time will be small and no improvement will be necessary since one update is sufficient to decorrelate on length scales of order unity. On the other hand, when $\xi \gg 1$, the plaquette is a very local operator and again should decorrelate quickly. The worst case for the plaquette is when $\boldsymbol{\xi} \sim 1$. Generalizing from this, if an operator gets dominant contributions from variations of the field over length scales of the order of $l$, then its decorrelation time will be maximum when $\xi-l$. What this argument suggests is that the optimum value of the overrelaxation parameter $\omega$ may have to be determined separately for each operator one wants to measure. This is very different from the differential-equation case where there is a unique meaning to the "best value of $\omega$," based on optimization of the decorrelation of the longest-wavelength modes. ${ }^{5}$ Indeed, there may even be operators that are sensitive to many length scales whose decorrelation time cannot be improved by overrelaxation.

Let us measure the expectation value $E(I, \beta)=\langle\mathcal{O}\rangle$ of $O$ from $N$ successive configurations after $I_{0}$ thermalizing updates of the lattice. I labels the iteration number, $I=I_{0}+1, I_{0}+2, \ldots, I_{0}+N$. One defines the autocorrelation function $C(J, \beta)$ as

$$
\begin{align*}
& C(J, \beta)=\frac{D(J, \beta)}{D(0, \beta)}  \tag{12a}\\
& D(J, \beta)- \\
&=\sum_{-I_{0}+1}^{I_{0}+N-J}[E(I, \beta)-\bar{E}(\beta)]  \tag{12b}\\
& \times[E(I+J, \beta)-\bar{E}(\beta)] .
\end{align*}
$$

Here $E(\beta)=N^{-1} \sum_{l=I_{0}+1}^{I_{0}+N} E(l, \beta)$ is the average value
of $E$ in the simulation.
If the system is dominated by a single decorrelation time $\tau$, then for large $J$,

$$
\begin{equation*}
C(J, \beta)=e^{-J / \tau(\beta)} \tag{13}
\end{equation*}
$$

In Fig. 1 we show $C(5, \beta)$ and $C(10, \beta)$ for the plaquette as a function of $\beta$ at $\omega=1$ on $4^{4}, 6^{4}$, and $8^{4}$ lattices. Note that $\xi$ is a monotonically increasing function of $\beta$, and that for fixed $J, \tau$ is a monotonically increasing function of $C$ [see Eq. (13)]. Hence, Fig. 1 is a practical realization of the argument presented above which predicted a peak in $\tau$ as a function of $\boldsymbol{\xi}$. Indeed, it is known that in the $\mathrm{SU}(2)$ theory, $\xi-1$ near $\beta=2.2$ and this is just where the peak is. Incidentally, this peak is also correlated with the peak in the specific heat and the location of the crossover from strong to weak coupling.

Figure 1 also shows the analogous situation for the magnitude of the Polyakov loop. Note that now, $C(5, \beta)$ and $C(10, \beta)$ become nonzero only for larger $\beta$ values and the "turn on" value of $\beta$ is different for different lattice sizes. Note also that there is no peak in $C(J, \beta)$ for the Polyakov loop as a function of $\beta$. This implies that the Polyakov loop gets contributions from all length scales on the lattice up to the lattice size. One might suspect that such operators might not have their correlation time decreased by overrelaxation methods, because as shown in Refs. 2 and 5, optimized overrelaxation speeds up the decorrelation of the longest-wavelength modes while simultaneously slowing down the decorrelation of the shortest-wavelength modes.

To study overrelaxation, we first studied $C(5, \beta)$ and $C(10, \beta)$ for the plaquette at $\beta=2.2$ on lattices of size $4^{4}$, $6^{4}, 8^{4}$, and $12^{4}$. The overrelaxation was done by one


FIG. 1. Autocorrelation function $C(J)$ at $J=5$ and $J=10$ for the plaquette (Plaq.) and the magnitude of the Polyakov loop (|Pol.|) at $\omega=1$ as a function of $\beta$. Circles, plusses, and squares represent data for $4^{4}, 6^{4}$, and $8^{4}$ lattices, respectively. Note the peak in $C$ near $\beta=\mathbf{2} .2$ for the plaquette and its absence for the Polyakov loop.


FIG. 2. The bottom two plots show $C(5)$ for the plaquette on $8^{4}$ and $12^{4}$ lattices at $\beta=2.2$ as a function of $\omega$. Note the sharp improvement in decorrelation time near $\omega=1.025$ for an $8^{4}$ lattice and near $\omega-1.05$ for a $12^{4}$ latlice. The upper plot shows $C(10)$ for the Polyakov loop. There is no improvement in decorrelation time in this case.
sweep of the lattice with $\omega=1$ followed by four sweeps during which the overrelaxation parameter was increased linearly to its target value. 1000 such sequences of five sweeps were done at each $\beta$ value starting from an ordered configuration ( $U_{l}-1 \forall l$ ) and $C(5, \beta)$ and $C(10, \beta)$ were computed from the last 4000 lattices generated. The idea of changing $\omega$ in this sawtooth fashion was motivated by the Chebyshev acceleration schemes in partial-differential-equation theory. ${ }^{6}$ The results are shown in Fig. 2. Only results for an $8^{4}$ and $12^{4}$ lattice are shown because we did not see any improvement for smaller lattice sizes. The optimum value of $\omega$ is cleary near $\omega=1.025$ for an $8^{4}$ lattice and near $\omega=1.05$ for a $12^{4}$ lattice. If $\tau$ is estimated from Eq. (13), the improvement is a factor of 2 or 3 in decorrelation time for the average plaquette. Figure 2 also shows results for a similar simulation for the magnitude of the Polyakov loop on an $8^{4}$ lattice at $\beta=2.5$. Here, there does not seem to be an improvement.

We have also computed, at $\beta=2.2$, the autocorrelation function for the following two order parameters: The average adjoint plaquette,

$$
\begin{equation*}
E_{1}(\beta)=\frac{1}{4}\left\langle\left[\operatorname{tr}\left(U_{P}\right)\right]^{2}\right\rangle, \tag{14a}
\end{equation*}
$$

and the plaquette-plaquette correlation function at distance unity,

$$
\begin{equation*}
E_{2}(\beta)-\frac{1}{4}\left\langle\operatorname{tr}\left[U_{P}(x)\right] \operatorname{tr}\left[U_{P}(x+\hat{\mu})\right]\right\rangle \tag{14b}
\end{equation*}
$$

Here $\hat{\mu}$ denotes a lattice axis direction and the correlation of Eq. (14b) is computed for face-to-face plaquettes. Since these are both order parameters dominated by short-distance effects, they should improve if $E_{0}=\frac{1}{2}$ $x\left\langle\operatorname{tr}\left(U_{P}\right)\right\rangle$. This is indeed true and is shown in Fig. 3.


FIG. 3. $C(5)$ for the order parameters $E_{1}$ and $E_{2}$ [see Eq. (14) of the text] at $\beta=2.2$ on an $8^{4}$ latice. Note the improvement near $\omega=1.025$ in all cases.

Finally, one must address the issue of acceptance rates. Since the optimum value of $\omega$ is close to unity, the acceptance rate at the optimum $\omega$ is close to that at $\omega=1$. In Fig. 4, we show the acceptance rate relative to $\omega=1$ as a function of $\beta$ at $\omega=1.4$ and as a function of $\omega$ at $\beta=2.5$ on an $8^{4}$ lattice. We found that the acceptance rate was almost independent of lattice size.

In the classical ${ }^{6}$ (or free-field ${ }^{2}$ ) analysis, the optimum $\omega$ is related to the lattice size for large lattices by

$$
\begin{equation*}
\omega_{\mathrm{opt}}=\frac{2}{1+C / L} \tag{15}
\end{equation*}
$$

with $C$ an appropriate constant. Thus, as the lattice size $L$ increases the optimum $\omega$ also increases, approaching $\omega_{\text {opt }}=2$ in the large $L$-limit. This trend can be seen in the two lattices for which we have determined $\omega_{\text {opt }}$ for the plaquette, but Eq. (15) only roughly holds: The calculation of $C$ from $C-L\left(2 / \omega_{\mathrm{opt}}-1\right)$ gives $C \approx 8,11$ for the $L=8,12$ simulations. Since $C / L$ is of order unity for


FIG. 4. The left-hand plot shows the acceptance at $\beta=2.5$ as a function of $\omega$ on an $8^{4}$ lattice. The right-hand plot shows the acceptance at $\omega=1.4$ (relative to the acceptance at $\omega=1$ ) as a function of $\rho$, also on an $8^{4}$ lattice.
these lattices, the $1 / L^{2}$ corrections to Eq. (15) can be expected to be important, and so the variation in the fitted $C$ values is perhaps not surprising. The value of $C$ obtained is considerably larger than the classical value $C \approx 3$ for similar boundary conditions, and in accordance with our discussion above, is likely to vary with the order parameter being probed.
In summary, we have presented a study of overrelaxation which shows that it can be a useful tool in the study of certain order parameters. Left unanswered are the questions of how to determine a priori which measurements benefit from overrelaxation and which do not, and how the systematics of optimizing $\omega$ differs from the classical case. It will be important to resolve these issues, by further empirical study or theoretical analysis, ${ }^{5}$ before overrelaxation methods are applied to large-scale simulations in gauge theory.

The work of S. A. and G. B. was supported in part by the U.S. Departmetn of Energy under Grant No. DE-AC02-76ERO2220 and Contract No. DE-FC0585ER250000, respectively. We would like to thank Herbert Neuberger for many illuminating conversations. G. B. thanks the Institute for Advanced Study for hospitality during the inception and completion of this work and

Khalil Bitar for discussions.
${ }^{\prime}$ S. L. Adler, Phys. Rev. D 23, 2901 (1981); C. Whitmer, Phys. Rev. D 29, 306 (1984), and thesis, Princeton University (unpublished); M. Creutz, Phys. Rev. D 36, 515 (1987); F. R. Brown and T. J. Woch. Phys. Rev. Lett. 58, 2394 (1987).
${ }^{2}$ S. L. Adler, Phys. Rev. D 37, 458 (1988), and 38, 1349 (1988).
${ }^{3}$ One might imagine using the $W$ of Eq. (4) as a Markov transition probability. However, the resulting equilibrium distribution is then not the desired one $P=\exp \left[-\beta S\left(U_{1}\right)\right]$, but rather one with action $S^{\prime}$ differing from $S$ by terms of order $a^{2}$, with $a$ the lattice spacing. For small $a$ one might argue formally that this would be satisfactory. However, by direct simulation, one finds that $S^{\prime}$ has spurious first-order transitions at finite $\beta$ for $\omega>1$ which prevent taking the continuum $(\beta \rightarrow \infty)$ limit.
${ }^{4}$ A. D. Kennedy and B. J. Pendelton, Phys. Lett. 156B, 393 (1985).
${ }^{5}$ H. Neuberger, Phys. Lett. B 207, 461 (1988).
${ }^{6}$ For a detailed discussion of the choice of $\omega$ in the differential-equation case, see R. W. Hockney and J. W. Eastwood, Computer Simulation Using Particles (McGraw-Hill, New York, 1981), pp. 174-181; R. S. Varga, Matrix Iterative Analysis (Prentice Hall, Englewood Cliffs, NJ, 1962), Chap. 5.

## ALGORITHMS FOR PURE GAUGE THEORY

## Stephen L. ADLER

The Institute for Advanced Study, Princeton, New Jersey 08540, USA


#### Abstract

n this talk | review recent progress on algorithms for pure gauge theory, concentrating mainly on overrelaxation methods, with some brief comments on Fourier accelerated Langevin and multigrid algorithms at the end.


## 1. THE CRITICAL SLOWING DOWN PROBLEM

Let $m$ be the mass gap or characteristic mass scale of the physics being studied, and let $a=L^{-1}$ be the lattice spacing. The ratio of the characteristic length $m^{-1}$ to $a$ is called the correlation length $\xi$,

$$
\begin{equation*}
\xi=m^{-1} / a=L / m, \tag{1}
\end{equation*}
$$

and becomes infinite in the continuum limit $L \rightarrow \infty$. In a Monte Carlo calculation, noise introduced at $x, t$ must diffuse to $x^{\prime},\left|x^{\prime}-\underset{\boldsymbol{c}}{ }\right| \sim \xi$ to yield an independent lattice configuration; this requires a characteristic "decorrelation time" or "autocorrelation time" $\tau$. In the free field case $\tau \sim \xi^{2}$; more generally

$$
\begin{equation*}
\tau \sim \xi^{z}, \tag{2}
\end{equation*}
$$

with $z$ a dynamical critical exponent. Let $W$ be the computational work needed to get an independent configuration. For an ideal "fast" algorithm

$$
\begin{equation*}
W \sim L^{d} \times \log s \text { of } L \tag{3a}
\end{equation*}
$$

but from eq. (2) we in fact have

$$
\begin{equation*}
\frac{W}{L^{d}} \sim \xi^{z} \sim L^{z} \text { as } L \rightarrow \infty \tag{3b}
\end{equation*}
$$

and so if $z>0, W$ is much larger than ideal for large lattices. This is the "critical slowing down problem;" ways of alleviating it are the subject matter of this talk.
2. RELATION BETWEEN THERMALIZATION AND MINIMIZATION
In Monte Carlo we study the partition function

$$
\begin{equation*}
z=\int d[U] e^{-\beta S(U)} \tag{4}
\end{equation*}
$$
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and corresponding Green's functions, by generating a sequence of configurations $\left\{U_{i}\right\}$ distributed according to the probability distribution

$$
\begin{equation*}
P(U)=e^{-\beta S(U)} \tag{5}
\end{equation*}
$$

Regarding $\beta$ as $T^{-1}$ with $T$ a "temperature," let us consider the $T \rightarrow 0$ or $\beta \rightarrow \infty$ limit of eq. (4). In this limit fluctuations in $U$ are frozen out, and $z$ is dominated by the minimum of $S(U)$ at which

$$
\begin{equation*}
\delta_{U} S(U)=0 . \tag{6}
\end{equation*}
$$

Any Monte Carlo algorithm, in the $\beta \rightarrow \infty$ limit, becomes an algorithm for the minimization problem of eq. (6); conversely, we may expect that certain algorithms for eq. (6) can be generalized to finite $\beta$ to provide useful new Monte Carlo algorithms.

## 3. THE GAUSSIAN OR FREE FIELD MODEL

To develop the relation between thermalization and minimization, it is instructive to consider in detail the Gaussian or free-field model.
3.1. Gaussian minimization

Let $\tilde{L}=\tilde{L}^{T}$ be a real., symmetric $\ell \times \ell$ matrix and $u, f$ real $\ell$-dimensional vectors, and consider the action

$$
\begin{equation*}
S(u)=\frac{1}{2} u^{T} \bar{L} u-f^{T} u \tag{7}
\end{equation*}
$$

for which the variational equation $\delta_{u} S(u)=0$ gives the linear system

$$
\begin{equation*}
\bar{L}_{u}=f . \tag{8}
\end{equation*}
$$

A general linear iteration for solving eq. (8) is defined by

$$
\begin{equation*}
u_{n+1}=M u_{n}+N f, \tag{9}
\end{equation*}
$$

with $M, N$ a "splitting" of $\tilde{L}$ which obeys

$$
\begin{equation*}
1=M+N \tilde{L} \tag{10}
\end{equation*}
$$

The condition of eq. (10) guarantees that if $u_{n+1} \rightarrow$ $u_{n} \rightarrow u_{\infty}$, then

$$
\begin{equation*}
u_{\infty}=M u_{\infty}+N f \tag{11}
\end{equation*}
$$

is equivalent to $\dot{L} u_{\infty}=f$, so that $u_{\infty}$ is the desired solution of eq. (8). Subtracting eq. (11) from eq. (9). we have

$$
\begin{equation*}
\left(u_{n+1}-u_{\infty}\right)=M\left(u_{n}-u_{\infty}\right) ; \tag{12}
\end{equation*}
$$

hence errors in the initial guess decay as $M^{n}$, and the dominant error decays as $\rho^{n}$, where

$$
\begin{align*}
& \rho=\text { "spectral radius" }=m_{i}\left|M_{i}\right|  \tag{13}\\
& M_{i}=\text { eigenvalue of } M
\end{align*}
$$

The iteration converges if $\rho<1$ which requires $M_{i}=$ $1-\varepsilon_{i}, 2>\varepsilon_{i}>0$ and the dominant error clearly decays with characteristic time

$$
\begin{equation*}
T_{\text {erpor deeny }} \sim \varepsilon_{\min }^{-1} \tag{14}
\end{equation*}
$$

But from eq. (10), $1-M=N \tilde{L}$ and hence we expect

$$
\begin{equation*}
\varepsilon_{\min } \sim \tilde{L}_{\min }=\text { smallest eigenvalue of } L, \tag{15}
\end{equation*}
$$

i.e., the smallest eigenvalue of $\bar{L}$ gives the slowest decaying errors. For example, in the dimension $d$ free field case, where $\dot{L}$ is the discretization of $\nabla_{d}^{2}$, we have $\dot{L}_{\text {min }} \sim a^{3} \sim L^{-3}$, which implies $\tau_{\text {error decay }} \sim L^{2}$, or $z=2$.
3.2. Gaussian thermalization

The minimization algorithm of eq. (9) for the action of eq. (7) can be generalized into a Monte Carlo algorithm as follows. ${ }^{1}$ Let $P\left(u \rightarrow u^{\prime}\right)$ be the normalized probability for the transition from $u=u_{n}$ to $u^{\prime}=u_{n+1}$, given by

$$
\begin{align*}
& P\left(u \rightarrow u^{\prime}\right)=\left(\frac{\theta}{x}\right)^{\ell / 2}(\operatorname{det} \Gamma)^{1 / 2} \times \\
& \exp \left[-\left(u^{\prime}-M u-N f\right)^{T} \beta \Gamma\left(u^{\prime}-M u-N f\right)\right] \tag{16a}
\end{align*}
$$

with $\Gamma=\Gamma^{\boldsymbol{T}}$ a generalized inverse temperature matrix related to $\bar{L}$ and $M$ by

$$
\begin{equation*}
\Gamma=\frac{1}{2}\left(\bar{L}^{-1}-M \tilde{L}^{-1} M^{T}\right)^{-1} \tag{16h}
\end{equation*}
$$

A straightforward calculation shows that $P\left(u \rightarrow u^{\prime}\right)$ satisfies the homogeneous state condition

$$
\begin{equation*}
\int d u e^{-\beta S(u)} P\left(u \rightarrow u^{\prime}\right)=e^{-\beta S\left(u^{\prime}\right)} \tag{17}
\end{equation*}
$$

which is necessary for Monte Carlo; $P$ satisfies the stronger detailed balance condition

$$
\begin{equation*}
e^{-\beta S(u)} P\left(u \rightarrow u^{\prime}\right)=e^{-\beta S\left(u^{\prime}\right)} P\left(u^{\prime} \rightarrow u\right), \tag{18}
\end{equation*}
$$

which is sufficient but not necessary for Monte Carlo, if

$$
\begin{equation*}
M^{T} \tilde{L}=\tilde{L} M \quad \Longleftrightarrow \quad N=N^{T} \tag{19}
\end{equation*}
$$

3.3. Stochastic difference equation form of Gaussian thermalization
Let $O$ be the real, orthogonal matrix which diagonalizes $\Gamma$, so that $O^{\boldsymbol{T}} \Gamma O=\gamma=$ diagonal . Then eq. (16) can be written as a stochastic difference equation

$$
\begin{equation*}
u^{\prime}=M u+N f+\frac{1}{2 \beta^{1 / 2}} O \gamma^{-1 / 2} \eta \tag{20}
\end{equation*}
$$

with $\eta_{i}$ Gaussian noise normalized as $\left\langle\eta_{i} \eta_{j}\right\rangle_{\eta}=2 \delta_{i j}$. $\mid t-$ erating eq. (20) $n$ times we see that the autocorrelation $\left\langle u_{N+n} u_{N}\right\rangle$, averaged over $u_{N}$, behaves as

$$
\begin{equation*}
\left(u_{N+n} u_{N}\right)_{\eta, u_{N}} \sim M^{n} . \tag{21}
\end{equation*}
$$

Hence, as first shown by Goodman and Sokal, ${ }^{2}$ in the Gaussian case the stochastic decorrelation time $\tau$ is the same as the deterministic error decay time $\tau_{\text {error decay }}$. and thus from eq. (14) we have

$$
\begin{equation*}
T \sim \varepsilon_{\min }^{-1} \tag{22}
\end{equation*}
$$

### 3.4. Local algorithms-minimization

Consider now the specialization of the iteration of eq. (9) which acts only on a single node variable $u_{h}$. As a function of this node,

$$
\begin{gather*}
S(u)=A_{k}\left(u_{k}-C_{k}\right)^{2}+B_{h} \\
A_{k}, B_{h}, C_{k} \text { independent of } u_{k} \tag{23}
\end{gather*}
$$

and for stability we assume $\boldsymbol{A}_{\boldsymbol{L}}>\mathbf{0}$. The simplest local minimization algorithm is the Gauss-Seidel iteration $u_{k} \rightarrow u_{k}^{\prime}=C_{k}$, in which one replaces the old value of $u_{h}$ with the value $C_{k}$ which minimizes the action. The Gauss-Seidel algorithm discards the information contained in the old value of $u_{h}$; more efficient algorithm, when coherent effects over the whole lattice are taken into account, is to replace $u_{\boldsymbol{k}}$ by a linear combination of $C_{k}$ and the old value,

$$
\begin{equation*}
u_{k} \rightarrow u_{\iota}^{\prime}=\omega C_{k}+(1-\omega) u_{\mathbf{k}} . \tag{24}
\end{equation*}
$$

Equation (24) is called the overrelaxed Gauss-Seidel algorithm, and $\omega$ is called the overrelaxation parameter. The iteration of eq. (24) will cause the action to decrease if

$$
\begin{gather*}
0 \leq S\left(u_{h}, \ldots\right)-S\left(u_{h}^{\prime}, \ldots\right)= \\
A_{k}\left(u_{h}-u_{k}^{\prime}\right)^{2}\left(\frac{2}{v}-1\right), \tag{25}
\end{gather*}
$$

which requires $0<\omega<2$. Theory shows that convergence is optimum for a value $\omega_{\text {opt }}$ which scales, for large $L_{\text {, as }}$

$$
\begin{equation*}
\omega_{o p l} \approx \frac{2}{1+\frac{C_{\sigma}}{L}} \tag{26}
\end{equation*}
$$

with $C_{\text {opt }}$ a constant.
3.5. Local algorithms-thermalization

Since the algorithms of sect. 3.4 are special cases of eq. (9), they will have thermal generalizations. The thermal version of the Gauss-Seidel algorithm is the heat bath, for which $P\left(u_{k} \rightarrow w_{k}\right)$ is

$$
\begin{align*}
P\left(u_{k} \rightarrow u_{k}^{\prime}\right) & =\left(\frac{\rho \Lambda_{k}}{\pi}\right)^{1 / 2} e^{-\beta \mathcal{A}_{k}\left(u_{k}^{\prime}-c_{k}\right)^{2}}  \tag{27}\\
& =\text { const } \times e^{-\beta S\left(u_{k}^{\prime}, \ldots\right)}
\end{align*}
$$

and is independent of the old node value $u_{\mu}$. The thermal generalization of the overrelaxed Gauss-Seidel algorithm, proposed by Adler' in 1981, is

$$
\begin{align*}
& P\left(u_{k} \rightarrow u_{k}^{\prime}\right)=\left[\frac{\partial A_{A}}{-\sim(1-\omega)}\right]^{1 / 2} x  \tag{28}\\
& \exp \left\{-\frac{\theta A_{k}}{v(2-\omega)}\left[u_{k}-\omega C_{k}-(1-\omega) u_{k}\right]^{2}\right\},
\end{align*}
$$

which satisfies detailed balance with respect to the action $S$ of eq. (23). Again, $\omega$ must lie in the range $0<\omega<2$. For $1<\omega<2$, the mean $u_{h}^{\prime}$ in the distribution of eq. (28) is $\bar{u}_{h}^{\prime}=C_{k}+(\omega-1)\left(C_{h}-u_{h}\right)$ and is displaced beyond $C_{k}$ in the opposite direction from the old value $u_{\boldsymbol{b}}$, hence the name overrelaxation. In addition to displacing the mean, eq. (28) reduces the width by a factor of $\sqrt{\omega(2-\omega)}<1$ as compared with heat bath. The case $\omega=2$ is of special interest; it corresponds to a deterministic reflection of $u_{h}$ around $C_{h}$, since for $\omega=2$ the width of the distribution is zero and the mean is $\bar{u}_{\mathbf{k}}^{\prime}=C_{\mathrm{k}}+C_{\mathrm{k}}-u_{\mathrm{h}}$. The corresponding action change [eq. (25)] is $\Delta S=0$ for $\omega=2$, and so the $\omega=2$ limit of eq. (28) is microcanonical, or action conserving. This fact is exploited, as discussed below, in the Brown and Woch, Creutz SU( $n$ ) implementation of overrelaxation.
3.6. Eigenvalue analysis of the iteration matrix $M$ for $\nabla_{d}^{3}$
In the free field case, the eigenvalue spectrum of $M$
for the overrelaxed algorithm has been calculated. ${ }^{4,1,0}$ It is convenient to Fourier analyze and look at the submatrix $M_{\boldsymbol{h}}$ for wave number $\boldsymbol{k}$; in Neuberger'st calculation, using red-black ordering with periodic boundary conditions, $M_{h}$ is a $2 \times 2$ matrix and the analysis is particularly simple. For the Gauss-Seidel or heat bath algorithms one finds

$$
\begin{equation*}
\tau_{k}^{-1}=\varepsilon_{h}=\text { const } \times a^{2} k^{2} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{\min }=O(1), k_{\operatorname{man}}=O(L) \tag{30a}
\end{equation*}
$$

and so

$$
\begin{align*}
& \text { Jong wavelength } \sim L^{1},  \tag{30b}\\
& \tau_{\text {short wavelength }} \sim 1,
\end{align*}
$$

and the critical exponent $x$ defined by eqs. (1) and (2) is $z=2$. For the overrelaxed Gauss-Seidel and heat bath algorithms, there is an optimum value $\omega=\omega_{\text {ope }}$ for which

$$
\begin{equation*}
\tau_{k}^{-1}=c_{h}=\text { const } \times k_{\text {min }}, \quad \text { all } k \tag{31a}
\end{equation*}
$$

and so

$$
\begin{equation*}
\tau_{\text {all }} \text { wavelengtha } \sim L \tag{316}
\end{equation*}
$$

which implies $z=1$ ! Note that while overrelaxation speeds up the decorrelation of the long wavelength modes, it slows down the decorrelation of the shortest modes. As noted above, for large $L$ the optimum w scales as $\omega_{\text {ap }}=2 /\left(1+C_{\text {upd }} / L\right)$, and the detailed analysis shows $C_{\text {ape }} \sim k_{\text {min }} / d^{1 / 2}$. More generally. for the family scaling towards 2 for large $L$ as $\omega=2 /(1+C / L), C \neq C_{\text {oxt }}$. one still has $z=1$, but the coefficient of proportionality $\tau / \xi$ is not optimal. Thus, in the free-field case, overrelaxation reduces $z=2$ to $z=1$, and goes half-way towards solving the critical slowing down problem.

## 3.7. w-fixing

In the minimization problem, it can be shown that $\omega=1$ maximizes the initial rate of error decay, while the choice $\omega=\omega_{o \text { ot }}$ maximizes the asymptotic rate of error decay for large computational time, but can actually increage errors for some finite number of early iterations. Hence the optimal strategy to get the smallest error at each stage of computation is to use for sweep $i$ an $\omega$ value $\omega_{i}$, with $\omega_{0}=1,1<\omega_{i}<\omega_{0}$ for $i>1$, and $\omega_{i-\infty}=\omega_{\text {opk }}$ : under certain assumptions about the errors, the sequence $\omega_{i}$ can be explicitly constructed in terms of Chebyshev polynomials. In the Monte Carlo case, the noise injected at each update behaves as a new initial error term, and so the decorrelation strategy suggested by Chebyshev overre-
laxation is to use a "sawtoothed" sequence of $\omega$ 's, $1, \omega_{1}, \ldots, \omega_{N}, 1, \omega_{1}, \ldots \omega_{N}, 1, \omega_{1}, \ldots, \omega_{N}, \ldots$, with $\omega_{i}, 1 \leq i \leq N$ increasing towards $\omega_{\text {ept }}$ and with the sequence length $N$ chosen of order the effective decorrelation time $\boldsymbol{r}$. (Note that this gives an implicit, selfconsistent specification of $N$.) Then taking one lattice configuration for measurement per sawtooth sweep should give the maximum number of statistically independent configurations per unit of computational work. The "OR n" methods discussed below will be seen to be analogs of the sawtooth scheme.
3.8. Multiquadratic generalizations

The algorithm of eq. (28) is valid for any action which, as a function of each individual node variable $u_{h}$, has the form of eq. (23). This defines the class of multiquadratic actions, which is larger than the class of Gaussian actions. Some interesting interacting multiquadratic actions are:

- The continuum Yang-Mills action $S=\frac{1}{4}\left(F_{\mu \nu}^{a}\right)^{2}$, which is multiquadratic ${ }^{8}$ because the interaction term in $F_{\mu \nu}^{a}$ is an outer product $f^{\text {ake }} A_{\nu}^{b} A_{\nu}^{c}$;
- Non-compact discrete Yang-Mills, for the same reason:
- The discretized $\phi^{4}$ and Higes actions with $\phi^{4}$ point split ${ }^{9}$ according to $\phi^{4}(x) \rightarrow \phi^{2}(x) \phi^{2}(x+a \hat{\mu})$, with $\hat{\boldsymbol{\mu}}$ a unit lattice displacement.


## 4. NON-MULTIQUADRATIC IMPLEMENTATIONS OF OVERRELAXATION

Most non-multiquadratic implementations of overrelaxation make use of the generalized Metropolis algorithm, consisting of the following two steps:

1. Given $u$, pick a trial $u^{\prime}$ with normalized probability distribution $W\left(u \rightarrow u^{\prime}\right)$.
2. Accept $u^{\prime}$ with conditional probability

$$
\begin{equation*}
P_{A}=\min \left\{1, \frac{W\left(u^{\prime} \rightarrow u\right)}{W\left(u \rightarrow u^{\prime}\right)} \frac{e^{-\beta S\left(u^{\prime}\right)}}{e^{-\beta S(u)}}\right\} \tag{32}
\end{equation*}
$$

This procedure gives an overall transition probability $P\left(u \rightarrow u^{\prime}\right)$ which satisfies the detailed balance condition of eq. (18). I will group the algorithms to be discussed into two basic types, (a) microcanonical analog algorithms, and (b) tunable-w algorithms.

### 4.1. Mierocanonical analog algorithms

The simplest implementation of overrelaxation for $S U(n)$ gauge theories is the microcanonical analog algorithm proposed by Brown and Woch ${ }^{10}$ and Creutz. ${ }^{11}$ Let $U_{L}$ be the link being updated, and let $S_{W}$ be the sum of terms in the Wilson action which depend on $U_{l}$ :

$$
\begin{equation*}
\beta S_{W}\left(U_{\ell}\right)=\text { const }-\frac{\beta}{n} \operatorname{Re} \operatorname{Tr}\left(U_{\ell} \sum_{\text {etapler }} U_{S}\right) \tag{33}
\end{equation*}
$$

Let $U_{0}$ be the value of $U_{l}$ which minimizes $S_{W}$; in terms of $U_{0}$ and the old value of the link $U_{\ell}$, we wish to construct an analog of the $\omega=2$ limit of the multiquadratic algorithm of eq. (28), which we rewrite as

$$
\begin{equation*}
\mathbf{u}_{\boldsymbol{\imath}}^{\prime}=C_{\mathrm{h}}-\mathbf{u}_{\boldsymbol{\imath}}+C_{\mathrm{h}} \tag{34a}
\end{equation*}
$$

Exponentiating eq. (34a) gives

$$
e^{i u_{L}^{i}}=e^{i C_{L}}\left(e^{i u_{L}}\right)^{-1} e^{i C_{\omega}}
$$

which suggests the unitary group analog

$$
\begin{equation*}
U_{\ell}^{\prime}=U_{0} U_{\ell}^{-1} U_{0} . \tag{35}
\end{equation*}
$$

The algorithm of Brown and Woch and Creutz consists of using eq. (35) as a Metropolis trial selection; since the inversion of eq. (35),

$$
\begin{equation*}
U_{\ell}=U_{0}\left(U_{\ell}^{\prime}\right)^{-1} U_{0}, \tag{36}
\end{equation*}
$$

is just eq. (35) with $U_{l}$ and $U_{l}^{\prime}$ interchanged, the ratio $W\left(U_{L}^{\prime} \rightarrow U_{\ell}\right) / W\left(U_{l} \rightarrow U_{\ell}^{\prime}\right)$ in eq. (32) reduces to unity, and detailed balance with the Wilson action of eq. (33) is satisfied by accepting the trial selection of eq. (35) with the conditional probability

$$
\begin{equation*}
P_{A}=\min \left\{1, e^{-\theta\left[S_{W}\left(U_{1}^{\prime}\right)-S_{W}\left(U_{L}\right)\right]}\right\} \tag{37}
\end{equation*}
$$

For $S U(n)$ with $n \geq 3$, the acceptance probability $P_{A}$ is smaller than unity. The case of $S U(2)$ is special, since the sum over staples in eq. (33) is then proportional to an $S U(2)$ group element which we call $U_{0}^{-1}$,

$$
\begin{gather*}
\sum_{\text {ataples }} U_{S}=k U_{0}^{-1} \\
\beta S_{W}\left(U_{\ell}\right)=\text { const }-\frac{\beta k}{n} \operatorname{Tr}\left(U_{\ell} U_{0}^{-1}\right) . \tag{38}
\end{gather*}
$$

We see from eq. (38) that indeed $U_{\ell}=U_{0}$ minimizes $S_{W}\left(U_{l}\right)$, and since

$$
\begin{align*}
\operatorname{Tr}\left(U_{l}^{\prime} U_{0}^{-1}\right) & =\operatorname{Tr}\left(U_{0} U_{l}^{-1} U_{0}\right) U_{0}^{-1}=\operatorname{Tr}\left(U_{0} U_{\ell}^{-1}\right) \\
& =\operatorname{Tr}\left(U_{0} U_{l}^{-1}\right)^{-1}=\operatorname{Tr} U_{\ell} U_{0}^{-1} \tag{39}
\end{align*}
$$

we have $S_{W}\left(U_{l}^{\prime}\right)=S_{W}\left(U_{l}\right)$. So for $S U(2)$ we have $P_{A}=1$, and the Brown and Woch, Creutz algorithm is microcanonical. To get ergodicity one adds standard Metropolis steps, defining "OR $n$ Metropolis" as follows:

## OR 0 Metropolis =

## Brown and Woch, Creutz algorithm

of eqs. (35) and (37);

OR $n$ Metropolis $=$

$$
\text { OR } 0+n \text { standard Metropolis steps. }
$$

Clearly, OR $n$ is similar in spirit to the "sawtoothing" procedure discussed in sect. 3.7.

In analogy with the above $S U(n)$ algorithm, Gupta. et al. ${ }^{12}$ have given an overrelaxed Metropolis algorithm for the $X Y$ model. The action here is

$$
\begin{align*}
S & =\text { const }-\beta \sum_{(i j)} \cos \left(\theta_{i}-\theta_{j}\right) \\
& =\mathrm{const}-\beta k \sum_{i} \operatorname{Re}\left(S_{i} \Sigma_{i}^{\dagger}\right)  \tag{41}\\
S_{i} & =e^{i \theta_{i}}, k \Sigma_{i}=\sum_{j \in(i j)} S_{j}
\end{align*}
$$

where $\langle i j\rangle$ indicates the restriction of the sum to nearest neighbor pairs. eq. (41) has the same structure as eqs. (33) and (38), so a corresponding overrelaxed, microcanonical algorithm is

$$
\begin{equation*}
S_{i} \rightarrow S_{i}^{\prime}=\Sigma_{i} S_{i}^{-1} \Sigma_{i} \tag{42}
\end{equation*}
$$

4.2. Tunable-w algorithms

Adlef ${ }^{4,13}$ has given an overrelaxed algorithm for $S U(n)$ incorporating a tunable $w$ parameter. The algorithm is constructed by first doing a non-compact discretization of $S U(n)$ and using eq. (28) to write the corresponding overrelaxed transition probability $W(u \rightarrow$ $u^{\prime}$ ). One then writes the Wilson lattice gauge theory transcription of $W$, which takes the following form. Let $\ell$ be the link being updated, with $U_{\ell}$ the old value, $U_{\ell}^{\prime}$ the new value, and $U_{S}$ the staple joining with $U_{l}$ in the plaquette $P$. In terms of $U_{P}=U_{l} U_{S}, U_{P}^{\prime}=U_{l}^{\prime} U_{S}$ we have

$$
\begin{align*}
& W\left[U_{l} \rightarrow U_{l}^{\prime}\right]=\mathcal{N} x \\
& \exp \left\{\frac{1-\omega}{(2-\omega)} \sum_{P \supset l} \beta\left[1-\frac{1}{n} \operatorname{Re} \operatorname{Tr}\left(U_{P} U_{P}^{\prime}\right)\right]\right. \\
&-\frac{1}{w} \sum_{l P \supset l} \beta\left[1-\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P}^{\prime}\right\} \\
&\left.-\frac{1-2}{n} \sum_{P \supset \ell} \beta\left[1-\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P}\right]\right\}, \tag{43a}
\end{align*}
$$

with the normalization constant $\mathcal{N}$ fixed by

$$
\begin{equation*}
\int d\left[U_{l}^{\prime}\right] W\left[U_{l} \rightarrow U_{l}^{\prime}\right]=1 \tag{438}
\end{equation*}
$$

We then use $W$ as a Metropolis preselection, and accept $U_{l}^{\prime}$ with the conditional probability

$$
\begin{align*}
P_{A} & =\min \left\{1, \frac{W\left[U_{t}^{\prime}-U_{k}\right]}{\left.W \mid U_{k}-U_{t}\right]} e^{-A\left\{s_{w}\left(U_{k}^{\prime}\right)-s_{w}\left(U_{t}\right)\right]}\right\} \\
& =\min \left\{1, \mathcal{N}^{\prime} / \mathcal{N}\right\}=\min \left\{1,1+O\left(a^{2}\right)\right\}, \tag{44}
\end{align*}
$$

giving an efficient algorithm for which $P_{A} \rightarrow 1$ in the continuum limit. In the case of $S U(2)$, the normalization $\mathcal{N}$ can be readily calculated in closed form. ${ }^{13}$

An alternative tunable-w algorithm, for the special case of $S U(2)$, has been given by Brown and Woch. ${ }^{10}$ They proceed by mapping $S U(2)$ onto $R^{3}$ in such a way that the Wilson action transforms into a unit Gaussian. They then do an overrelaxed heat bath update using eq. (28), and finally remap back to $S U(2)$. Explicitly, they start from eq. (38) and se:

$$
\begin{equation*}
U_{t}=e^{i \cdot \hat{r} d} U_{0} \tag{45}
\end{equation*}
$$

with $\vec{\sigma}$ the $\operatorname{SU}(2)$ matrices, so that $S_{W}$ becomes

$$
\begin{equation*}
\beta S_{w}\left(U_{\ell}\right)=\text { const }-\beta k \cos \theta \tag{46}
\end{equation*}
$$

They then map $\theta$ into $r=f(\theta)$ defined by

$$
\begin{gather*}
Z^{-1} \int_{0}^{r=f(0)} x^{2} e^{-e^{2} / 3} d x= \\
\left(Z^{\prime}\right)^{-1} \int_{0}^{0} \sin ^{2} \omega e^{\theta h} \cos u d \omega \tag{47}
\end{gather*}
$$

with $Z, Z$ appropriate normalization constants. Defining $\vec{r}=r \dot{r}$, they do an overrelaxed update

$$
\begin{gather*}
\vec{r}^{\prime}=(1-\omega) \vec{r}+\frac{1}{\sqrt{2}} \omega(2-\omega) \vec{\eta} \\
\left(\eta_{i} \eta_{j}\right)_{\eta}=2 \delta_{i j} \tag{48}
\end{gather*}
$$

and then remap to get

$$
\begin{equation*}
U_{l}^{\prime}=e^{i t^{-1}\left(r^{\prime}\right) r^{\prime-d}} U_{0} \tag{49}
\end{equation*}
$$

This algorithm exactly satisfies detached balance by construction, and so does not need a Metropolis correction step.

Finally, Heller and Neuberger ${ }^{14}$ have given a tunable$\omega$ algorithm for the nonlinear $\boldsymbol{\sigma}$-model, with action

$$
\begin{gather*}
\overrightarrow{\phi^{2}}(x)=1 \\
\beta S=\beta \sum_{x, \hat{A}} \vec{\phi}(x) \cdot \vec{\phi}(x+a \hat{\mu}) . \tag{50}
\end{gather*}
$$

Defining $\vec{\phi}_{0}$ to be the value of $\vec{\phi}(x)$ which minimizes $S$ for fixed $x$, their procedure is to draw a geodesic in the $O(n)$ manifold through $\vec{\phi}$ and $\vec{\phi}_{0}$ parameterized by $\omega_{1}$ thus defining an $\omega$-dependent mean $\bar{\phi}^{\prime \prime}$, and to take $\bar{\phi}^{\prime}$ distributed around $\overline{\vec{\phi}}$ with a distribution which approximates the narrowed distribution of eq. (28). In the $O(4)$ case, this recipe can be written in terms of $S U(2)$ matrices as

$$
\begin{align*}
& U \equiv \phi^{\mathrm{a}}+\mathrm{i} \sigma^{\mathrm{a}} \phi^{\mathrm{a}},  \tag{51}\\
& \bar{U}^{\prime}=\left(U_{0} U^{-1}\right)^{\llcorner } U,  \tag{52a}\\
& U^{\prime}=V U^{\prime},
\end{align*}
$$

with $V$ a noise matrix distributed as

$$
\begin{equation*}
P(V)=\exp \left\{\frac{\gamma}{2 \omega(2-\omega)} \operatorname{tr}(V)\right\}, \tag{52b}
\end{equation*}
$$

where $\boldsymbol{\gamma}$ is read off from the conditional distribution of $U$ as determined by its nearest neighbors, written as

$$
\begin{equation*}
p(U)=\exp \left[\frac{1}{2} \gamma \operatorname{tr}\left(U U_{0}^{-1}\right)\right] \tag{52c}
\end{equation*}
$$

As before, the new value $U^{\prime}$ is used as a Metropolis preselection in a final accept/reject step which enforces detailed balance with respect to the action of eq. (50).

## 5. NUMERICAL RESULTS ON OVERRELAXATION

A number of studies of the utility of overrelaxed algorithms have been carried out in the last two years; we group them by algorithm type as in Sec. 4.
5.1. Studies of microcanonical-analog algorithms

Creutz ${ }^{11}$ studied the algorithm OR 0 [cf. eq. (40)] for $\operatorname{SU}(3)$ at $\beta=6.0$ on a $7 \times 7 \times 7 \times 6$ lattice. For the non-gauge-invariant lattice correlation ( $n_{\ell}=$ number of links)

$$
\begin{equation*}
C\left(U_{1}, U_{2}\right)=\frac{1}{n_{t} n} \sum_{i} \operatorname{Re} \operatorname{Tr}\left[U_{\ell 1}^{-1} U_{t 2}\right] \tag{53}
\end{equation*}
$$

he found that OR 0 outperformed 128 hit Metropolis (which is effectively equivalent to heat bath). For the gauge-invariant plaquette correlation ( $n_{p}=$ number of plaquettes)

$$
\begin{gather*}
C_{P}\left(U_{1}, U_{2}\right)=\frac{1}{n_{P}} \sum_{P}\left(W_{P}-\langle W\rangle\right)_{1}\left(W_{P}-\langle W\rangle\right)_{2}, \\
W_{P}=\frac{1}{n} \operatorname{Re} \operatorname{Tr} U_{P} \tag{54}
\end{gather*}
$$

OR 0 was somewhat slower at decorrelating plaquettes than heat bath or $\mathbf{1 0}$-hit Metropolis. Creutz showed that the plaquette was improved by using an algorithm with a tunable parameter intermediate between OR 0 and standard Metropolis, but he did not study OR $n$.

Brown and Woch ${ }^{10}$ assessed OR $n$ by studying autocorrelation times for the average action and for the "Polyakov loop" ${ }^{11}$ defined by

$$
\begin{equation*}
\text { "Polyakov" }=\operatorname{Tr}\left[\prod_{\text {line thiough lattice }} U_{\ell}\right] \tag{55}
\end{equation*}
$$

Letting $\rho(\Delta)$ be the autocorrelation between sweeps $i$ and $i+\Delta$, they defined the truncated sum

$$
\begin{equation*}
\tilde{\rho}_{\mathrm{m}}=\sum_{\Delta=-m}^{m} \rho(\Delta) \tag{56}
\end{equation*}
$$

in terms of which the autocorrelation time $\tau$ of eq. (2) is given by

$$
\begin{equation*}
\tau=\frac{1}{2} \tilde{\rho}_{\infty} ; \tag{57}
\end{equation*}
$$

in practice they estimated $\hat{\beta}_{\infty}$ from $\tilde{\rho}_{150}$. They found that overrelaxation gives a dramatic improvement in decorrelation for $S U(3)$ for $\beta=5.6$ on a $4^{4}$ lattice, with up to a factor of 3 improvement for interesting observables. The Polyakov loop was best for OR 0 . while the action

Table 1: Correlation time $\tau$ in sweeps (error $\sim 20$ ).

|  | OR 1 |  | 20 hit Metropolis |  | Pseudo Heat Bath |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | $\boldsymbol{R}$ | $T$ | $R$ | $T$ | $\boldsymbol{R}$ | T |
| 6.5 | 40 | 90 | 90 | 200 | 130 | 170 |
| 7.0 | 40 | 60 | 110 | 180 |  |  |
| 7.25 | 40 | 60 | 100 | 170 |  |  |
| 7.5 | 40 | 60 | 140 | 210 |  |  |

decorrelated best for OR 10 but was worse for OR 0 or OR 1 than for conventional 10 -hit Metropolis, consistent with Creutz's results.

Gupta et al. ${ }^{16}$ compared the following algorithms for $S U(3):$

- 20 hit Metropolis,
- OR n,
- pseudo heat bath (the Cabibbo-Marinari $S U(2)$ subgroup algorithm),
- hybrid Monte Carlo.

They measured small Wilson loops on blocked lattices, blocking in five levels by $\sqrt{3}$ /level starting from a $9^{4}$ lattice, and measuring autocorrelations of the blocked loaps at each level. Their results for rectangular loops $(R)$ and twisted loops ( $T$ ) are in Table 1. Gupta et al. conclude that OR 1 is the optimal algorithm for pure gauge simulations over the entire range of accessible $\beta$.

In another, independent investigation, Gupta et al. ${ }^{12}$ studied the $X Y$ model using the algorithm of eq. (42). For an iteration consisting of 15 steps of eq. (42) followed by 2 standard Metropolis steps, they found a sizable reduction in critical slowing down, measuring

$$
\begin{equation*}
T=0.15 \xi^{2.2} \tag{59a}
\end{equation*}
$$

For comparison, a pure standard Metropolis iteration gives

$$
\begin{equation*}
\tau=5 \xi^{2} \tag{59b}
\end{equation*}
$$

### 5.2. Studies of tunable-w algorithms

Brown and Woch ${ }^{10}$ studied the tunable-w algorithm of eqs. (45)-(49) for the $S U(2)$ subgroups of $S U(3)$, at $\beta=5.6$ on a $4^{4}$ lattice. They found that the Polyakov loop decoprelated best at $\omega=2$, where a factor of 3 gain was realized, while the action decorrelated best at an intermediate $\boldsymbol{\omega}$ of $\mathbf{1 . 2 5}$. However, more recent work shows that on the Columbia 64 -mode machine, ${ }^{17}$ a mixed algorithm consisting of $9 \omega=2$ iterations followed by I conventional Cabibbo-Marinari iteration was not noticeably better than a non-overrelaxed algorithm on a $24^{3} \times 16$ lattice at $\beta>6$. (It is not possible, with current software, to implement the tunable algorithm with $\omega<2$.)

Adler and Bhanat ${ }^{18}$ tested Adler's algorithm of eqs. (43)-(44) for $S U(2)$ at $\beta$ around 2.2. A factor of 2 improvement in plaquette correlation was observed (with sawtoothing) at very small $\omega$, with $\omega_{\text {opt }} \sim 1.025$ on $8^{4}$ and $\sim 1.05$ on $12^{4}$ lattices. For the magnitude of the Polyakov loop, no distinct minimum was observed, but larger $\omega$ values were found to be better than $\omega=1$, consistent with the Polyakov results of Brown and Woch.

Heller and Neuberger ${ }^{14}$ studied the nonlinear $\sigma$ model in 1 dimension using the algorithm of eqs. (50)-
(52). They point out that interactions can renormalize the starting value of $\omega$ into an effective value $\omega_{a} / f$. They determine $\omega_{\text {eff }}$ computationally by studying the field-field autocorrelation matrix and fitting to free-field formulas for the overrelaxation of $\frac{1}{2}\left[\left(\partial_{a} \bar{\phi}\right)^{2}+m^{2} \bar{\phi}^{2}\right]$. with $m$ the mass gap. getting $\omega_{\text {eff }}=\omega-0.77 m$, as compared with the thearetical formula $\omega_{o-p}(m)=2-2 m$. These formulas show that there exists an $\omega<2$ for which $\omega_{\text {aff }}(\omega, m) \geq \omega_{\text {opt }}(m)$, and hence (in $d=1$ at least) a dynamical critical exponent of $z=1$ is attainable.
5.3. Conclusions from the numerical work

The following conclusions can be drawn from the numerical work synopsized above:

1. Overrelaxation works! It is the local algorithm of choice in most pure gauge system applications, and for many allied lattice spin and field theories as well.
2. $z=1$ is not a free field artifact, but is attainable in interacting systems.
3. Sawtoothing of some sort is desirable; in the microcanonical analog versions, one should use OR 1 at least.
4. The decorrelation for the plaquette is best for $1<$ $\omega_{\text {opt }}<2$, while the Polyakov loop is most improved for $\omega \sim 2$. However, the systematics of (a) which form of overrelaxed algorithm is best. (b) how to pick $\omega$, and (c) which measurements are helped and why, is far from settled-more theoretical and empirical work is needed.

## 6. FURTHER QUESTIONS AND DISCUSSION

6.1. How does overrelaxation work?

Neuberger ${ }^{18}$ has proposed an interesting fieldtheoretic model for overrelaxation, based on the fact that his "red-black" analysis of the free field case reduces to a $2 \times 2$ matrix problem. Let $\phi(x, t)$ be a free field. governed by an action which is the discretization of $\frac{1}{\frac{1}{2}}\left[\left(\partial_{\mu} \phi\right)^{2}+m^{2} \phi^{2}\right]$. Let $\psi^{ \pm}$be the fields with support at the "red" and "black" sites,

$$
\begin{equation*}
\psi^{ \pm}=\frac{1}{2}\left[1 \pm(-1)^{\Sigma_{\mu} \varepsilon_{\mu}}\right] \phi \tag{60}
\end{equation*}
$$

and let $\phi^{1}=\psi^{+}+\psi^{-}=\phi$ and $\phi^{2}=\psi^{+}-\psi^{-}=$ $(-1)^{\Sigma_{\mu} \approx} \boldsymbol{\gamma} \phi$ be respectively the sum and difference of the red and black site fields. Neuberger shows that the overrelaxation analysis for $\phi$ can be mapped into a stochastic field model for the fields $\phi^{1,2}$, with action

$$
\begin{gather*}
S=\int d^{d} x \mathcal{L} \\
\mathcal{L}=\frac{1}{2}\left[\left(\partial_{\mu} \phi^{2}\right)^{2}+\left(\partial_{\mu} \phi^{2}\right)^{2}\right]+\frac{1}{2}\left[m_{1}^{2}\left(\phi^{2}\right)^{2}+m_{2}^{2}\left(\phi^{2}\right)^{2}\right] \tag{61}
\end{gather*}
$$

and evolving according to the stochastic differential equation

$$
\begin{gather*}
\dot{\phi}^{\alpha}=-\left(1-\gamma^{2}\right)^{1 / 2} \frac{\partial S}{\partial \phi^{\alpha}}-\gamma e^{\alpha \beta} \frac{\partial S}{\partial \phi^{\alpha}}+\left(1-\gamma^{2}\right)^{1 / 4} \eta_{c_{1}}, \\
\alpha, \beta=1,2, \\
\left\langle\eta_{e}(x, t) \eta_{\theta}\left(z^{\prime}, t^{\prime}\right)\right\rangle_{\eta}=2 \delta_{\alpha \beta} \delta^{d}\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right), \tag{62}
\end{gather*}
$$

When $\gamma=0$ eq. (62) is the usual Langevin equation, which corresponds ${ }^{13}$ to the extreme underrelaxation limit $\omega=0$; for $0<\gamma<1 \mathrm{eq}$. (62) differs from the Langevin equation by the addition of a "reversible mode coupling" term $\varepsilon^{\alpha \beta} \delta S / \partial \phi^{\beta}$, which enters the Fokker-Planck equation as $\left(\partial / \partial \phi^{\alpha}\right)\left(\varepsilon^{\alpha \beta} \partial S / \partial \phi^{\beta}\right)=0$ and so leaves $\exp (-\beta S)$ as the equilibrium distribution. According to Neuberger, the model of eqs. (61)-(62) maps into the overrelaxation analysis as follows:

$$
\begin{gather*}
m_{1}^{2}=m^{2} \ll 1=\text { light field mass, } \\
m_{1}^{2}=4 d=\text { heavy field mass, }  \tag{63}\\
\gamma=\frac{\omega^{2} / 4}{(1-\omega / 2)^{2}+\omega^{2} / 4}
\end{gather*}
$$

with $0<\gamma<1$ mapping into $0<\omega<2$. His conclusion is that overrelaxation works by adding a reversible coupling between pairs of long and short wavelength modes. The effect of the reversible coupling is to speed up the stochastic evolution of the long wavelength modes while slowing down the evolution of the short wavelength modes; the fact that the heavy modes are slowed down presumably explains why the observed results of overrelaxation depend on the operator being measured. Based on his analysis, Neuberger suggests that there is a dynamical equivalence class of overrelaxed algorithms which will be tunable to $z=1$.
6.2. Two questions about overrelaxed Metropolis

An important issue to be answered is whether OR $n_{1}$ or its generalization OR $n_{1} n_{2}$, defined as $n_{1}$ steps of the Brown and Woch, Creutz algorithm followed by $n_{1}$ steps of standard Metropolis, can attain $z=1$ for appropriate $n$ or appropriate $\boldsymbol{n}_{1}, n_{\mathbf{n}}$. Or do these algorithms merely give an approximation to a fully tunable $\boldsymbol{\omega}$ for small lattices?

A second, related question is whether a fully tunable $\omega$ can be introduced into overrelaxed Metropolis by an extension of the Brown and Woch, Creutz construction. An interesting possibility is to use a new Metropolis variant proposed by Creutz, Gausterer and Sanielevici, ${ }^{\text {a }}$ based on unitary link matrices $U_{i}$ and auxillary "noise" matrices $V_{i}$, with $U_{i}, V_{i} \in S U(n)$, iterated according to

$$
\begin{gather*}
U_{i}^{\prime}=U_{i} F_{i}[\{U\}] V_{i}, \\
\left(V_{i}^{\prime}\right)^{-1}=F_{i}[\{U\}] V_{i} F_{i}\left\{\left\{U^{\prime}\right\}\right], \tag{64}
\end{gather*}
$$

and with the primed update accepted with conditional probability

$$
\begin{gather*}
P_{A}=\min \left[1, \exp \beta\left(-H^{\prime}+B\right)\right], \\
H=S(\{U\})+\sum_{i} \bar{S}\left(V_{i}\right) . \tag{65}
\end{gather*}
$$

Here $F_{i} \in S U(n)$ are arbitrary functionals of the $\{U\}$, and $\exp [-\beta \bar{S}(V)]$ is an arbitrary imposed distribution for $V$. In this generalized setting, OR 0 corresponds to the choices $V_{i} \equiv 1$ (no noise), $F_{i}[\{U\}]=U_{i}^{-1} U_{i 0} U_{i}^{-1} U_{i 0}$, so that $U_{i} F_{i}[\{U\}]=U_{i 0} U_{i}^{-1} U_{i 0}$. An interesting question is whether one can get an efficient tunable-w algorithm along the lines of the Heller-Neuberger construction of eqs. (51)-(52), by choosing

$$
\begin{equation*}
F_{i}[\{U\}]=\left[U_{i}^{-1} U_{i 0}\right]^{\omega}, \quad 0<\omega<2, \tag{66}
\end{equation*}
$$

and making an appropriate choice of $\delta(V)$.
6.3. Can $z=0$ be attained by nonlocal algorithms?

So far we have discussed local algorithms. We now address the question of whether non-local algorithms can give a further improvement in critical slowing down from $z=1$ to $z=0$. Two methods have been discussed in the literature: (a) Fourier acceleration in the Langevin equation ${ }^{21}$ and (b) stochastic multigrid. ${ }^{2}$ In Fourier accelerated Langevin, one performs a Langevin update

$$
\begin{equation*}
\phi\left(x, \tau_{n+1}\right)=\phi\left(x, \tau_{n}\right)-f_{\infty}[\phi, \eta], \tag{67}
\end{equation*}
$$

with the driving term $f$ at $x$ coupled nonlocally to the action variation $\delta S / \delta \phi$ at $y$,

$$
\begin{gather*}
f_{v}=\sum_{v}\left[\varepsilon_{x, y} \frac{6 S}{\delta \phi\left(\nu, \tau_{n}\right)}+\sqrt{\varepsilon_{\mathrm{E}, \nu}} \eta\left(y, \tau_{n}\right)\right],  \tag{68}\\
\varepsilon_{x, y}=\sum_{p} e^{i p \cdot(x-y)} \varepsilon(p)
\end{gather*}
$$

Usually one takes $\varepsilon(p)=\bar{\varepsilon}\left(p^{2}+m^{2}\right)^{-1}$, as motivated by the analysis of critical slowing down in the free field case. In stochastic multigrid, one performs sweeps on successively coarser grids according to the following recursive procedure:

- Do $m_{1}$ heat bath sweeps on a $L^{d}$ lattice;
- Compute the conditional action ${ }^{2}$ on the next coarser (L/2) ${ }^{\text {d lattice; }}$
- Do $\gamma$ multigrid iterations on the $(L / 2)^{d}$ lattice; and
- Add the coarse grid result back on the $L^{d}$ lattice and do $\boldsymbol{m}_{2}$ further heat bath $\mathbf{s w e e p s}$.

According to this definition, for each initial sweep on the $L^{d}$ lattice there are $\gamma$ on the lattice of dimension $(L / 2)^{d}, \gamma^{2}$ on the lattice of dimension $(L / 4)^{d}$, and so forth.

Let me now briefly discuss a number of problems which will have to be surmounted in order to apply these methods as lattice gauge algorithms:

1. For both Fourier acceleration and multigrid-the problem of non-smooth approximate zero modes. ${ }^{22}$ We have seen in sect. 3.1 that the worst errors typically come from the smallest eigenvalues of $\bar{L}$. Both Fourier acceleration and multigrid assume that the dangerous modes are localized around the origin in Fourier space (as they are in the free field case): Fourier acceleration through the explicit choice of $\varepsilon_{\alpha, y}$, and multigrid through the blocking scheme. However, as is well-known, non-Abelian theories can have zero eigenmodes which are not localized around zero in Fourier space-in fact, as exemplified by instanton zero modes, they can be arbitrarily rapidly varying. To deal with this problem adaptive versions of the Fourier acceleration or multigrid algorithms ${ }^{33}$ will be needed.
2. In Fourier acceleration, the choice of step size is an issue. If the step size is small, the algorithm is accurate but the stochastic evolution is slow. If a large step size is used to get rapid evolution, there are detailed balance errors, or the danger of small acceptances if detailed balance is restored by a global Metropolis step.
3. In multigrid, attention must be paid to the work estimate. If the Lagrangian is a polynomial of order $p$, the conditional action on level $2^{k}$ is computable in $O(p)$ steps from the action on level $2^{k-1}$, giving the work estimate ${ }^{2}$

$$
\begin{equation*}
W \sim L^{d}+\gamma(L / 2)^{d}+\gamma^{2}(L / 4)^{d}+\ldots \tag{69}
\end{equation*}
$$

However, for non-polynomial Lagrangians, such as
the Wilson action, the conditional action on level $2^{k}$ must in general be computed on the finest lattice and requires $L^{d}$ steps, giving the work estimate ${ }^{2}$

$$
\begin{align*}
W \sim & \left(1+\gamma+\gamma^{2}+\ldots+\gamma^{\log _{2} L}\right) L^{d} \\
& = \begin{cases}\sim L^{d} \log _{2} L & \gamma=1 \\
\sim L^{d+\log _{2} \gamma} & \gamma>1\end{cases} \tag{70}
\end{align*}
$$

Now according to Goodman and Sokal, ${ }^{2}$ in the Gaussian case one can prove that critical slowing down is completely eliminated for $\boldsymbol{\gamma} \geq \mathbf{2}$. But according to eq. (70), this gives $z_{e f f}=\log _{2} \gamma \geq 1$ and so multigrid does no better than is possible by overrelaxation. Thus, in order for multigrid to beat overrelaxation, one will have to either (i) eliminate slowing down with $\gamma=1$ (this is conjectured ${ }^{24}$ and could be studied numerically in lower dimensional examples even in the absence of proofs) or (ii) find a clever method to reduce the work needed to compute the conditional lattice gauge theory action.

### 6.4. Conclusion

To conclude, overrelaxation is very simple to implement, and goes half-way towards solving the critical slowing down problem for pure gauge theories-one can get, in principle, from $z=2$ to $z=1$. To get from $z=1$ to $z=0$ will require further good ideas!
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# General Theory of Image Normalization 
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## INTRODUCTION AND BRIEF REVIEW OF VIEWING TRANSFORMATIONS OF A PLANAR OBJECT

A central issue in pattern recognition is the efficient incorporation of invariances with respect to geometric viewing transformations. We focus in this article on a particular method for handling invariances, called "image normalization", which has the capability of extracting all of the invariant features from an image using only a small amount of information about the image (such as a few low order moments). The great appeal of normalization is that it isolates the problem of finding the image modulo the effect of viewing transformations, from the higher order problem of deciding which features of the image are needed for a specific classification decision. Intuitively, normalization is simply a systematic method for transforming from observer-based to imagebased coordinates; in the former the image depends on the view, whereas in the latter the image is viewing transformation independent. From a mathematical viewpoint, our method consists of placing a set of constraints on the transformed image equal in number to the number of viewing transformation parameters, permitting one to solve either algebraically or numerically for the parameters of a normalizing transformation. Since the constraints are necessarily viewing transformation noninvariants, their construction is in general simpler than the direct construction of viewing transformation invariants.

Let us begin our discussion with a quick review of the viewing transformations of a planar object, since these transformations will be used as illustrations of our general methods. Under rigid 3D motions the image $I(\vec{x})$, with $\vec{x}=\left(x_{1}, x_{2}\right)$ the two dimensional coordinate in the image plane, is transformed to $I\left(\vec{x}^{\prime}\right)$, with $\vec{x}^{\prime}$ related to $\vec{x}$ by the planar projective transformation

$$
\begin{equation*}
x_{n}^{\prime}=\frac{\sum_{m=1}^{2} G_{n m} x_{m}+t_{n}}{1+\sum_{m=1}^{2} p_{m} x_{m}}, n=1,2 . \tag{1}
\end{equation*}
$$

When the depth of the object is much less than its distance from the lens, then the parameter $p_{\mathrm{n}}$ in Eq. (1) can be neglected, and Eq. (1) reduces to the linear affine
transformation

$$
\begin{equation*}
x_{n}^{\prime}=\sum_{m=1}^{2} G_{n m} x_{m}+t_{n} \tag{2}
\end{equation*}
$$

[An affine transformation, with $G_{n m}$ replaced by $G_{n m}$ $t_{n} p_{m}$, also results when Eq. (1) is expanded in a power series in $x_{m}$ and second and higher order terms are neglected.] Additionally, when the viewed object is constrained to lie in the plane normal to the viewing or 3 axis, Eq. (2) specializes further to the similarity transformation group of scalings, rotations, and translations, in which $G_{n m}$ is simply a multiple (the scale factor) of a two dimensional rotation matrix. The projective transformations, the affine transformations, and the similarity transformations all form groups, and this will be the characterizing feature of the viewing transformations studied in our general analysis.
In applications, it will be convenient to use subgroup factorizations, which are readily obtained from the group multiplication rule for the transformations of Eqs. (1) and (2). For example, a general planar projective transformation can be written as the result of composing what we will term a restricted projective transformation

$$
\begin{equation*}
x_{n}^{\prime \prime}=\frac{x_{n}^{\prime}}{1+\sum_{m=1}^{2} p_{m} x_{m}^{\prime}} \tag{3}
\end{equation*}
$$

with the general affine transformation of Eq. (2). Another subgroup factorization expresses the general affine transformation of Eq. (2) as the result of the composition of a pure translation

$$
\begin{equation*}
x_{n}^{\prime \prime}=x_{n}^{\prime}+t_{n} \tag{4a}
\end{equation*}
$$

with a homogeneous affine transformation

$$
\begin{equation*}
x_{n}^{\prime}=\sum_{m=1}^{2} G_{n m} x_{m} \tag{4b}
\end{equation*}
$$

Yet a third subgroup factorization expresses a general homogeneous affine transformation as the result of composing what we will term a restricted affine transformation, which has vanishing upper right diagonal matrix element,

$$
\begin{equation*}
x_{n}^{\prime \prime}=\sum_{m=1}^{2} g_{n m} x_{m}^{\prime}, \quad g_{12}=0 \tag{5a}
\end{equation*}
$$

with a pure rotation

$$
\begin{align*}
x_{n}^{\prime} & =\sum_{m=1}^{2} R_{n m} x_{m}, \\
R_{11} & =R_{22}=\cos \theta, \quad R_{12}=-R_{21}=-\sin \theta \tag{5b}
\end{align*}
$$

A variant of Eqs. (5a,b) is obtained by requiring that the matrix $g$ have unit determinant, so that it has the twoparameter form $g_{11}=u, g_{12}=0, g_{21}=w, g_{22}=u^{-1}$, and then including a scale factor $\lambda$ in Eq. (5b), which now reads

$$
\begin{equation*}
x_{n}^{\prime}=\lambda \sum_{m=1}^{2} R_{n m} x_{m} \tag{5c}
\end{equation*}
$$

## GENERAL THEORY OF IMAGE NORMALIZATION

We proceed now to formulate a general framework for image normalization, with the aim of understanding the common elements of the various normalization methods which appear in the literature and of generalizing them to new applications. As a preliminary to the mathematical discussion of Subsecs. 2A-E, we specify our notation for viewing transformations. Let $\mathcal{G}=\{S\}$ be a group of symmetry or viewing transformations $S$, which act on the image $I(\vec{x})$ according to

$$
\begin{equation*}
I(\vec{x}) \rightarrow I_{S}(\bar{x})=I(\vec{S}(\vec{x})) \tag{6a}
\end{equation*}
$$

Our notational convention, that we shall adhere to throughout, is that $\vec{x}^{\prime}=\vec{S}(\vec{x})$ is the concrete image coordinate mapping induced by the abstract group element $S$. [A specific example of such a transformation would be the planar projection transformation of Eq. (1), in which $S$ would be the abstract element of the planar projective group characterized by the parameters $G_{m n}, t_{n}, p_{m}$ specifying the concrete coordinate mapping.] In this notation, the result of successive transformations with $S_{1}$ followed by $S_{2}$ is given by

$$
\begin{equation*}
I(\vec{x}) \rightarrow I_{S_{2} S_{1}}(\vec{x})=I\left(\vec{S}_{2}\left(\vec{S}_{1}(\vec{x})\right)\right) \tag{6b}
\end{equation*}
$$

The transformation groups of interest to us are in general ones with continuous parameters, in other words, Lie groups. However, very little of the formal apparatus of Lie group theory is required in what follows; basically, all we use is the group closure property and the enumeration of the number of group parameters. In particular, no knowledge of the representation theory of Lie groups is needed.
A. The normalization recipe. We begin by giving the general prescription for an image normalization transformation. Let $\vec{N}_{I}(\vec{x})$ be a transformation of $\vec{x}$ which depends
on the image $I$, and which is constructed so that under the image transformation of Eq. (6a), it behaves as

$$
\begin{equation*}
\vec{N}_{I_{S}}(\vec{x})=\vec{S}^{-1}\left(\vec{N}_{I}(\vec{x})\right), \tag{7a}
\end{equation*}
$$

with $\vec{S}^{-1}$ the inverse transformation to $\vec{S}$ of Eq. (6a),

$$
\begin{equation*}
S\left(S^{-1}(\vec{x})\right)=\{ \tag{7b}
\end{equation*}
$$

Also, let $\vec{M}_{I}(\vec{x})$ be an optional second transformation of $\vec{x}$ which depends on the image $I$ only through invariants under the group of transformations $\mathcal{G}$, that is,

$$
\begin{equation*}
\vec{M}_{I_{s}}\left(\vec{x}^{\prime}\right)=\vec{M}_{I}(\vec{x}), \quad \text { all } S \in \mathcal{G} \tag{7c}
\end{equation*}
$$

Then

$$
\begin{equation*}
\tilde{I}(\vec{x})=I\left(\vec{N}_{I}\left(\vec{M}_{I}(\vec{x})\right)\right) \tag{8}
\end{equation*}
$$

is a normalized image which is invariant under all transformations of the group $\mathcal{G}$. This is an immediate consequence of Eq. (6a) and Eqs. (7a-c), from which we have

$$
\begin{align*}
\tilde{I}_{S}(\vec{x}) & =I_{S}\left(\vec{N}_{I_{S}}\left(\vec{M}_{I_{S}}(\vec{x})\right)\right) \\
& =I\left(\vec{S}\left(\vec{S}^{-1}\left(\vec{N}_{I}\left(\vec{M}_{I}(\vec{x})\right)\right)\right)\right)  \tag{9}\\
& =I\left(\vec{N}_{I}\left(\vec{M}_{I}(\vec{x})\right)\right)=\tilde{I}(\vec{x})
\end{align*}
$$

B. Uniqueness. Before specifying how to actually construct a map $\vec{N}_{I}$ obeying Eq. (7a), let us address the issue of uniqueness. That is, given two maps $\bar{N}_{1 I}(\vec{x})$ and $\vec{N}_{2 I}(\vec{x})$, both of which obey Eq. (7a), how are they related? By hypothesis, we have

$$
\begin{align*}
& \vec{N}_{1 I_{S}}(\vec{x})=\vec{S}^{-1}\left(\vec{N}_{1 I}(\vec{x})\right), \\
& \vec{N}_{2 I_{s}}(\vec{x})=\vec{S}^{-1}\left(\vec{N}_{2 I}(\vec{x})\right) . \tag{10}
\end{align*}
$$

Since for any $\vec{f}(\vec{x})$ and $\vec{g}(\vec{x})$ we have

$$
\begin{equation*}
\vec{f}(\vec{g}(\vec{x}))^{-1}=\vec{g}^{-1}\left(\vec{f}^{-1}(\vec{x})\right), \tag{11a}
\end{equation*}
$$

we can rewrite the first line of Eq. (10) as

$$
\begin{equation*}
\vec{N}_{I_{S}}^{-1}(\vec{x})=\vec{N}_{I I}^{-1}(\vec{S}(\vec{x})) . \tag{11b}
\end{equation*}
$$

Let us now define a new map $\vec{M}_{1}(\vec{x})$ by

$$
\begin{equation*}
\vec{M}_{I}(\vec{x}) \equiv \vec{N}_{1 I}^{-1}\left(\vec{N}_{2 I}(\vec{x})\right) \tag{12}
\end{equation*}
$$

which reduces to the identity map when $\vec{N}_{1 I}=\vec{N}_{2 I}$; then by Eq. (11b) and the first line of Eq. (10), we have

$$
\begin{align*}
\vec{M}_{I_{s}}(\vec{x}) & =\vec{N}_{1 l_{s}}^{-1}\left(\vec{N}_{2 I_{s}}(\vec{x})\right) \\
& =\vec{N}_{1 I}^{-1}\left(\left({ }_{S}\left(\vec{S}^{-1}\left(\vec{N}_{2 I}(\vec{x})\right)\right)\right)\right.  \tag{13a}\\
& =\vec{N}_{1 I}^{-1}\left(\vec{N}_{2 I}(\vec{x})\right)=M_{I}(\vec{x})
\end{align*}
$$

In other words, $M_{I}(\vec{x})$ depends on the image $I$ only through invariants under transformations of the group $\mathcal{G}$,
and from Eq. (12), the normalizing map $\bar{N}_{21}$ is related to the normalizing map $\vec{N}_{1 I}$ by

$$
\begin{equation*}
\vec{N}_{2 I}(\vec{x})=\vec{N}_{1 I}\left(\vec{M}_{I}(\vec{x})\right) \tag{13b}
\end{equation*}
$$

This is why in writing the general normalized image corresponding to a particular normalizing map in Eq. (8), we have included in the $\vec{x}$ dependence the possible appearance of a map $\vec{M}_{I}$ which depends on the image only through invariants under transformation by elements of $\mathcal{G}$.
C. Construction of $\bar{N}_{I}$ by imposing constraints, and demonstration that normalization yields a complete set of invariants. We next show that one can construct an image normalization transformation obeying Eq. (7a) by imposing a suitable set of constraints. We shall assume now that $\mathcal{G}$ is a $K$-parameter Lie group which is continuously connected to the identity. Let $C_{k}[I]=$ $C_{k}[I(\vec{x})], \quad k=1, \ldots, K$ (where $\bar{x}$ is a dummy variable) be a set of functionals of the image $I(\bar{x})$ with the property that the $K$ constraints

$$
\begin{equation*}
C_{k}\left[I_{S^{\prime}}\right]=C_{k}\left[I\left(\bar{S}^{\prime}(\vec{x})\right)\right]=0, \quad k=1, \ldots, K \tag{14a}
\end{equation*}
$$

are satisfied for a unique element $S^{\prime}=N_{I}$ of $\mathcal{G}$, so that

$$
\begin{equation*}
C_{k}\left[I\left(\vec{N}_{I}(\vec{x})\right)\right]=0, \quad k=1, \ldots, K \tag{14b}
\end{equation*}
$$

Then, as we shall now show, $\vec{N}_{I}(\vec{x})$ is the desired normalizing transformation.

We remark that the condition that Eqs. (14a,b) should have a unique solution can be relaxed in applications to the condition that there be only one solution in the range of relevant viewing transformation parameters. Clearly, either form of the uniqueness condition requires that the constraint functionals not be invariants under $\mathcal{G}$, and thus their structure will in general be simpler than that of directly constructed viewing transformation invariants. In many cases, the constraints can be constructed from viewing transformation covariants, which have simple algebraic properties under the transformations of $\mathcal{G}$, permitting closed form algebraic solution for the parameters of the normalizing transformation.

To see that the construction of Eqs. (14a,b) gives a transformation $\vec{N}_{I}(\vec{x})$ that obeys Eq. (7a), let us consider the effect of replacing $I$ by $I_{S}$ in Eqs. (14a,b). By hypothesis, the constraints

$$
\begin{equation*}
C_{k}\left[I_{S}\left(\overline{S^{\prime}}(\vec{x})\right)\right]=0, \quad k=1, \ldots, K \tag{15a}
\end{equation*}
$$

are uniquely satisfied by a group element $S^{\prime}=N_{I_{s}}$ of $\mathcal{G}$, so that

$$
\begin{equation*}
C_{k}\left[I_{s}\left(\vec{N}_{I s}(\vec{x})\right)\right]=0, \quad k=1, \ldots, K, \tag{15b}
\end{equation*}
$$

with $\vec{N}_{I_{s}}(\vec{x})$ the proposed normalizing transformation corresponding to $I_{s}$. But using Eq. (6a), we can also write Eq. (15b) as

$$
\begin{equation*}
C_{k}\left[I\left(\bar{S}\left(\vec{N}_{I_{s}}(\vec{x})\right)\right)\right]=0, \quad k=1, \ldots, K \tag{15c}
\end{equation*}
$$

which has the same structure as Eq. (14b). Therefore, by uniqueness of the solution $N_{I}$ of Eq. (14b) we must have

$$
\begin{equation*}
\vec{S}\left(\vec{N}_{I S}(\bar{x})\right)=\vec{N}_{I}(\bar{x}), \tag{16a}
\end{equation*}
$$

which by Eq. (7b) is equivalent to

$$
\begin{equation*}
\vec{N}_{I_{s}}(\vec{x})=S^{-1}\left(\vec{N}_{I}(\vec{x})\right), \tag{16b}
\end{equation*}
$$

showing that the $N_{I}$ produced by solving the constraints does indeed obey Eq. (7a). Hence the imposition of constraints gives a constructive procedure for generating image normalization transformations.

We note that this construction makes the normalizing transformation $\vec{N}_{I}$ an element of the group $\mathcal{G}$, and the quotient $\vec{M}_{I}(\bar{x}) \equiv \vec{N}_{1 I}^{-1}\left(\vec{N}_{2 I}(\bar{x})\right)$ of two normalizing maps constructed by imposing different sets of constraints will likewise be an element of $\mathcal{G}$. When both $\vec{N}_{I}$ and $\vec{M}_{I}$ in Eq. (8) belong to $\mathcal{G}$, we can invert Eq. (8) to express the original image $I$ in terms of the invariant, normalized image $\tilde{I}$ according to

$$
\begin{equation*}
I(\vec{x})=\tilde{I}\left(\vec{M}_{I}^{-1}\left(\vec{N}_{I}^{-1}(\bar{x})\right)\right) . \tag{16c}
\end{equation*}
$$

This equation shows that normalization leads to a complete set of invariants, in the sense that the information in the normalized image, plus the $K$ parameters determining the viewing transformation $\vec{M}_{I}^{-1}\left(\vec{N}_{I}^{-1}(\vec{x})\right)$, suffice to completely reconstruct the original image. By way of contrast, representation-theoretic and integral transform methods, although attacking the same problem as is discussed here, yield only a small fraction of the complete set of invariants. Moreover, normalization has the further advantage of requiring only a minimal knowledge of the kinematic structure of the group; the full irreducible representation structure is not needed, and the methods described here are applicable to noncompact as well as to compact groups. We note finally that the discussion of this section is slightly less general than that of Subsections $A, B$ above, where we did not require either $\vec{N}_{I}$ or $\vec{M}_{I}$ to belong to $\mathcal{G}$; the most general normalizing map $\vec{N}_{I}$ is obtained from one generated by constraints by using as its argument a map $\vec{M}_{I}$ which does not belong to $\mathcal{G}$ but that is invariant under transformations of the image $I$ by $\mathcal{G}$.
D. Extension to reflections and contrast invariance. We consider next two simple extensions of the constraint method for constructing the normalizing transformation. The first involves relaxing the requirement that $\mathcal{G}$ be simply connected to the identity, as is needed if $\mathcal{G}$ contains improper transformations such as reflections. Reflections are said to be independent if they do not differ solely by an element of the connected component of the group; for each independent discrete reflection $R$ in $\mathcal{G}$, the set of constraints of Eq. (14a) must be augmented by an additional constraint $D\left[I\left(\vec{S}^{\prime}(\vec{x})\right)\right]>0$, where $D[I(\vec{x})]$ is a
functional of the image which changes sign under the reflection operation $R$,

$$
\begin{equation*}
D[I(\vec{R}(\vec{x}))]=-D[I(\vec{x})] . \tag{17}
\end{equation*}
$$

The second extension involves incorporating invariance under changes of image contrast, that is, under image transformations of the form

$$
\begin{equation*}
I(\vec{x}) \rightarrow c I(\vec{x}), \quad c>0 . \tag{18a}
\end{equation*}
$$

To the extent that illumination is sufficiently slowly varying that it can be treated as constant over a viewed object, changes in illumination level as the object is moved to different views take the form of changes in the constant $c$ in Eq. (18a), which is why incorporating contrast invariance can be important. If we require that the constraint functionals $C_{k}$ [and $D$ if needed] should be invariant under the change of contrast of Eq. (18a), then the image normalization transformation $\bar{N}_{I}(\bar{x})$ and the auxiliary transformation $\vec{M}_{I}(\vec{x})$ can be taken to be contrast invariant. A contrast invariant normalized image $\bar{I}_{c}(\vec{x})$ is then obtained by the obvious recipe

$$
\begin{equation*}
\tilde{I}_{c}(\bar{x})=\frac{\tilde{I}(\vec{x})}{\int d^{2} x \tilde{I}(\bar{x})} \tag{18h}
\end{equation*}
$$

E. Use of subgroup decompositions. Suppose that for a general element $S$ of the group $\mathcal{G}$, there is a subgroup decomposition of the form

$$
\begin{equation*}
S=S_{2} S_{1} \tag{19a}
\end{equation*}
$$

with $S_{2}$ belonging to a subgroup $\mathcal{G}_{2}$ of $\mathcal{G}, S_{1}$ belonging to a subgroup $\mathcal{G}_{1}$ of $\mathcal{G}$, and with the respective parameter counts $K, K_{1}$, and $K_{2}$ of $\mathcal{G}, \mathcal{G}_{1}$, and $\mathcal{G}_{2}$ obeying

$$
\begin{equation*}
K=K_{1}+K_{2} . \tag{19b}
\end{equation*}
$$

(Such subgroup compositions for a general Lie group are obtained by constructing a composition series for the group, but we will not need this formal apparatus in the relatively simple applications that follow.) Let us suppose further that we can solve the problem of image normalization with respect to the group $\mathcal{G}_{1}$, and that we wish to extend this solution to the full invariance group $\mathcal{G}$. The subgroup decomposition allows this to be done by imposing $K_{2}$ additional constraints to deal with the $\mathcal{G}_{2}$ subgroup, as follows. Let $C_{2 k}[I(\vec{x})]$, with $k=1, \ldots, K_{2}$, be a set of functionals of the image chosen so that the constraints

$$
\begin{equation*}
C_{2 k}\left[I\left(\vec{N}_{2 I}\left(\vec{S}_{1}(\vec{x})\right)\right)\right]=0, \quad k=1, \ldots, K_{2} \tag{20a}
\end{equation*}
$$

are independent of $S_{1} \in \mathcal{G}_{1}$. In particular, taking $S_{1}$ as the identity transformation, Eq. (20a) simplifies to

$$
\begin{equation*}
C_{2 k}\left[I\left(\vec{N}_{2 l}(\vec{x})\right)\right]=0, \quad k=1, \ldots, K_{2}, \tag{20b}
\end{equation*}
$$

which if we impose the requirement of a unique solution over transformations $N_{2} \in \mathcal{G}_{2}$ determines a "partial normalization" transformation $\vec{N}_{2 I}$. Note that a sufficient condition for the constraints of Eq. (20a) to be independent of $S_{1}$ is for the functionals $C_{2 k}$ to be $S_{1-}$ independent, but this is not a necessary condition; we will see examples in which, as $S_{1}$ traverses $\mathcal{G}_{1}$, the functionals are merely covariant in some simple way that guarantees invariance of the constraints obtained by equating all the functionals to zero. To see how $\vec{N}_{2 I}$ transforms under the action of the group $\mathcal{G}$, we replace $I$ by $I_{S}$ in Eq. (20b), giving

$$
\begin{equation*}
C_{2 k}\left[I_{S}\left(\vec{N}_{2 I_{s}}(\bar{x})\right)\right]=0, \quad k=1, \ldots, K_{2} ; \tag{21a}
\end{equation*}
$$

again making use of Eq. (6a) this becomes

$$
\begin{equation*}
C_{2 k}\left[I\left(\vec{S}\left(\vec{N}_{2 I_{s}}(\vec{x})\right)\right)\right]=0, \quad k=1, \ldots, K_{2} . \tag{21b}
\end{equation*}
$$

Since the argument $\vec{S}\left(\vec{N}_{2 I_{s}}(\vec{x})\right)$ appearing in Eq. (21b) is no longer a member of the $\mathcal{G}_{2}$ subgroup, we cannot conclude that it is equal to the argument $\vec{N}_{2 I}(\vec{x})$ appearing in Eq. (20b), but the arguments can differ at most by a transformation of $\vec{x}$ by some member $\vec{S}_{1}^{\prime}$ of the subgroup $\mathcal{G}_{1}$ which leaves the constraints invariant, giving

$$
\begin{equation*}
\vec{N}_{2 I_{s}}(\vec{x})=\vec{S}^{-1}\left(\vec{N}_{a I}\left(\vec{S}_{1}^{\prime}(\vec{x})\right)\right) \tag{22a}
\end{equation*}
$$

as the subgroup analog of Eq. (7a). Corresponding to this, the partially normalized image defined by

$$
\begin{equation*}
\tilde{I}(\vec{x})=I\left(\vec{N}_{2 I}(\vec{x})\right) \tag{22b}
\end{equation*}
$$

transforms under the group $\mathcal{G}$ as

$$
\begin{align*}
\tilde{I}(\vec{x}) \rightarrow \tilde{I}_{S}(\vec{x}) & =I_{S}\left(\vec{N}_{2 I_{s}}(\vec{x})\right) \\
& =I\left(\vec{S}\left(\vec{S}^{-1}\left(\vec{N}_{2 I}\left(\vec{S}_{1}(\vec{x})\right)\right)\right)\right)  \tag{22c}\\
& =I\left(\vec{N}_{2 I}\left(\vec{S}_{1}^{\prime}(\vec{x})\right)\right)=\tilde{I}\left(\vec{S}_{1}^{\prime \prime}(\vec{x})\right),
\end{align*}
$$

and thus changes only by a transformation lying in the $\mathcal{G}_{1}$ subgroup. Further image normalization of $\tilde{I}$ using the constraints appropriate to $\mathcal{G}_{1}$ then gives a final normalized image

$$
\begin{equation*}
\hat{I}(\vec{x})=I\left(\vec{N}_{2 I}\left(\vec{N}_{1} f\left(\vec{M}_{I}(\vec{x})\right)\right)\right), \tag{23}
\end{equation*}
$$

which is invariant with respect to the full group of transformations $\mathcal{G}$, where as before $\vec{M}_{I}$ is any transformation which is constructed solely using $\mathcal{G}$ invariants of the image.
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#### Abstract

We apply the general framework for image normalization to the problem of the similarity and affine normalization of partially occluded planar curves. An algorithm is given using first derivatives to give a similarity normalization, and first and second derivatives to give an affine normalization, dependent on a finite interval around a chosen point $P$ of the curve. © 1998 Pattern Recognition Society. Published by Elsevier Science Lid All rights reserved
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## 1. INTRODUCTION, AND NORMALIZATION WITH RESPECT TO TRANSLATIONS AND ROTATIONS

The problem of efficiently incorporating invariances plays an important role in machine vision, and much work has gone into methods for extracting features invariant with respect to classes of geometric viewing transformations. An appealing way to deal with this problem is to use image normalization, in which the transformed image is reduced to a standard form which effectiveiy "mods out" the viewing transformation group; the normalized image and all of its features are then invariants, while the parameters of the normalizing transformation give the pose of the original image, so there is no loss of information. Adler ${ }^{(1)}$ recently gave a general formal framework for image normalization, and illustrated it by using it to rederive and generalize known methods for the normalization of a non-occluded, isolated image. The method is not, however, limited to this rather special case, as we demonstrate here by applying it to the more realistic problem of the similarity and affine normalization of a partially occluded planar curve, such as that characterizing the image of the boundary of a partially occluded planar object.

There has been much discussion in the literature of the problem of the recognition of partially occluded curves, using mainly the approach of constructing viewing transformation invariants using strictly local information at a point $P$ (obtained by computing a finite number of derivatives; see reference (2) and references cited therein), or as in recent work of Bruckstein et al. ${ }^{(3)}$ using "semi-local" information

[^233]constructed from a finite neighborhood of $P$. Our approach is similar in spirit to this latter work, but instead of directly constructing invariants we instead use viewing transformation covariants, that is quantities which are not invariant but have simple algebraic transformation properties under the transformations of interest, to construct a normalization algorithm. The advantage of focusing on covariants is that they often can be constructed in a more computationally robust fashion (for example, using only low-order derivatives or moments) than is possible for invariants.

Let us assume that we are given a set of closed planar template curves, $C_{1}, C_{2}, \ldots, C_{N}$, with $C_{j}$ specified by giving its parametric form $\mathbf{x}_{j}\left(t_{j}\right)=\left[x_{j}\left(t_{j}\right), y_{j}\left(t_{j}\right)\right]$ in which the parameter $t_{j}$ increases as the curve $C_{j}$ is traversed counterclockwise. We are now given a convex target curve segment $\mathbf{x}_{\text {target }}\left(t_{\text {target }}\right)=\left[x_{\text {target }}\left(t_{\text {target }}\right)\right.$, $\left.y_{\text {target }}\left(t_{\text {target }}\right)\right]$ for $t_{\text {larget min }} \leq t_{\text {larget }} \leq t_{\text {target max }}$, which represents a fragment of the $j$ th template as distorted by both an affine viewing transformation and a possible reparameterization $t_{\text {target }}=U\left(\mathbf{r}_{j}\right)$ with unknown function $U$. The problem is to identify the fragment with the correct corresponding segment of the correct template. In the discussion that follows, we shall omit the subscripts $j$ and "target" from the curve parameters, which will simply be referred to by the generic label $r$; the fact that $t$ has a different meaning for each of the different curves will be taken into account by framing the entire algorithm in terms of reparameterization invariant quantities.

We proceed by using the subgroup method (see reference (1), and Appendix A of this paper, where the methods of reference (1) are adapted to the normalization of planar curves), in which we successively solve the problem for translations and rotations, for the full
similarity group. and finally for the full affine group. For translations and rotations the procedure is obvious. One first associates with each point $P$ of the target and templates the reparameterization invariant unit normalized tangent vector

$$
\begin{equation*}
\hat{T}=\mathbf{T} /|\mathbf{T}| \tag{la}
\end{equation*}
$$

where the unnormalized tangent vector is given by

$$
\begin{equation*}
\mathbf{T}=\left(x^{\prime}, y^{\prime}\right) \tag{lb}
\end{equation*}
$$

and where the prime denotes differentiation with respect to the generic parameter $t$. One first takes a particular point $P$ of the target curve, translates it to the origin, and rotates the target so that it is tangent to the $y$ axis at the origin and has its tangent vector pointing into the upper half-plane. One next picks a point $P^{\prime}$ on the first template, translates it to the origin, and rotates the first template so that it is also tangent to the $y$-axis at the origin and has its tangent vector pointing into the upper half-plane. Maintaining these conditions, one sweeps $P^{\prime}$ over the first template and looks for a match, proceeding in this fashion from template to template until a match is found. If no match is found, one then repeats the procedure with the tangent vectors of target and template at the origin pointing in opposite directions. The search implicit in this procedure is necessary because, without identifying landmarks on the curves, there is no way of knowing a priori (i) which point $P^{\prime}$ of the correct template corresponds to the given point $P$ on the target, and (ii) whether the parameter of the target runs in the same or the opposite sense to that of the template. Apart from the search over the possibilities for $P^{\prime}$ and the relative sense of the template and target parameters, the algorithm consists simply of imposing the same translational and rotational normalization on the template and target curves.

## 2. NORMALIZATION WITH RESPECT TO SIMILARITY TRANSFORMATIONS

We turn next to the problem of normalization with respect to the full similarity transformation group, comprising translations, rotations, and scalings. Let us pick a specific point $P$ of the target, a neighborhood of which will be used to construct the similarity normalization. As before, we perform a translational and rotational normalization by translating $P$ to the origin and rotating the target so that $x^{\prime}=0, y^{\prime}>0$ at $P$. We begin by observing that the tangent vector to the target at a general point with parameter $t$ makes an angle with respect to the $y$-axis given by

$$
\begin{equation*}
w(t)=\tan \theta=\frac{x^{\prime}}{y^{\prime}} \tag{2}
\end{equation*}
$$

which is reparameterization invariant, and which by our translational and rotational normalization vanishes at $P$. Let us compute $w(t)$ for each $t$ on the target segment and store its value along with $x(t), y(t)$. Let
now $\mathrm{d} \Gamma(w) \geq 0$ with $\Gamma(0)=0$ be a measure for integration over the target curve; because $w$ is invariant under the coordinate rescaling $x \rightarrow \lambda x, y \rightarrow \lambda y$, so is this measure. Also let $\Delta_{S}>0$ be a parameter governing the size of an integration interval along the target segment starting from $P$, assumed to lie entirely within the segment. Finally, let $F_{D}(x, y)$ be any nonnegative function of $x, y$ which is homogeneous of degree $D$ under coordinate rescaling, that is

$$
\begin{equation*}
F_{D}(\lambda x, \lambda y)=\lambda^{D} F_{\mathrm{D}}(x, y) \tag{3}
\end{equation*}
$$

We now use the quantities just defined to form the constraint (with $\mu \neq \nu$ arbitrary real number parameters)

$$
\begin{equation*}
\frac{\int_{0}^{a_{s}} \mathrm{~d} \Gamma(w) F_{D}(\bar{\lambda} x(t), \bar{\lambda} y(t))^{\mu}}{\int_{0}^{s_{s}} \mathrm{~d} \Gamma(w) F_{D}(\bar{\lambda} x(t), \bar{\lambda} y(t))^{)^{2}}}=1 \tag{4}
\end{equation*}
$$

which using the homogeneity of $F_{D}$ can be solved algebraically for the scale parameter $\tilde{\lambda}$ to give

$$
\begin{gather*}
\tilde{\lambda}=R^{-1 /[D(u-v]]} \\
R=\frac{\int_{0}^{a_{s}} \mathrm{~d} \Gamma(w) F_{D}(x(t), y(t))^{\mu}}{\int_{0}^{\Delta_{s}} \mathrm{~d} \Gamma(w) F_{D}(x(t), y(t))^{v}} \tag{5}
\end{gather*}
$$

Then according to the general normalization prescription of reference (1) and Appendix A, the normalized curve $\bar{C}$ with the parameterized form $\tilde{\mathbf{x}}(t)=$ [ $\tilde{\lambda} x(t), \tilde{\lambda} y(r)]$ is invariant with respect to scaling, as well as to translation and rotation, of the target segment. Note that the resulting similarity normalization depends not only on the parameter $\Delta_{s}$, the exponents $\mu, v$ and the chosen functions $\Gamma(w)$ and $F_{D}(x, y)$, but also on the choice of the fiducial point $P$. and hence the normalized curves corresponding to different choices of $P$ will not in general be congruent to one another.

To determine the correspondence between target segment and the templates, we now do a search over the templates, over the choice of fiducial point $P^{\prime}$ on each template, and over the two possible senses of the tangent vector at $P^{\prime}$, applying the same normalization recipe as was applied to the target segment and looking for a match. The search for a match is done by comparing the normalized target and template using any convenient measure for the degree to which they coincide (such as, e.g. the integral over all points of the normalized target of the minimum distance to the normalized template). In some applications it may suffice to use a measure based on only a small number of features extracted from the normalized curves, in which case an alternative procedure would be to dispense with normalization and directly construct invariant features by the methods of references $(2,3)$.

## 3. AFFINE NORMALIZATION

We turn finally to the problem of normalization with respect to the affine transformation group. Again let us pick a specific point $P$ of the target, a neighbor-
hood of which will be used to construct the affine normalization. As before, we perform a translational and rotational normalization by translating $P$ to the origin and rotating the target so that $x^{\prime}=0, y^{\prime}>0$ at $P$. The conditions that $P$ lie at the origin and that $x^{\prime}=0$ at $P$ are preserved only by a subgroup of the full affine group, consisting of homogeneous affine transformations of the form

$$
A=\left(\begin{array}{ll}
\alpha & 0 \\
\beta & \gamma
\end{array}\right)
$$

Since we have been implicitly dealing only with proper transformations (as opposed to reflections), we assume that the matrix of equation (6) has a positive determinant, and so $\alpha \gamma>0$.

Under the action of $A$, the coordinate vector $\mathbf{x}=(x, y)$ is transformed to $\mathbf{x}_{A}=\left(x_{A}, y_{A}\right)=(\alpha x$, $\beta x+\gamma y)$. Let us now follow Vaz and Cyganski ${ }^{(4)}$ and introduce a new arc length parameter $\mathrm{d} \tau$ defined by

$$
\begin{equation*}
d \tau=\left|x^{\prime} y^{\prime \prime}-x^{\prime \prime} y^{\prime}\right|^{1 / 3} \mathrm{~d} \tau \tag{7}
\end{equation*}
$$

which is shown in reference (4) to be reparameterization invariant. Under the action of $A, \mathrm{~d} t$ is transformed to $\mathrm{d} \tau_{A}=(\operatorname{det} A)^{1 / 3} \mathrm{~d} \tau=(\alpha \gamma)^{1 / 3} \mathrm{~d} \tau$, and so although $\mathrm{d} \tau$ is not an affine invariant, it transforms linearly under affine transformations and thus is a convenient integration measure. Clearly, the difference between the upper and lower limits of an integration over $\tau$ also simply rescales by $(\alpha \gamma)^{1 / 3}$ under the affine transformation $A$; henceforth, we shall choose the constant of integration in the integrated version of equation (7) so that $\tau=0$ at $P$.

We now define "center of mass" coordinates $x_{C M}, y_{C M}$ and central moment integrals $\mu_{r s}=\mu_{r s}(T)$, in the neighborhood of $P$, by

$$
\begin{equation*}
\left(x_{C M}, y_{C M}\right)=\frac{\int_{0}^{T} \mathrm{~d} \tau[x(t), y(t)]}{\int_{\Omega}^{T} \mathrm{~d} \tau} \tag{8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{r s}(T)=\int_{0}^{T} \mathrm{~d} \tau\left(x-x_{C M}\right)^{r}\left(y-y_{C M}\right)^{3} \tag{8b}
\end{equation*}
$$

where the upper limit $T$ will be specified through the normalization procedure. Under the action of the affine transformation with matrix $A$, the central moments transform to

$$
\begin{equation*}
\mu_{A: T s}\left(T_{A}\right)=\int_{0}^{T_{A}} \mathrm{~d} \tau_{A}\left(x-x_{C M}\right)_{A}^{r}\left(y-y_{C M}\right)_{A}^{3} \tag{8c}
\end{equation*}
$$

with $T_{A}=(\alpha \gamma)^{1 / 3} T$. Substituting the $\operatorname{transformed}$ quantities and making a change of integration variable from $\tau_{1}$ to $\tau$, we get

$$
\begin{align*}
\mu_{A, r s}\left(T_{A}\right)= & (\alpha \gamma)^{1 / 3} \int_{0}^{T} \mathrm{~d} \tau\left[\alpha\left(x-x_{C M}\right)\right]^{r} \\
& \times\left[\beta\left(x-x_{C M}\right)+\gamma\left(y-y_{C M}\right)\right]^{s} \\
= & (\alpha \gamma)^{1 / 3} \sum_{t=0}^{s} \frac{s!}{t!(s-t)!} \alpha^{\prime} \beta^{r} \gamma^{x-1} \mu_{r+1:-1}(T) . \tag{9}
\end{align*}
$$

Let us now impose a set of four constraints to uniquely fix the affine transformation parameters $\alpha, \beta, \gamma$ and the interval of integration $T=\mu_{00}$

$$
\begin{equation*}
\mu_{A: 02}\left(T_{A}\right)=\mu_{A, 20}\left(T_{A}\right)=1, \quad \mu_{A: 11}\left(T_{A}\right)=0, \quad T_{A}=f, \tag{10}
\end{equation*}
$$

with $f$ a positive constant charactenzing the normalization. Because the $\mu$ 's have been defined as central moments, these conditions are always attainable for $f$ in the range of $T_{A}$. Substituting equaton (9). the first three conditions of equation (10) can be solved algebraically in terms of $T$ by solving a quadratic equation. Writing

$$
\begin{equation*}
\bar{y}=\frac{\eta}{x}, \quad \bar{\beta}=\frac{\beta}{x}, \tag{11a}
\end{equation*}
$$

the solution takes the form

$$
\begin{gather*}
\tilde{\gamma}=\frac{\mu_{20}(T)}{\mathscr{Q}^{1 / 2}}, \tilde{\beta}=-\frac{\mu_{11}(T)}{\mathscr{P}^{1 / 2}}, \\
\mathscr{Z}=\mu_{20}(T) \mu_{02}(T)-\mu_{11}(T)^{2},  \tag{IIb}\\
x=\mu_{20}(T)^{-3 / 8} \hat{\gamma}^{-1 / 8},(x y)^{1 / 3}=\mathscr{Q}^{-1 / 8} .
\end{gather*}
$$

The final condition of equation (10), which determines the integration interval $T$ before normalization, is implicit and must be solved by an iterative method. Writing

$$
\begin{equation*}
F(T)=\mathscr{Z}^{-1 / 8} \mu_{00}-\int \tag{12a}
\end{equation*}
$$

the desired value of $T$ is a solution of $F(T)=0$, which always exists for $f$ in the range of $\mathcal{Q}^{-1 / 8} \mu_{00}$. For simplicity, we solve this equation using Newton's method, for which the desired solution $T$ is the limit $T_{\infty}$ of the iteration defined by

$$
\begin{equation*}
T_{n+1}=T_{n}-\frac{F(T)}{F^{\prime}(T)} \tag{12b}
\end{equation*}
$$

with the prime here denoting differentiation with respect to $T$, and with the initialization of $T_{1}$ specified below. The result of this iteration, when substituted into equations (11a) and (11b), is the set of parameters $\alpha, \beta, \gamma$ of a normalizing affine transformation matrix $A$ with the form of equation (6). In order to get a normalizing transformation that behaves smoothly as $T \rightarrow 0$, we take as the final normalizing transformation the rescaled matrix $\bar{A}=A_{\text {unit circle }}^{-1} \mathcal{A}$, with $A_{\text {unit citce }}$ the transformation obtained by applying the above procedure to a unit circle passing through the origin and tangent to the $y$-axis there. Corresponding to this choice, we parameterize $f$ as $f=f\left(\Delta_{A}\right)$, with $\Delta_{A}$ the arc length along a unit circle and with

$$
\begin{equation*}
f\left(\Delta_{A}\right)=\mathscr{P}_{\text {unii circle }}^{-1 / 8}\left(\Delta_{A}\right) \Delta_{A} \tag{I2c}
\end{equation*}
$$

so that the limit of vanishing normalization interval is simply the limit $\Delta_{A} \rightarrow 0$. With this chnice of $f$ a convenient initialization for the Newton iteration is $T_{1}=\Delta_{A}$. (Formulas for the central moment integrals and $\mathcal{Q}^{-1 / 8}$ computed from such a unit circle are given in


Fig 1 Normalization results. Eflipses related by affine transformation (upper left) normalize to the same unit circle (upper right). Generic curves related by affine transformation (lower left) normalize to the same curve (lower right). The solid portion of each curve is the segment used for normalization. Typically 5-6 Newton iterations were used.

Appendix B.) The matrix $\bar{A}$ again has the form of equation (6), with parameters $\bar{\chi}, \tilde{\beta}, \tilde{\gamma}$, and the final normalized curve $\tilde{C}$ has the parameterized form

$$
\begin{equation*}
\bar{x}(t)=\mathbf{x}_{\bar{A}}(t)=[\tilde{x} x(t), \tilde{\beta} x(t)+\tilde{\gamma} y(t)] . \tag{13}
\end{equation*}
$$

The transformation $A$ has the useful property that it transforms any ellipse $C$ through the origin, and tangent to the $y$-axis there, into a unit circle $C$, with $\Delta_{A}$ the arc length on the unit circle of the segment used for normalization (see Fig. 1). Again, the normalizing transformation depends on the choice of the point $P$ in addition to the interval size $\Delta_{A}$.

To determine the correspondence between target segment and the templates, we now do a search over the templates, over choice of fiducial point $P^{\prime}$ on each template, and over the two possible senses of the tangent vector at $P^{\prime}$, applying the same normalization recipe as was applied to the target segment and look-
ing for a match. The search for a match is again done by comparing the normalized target and template using an appropriate measure for the degree to which they coincide

Variants on this procedure are possible. For instance, we could instead (see reference (1)) use the affine subgroup defined by matrices of the form

$$
B=\left(\begin{array}{ll}
1 & 0  \tag{14}\\
\beta & \gamma
\end{array}\right)
$$

which give a general affine transformation when combined with a similarity transformation. In this case one would only require $\mu_{A, 02}\left(T_{A}\right)=\mu_{A: 20}\left(T_{A}\right)$ as a normalization condition on the moments $\mu_{\text {A: } 02}$ and $\mu_{\mathrm{A}: 20}$ without requiring the common value to be unity. One would then have to do a scaling normalization, using the method described in Section 2, following the partial normalization with respect to the affine trans-
formation of equation (14), and this scaling normalization would have to be placed inside the Newton iteration loop which determines the integration interval $T$.

To conclude, we have shown that the normalization methods of reference (1) are not limited to the case of non-occluded images. When applied to partially occluded curves, they give a method for similarity normalization using only the tangent vector (which requires only first parametric derivatives), and a method for affine normalization using only the tangent vector and curvature (which requires only first and second parametric derivatives).

## 4. SUMMARY

We extend the general theory of image normalization developed by Adler ${ }^{(1)}$ to the case of planar curve segments. Specifically, we show that the method can be used to obtain a normalization, and hence all the invariants, of partially occluded planar curves subjected to similarity and affine transformations. The similarity normalization uses only the tangent vector (which requires only first parametric derivatives), while the affine normalization uses only the tangent vector and the curvature (which requires only first and second parametric derivatives). Thus, our algorithm gives a substantial improvement over previous methods in the literature for constructing similarity and affine invariants of partially occluded planar curves. Our algorithm is based on the subgroup method, ${ }^{(1)}$ in which we solve in succession the normalization problem for planar curve segments under translations and rotations, similarity transformations, and finally affine transformations. The similarity normalization is given by an explicit parametric integral over the curve segment; the affine normalization is given in terms of parametric integrals over the curve segment by a single, rapidly convergent Newton iteration. We give all the formulas needed for constructing the normalization algorithm, and a figure illustrating typical computational results.
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## APPENDIX A

We derive here a framework for the normalization of planar curves, starting from the general theory of image normalization given in reference (1). Let $C$ be a planar curve segment $x=x_{c}(t)$ parameterized by $t$, which in the terminology of reference (1) corresponds to an image intensity per unit area $I(x)$ given by the
reparameterization invariant expression

$$
\begin{equation*}
I(\mathbf{x})=\int_{l_{1}-\infty}^{i_{\infty}} \mathrm{d} t|\mathbf{T}| \delta^{2}\left(\mathbf{x}-\mathbf{x}_{c}(t)\right) \tag{Ala}
\end{equation*}
$$

In Equation ( $\mathrm{A} \mid \mathrm{a}$ ), $\delta^{2}(\mathbf{x})$ is the two-dimensional Dirac delta function, defined by $\delta^{2}(x)=0$ for $x \neq 0$, and $\iint d^{2} \mathbf{x} \delta^{2}(\mathbf{x})=1$, so that $\delta^{2}(\mathbf{x})$ is a distribution of unit weight with support at the origin $x=0$. Also in equation (Ala), $\mathbf{T}$ is the tangent vector defined in equation (lb), so that $\mathrm{d} s=\mathrm{d} t|\mathrm{~T}|$ is the differential of arc length, and therefore equation (Ala) describes a distribution with support on the curve segment $C$ having uniform weight per unit of arc length. The total image intensity integrated over area, corresponding to equation (Ala), is given by

$$
\begin{align*}
\iint \mathrm{d}^{2} \mathrm{x} l(\mathbf{x}) & =\int_{t_{\text {mic }}}^{t_{\text {mat }}} \mathrm{d} t|\mathbf{T}| \iint \mathrm{d}^{2} \mathbf{x} \delta^{2}\left(\mathbf{x}-\mathbf{x}_{C}(t)\right) \\
& =\int_{t_{\text {mie }}}^{t_{-1}} \mathrm{~d} t|\mathbf{T}|=s_{\text {max }}-s_{\text {mie }} \tag{AIb}
\end{align*}
$$

and so is just the total arc length of the segment.
Let now $\mathscr{G}=\{S\}$ be a group of symmetry or viewing transformations $S$, which act on the image $I(x)$ according to

$$
\begin{equation*}
I(\mathbf{x})^{\prime} \rightarrow I_{s}(\mathbf{x})=I(\mathbf{S}(\mathbf{x})) \tag{A2a}
\end{equation*}
$$

with $x \rightarrow S(x)$ the image coordinate mapping induced by the group element $S$. Substituting Equation (Ala) into equation (A2a), we have

$$
\begin{align*}
I s(\mathbf{x}) & =\int_{\int_{=10}}^{1} \mathrm{~d} t|\mathrm{~T}| \delta^{2}\left(\mathbf{S}(\mathbf{x})-\mathbf{x}_{c}(t)\right) \\
& =\int_{L_{m}}^{t_{m}} \mathrm{~d} t|\mathbf{T}||J(\mathbf{x})|^{-1} \delta^{2}\left(\mathbf{x}-\mathbf{S}^{-1}\left(\mathbf{x}_{c}(t)\right)\right), \tag{A2b}
\end{align*}
$$

with $J(\mathbf{x})$ the Jacobian of the transformation $\mathbf{S}(\mathbf{x})$. For the case of similarity and affine transformations discussed in this paper, the Jacobian $J$ is simply a constant and plays no further role; the image transformation of equations ( $A 2 a$ ) and ( $A 2 b$ ) is then equivalent to the replacement of the curve segment $C$ by the transformed curve segment $C_{s}$ described by the parametric expression

$$
\begin{equation*}
\mathbf{x}_{c_{s}}(t)=\mathbf{S}^{-1}\left(\mathbf{x}_{c}(t)\right) \tag{A3}
\end{equation*}
$$

Using equation (A3), the various results for image normalization given in reference (1) can be taken over to the planar curve case, with due attention to the fact that the inverse transformation appears in equation (A3). In particular, since

$$
\begin{equation*}
f(g(x)))^{-1}=g^{-1}\left(f^{-1}(x)\right) \tag{A4}
\end{equation*}
$$

expressions in reference (1) which involve multiple transformations will have the factors reverse ordered when expressed as an action on the parameterized curve. For example, the general normalization recipe for the parameterized curve reads

$$
\begin{equation*}
\overline{\mathbf{x}}_{c}(t)=\mathbf{M}_{c}\left(\mathbf{N}_{C}\left(\mathbf{x}_{c}(t)\right)\right) \tag{A5a}
\end{equation*}
$$

where $\mathbf{N}_{C}(\mathbf{x})$ is a normalizing map constructed from the curve which transforms under the image transformation as

$$
\begin{equation*}
\mathbf{N}_{C_{s}}(\mathbf{x})=\mathbf{N}_{c}(\mathbf{S}(\mathbf{x})), \tag{A5b}
\end{equation*}
$$

and where $\mathbf{M}_{\mathbf{c}}(\mathbf{x})$ is an optional second transformation which depends on the curve $C$ only through invariants under the group of transformations $\mathscr{G}$, that is,

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{s}}(\mathbf{x})=\mathbf{M}_{C}(\mathbf{x}), \quad \text { all } S \in \mathscr{G} \tag{A5c}
\end{equation*}
$$

We can easily check the validity of equation (A5a) directly,

$$
\begin{align*}
\hat{\mathbf{x}}_{c_{s}}(t) & =\mathbf{M}_{c_{s}}\left(\mathbf{N}_{c_{s}}\left(\mathbf{x}_{c_{s}}(t)\right)\right) \\
& =\mathbf{M}_{c}\left(\mathbf{N}_{c}\left(\mathbf{S}\left(\mathbf{S}^{-1}\left(\mathbf{x}_{C}(t)\right)\right)\right)\right)  \tag{A6}\\
& =\mathbf{M}_{c}\left(\mathbf{N}_{c}\left(\mathbf{x}_{c}(t)\right)\right)=\hat{\mathbf{x}}_{c}(t) .
\end{align*}
$$

The other general statements in reference (1) are similarly converted to results for the normalization of parameterized curves.

## APPENDIX B

We give here the central moments for a unit circle passing through the origin and tangent to the $y$-axis there. The parameterized form for the circle is

$$
\mathbf{x}_{\text {unit circle }}(t)=(-1+\cos t, \sin t), 0 \leq t<2 \pi,(\mathrm{~B} 1)
$$

and the origin lies at $t=0$. Equation (7) for the affine covariant arc length reduces to $d \tau=d t$, and we choose the constant of integration so that $\tau=0$ at the origin. Integrating over a segment of the unit circle $0 \leq \tau=t \leq T$, we find the following formulas for the center of mass coordinates and the second central moments,

$$
\left(x_{C M}, y_{C M}\right)=T^{-1}(-T+\sin T, 1-\cos T)
$$

$$
\begin{align*}
& \mu_{20}(T)=\frac{T}{2}\left(1+\frac{\sin 2 T}{2 T}\right)-\frac{1}{T}(\sin T)^{T}  \tag{B2a}\\
& \mu_{02}(T)=\frac{T}{2}\left(1-\frac{\sin 2 T}{2 T}\right)-\frac{4}{T}\left(\sin \frac{T}{2}\right)^{4}, \\
& \mu_{11}(T)=\sin T \sin \frac{T}{2}\left(\cos \frac{T}{2}-\frac{2}{T} \sin \frac{T}{2}\right)
\end{align*}
$$

and the corresponding small $T$ behavior is

$$
\begin{align*}
\left(x_{C M}, y_{C M}\right) & \approx\left(-\frac{1}{6} T^{2}, \frac{1}{2} T\right), \\
\mu_{20}(T) & \approx \frac{1}{45} T^{5}-\frac{1}{315} T^{7}, \\
\mu_{02}(T) & \approx \frac{1}{12} T^{3}-\frac{1}{40} T^{5},  \tag{B2b}\\
\mu_{11}(T) & \approx-\frac{1}{24} T^{4}+\frac{7}{720} T^{6}, \\
\mathscr{D}^{-1 / 8}(T) & =\left[\mu_{20}(T) \mu_{02}(T)-\mu_{11}(T)^{2}\right]^{-1 / 8} \\
& \approx 8640^{1 / 8} T^{-1}\left(1+\frac{3}{280} T^{2}\right) .
\end{align*}
$$
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# Nonadiabatic Geometric Phase in Quaternionic Hilbert Space 

Stephen L. Adler ${ }^{1}$ and Jeeva Anandan ${ }^{2}$<br>Received Seplember 30, 1996; revised October 25. 1996<br>We develop the theory of the nonadiabatic geometric phase, in both the Abelian and non-Abelian cases, in quaternionic Hilbert space.

## 1. INTRODUCTION

The theory of geometric phases associated with cyclic evolutions of a physical system is now a well-developed subject in complex Hilbert space. The seminal work of Berry on the adiabatic single state (Abelian) case ${ }^{(1)}$ has been extended to the non-Abelian case of the adiabatic evolution of a set of degenerate states, ${ }^{(2)}$ and both of these have been further extended ${ }^{(3,4)}$ to show that there is a geometric phase associated with any cyclic but nonadiabatic evolution of a single quantum state or of a degenerate group of quantum states.

In this paper we take up another direction for generalization of the geometric phase, from quantum mechanics in complex Hilbert space to quantum mechanics ${ }^{[5.61}$ in quaternionic Hilbert space. The generalization of the adiabatic geometric phase to quaternionic Hilbert space was given in Ref. 6 , where it was shown that for states of nonzero energy the adiabatic geometric phase is complex, as opposed to quaternionic, with a quaternionic adiabatic geometric phase occurring only for the adiabatic cyclic

[^234]evolution of zero energy states. Consideration of nonadiabatic cyclic evolutions was also begun in Ref. 6, but the discussion given there is incomplete. While Sec. 5.8 of Ref. 6 constructed a nonadiabatic cyclic invariant phase, it did not address the problem of separating this phase into a dynamical part determined by the quantum mechanical Hamiltonian, and a geometric part that depends only on the ray orbit and is independent of the Hamiltonian.

The purpose of the present paper is to give a complete discussion of the nonadiabatic geometric phase in quaternionic Hilbert space. In Sec. 2 we give a very brief survey of the properties of quantum mechanics in quaternionic Hilbert space that are needed in the analysis that follows. In Sec. 3 we consider the cyclic nonadiabatic evolution of a single quantum state, and show how to explictly generalize to quaternionic Hilbert space the construction of a nonadiabatic geometric phase given in Ref. 3. In Sec. 4 we extend our analysis to the case of a degenerate group of states, thereby obtaining a quaternionic nonadiabatic non-Abelian geometric phase corresponding to the complex construction given in Ref. 4. A brief summary and discussion of our results is given in Sec. 5.

## 2. QUANTUM MECHANICS IN QUATERNIONIC HILBERT SPACE

Only a few properties of quaternionic quantum mechanics are needed for the discussion that follows; the reader wishing to learn more than we can present here should consult Ref. 6. In quaternionic quantum mechanics, the Dirac transition amplitudes $\langle\psi \mid \phi\rangle$ are quaternion valued, that is, they have the form

$$
\begin{equation*}
\langle\psi \mid \phi\rangle=r_{0}+r_{1} i+r_{2} j+r_{3} k \tag{1}
\end{equation*}
$$

where $r_{0,1,23}$ are real numbers and where $i, j, k$ are quaternion imaginary units obeying the associative algebra $i^{2}=j^{2}=k^{2}=-1$ and $i j=-j i=k$, $j k=-k j=i, k i=-i k=j$. Because quaternion multiplication is noncommutative, two independent Dirac transition amplitudes $\langle\psi \mid \phi\rangle$ and $\langle\kappa \mid \eta\rangle$ in general do not commute with one another, unlike the situation in standard complex quantum mechanics, where all Dirac transition amplitudes are complex numbers and mutually commute. The transition probability corresponding to the amplitude of Eq. (1) is given by

$$
\begin{equation*}
P(\psi, \phi)=|\langle\psi \mid \phi\rangle|^{2}=\overline{\langle\psi}|\phi\rangle\langle\psi \mid \phi\rangle=r_{0}^{2}+r_{1}^{2}+r_{2}^{2}+r_{3}^{2} \tag{2}
\end{equation*}
$$

where the bar denotes the quaternion conjugation operation $\{i, j, k\} \rightarrow$ $\{-i,-j,-k\}$ and where we have assumed the states $|\psi\rangle$ and $|\phi\rangle$ to be
unit normalized. Since the quaternion norm defined by Eq. (2) has the multiplicative norm property

$$
\begin{equation*}
\left|q_{1} q_{2}\right|=\left|q_{1}\right|\left|q_{2}\right| \tag{3}
\end{equation*}
$$

the transition probability of Eq. (2) is unchanged when the state vector $|\phi\rangle$ is right multiplied by a quaternion $\omega$ of unit magnitude,

$$
\begin{equation*}
|\phi\rangle \rightarrow|\phi\rangle \omega, \quad|\omega|=1 \Rightarrow P(\psi, \phi) \rightarrow P(\psi, \phi) \tag{4}
\end{equation*}
$$

Hence as in complex quantum mechanics, physical states are associated with Hilbert space rays of the form $\{|\phi\rangle \omega:|\omega|=1\}$, and the transition probability of Eq. (2) is the same for any ray representative state vectors $|\phi\rangle$ and $|\psi\rangle$ chosen from their corresponding rays. In the next section, we shall follow Ref. 3 in denoting quaternionic Hilbert space by $\mathscr{H}$, and the projective Hilbert space of rays of $\mathscr{H}$ by $\mathbb{P}$.

Time evolution of the state vector $|\psi\rangle$ is described in quaternionic quantum mechanics by the Schrödinger equation

$$
\begin{equation*}
\frac{\partial|\psi\rangle}{\partial t}=-\hat{H}|\psi\rangle \tag{5a}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{H}=-\bar{H}^{+} \tag{5b}
\end{equation*}
$$

an anti-self-adjoint Hamiltonian. From Eqs. (5a) and (5b) we see that the Dirac transition amplitude $\langle\psi \mid \phi\rangle$ is time independent,

$$
\begin{align*}
\frac{\partial}{\partial t}\langle\psi \mid \phi\rangle & =\left(\frac{\partial}{\partial t}\langle\psi|\right)|\phi\rangle+\langle\psi| \frac{\partial}{\partial t}|\phi\rangle \\
& =\langle\psi| \bar{H}-\bar{H}|\phi\rangle=0 \tag{6}
\end{align*}
$$

and thus the Schrödinger dynamics of state vectors preserves the inner product structure of Hilbert space. The dynamics of Eqs. (5) and (6) is evidently preserved under right linear superposition of states with quaternionic constants,

$$
\begin{align*}
\frac{\partial|\psi\rangle}{\partial t} & =-\tilde{H}|\psi\rangle, \frac{\partial|\phi\rangle}{\partial t_{t}}=-\tilde{H}|\phi\rangle \\
& =\frac{\partial\left(|\psi\rangle q_{1}+|\phi\rangle q_{2}\right)}{\partial t} \\
& =-\tilde{H}\left(|\psi\rangle q_{1}+|\phi\rangle q_{2}\right) \tag{7}
\end{align*}
$$

Equation (7) illustrates two general features of our conventions for quaternionic quantum mechanics, which are that linear operators (such as $\bar{H}$ ) act on Hilbert space state vectors by multiplication from the left, whereas quaternionic numbers (the scalars of Hibert space) act on state vectors by multiplication from the right. Adherence to these ordering conventions is essential because of the noncommutative nature of quaternionic multiplication.

## 3. THE NONADIABATIC ABELIAN QUATERNIONIC GEOMETRIC PHASE

Let us now consider a unit normalized quaternionic Hilbert space state $|\psi(t)\rangle$ which undergoes a cyclic evolution between the times $t=0$ and $t=T$. Since physical states are associated with rays, this means that

$$
\begin{equation*}
|\psi(T)\rangle=|\psi(0)\rangle \Omega, \quad|\Omega|=1 \tag{8}
\end{equation*}
$$

and so the orbit $\mathscr{C}$ of $|\psi(t)\rangle$ in $\mathscr{H}$ projects to a closed curve $\mathscr{C}$ in the projective Hilbert space $\mathscr{P}$.

Let us now define a state $|\hat{\psi}(t)\rangle$ that is equal to $|\psi(t)\rangle$ at $t=0$, that differs from $|\psi(t)\rangle$ only by a reraying at general times, i.e.,

$$
\begin{align*}
|\psi(t)\rangle & =|\hat{\psi}(t)\rangle \hat{\omega}(t) \\
|\hat{\omega}(t)| & =1  \tag{9a}\\
\hat{\omega}(0) & =1
\end{align*}
$$

and that evolves in time by parallel transport, i.e.,

$$
\begin{equation*}
\langle\hat{\psi}(t)| \frac{\partial|\hat{\psi}(t)\rangle}{\partial t}=0 \tag{9b}
\end{equation*}
$$

The conditions of Eqs. (9a) and (9b) uniquely determine $\hat{\omega}(t)$, and hence the state $|\hat{\psi}(t)\rangle$, as follows. Substituting the first line of Eq. (9a) into the Schrödinger equation of Eq. (5a), we get

$$
\begin{align*}
-\hat{H}|\hat{\psi}(t)\rangle \hat{\omega}(t) & =-\tilde{H}|\psi(t)\rangle \\
& =\frac{\partial|\psi(t)\rangle}{\partial t}=|\hat{\psi}(t)\rangle \frac{d \hat{\omega}(t)}{d t}+\frac{\partial|\hat{\psi}(t)\rangle}{\partial t} \hat{\omega}(t) \tag{10}
\end{align*}
$$

Taking the inner product of this equation with the state $\langle\hat{\psi}(t)|$, and using the unit normalization of the state vector $|\hat{\psi}(t)\rangle$ together with the parallel transport condition of Eq. (9b), we get

$$
\begin{equation*}
\frac{d \hat{\omega}(t)}{d t}=-\langle\hat{\psi}(t)| \hat{\boldsymbol{A}}|\hat{\psi}(t)\rangle \hat{\omega}(t) \tag{11}
\end{equation*}
$$

This differential equation can be immediately integrated to give

$$
\begin{equation*}
\omega(t)=T_{1} e^{-\int_{0} d_{\nu}\langle\dot{\psi}(t)| \dot{t}|\bar{\psi}(v)\rangle} \tag{12}
\end{equation*}
$$

where $T_{i}$ denotes the time-ordered product which orders later times to the left, and where we have used the initial condition on the third line of Eq. (9a). In particular, Eq. (12) gives us a formula for the value $\dot{\omega}(T)$ at the end of the cyclic evolution. We shall see that this has the interpretation of the dynamics-dependent part of the total phase change $\Omega$.

To relate Eq. (12) to the total phase change, we use Eqs. (8) and (9a) to write

$$
\begin{equation*}
|\psi(T)\rangle \hat{\omega}(T)=|\psi(T)\rangle=|\psi(0)\rangle \Omega=|\hat{\psi}(0)\rangle \Omega \tag{13a}
\end{equation*}
$$

so that taking the inner product with $\langle\hat{\psi}(0)|$ gives

$$
\begin{equation*}
\Omega=\langle\hat{\psi}(0) \mid \hat{\psi}(T)\rangle \hat{\omega}(T) \tag{13b}
\end{equation*}
$$

To complete the calculation, we must now evaluate the inner product appearing in Eq. (13b). To do this, we introduce a third state vector $|\bar{\psi}(t)\rangle$ which differs from $|\hat{\psi}(\imath)\rangle$ by a change of ray representative, by writing

$$
\begin{align*}
|\tilde{\psi}(t)\rangle & =|\tilde{\psi}(t)\rangle \tilde{\omega}(t) \\
|\bar{\omega}(t)| & =1  \tag{14a}\\
\tilde{\omega}(0) & =1
\end{align*}
$$

and by requiring that $\bar{\psi}$ should be continuous over the orbit $\mathscr{C}$,

$$
\begin{equation*}
|\widetilde{\psi}(T)\rangle=|\Psi(0)\rangle \tag{14b}
\end{equation*}
$$

Differentiating the first line of Eq. (14a) with respect to time, we get

$$
\begin{equation*}
\frac{\partial|\hat{\psi}(t)\rangle}{\partial t}=\frac{\partial|\tilde{\psi}(t)\rangle}{\partial t} \tilde{\omega}(t)+|\tilde{\psi}(t)\rangle \frac{d \tilde{\omega}(t)}{d t} \tag{15}
\end{equation*}
$$

Taking the inner product of Eq. (15) with $\bar{\omega}(t)\langle\hat{\psi}(t)|$, using the parallel transport condition of Eq. (9b) together with the first line of Eq. (14a), and abbreviating the time derivative $\partial / \partial t$ by a dot, we obtain

$$
\begin{equation*}
0=\langle\tilde{\psi}(t)| \dot{\bar{\psi}}|(t)\rangle \tilde{\omega}(t)+\langle\tilde{\psi}(t) \mid \tilde{\psi}(t)\rangle \dot{\omega}(t)) \tag{16a}
\end{equation*}
$$

Since the second line of Eq. (14a) implies that the state $|\bar{\psi}(t)\rangle$ is unit normalized, Eq. (16a) simplifies to

$$
\begin{equation*}
\dot{\tilde{\omega}}(t))=-\langle\tilde{\psi}(t) \mid \dot{\psi}(t)\rangle \Phi(t) \tag{16b}
\end{equation*}
$$

which can be immediately integrated to give

$$
\begin{equation*}
\tilde{\omega}(t)=T_{1} e^{-\int_{0} d t(t\langle\tilde{\psi}(r) \|(n)\rangle} \tag{17}
\end{equation*}
$$

with $T_{l}$ as before indicating a time-ordered product. In particular, Eq. (17) gives us a formula for $\bar{\omega}(T)$. But from Eqs. (14a) and (14b) we have

$$
\begin{equation*}
|\tilde{\psi}(T)\rangle=|\tilde{\psi}(T)\rangle \tilde{\omega}(T)=|\tilde{\psi}(0)\rangle \tilde{\omega}(T)=|\hat{\psi}(0)\rangle \tilde{\omega}(T) \tag{18a}
\end{equation*}
$$

and so taking the inner product of Eq. (18a) with $\langle\hat{\psi}(0)|$ we get

$$
\begin{equation*}
\langle\hat{\psi}(0) \mid \hat{\psi}(T)\rangle=\tilde{\omega}(T) \tag{18b}
\end{equation*}
$$

determining the inner product appearing in Eq. (13b).
We thus get as our final result,

$$
\begin{equation*}
\Omega=\Omega_{\text {geomerric }} \Omega_{\text {dynumicat }} \tag{19a}
\end{equation*}
$$

with

$$
\begin{equation*}
\Omega_{\text {geomeric }} \equiv \tilde{\omega}(T)=T_{1} e^{-\int_{\mathrm{a}}^{T} 山_{i}\langle\langle\tilde{\psi}(n) \mid \dot{\psi}(n)\rangle} \tag{19b}
\end{equation*}
$$

and with

$$
\begin{equation*}
\Omega_{\text {dynamical }} \equiv \hat{\omega}(T)=T_{1} e^{-\int_{0}^{T} \psi r\langle\hat{\psi}(v)| \eta|\hat{\psi}(v)\rangle} \tag{19c}
\end{equation*}
$$

The dynamical part of the phase is so called because it depends explicitly on $\tilde{A}$, as well as on the orbit $\mathscr{C}$ in the projective Hilbert space $\mathscr{P}$; it is uniquely determined by the conditions of Eqs. (9a) and (9b), since these conditions uniquely determine the state $|\hat{\psi}(t)\rangle$. The geometric part of the phase is so called because, as we shall now show, it depends uniquely on
the projective orbit $\dot{\mathscr{C}}$ up to an overall quaternion automorphism transformation. To see this, let us make the reraying

$$
\begin{equation*}
|\tilde{\psi}(t)\rangle \rightarrow\left|\tilde{\psi}^{\prime}\right\rangle \omega^{\prime}(t), \quad\left|\omega^{\prime}\right|=1 \tag{20a}
\end{equation*}
$$

with $\omega^{\prime}(t)$ continuous over the orbit $\mathscr{C}$ so that

$$
\begin{equation*}
\omega^{\prime}(T)=\omega^{\prime}(0) \tag{20b}
\end{equation*}
$$

Then (as shown in detail in Sec. 5.8 of Ref. 6) the properties of the timeordered integral in Eq. (19b) imply that under this transformation,

$$
\begin{equation*}
\Omega_{\text {geometric }} \rightarrow \bar{\omega}^{\prime}(T) \Omega_{\text {geomeric }} \omega^{\prime}(0) \tag{21a}
\end{equation*}
$$

which by the continuity condition of Eq. (20b) reduces to the quaternion automorphism transformation

$$
\begin{equation*}
\Omega_{\text {geometric }} \rightarrow \bar{\omega}^{\prime}(0) \Omega_{\text {geometric }} \omega^{\prime}(0) \tag{21b}
\end{equation*}
$$

Since for any two quaternions $q_{1}, q_{2}$ we have $\operatorname{Re} q_{1} q_{2}=\operatorname{Re} q_{2} q_{1}$, with $\operatorname{Re}$ denoting the real part, Eq. (21b) implies that

$$
\begin{equation*}
\cos \gamma_{\text {geometric }} \equiv \operatorname{Re} \Omega_{\text {geomerric }} \tag{22}
\end{equation*}
$$

is a reraying invariant, and thus $\gamma_{\text {geometric }}$ is a nonadiabatic geometric phase angle that is a property solely of the projective orbit $\mathcal{E}$. The fact that the nonadiabatic geometric phase in quaternionic Hilbert space is only determined modulo $\pi$ is a reflection of the fact that $e^{i y}$ is changed to $e^{-i y}$ by the quaternion automorphism transformation

$$
\begin{equation*}
e^{-n}=j e^{\prime \prime \prime} j \tag{23}
\end{equation*}
$$

Thus, to recover the result that the complex nonadiabatic geometric phase is determined modulo $2 \pi$ by embedding a complex Hilbert space in a quaternionic one and using Eqs. (19a)-(19c), one must exclude the possibility of making intrinsically quaternionic automorphism transformations involving the quaternion units $j$ or $k$, as in Eq. (23).

In geometric terms, $\Omega_{\text {geometric }}$ is the holonomy transformation of the connection $A=\langle\tilde{\psi} \mid d \bar{\psi}\rangle$. But since this connection is quaternion-imaginary valued, it is analogous to an $S O(3)$ gauge potential. Therefore, the corresponding curvature is of the Yang Mills type and is given by $F=d A+A \wedge A$.

An alternative expression for the total phase change $\Omega$ can be obtained ${ }^{[7]}$ by writing

$$
\begin{align*}
|\psi(t)\rangle & =|\tilde{\psi}(t)\rangle \tilde{\chi}(t)  \tag{24}\\
\tilde{\chi}(t) & =\hat{\omega}(t) \tilde{\omega}(t), \quad \tilde{\chi}(0)=1
\end{align*}
$$

Substituting Eq. (24) into the Schrődinger equation and then taking the inner product with $\langle\tilde{\psi}(t)|$, we obtain

$$
\begin{equation*}
\frac{d \tilde{\chi}(t)}{d t}=-(\langle\tilde{\psi}(t)| \tilde{A}|\tilde{\psi}(t)\rangle+\langle\tilde{\psi}(t) \mid \dot{\psi}(t)\rangle) \tilde{\chi}(t) \tag{25a}
\end{equation*}
$$

which can be integrated from 0 to $T$ to give

This procedure and the resulting formula of Eq. (25b) are direct analogs of the derivation given in Ref. 3 for the complex Hilbert space case, but in quaternionic Hilbert space the two terms in the exponential are noncommutative, and so the exponential in Eq. (25b) cannot be immediately factored into dynamical and geometric phase factors. As we have seen, to achieve this factorization it is necessary to use a two-step procedure, involving the parallel transported state $|\dot{\psi}(t)\rangle$ as well as the state $|\bar{\psi}(t)\rangle$ that is continuous over the cycle.

## 4. THE NONADIABATIC NON-ABELIAN QUATERNIONIC GEOMETRIC PHASE

We turn next to the quaternionic Hilbert space generalization of the complex nonadiabatic ${ }^{(4)}$ non-Abelian ${ }^{(2)}$ geometric phase. We consider now a cyclic evolution in an $n$-dimensional Hilbert subspace $V_{n}$, i.e., $V_{n}(T)=$ $V_{n}(0)$. Let $\left|\psi_{a}(t)\right\rangle, a=1, \ldots, n$ be a complete orthonormal basis for $V_{n}$, so that the reraying invariant projection operator for $V_{n}$ is

$$
\begin{equation*}
\rho_{n}(t)=\sum_{u=1}^{n}\left|\psi_{u}(t)\right\rangle\left\langle\psi_{u}(t)\right| \tag{26a}
\end{equation*}
$$

in terms of which the cyclic evolution condition takes the form

$$
\begin{equation*}
\rho_{n}(T)=\rho_{n}(0) \tag{26b}
\end{equation*}
$$

The principal difference from the complex case treated in Ref. 4 is that in the quaternion case, the unitary matrix factors must always be ordered to the right of ket state vectors, whereas in the complex case the ordering is irrelevant, and in fact in Ref. 4 the matrix factors are ordered to the left. The results of Ref. 4 can be obtained by the complex specialization of the results obtained in this paper. However, we have introduced here a new technique of using paraliel transported states $\left|\dot{\psi}_{a}\right\rangle$ to cleanly separate the non-Abelian geometric phase and the dynamical phase, which in general (even in the complex non-Abelian case) do not commute with each other.

## 5. SUMMERY AND DISCUSSION

To summarize, we have shown that both the complex Abelian and non-Abelian nonadiabatic geometric phases can be generalized to quaternonic Hilbert space. These results are both of theoretical interest and of experimental relevance for possible tests for complex versus quaternionic quantum mechanics. Long ago, Peres ${ }^{(8)}$ proposed testing for quaternionic quantum mechanical effects by looking for noncommutativity of scattering phase shifts. However, the result of Ref. 6 that the $S$-matrix in quaternionic quantum mechanics is always complex valued (for nonzero energy states) implies that there are no quaternionic scattering phase shifts, and the Peres test necessarily gives a null result. An alternative but related method is to look for interference effects in cyclic evolutions that could show the presence of quaternionic effects. The fact ${ }^{(6)}$ that the adiabatic geometric phase is always complex (for nonzero energy states) is a counterpart of the complexity of the $S$-matrix, and implies that a null result will always be obtained for cyclic interference experiments involving adiabatic state evolutions. However, the results obtained here show that for cyclic evolutions that are nonadiabatic, one could in principle devise interference experiments to place meaningful bounds on postulated quaternionic components of the wave function.

## ACKNOWLEDGMENTS

The work of SLA was supported in part by the Department of Energy under Grant No. DE-FG02-90ER40542, and of JA in part by ONR grant No. R\&T 3124141 and NSF grant No. PHY-9307708. SLA wishes to acknowledge the hospitality of the Aspen Center for Physics, where part of this work was done.

## REFERENCES

1. M. V. Berry, Proc. R. Soc. London A 392, 45 (1984).
2. F. Wilczek and A Zee, Phys. Rev. Lefl. 56, 2111 (1984).
3. Y. Aharanov and J. Anandan, Phys. Rev. Le'r. 58, 1593 (1987).
4. J. Anandan, Phys. Lett. A 133, 171 ([988).
5. L. P. Horwitz and L. C. Biedenharn, Ann. Phys. New York 157, 432 (1984).
6. S. L. Adler. Quaternionic Quantum Mechanics and Quantum Fields (Oxford University Press, New York and Oxford, 1995).
7. P. Levay, Phys. Rev. A 41. 2837 (1990); J. Math. Phys. 32, 2347 (1991).
8. A. Peres, Phys. Rev. Letl. 42, 683 (1979).

# Coherent states in quaternionic quantum mechanics 

Stephen L. Adlen ${ }^{\text {a }}$<br>Institute for Advanced Study, Princeton, New Jersey 08540<br>Andrew C. Millard ${ }^{\mathrm{b}}$<br>Physics Department, Princeton University, Princeton, New Jersey 08544

(Received 28 October 1996; accepted for publication 2 December 1996)
We develop Perelomov's coherent states formalism to include the case of a quaternionic Hilbert space. We find that, because of the closure requirement, an attempted quaternionic generalization of the special nilpotent or Weyl group reduces to the normal complex case. For the case of the compact group $\operatorname{SU}(2)$, however, coherent states can be formulated using the quatemionic half-integer spin matrices of Finkelstein, Jauch, and Speiser, giving a nontrivial quatemionic analog of coherent states. © 1997 American Institute of Physics. [S0022-2488(97)01005-0]

## I. INTRODUCTION

The coherent states formalism is an important part of the apparatus of complex quantum mechanics, and in this framework has been given a general and elegant form through the work of Perelomov. ${ }^{1}$ However, in a recent systematic study of quantum mechanics in quaternionic Hilbert space, ${ }^{2}$ the issue of whether there is a quaternionic analog of coherent states was left open; filling this gap is the object of the present paper. In Sec. II we show that the general Perelomov construction readily extends to quaternionic Hilbert space, even when the subtleties arising from projective group representations ${ }^{3}$ are taken into account. In Sec. III we demonstrate that when this quaternionic generalization is applied to the special nilpotent or Weyl group, the requirement of group closure reduces the structure of the coherent states so obtained to a quaternionic embedding of the standard complex construction. Hence, as suspected by Klauder, ${ }^{4}$ there is no nontrivial quaternionic generalization of the standard complex coherent states based on the Weyl group. As an application of our formalism to a case in which the quaternionic coherent states are not simply embeddings of the corresponding complex ones, we discuss in Sec. IV the case of the quaternionic coherent states constructed by the Perelomov method based on the intrinsically quatemionic halfinteger spin representations of the rotation group.

## II. GENERAL PROPERTIES OF PERELOMOV COHERENT STATES IN QUATERNIONIC hilbert space

Let $\left|\psi_{0}\right\rangle$ be a fixed state in a quaternionic Hilbert space $V_{\mathcal{F}}$. For some Lie group $G$ and its irreducible unitary representation, $\{T(g): g \in G\}$, consider the set of states $\left\{\left|\psi_{g}\right\rangle\right\}$, where

$$
\left|\psi_{g}\right\rangle=T(g)\left|\psi_{0}\right\rangle .
$$

Consider transforming from a state $\left|\psi_{g_{1}}\right\rangle$ to another $\left|\psi_{g_{2}}\right\rangle$. In terms of $\left|\psi_{g_{1}}\right\rangle$,

$$
\left|\psi_{0}\right\rangle=T^{-i}\left(g_{1}\right)\left|\psi_{g_{1}}\right\rangle=T\left(g_{1}^{-1}\right)\left|\psi_{g_{1}}\right\rangle
$$

hence,

[^235]$$
\left|\psi_{g_{2}}\right\rangle=T\left(g_{2}\right) T\left(g_{1}^{-1}\right)\left|\psi_{g_{1}}\right\rangle=T\left(g_{2} g_{1}^{-1}\right)\left|\psi_{g_{1}}\right\rangle \omega_{p}\left(g_{2}, g_{1}^{-1}\right),
$$
where the factor of $\omega_{p}\left(g_{2}, g_{1}^{-1}\right)$ is a quaternionic phase, inserted so that projective representations ${ }^{3}$ may also be considered in this approach. Then, if
$$
T\left(g_{2} g_{1}^{-1}\right)\left|\psi_{g_{1}}\right\rangle=\left|\psi_{g_{1}}\right\rangle \omega_{g_{1}}\left(g_{2}, g_{1}^{-1}\right)
$$
where $\omega_{g_{1}}\left(g_{2}, g_{1}^{-1}\right)$ is another quaternionic phase, then
$$
\left|\psi_{g_{2}}\right\rangle=\left|\psi_{g_{1}}\right\rangle \omega_{g_{1}}\left(g_{2}, g_{1}^{-1}\right) \omega_{p}\left(g_{2}, g_{1}^{-1}\right)
$$
or, in other words, $\left|\psi_{g_{2}}\right\rangle$ and $\left|\psi_{g_{1}}\right\rangle$ differ only by a phase factor and hence determine the same physical state.

Let $H$ be the set of elements $\{h\}$ in $G$ such that

$$
T(h)\left|\psi_{0}\right\rangle=\left|\psi_{0}\right\rangle \omega(h)
$$

Then $H$ is a subgroup of $G$, being the stationary group for the ray containing $\left|\psi_{0}\right\rangle$. Forming the set of left cosets $M=G / H$, for each coset $x \in M$, one representative $g(x)$ can be selected to form the set of states $\left\{\left|\psi_{g(x)}\right\rangle\right\}=\{|x\rangle\}$. The following definition may then be made:

Definition 1: The system of coherent states of type $\left(T,\left|\psi_{0}\right\rangle\right)$ is the set of states $\left\{\left|\psi_{g}\right\rangle\right\}$, where $\left|\psi_{g}\right\rangle=T(g)\left|\psi_{0}\right\rangle$ and $g$ runs over $G$. The coherent state $\left|\psi_{g}\right\rangle$ is determined up to a quaternionic phase by the coset $x=x(g)$, which is an element of $G / H$, corresponding to the element $g$; that is

$$
\left|\psi_{g}\right\rangle=\mid x>\omega(g)
$$

where $\left.\mid \psi_{0}\right)$ is henceforth abbreviated as $|0\rangle$.
Consider $h_{1}, h_{2} \in H$. A general element of $G$ is $g=g(x) h$, where $g(x)$ is a particular element corresponding to a coset in $G / H$ and $g(0)=1$. From before,

$$
\left|\psi_{g}\right\rangle=T(g)|0\rangle=|x\rangle \omega(g)
$$

so for $g_{1}=g(x) h_{1}$ and $g_{2}=g(x) h_{2}$,

$$
\begin{equation*}
T\left(g_{1}\right)|0\rangle=|x\rangle \omega\left(x, h_{1}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
T\left(g_{2}\right)|0\rangle=|x\rangle \omega\left(x, h_{2}\right) \tag{2}
\end{equation*}
$$

similarly, if

$$
g_{12}=g(x) h_{1} h_{2}=g_{1} h_{2}
$$

then

$$
\begin{equation*}
T\left(g_{12}\right)|0\rangle=|x\rangle \omega\left(x, h_{1} h_{2}\right) \tag{3}
\end{equation*}
$$

Now consider the case where $|x\rangle=|0\rangle$; Eqs. (1)-(3) then become

$$
\begin{gathered}
T\left(g_{1}\right)|0\rangle=|0\rangle \omega\left(h_{1}\right), \quad T\left(g_{2}\right)|0\rangle=|0\rangle \omega\left(h_{2}\right) \\
T\left(g_{12}\right)|0\rangle=|0\rangle \omega\left(h_{1} h_{2}\right)
\end{gathered}
$$

However, since $g(0)=1$ implies that $g_{1}=h_{1}$ and $g_{2}=h_{2}$, then $g_{12}=g_{1} h_{2}=g_{1} g_{2}$; allowing for projective representations.

$$
\begin{aligned}
T\left(g_{12}\right)|0\rangle & =T\left(g_{1} g_{2}\right)|0\rangle=T\left(g_{1}\right) T\left(g_{2}\right)|0\rangle \omega_{p}^{-1}\left(g_{1}, g_{2}\right)=T\left(g_{1}\right) T\left(g_{2}\right)|0\rangle \omega_{p}^{-1}\left(h_{1}, h_{2}\right) \\
& =T\left(g_{1}\right)|0\rangle \omega\left(h_{2}\right) \omega_{p}^{-1}\left(h_{1}, h_{2}\right)=|0\rangle \omega\left(h_{1}\right) \omega\left(h_{2}\right) \omega_{p}^{-1}\left(h_{1}, h_{2}\right)
\end{aligned}
$$

giving

$$
\begin{equation*}
\omega\left(h_{1} h_{2}\right)=\omega\left(h_{1}\right) \omega\left(h_{2}\right) \omega_{p}^{-1}\left(h_{1}, h_{2}\right) \tag{4}
\end{equation*}
$$

If $T$ is a true representation, as opposed to a projective representation, then the projective phases are unity and

$$
\omega\left(h_{1} h_{2}\right)=\omega\left(h_{1}\right) \omega\left(h_{2}\right)
$$

in correspondence with the complex phase relationship

$$
\exp \left[i \alpha\left(h_{1} h_{2}\right)\right]=\exp \left[i \alpha\left(h_{1}\right)\right] \exp \left[i \alpha\left(h_{2}\right)\right]
$$

given by Perelomov.
Consider now elements $g \in G$ and $h \in H$ and the action of the corresponding operators on $|0\rangle$. Now

$$
T(h)|0\rangle=|0\rangle \omega(h)
$$

and

$$
T(g)|0\rangle=\{x(g)\rangle \omega(g)
$$

and similarly

$$
T(g h)|0\rangle=|x(g h)\rangle \omega(g h)
$$

then,

$$
T(g h)|0\rangle=T(g) T(h)|0\rangle \omega_{p}^{-1}(g, h)=|x(g)\rangle \omega(g) \omega(h) \omega_{p}^{-1}(g, h)
$$

and since $x(g h)=x(g)$, this means that

$$
\begin{equation*}
\omega(g h)=\omega(g) \omega(h) \omega_{p}^{-1}(g, h) \tag{5}
\end{equation*}
$$

which is the same phase relationship as in Eq. (4) but with one of the elements of $G$ now not in $H$.

Finally consider the action of an arbitrary operator, $T\left(g^{\prime}\right)$, on an arbitrary coherent state, $|x\rangle$. This may be written

$$
\begin{align*}
T\left(g^{\prime}\right)|x\rangle & =T\left(g^{\prime}\right)|x(g)\rangle=T\left(g^{\prime}\right) T(g)|0\rangle \omega^{-1}(g)=T\left(g^{\prime} g\right)|0\rangle \omega_{p}\left(g^{\prime}, g\right) \omega^{-1}(g) \\
& =\left|x\left(g^{\prime} g\right)\right\rangle \omega\left(g^{\prime} g\right) \omega_{p}\left(g^{\prime}, g\right) \omega^{-1}(g)=\left|x\left(g^{\prime} g\right)\right\rangle \theta\left(g^{\prime}, g\right), \tag{6}
\end{align*}
$$

where we have defined the new phase

$$
\theta\left(g^{\prime}, g\right)=\omega\left(g^{\prime} g\right) \omega_{p}\left(g^{\prime}, g\right) \omega^{-1}(g)
$$

Replacing $g$ by $g h$, where $h$ is an element of $H$, and using Eq. (5) gives

$$
\begin{aligned}
\theta\left(g^{\prime}, g h\right) & =\omega\left(g^{\prime} g h\right) \omega_{p}\left(g^{\prime}, g h\right) \omega^{-1}(g h) \\
& =\omega\left(g^{\prime} g\right) \omega(h) \omega_{p}^{-1}\left(g^{\prime} g, h\right) \omega_{p}\left(g^{\prime}, g h\right) \omega_{p}(g, h) \omega^{-1}(h) \omega^{-1}(g)
\end{aligned}
$$

from the associativity condition for projective representations,

$$
\omega_{p}\left(g^{\prime}, g h\right) \omega_{p}(g, h)=\omega_{p}\left(g^{\prime} g, h\right) \omega^{-1}(h) \omega_{p}\left(g^{\prime}, g\right) \omega(h)
$$

we see that the middle five factors of the last expression for $\theta\left(g^{\prime}, g h\right)$ are simply equal to $\omega_{p}\left(g^{\prime}, g\right)$, giving

$$
\theta\left(g^{\prime}, g h\right)=\omega\left(g^{\prime} g\right) \omega_{p}\left(g^{\prime} . g\right) \omega^{-1}(g)
$$

Hence, changing $g$ to $g h$, where $h$ is any element of $H$, gives the same $\theta$, so it may be written $\theta\left(g^{\prime}, x\right)$, since it only depends on the coset $x(g)$ and not on $g$ itself.

Writing two coherent states as

$$
\begin{aligned}
& \left|x_{1}\right\rangle=\left|x\left(g_{1}\right)\right\rangle=T\left(g_{1}\right)|0\rangle \omega^{-1}\left(g_{1}\right)=T\left(g_{1}\right)|0\rangle \bar{\omega}\left(g_{1}\right), \\
& \left.\left|x_{2}\right\rangle=\left|x\left(g_{2}\right)\right\rangle=T\left(g_{2}\right) \mid 0\right) \omega^{-1}\left(g_{2}\right)=T\left(g_{2}\right)|0\rangle \boldsymbol{\omega}\left(g_{2}\right),
\end{aligned}
$$

their inner product is

$$
\begin{aligned}
\left\langle x_{1} \mid x_{2}\right\rangle & =\left\langle x\left(g_{1}\right) \mid x\left(g_{2}\right)\right\rangle \\
& =\omega\left(g_{1}\right)\langle 0| T\left(g_{1}^{-1}\right) T\left(g_{2}\right)|0\rangle \bar{\omega}\left(g_{2}\right)=\omega\left(g_{1}\right)\langle 0| T\left(g_{1}^{-1} g_{2}\right)|0\rangle \omega_{p}\left(g_{1}^{-1}, g_{2}\right) \bar{\omega}\left(g_{2}\right) \\
& =\omega\left(g_{1}\right) \bar{\omega}_{p}\left(g_{2}^{-1}, g_{1}\right)\langle 0| T\left(g_{1}^{-1} g_{2}\right)|0\rangle \bar{\omega}\left(g_{2}\right)
\end{aligned}
$$

replacing $g_{1}$ by $g_{1} h$, where $h$ is an element of $H$, in the last line gives

$$
\begin{aligned}
\left\langle x_{1} \mid x_{2}\right\rangle & =\omega\left(g_{1} h\right) \bar{\omega}_{p}\left(g_{2}^{-1}, g_{1} h\right)\langle 0| T\left(h^{-1} g_{1}^{-1} g_{2}\right)|0\rangle \bar{\omega}\left(g_{2}\right) \\
& =\omega\left(g_{1}\right) \omega(h) \omega_{p}^{-1}\left(g_{1}, h\right) \omega_{p}^{-1}\left(g_{2}^{-1}, g_{1} h\right) \omega_{p}\left(g_{2}^{-1} g_{1}, h\right)\langle 0| T\left(h^{-1}\right) T\left(g_{1}^{-1} g_{2}\right)|0\rangle \bar{\omega}\left(g_{2}\right) \\
& =\omega\left(g_{1}\right)\left[\omega(h) \omega_{p}^{-1}\left(g_{1}, h\right) \omega_{p}^{-1}\left(g_{2}^{-1}, g_{1} h\right) \omega_{p}\left(g_{2}^{-1} g_{1}, h\right) \omega^{-1}(h)\right]\langle 0| T\left(g_{1}^{-1} g_{2}\right)|0\rangle \bar{\omega}\left(g_{2}\right) \\
& =\omega\left(g_{1}\right) \omega_{p}^{-1}\left(g_{2}^{-1}, g_{1}\right)\langle 0| T\left(g_{1}^{-1} g_{2}\right)|0\rangle \bar{\omega}^{2}\left(g_{2}\right) \\
& \left.=\omega\left(g_{1}\right) \omega_{p}\left(g_{2}^{-1}, g_{1}\right)\langle 0| T\left(g_{1}^{-1} g_{2}\right) \mid 0\right) \bar{\omega}\left(g_{2}\right)
\end{aligned}
$$

where, in a very similar way to before, the second to sixth factors in the third line have been contracted via the projective representation associativity condition to give $\omega_{p}^{-1}\left(g_{2}^{-1}, g_{1}\right)$ in the fourth line. Thus, as implied by our notation, the inner product does not depend specifically on
 are operated on by the same $T(g)$, then the inner product of two of the new states, using Eq. (6), is

$$
\left\langle x\left(g g_{1}\right) \mid x\left(g g_{2}\right)\right\rangle=\theta\left(g, x_{1}\right)\left\langle x_{1}\right| T^{-1}(g) T(g)\left|x_{2}\right\rangle \bar{\theta}\left(g, x_{2}\right)=\theta\left(g, x_{1}\right)\left\langle x_{1} \mid x_{2}\right\rangle \bar{\theta}\left(g, x_{2}\right)
$$

Let us now assume that the invariant measure $d g$ on the group induces an invariant measure $d x$ on the set of cosets $M=G / H$. Given sufficient convergence, consider the operator

$$
B=\int|x\rangle\langle x| d x
$$

from the definition of $B$ and the invariance of the measure, Eq. (6) implies that

$$
\begin{aligned}
T(g) B T^{-1}(g) & =\int T(g)|y\rangle\langle y| T\left(g^{-1}\right) d y=\int|x(g y)\rangle \theta(g, y) \bar{\theta}(g, y)\langle x(g y)| d y \\
& =\int|x\rangle(x \mid d x=B
\end{aligned}
$$

so $B$ commutes with all of the operators $T(g)$. By the quaternionic generalization of Schur's Lemma, ${ }^{5}$ this means that $B$ is of the form $B_{0} 1+B_{1} I$, where $B_{0}$ and $B_{1}$ are real, 1 is the usual identity operator, and $I$ is a unit anti-self-adjoint operator, $I^{\dagger}=-I$; however, since $B$ is clearly self-adjoint, $B_{1}$ must vanish, so $B$ is a multiple of the identity as in the compex case. Given a coherent state $|y\rangle$ that is normalized, $\langle y \mid y\rangle=1$,

$$
B_{0}=\langle y| B|y\rangle=\int\langle y \mid x\rangle\langle x \mid y\rangle d x=\int|\langle y \mid x\rangle|^{2} d x=\int|\langle 0 \mid x\rangle|^{2} d x
$$

hence.

$$
\frac{1}{B_{0}} \int|x\rangle\langle x| d x=1
$$

With this form of the identity, an arbitrary state may be expanded over the coherent states,

$$
\begin{equation*}
|\psi\rangle=\frac{1}{B_{0}} \int|x\rangle\langle x \mid \psi\rangle d x=\frac{1}{B_{0}} \int|x\rangle \psi(x) d x, \tag{7}
\end{equation*}
$$

where

$$
\psi(x) \equiv \bar{m}\langle x \mid \psi\rangle .
$$

Then,

$$
\langle\psi \mid \psi\rangle=\frac{1}{B_{0}^{2}} \iint \bar{\psi}(x)(x|y\rangle \psi(y) d x d y
$$

however,

$$
\begin{equation*}
\psi(x)=\langle x \mid \psi\rangle=\langle x| \frac{1}{B_{0}} \int|y\rangle\langle y \mid \psi\rangle d y=\frac{1}{B_{0}} \int(x|y\rangle \psi(y) d y \tag{8}
\end{equation*}
$$

so,

$$
\langle\psi \mid \psi\rangle=\frac{1}{B_{0}} \int|\psi(x)|^{2} d x .
$$

Defining

$$
K(x, y)=\frac{1}{B_{0}}\langle x \mid y\rangle,
$$

Eq. (8) implies that this is a reproducing kemel,

$$
K(x, z)=\int K(x, y) K(y, z) d y
$$

and the function

$$
\hat{f}(x)=\int K(x, y) f(y) d y
$$

satisfies Eq. (8), in the place of $\psi(x)$, for an arbitrary function $f(x)$. If $|\psi\rangle$ is itself a coherent state $|y\rangle$, then, from Eq. 7,

$$
|y\rangle=\frac{1}{B_{0}} \int|x\rangle\langle x \mid y\rangle d x
$$

so the coherent states are not linearly independent, meaning that the system of coherent states is overcomplete.

## III. THE CASE OF THE SPECIAL NILPOTENT OR WEYL GROUP

Having extended Perolomov's formulation of coherent states to a quaternionic Hilbert space, we continue to follow his paper and consider the case of the nilpotent group. In the complex case, this group leads to the familiar coherent states widely used in quantum optics. The special nilpotent or Weyl group is generated by a set of annihilation operators, $\left\{a_{i}\right\}$, where $i$ runs from 1 to $N$, their conjugate creation operators, $\left\{a_{i}^{\dagger}\right\}$, and the identity operator, 1 . The commutation relations between these operators are

$$
\left[a_{i}, a_{j}\right]=\left[a_{i}^{\dagger}, a_{j}^{\dagger}\right]=\left[a_{i}, 1\right]=\left[a_{i}^{\dagger}, 1\right]=0
$$

and

$$
\left[a_{i}, a_{j}^{\dagger}\right]=\delta_{i j} 1
$$

Let the $E_{A}$, where $A$ runs from 1 to 3 , be three quaternion imaginary operators ${ }^{6}$ with an algebra isomorphic to the algebra of $i, j$, and $k$ and all of which commute with the $a_{i}$ and the $a_{i}^{\dagger}$. Then, an anti-self-adjoint ${ }^{7}$ element of the Lie algebra of the group may be written

$$
t+\sum_{i} \beta_{i} a_{i}-\sum_{i} \bar{\beta}_{i} a_{i}^{\dagger}
$$

where $t$ is a quaternion imaginary operator,

$$
t=\sum_{A} t_{A} E_{A}
$$

and the $\beta_{i}$ are quaternion operators,

$$
\beta_{i}=\beta_{i 0} I+\sum_{A} \beta_{i A} E_{A}
$$

For convenience, the generator is written using a shorter notation,

$$
t+\beta a-\bar{\beta} a^{\uparrow}
$$

The group is then obtained from the algebra by means of the exponential mapping, so that for a general element $g \in G, T(g)$ may be written

$$
T(g)=(t, \beta)=\exp \left(t+\beta a-\bar{\beta} a^{i}\right)
$$

In the case of a complex Hilbert space, as considered by Perelomov, group closure follows quickly. However, in the quaternionic case, $t$ and the $\beta_{i}$ may be noncommutative, and requiring group closure will impose significant restrictions. Consider, then, the product of two group elements.

$$
(s, \alpha)(t, \beta)=\exp \left(s+\alpha a-\bar{\alpha} a^{\dagger}\right) \exp \left(t+\beta a-\bar{\beta} a^{\dagger}\right)
$$

using the Baker-Campbell-Hausdorff formula to second order,

$$
\exp X \exp Y=\exp \left(X+Y+\frac{1}{2}[X, Y]+\cdots\right)
$$

the mroduct may be written

$$
\exp \left\{s+t+(\alpha+\beta) a-(\bar{\alpha}+\bar{\beta}) a^{\dagger}+\frac{1}{2}\left[s+\alpha a-\bar{\alpha} a^{\dagger}, t+\beta a-\bar{\beta} a^{\dagger}\right]\right\}
$$

and so, to obtain a group, this requires that

$$
\begin{equation*}
\frac{1}{2}\left[s+\alpha a-\bar{\alpha} a^{\dagger}, t+\beta a-\bar{\beta} a^{\dagger}\right]=u+\gamma a-\bar{\gamma} a^{\dagger} \tag{9}
\end{equation*}
$$

In particular, the coefficients of $a_{i} a_{j}$ and $a_{i}^{\dagger} a_{j}^{\dagger}$ must vanish, which requires that

$$
\left[\alpha_{i}, \beta_{j}\right]=0
$$

for each $i$ and $j$; hence, all $\alpha_{i}$ and $\beta_{i}$ must belong to the same $\mathscr{E}(1, I)$ subalgebra rather than being free to range over any quaternion. With this constraint, the coefficients of $a_{i} a_{j}^{\dagger}$ and $a_{i}^{\dagger} a_{j}$ also vanish, and Eq. (9) implies that

$$
u=\frac{1}{2}[s, t], \quad \gamma_{i}=\frac{1}{2}\left[s, \beta_{i}\right]+\frac{1}{2}\left[\alpha_{i}, t\right] .
$$

However, the $\gamma_{i}$ must have the same structure as the $\alpha_{i}$ and $\beta_{1}$ and thus belong to the same $\mathscr{E}(1, I)$ subalgebra, which requires that $s$ and $t$ are simply proportional to $I$-consequently, $u$ and the $\gamma_{i}$ vanish. Therefore, for group closure, the representation can only be $\mathscr{F}(1, I)$ embedded in the quaternionic Hilbert space rather than fully quaternionic. For the case of the nilpotent group, then, there is no quatemionic generalization of standard complex coherent states.

## IV. THE CASE OF INTRINSICALLY QUATERNIONIC IRREDUCIBLE REPRESENTATIONS OF SU(2)

We consider now the anti-self-adjoint generators of $\operatorname{SU}(2), S_{x}, S_{y}$ and $S_{z}$, such that ${ }^{8}$

$$
\left[S_{l}, S_{m}\right]=\sum_{n} \epsilon_{i m n} S_{n}
$$

It can readily be observed that a quatemionic realization of this algebra is

$$
S_{s}=\frac{1}{2} i, \quad S_{y}=\frac{1}{2} j, \quad S_{z}=\frac{1}{2} k .
$$

which is a one-dimensional quaternionic irreducible representation of $S U(2)$. Consider eigenstates of $S_{z}$; these can be chosen to be

$$
\left|\frac{1}{2}\right\rangle=1, \quad\left|-\frac{1}{2}\right\rangle=j
$$

such that

$$
S_{z}\left| \pm \frac{1}{2}\right\rangle= \pm \frac{1}{2}\left| \pm \frac{1}{2}\right\rangle k .
$$

Then choosing either of these states as $|0\rangle$, the stationary subgroup is

$$
H=\left\{\exp \alpha S_{z}\right\} .
$$

Following Perelomov,' a coherent state based on such a $|0\rangle$ may be characterized by a vector $\mathbf{n}$ or by a polar angle $\theta$ and an azimuthal angle $\phi$. For the purposes of an example, choose $|0\rangle$ to be $\left|\frac{1}{2}\right\rangle$ and then

$$
|\mathbf{n}\rangle=\exp \phi S_{z} \exp \theta S_{y}|0\rangle=\exp \frac{1}{2} \phi k \exp \frac{1}{2} \theta j ;
$$

then

$$
\left\langle\mathbf{n}^{\prime} \mid \mathbf{n}\right\rangle=\exp -\frac{1}{2} \theta^{\prime} j \exp \frac{1}{2}\left(\phi-\phi^{\prime}\right) k \exp \frac{1}{2} \theta j
$$

and hence

$$
|\langle 0 \mid \mathbf{n}\rangle|^{2}=1
$$

so that

$$
B_{0}=\int|\langle 0 \mid \mathbf{n}\rangle|^{2} \mathbf{d n}=\mathbf{4} \pi
$$

Correspondingly,

$$
\frac{1}{4 \pi} \int|\mathbf{n}\rangle\langle\mathbf{n}| d \mathbf{n}=1,
$$

as expected.
Since, with the above definitions for the $S_{n}$,

$$
S^{2}=-S_{x}^{2}-S_{y}^{2}-S_{z}^{2}=\frac{3}{4},
$$

this can be seen to be a one-dimensional spin $\frac{1}{2}$ representation of $\operatorname{SU}(2)$. This is a special case of a general result due to Finkelstein et al. ${ }^{9}$ which states that besides the real, integer spin (Frobenius-Schur class +1 ) and the half-integer spin (Frobenius-Schur class -1) representations, there are quaternionic representations for half-integer spin of precisely half the dimension of the Frobenius-Schur class - 1 representations for the same spin. For instance, one choice for the spin $\frac{3}{2}$ representation is

$$
S_{x}=\frac{1}{2}:\left(\begin{array}{cc}
2 & \sqrt{ } 3 j \\
\sqrt{3 j} & 0
\end{array}\right), \quad S_{y}=\frac{1}{2} j\left(\begin{array}{cc}
2 & -\sqrt{ } 3 j \\
\sqrt{3 j} & 0
\end{array}\right), \quad S_{z}=\frac{1}{2} k\left(\begin{array}{ll}
1 & 0 \\
0 & 3
\end{array}\right) .
$$

Then,

$$
S^{2}=-S_{x}^{2}-S_{y}^{2}-S_{z}^{2}=\frac{15}{4}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),
$$

so the spin is indeed $\frac{3}{2}$. Consider, as before, eigenstates of $S_{z}$; these may be chosen to be

$$
\left|\frac{3}{2}\right\rangle=\binom{0}{1} . \quad\left|\frac{1}{2}\right\rangle=\binom{1}{0}, \quad\left|-\frac{1}{2}\right\rangle=\binom{j}{0}, \quad\left|-\frac{3}{2}\right\rangle=\binom{0}{j} .
$$

Again, when one of these is chosen as $|0\rangle$, the stationary subgroup is

$$
H=\left\{\exp \alpha S_{z}\right\} .
$$

As an example, choose $|0\rangle$ to be $\left|\frac{3}{2}\right\rangle$ so that

$$
\begin{aligned}
\mathbf{n}\rangle & =\exp \phi S_{z} \exp \theta S_{y}|0\rangle \\
& =\exp \frac{1}{2} \phi\left(\begin{array}{cc}
k & 0 \\
0 & 3 k
\end{array}\right) \exp \frac{1}{2} \theta\left(\begin{array}{cc}
2 j & \sqrt{3} \\
-\sqrt{3} & 0
\end{array}\right)\binom{0}{1} \\
& =\exp \frac{1}{2} \phi\left(\begin{array}{cc}
k & 0 \\
0 & 3 k
\end{array}\right) \exp \frac{1}{2} \theta\left(\begin{array}{cc}
2 j & \sqrt{3} \\
-\sqrt{3} & 0
\end{array}\right) \frac{3}{4}\left(-\binom{1}{\frac{j}{\sqrt{3}}} \frac{j}{\sqrt{3}}+\binom{\frac{j}{\sqrt{3}}}{1}\right] \\
& =\exp \frac{1}{2} \phi\left(\begin{array}{cc}
k & 0 \\
0 & 3 k
\end{array}\right) \frac{3}{4}\left[-\binom{1}{\frac{j}{\sqrt{3}}} \frac{j}{\sqrt{3}} \exp \frac{3}{2} \theta j+\binom{\frac{j}{\sqrt{3}}}{1} \exp -\frac{1}{2} \theta j\right] \\
& =\frac{3}{4}\left[-\binom{\exp \frac{1}{2} \phi k}{\exp \frac{3}{2} \phi k \frac{j}{\sqrt{3}}} \frac{j}{\sqrt{3}} \exp \frac{3}{2} \theta j+\binom{\exp \frac{1}{2} \phi k \frac{j}{\sqrt{3}}}{\exp \frac{3}{2} \phi k} \exp -\frac{1}{2} \theta j\right] \\
& =\frac{3}{4}\binom{\exp \frac{1}{2} \phi k}{\exp \frac{3}{2} \phi k\left[\frac{1}{3} \exp \frac{3}{2} \theta j+\exp -\frac{1}{2} \theta j+\exp -\frac{1}{2} \theta j\right]} .
\end{aligned}
$$

where the calculation has been carried out efficiently by decomposing ( $\left(\begin{array}{l}\text { ) }\end{array}\right)$ into $S_{y}$ eigenstates. From this, we find

$$
\begin{aligned}
\left\langle\mathbf{n}^{\prime} \mid \mathbf{n}\right\rangle= & \frac{9}{16}\left[\frac{1}{3}\left(-\exp -\frac{3}{2} \theta^{\prime} j+\exp \frac{1}{2} \theta^{\prime} j\right) \exp \frac{1}{2}\left(\phi^{\prime}-\phi\right) k\left(-\exp \frac{3}{2} \theta j+\exp -\frac{1}{2} \theta j\right)\right. \\
& \left.+\left(\frac{1}{3} \exp -\frac{3}{2} \theta^{\prime} j+\exp \frac{1}{2} \theta^{\prime} j\right) \exp \frac{3}{2}\left(\phi-\phi^{\prime}\right) k\left(\frac{1}{3} \exp \frac{3}{2} \theta j+\exp -\frac{1}{2} \theta j\right)\right] .
\end{aligned}
$$

and hence

$$
\left.|\langle 0| \mathbf{n})\right|^{2}=\frac{5}{8}+\frac{3}{8} \cos 2 \theta
$$

so that

$$
B_{n}=\int\left|\left(\left.0|n\rangle\right|^{2} d n=2 \pi\right.\right.
$$

Correspondingly,

$$
\frac{1}{2 \pi} \int|n\rangle\langle n| d \Omega=\frac{3}{8} \frac{1}{\pi} \int\left(\left.\begin{array}{cc}
\sin ^{2} \theta & x(\theta, \phi) \\
\bar{x}(\theta, \phi) & \frac{1}{3}+\cos ^{2} \theta
\end{array} \right\rvert\, d \Omega\right.
$$

with

$$
x(\theta, \phi)=\frac{1}{\sqrt{3}}\left(j \sin ^{2} \theta e^{-2 \phi k}+\sin 2 \theta e^{-\phi k}\right)
$$

which on doing the $\phi$ integration becomes

$$
\frac{3}{4} \int_{0}^{\pi}\left(\begin{array}{cc}
\sin ^{2} \theta & 0 \\
0 & \frac{1}{3}+\cos ^{2} \theta
\end{array}\right) \sin \theta d \theta=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

as expected. These examples can be readily extended to the general half-integral spin quaternionic irreducible representations of $\mathrm{SU}(2)$.
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#### Abstract

We extend the discussion of projective group representations in quaternionic Hilbert space that was given in our recent book The associativity condition for quaternionic projective representations is formulated in terms of unitary operators and then analyzed in terms of their generator structure. The multi-centrality and centrality assumptions are also analyzed in generator terms, and implications of this analysis are discussed. © 1996 American Institute of Physics.


[S0022-2488(96)01105-7]

## I. ASSOCIATIVITY CONDITION FOR QUATERNIONIC PROJECTIVE GROUP REPRESENTATIONS

In quaternionic quantum mechanics, all symmetries of the transition probabilities are generated by unitary transformations acting on the states of Hilbert space. ${ }^{1-3}$ In the simplest case, the unitary transformations $U_{a}, U_{b} \ldots$ form a representation (or vector representation) of the symmetry group with elements $a, b, \ldots$,

$$
\begin{equation*}
U_{b} U_{a}=U_{b a} \tag{1}
\end{equation*}
$$

A more general possibility is that the group multiplication table is represented over the rays corresponding to a complete set of physical states, but not over individual state vectors chosen as ray representatives. This more general composition rule defines a quaternionic projective representation (or ray representation), and takes the form (Ref. 4, Sec. 4.3)

$$
\begin{equation*}
U_{b} U_{a}|f\rangle=U_{b a}|f\rangle \omega(f ; b, a), \quad|\omega(f ; b, a)|=1 \tag{2}
\end{equation*}
$$

for one particular complete set of states $|f\rangle$ and a set of quaternionic phases $\omega(f ; b, a)$. When we change ray representative from $|f\rangle$ to $\left|f_{\phi}\right\rangle=|f\rangle \phi$, with $|\phi|=1$, the phase defining the projective representation is easily seen to transform as

$$
\begin{equation*}
\omega\left(f_{\phi} ; b, a\right)=\bar{\phi} \omega(f ; b, a) \phi \tag{3}
\end{equation*}
$$

with the bar denoting quaternion conjugation. Equation (3) shows clearly that the projective phase $\omega$ must depend on the state label $f$ as well as on the group elements $a, b$; failure to take this into account can lead ${ }^{4}$ to erroneous conclusions (as in Ref. 5) concerning quaternionic projective representations.

The defining relation for quaternionic projective representations given in Eq. (2) can be rewritten in operator form by defining a left-acting operator $\Omega(b, a)$,

$$
\begin{equation*}
\Omega(b, a)=\sum_{f}|f\rangle \omega(f ; b, a)\langle f| \tag{4a}
\end{equation*}
$$

[^236]which, using Eq. (3), is seen to be independent of the ray representative chosen for the states $|f\rangle$. Multiplying Eq. (2) from the right by $\langle f|$ and summing over the complete set of states $|f\rangle$, we obtain the operator form of the projective representation,
\[

$$
\begin{equation*}
U_{b} U_{a}=U_{b a} \Omega(b, a) \tag{4b}
\end{equation*}
$$

\]

It is also immediate from the definition of Eq. (4a), and the fact that $|\omega|=1$, that the operator $\Omega(b, a)$ is quaternion unitary,

$$
\begin{equation*}
\Omega(b, a)^{\dagger} \Omega(b, a)=\Omega(b, a) \Omega(b, a)^{\dagger}=1 \tag{5}
\end{equation*}
$$

Note that if we were to make the definition of a quaternionic projective representation more restrictive by requiring that Eq. (2) hold for all states in Hilbert space, rather than for one particular complete set of states, then we would require $\Omega(b, a)=1$, since the unit operator is the only unitary operator which is simultaneously diagonal on all complete bases in quaternionic Hilbert space. Hence this more restrictive definition excludes quaternionic embeddings of complex projective representations, whereas these are admitted as quaternionic projective representations by the definition of Eq. (2).

A nontrivial condition on the projective representation structure is obtained from the associativity of multiplication in quatemionic Hilbert space, which implies

$$
\begin{equation*}
\left(U_{c} U_{b}\right) U_{a}=U_{c}\left(U_{b} U_{a}\right) \tag{6}
\end{equation*}
$$

Applying Eq. (4b) twice to the left-hand side of Eq. (6), we obtain

$$
\begin{equation*}
\left(U_{c} U_{b}\right) U_{a}=U_{c b} \Omega(c, b) U_{a}=U_{c b} U_{a} U_{a}^{-1} \Omega(c, b) U_{a}=U_{c b a} \Omega(c b, a) U_{a}^{-1} \Omega(c, b) U_{a} \tag{7a}
\end{equation*}
$$

while applying Eq. (4b) twice to the right-hand side of Eq. (6) gives

$$
\begin{equation*}
U_{c}\left(U_{b} U_{a}\right)=U_{c} U_{b a} \Omega(b, a)=U_{c b a} \Omega(c, b a) \Omega(b, a) . \tag{7b}
\end{equation*}
$$

Upon multiplying from the left by $U_{\text {cba }}^{-1}$, Eqs. (7a) and (7b) give the operator form of the associativity condition:

$$
\begin{equation*}
\Omega(c, b a) \Omega(b, a)=\Omega(c b, a) U_{a}^{-1} \Omega(c, b) U_{a} \tag{8}
\end{equation*}
$$

We can also express the associativity condition as a condition on the quaternionic phase $\omega(f: b, a)$ introduced in Eq. (2), by applying the spectral representation of Eq. (4a) to the operator form of the associativity condition given in Eq. (8). From Eq. (4a) we obtain

$$
\begin{equation*}
\Omega(c, b a)=\sum_{f}|f\rangle \omega(f ; c, b a)\langle f|, \tag{9a}
\end{equation*}
$$

which when multiplied from the right by Eq. (4a) gives

$$
\begin{equation*}
\Omega(c, b a) \Omega(b, a)=\sum_{f}|f\rangle \omega(f ; c, b a) \omega(f ; b, a)\langle f| \tag{9b}
\end{equation*}
$$

Equation (4a) and the unitarity of $\Omega(c b, a)$ also imply that

$$
\begin{equation*}
\Omega(c b, a)^{-1}=\sum_{f}|f\rangle \overline{\omega(f ; c b, a)}\langle f|, \tag{9c}
\end{equation*}
$$

and so the associativity condition of Eq. (8) can be rewritten as

$$
\begin{equation*}
U_{a}^{-1} \Omega(c, b) U_{a}=\Omega(c b, a)^{-1} \Omega(c, b a) \Omega(b, a)=\sum_{f}|f\rangle \overline{\omega(f ; c b, a)} \omega(f ; c, b a) \omega(f ; b, a)\langle f| \tag{10}
\end{equation*}
$$

Hence $U_{a}^{-1} \Omega(c, b) U_{a}$ is diagonal in the basis spanned by the states $|f\rangle$. Taking matrix elements of Eq. (10), and using the unitarity of $U_{a}$, the associativity condition gives the two relations

$$
\begin{equation*}
\overline{\omega(f ; c b, a)} \omega(f ; c, b a) \omega(f ; b, a)=\sum_{f^{\prime}} \overline{\left(f^{\prime \prime}\left|U_{a}\right| f\right\rangle} \omega\left(f^{\prime \prime} ; c, b\right)\left\langle f^{\prime \prime}\right| U_{a}|f\rangle, \tag{11}
\end{equation*}
$$

and, when $\left\langle f^{\prime} \mid f\right\rangle=0$,

$$
\begin{equation*}
0=\sum_{f^{\prime \prime}} \overline{\left\langle f^{\prime \prime}\right| U_{a}|f\rangle} \omega\left(f^{\prime \prime} ; c, b\right)\left\langle f^{\prime \prime}\right| U_{a}\left|f^{\prime}\right\rangle \tag{12}
\end{equation*}
$$

We conclude this section by comparing the quaternionic Hilbert space form of the associativity condition with the simpler form which is familiar from complex Hilbert space. ${ }^{6,7}$ In a complex Hilbert space, the phase $\omega(f ; b, a)$ introduced in Eq. (2) is a complex number, and commutes with the phase $\phi$, also now complex, which we introduced in Eq. (3) to describe a change of ray representative. Hence Eq. (3) implies, in the complex case, that $\omega(f ; b, a)$ is independent of the ray representative chosen for the state $|f\rangle$, and it is then consistent to assume that $\omega(f: b, a)$ is independent of the state label $f$, so that

$$
\begin{equation*}
\omega(f ; b, a)=\omega(b, a) \quad \text { complex Hilbert space. } \tag{13a}
\end{equation*}
$$

Substituting Eq. (13a) into Eq. (4a), we now obtain

$$
\begin{equation*}
\Omega(b, a)=\sum_{f}|f\rangle \omega(b, a)\langle f|=\omega(b, a) \sum_{f}|f\rangle\langle f|=\omega(b, a) 1, \tag{13b}
\end{equation*}
$$

where 1 denotes the unit operator in complex Hilbert space. Since the complex phase $\omega(b, a)$ is a $c$-number in complex Hilbert space, on substituting Eq. (13b) into Eq. (4b) we learn that

$$
\begin{equation*}
U_{b} U_{a}=U_{b a} \omega(b, a)=\omega(b, a) U_{b a}, \tag{14a}
\end{equation*}
$$

which is the standard definition of a projective representation in complex Hilbert space. Moreover, since Eq. (13b) implies that $\Omega(b, a)$ commutes with the unitary operator $U_{a}$, the associativity condition of Eqs. (8) and (11) reduces to the familiar complex Hilbert space form

$$
\begin{equation*}
\omega(c, b a) \omega(b, a)=\omega(c b, a) \omega(c, b) . \tag{14b}
\end{equation*}
$$

## II. THE ASSOCIATIVITY CONDITION IN GENERATOR FORM

Let us now assume that the symmetry group with which we are dealing is a Lie group, so that in the neighborhood of the identity $e$ the unitary transformations $U_{a}, U_{b}, U_{b a}, \ldots$ can be written in terms of a set of anti-self-adjoint generators $\vec{G}_{A}$ as

$$
\begin{equation*}
U_{a}=\exp \left(\sum_{A} \theta_{A}^{a} \bar{G}_{A}\right), \quad U_{b}=\exp \left(\sum_{A} \theta_{A}^{b} \widetilde{G}_{A}\right), \quad U_{b a}=\exp \left(\sum_{A} \theta_{A}^{b a} \bar{G}_{A}\right), \ldots, \tag{15a}
\end{equation*}
$$

with $\theta_{A}^{\theta}=0$ and $U_{e}=1$. Then Eq. (4b) implies that $\Omega(b, a)$ must be unity when either $a$ or $b$ is the identity, and thus the generator form for this operator is

$$
\begin{equation*}
\Omega(b, a)=\exp \left(\frac{1}{2} \sum_{B A}\left|\theta_{B}^{b} \theta_{A}^{a} \tilde{I}_{B A}+\sum_{C} \theta_{B}^{b} \theta_{C}^{b} \theta_{A}^{a} \widetilde{J}_{(B C) A}^{(1)}+\sum_{C} \theta_{B}^{b} \theta_{A}^{a} \theta_{C}^{a} \tilde{J}_{B(\Lambda C)}^{(2)}+O\left(\theta^{4}\right)\right|\right), \tag{15b}
\end{equation*}
$$

where the parentheses () around a set of indices indicate that the tensor in question is symmetric in those indices, and where we use the tilde to indicate operators which are anti-self-adjoint. The parameters $\theta_{C}^{b a}$ must be functions of the parameters $\theta_{A}^{a}$ and $\theta_{B}^{b}$,

$$
\begin{equation*}
\theta_{C}^{b a}=\psi_{C}^{b a}\left(\left\{\theta_{B}^{b}\right\},\left\{\theta_{A}^{a}\right\}\right)=\theta_{C}^{b}+\theta_{C}^{a}+\frac{1}{2} \sum_{B A} C_{B A C} \theta_{B}^{b} \theta_{A}^{a}+O\left(\theta^{3}\right) \tag{15c}
\end{equation*}
$$

where in making the Taylor expansion we have used the fact that $U_{b e}=U_{b}$ and $U_{e a}=U_{a}$, which fixes the linear terms in the expansion and requires the quadratic term to be bilinear.

We proceed now to derive a number of relations by combining the generator expansions of Eqs. (15a)-(15c) with the formulas of Sec. I. We begin by substituting Eqs. (15a)-(15c) into Eq. (4b) using the Baker-Campbell-Hausdorff formula,

$$
\begin{equation*}
\exp X \exp Y=\exp \left(X+Y+\frac{1}{2}[X, Y]+\cdots\right) \tag{16a}
\end{equation*}
$$

to combine exponents arising from the factors on the left and right. From the left-hand side of Eq. (4b) we obtain,

$$
\begin{equation*}
U_{b} U_{a}=\exp \left(\sum_{B} \theta_{B}^{b} \bar{G}_{B}+\sum_{\lambda} \theta_{A}^{a} \bar{G}_{A}+\frac{1}{2} \sum_{B A} \theta_{B}^{b} \theta_{A}^{a}\left[\bar{G}_{B}, \bar{G}_{A}\right]+O\left(\theta^{3}\right)\right) \tag{16b}
\end{equation*}
$$

while from the right-hand side of Eq. (4b) we obtain

$$
\begin{equation*}
U_{b a} \Omega(b, a)=\exp \left(\sum_{C}\left(\theta_{C}^{b}+\theta_{C}^{a}\right) \bar{G}_{C}+\frac{1}{2} \sum_{C B A} C_{B A C} \theta_{B}^{b} \theta_{A}^{a} \widetilde{G}_{C}+\frac{1}{2} \sum_{B A} \theta_{B}^{b} \theta_{A}^{a} \widetilde{I}_{B A}+O\left(\theta^{3}\right)\right) \tag{16c}
\end{equation*}
$$

Equating Eqs. (16b) and (16c) thus gives the relations

$$
\begin{equation*}
\left[\bar{G}_{B}, \bar{G}_{A}\right]=\sum_{C} C_{[B A] C} \bar{G}_{C}+\bar{I}_{[B A]} \tag{17a}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\sum_{C} C_{(B A) C} \bar{G}_{C}+\bar{I}_{(B A)} \tag{17b}
\end{equation*}
$$

where the square brackets [ ] around a set of indices indicates that the tensor in question is antisymmetric in these indices. We shall restrict ourselves henceforth to the case in which $C_{(B A) C}=0$, which by Eq. (17b) implies that $\bar{I}_{(B A)}=0$; making this assumption then implies that $C_{B A C}=C_{[B A] C}$ and $\bar{I}_{B A}=\bar{I}_{[B A]}$. In other words, we are assuming that the structure constants $C_{B A C}$ for a projective representation have the same antisymmetric form as holds for a vector representation. Changing the summation index $C$ to $D$ in Eq. (17a), and then taking the commutator of Eq. (17a) with $\bar{G}_{C}$, we find

$$
\begin{equation*}
\left[\bar{G}_{C},\left[\bar{G}_{B}, \bar{G}_{A}\right]\right]=\sum_{D} C_{[B A] D}\left[\bar{G}_{C}, \bar{G}_{D}\right]+\left[\bar{G}_{C}, \bar{I}_{[B A]}\right] \tag{18a}
\end{equation*}
$$

adding to this identity the two related identities obtained by cyclically pennuting $A, B, C$, using the fact that the left-hand side of the sum vanishes by the Jacobi identity for the commutator, and substituting Eq. (17a) for the commutators appearing on the right-hand side of the sum, we obtain the identity

$$
\begin{align*}
\sum_{D E} & \left(C_{[B A] D} C_{[C D] E}+C_{[C A] D} C_{[A D] E}+C_{[A C] D} C_{[A D] E}\right) \bar{G}_{E} \\
& +\sum_{D}\left(C_{[B A] D} \widetilde{D}_{[C D]}+C_{[C B] D} \bar{I}_{[A D]}+C_{[A C] D} \tilde{I}_{[B D]}\right) \\
& +\left[\widetilde{G}_{C}, \bar{I}_{[B A]}\right]+\left[\bar{G}_{A}, \bar{I}_{[C B]}\right]+\left[\widetilde{G}_{B}, \tilde{I}_{[A C]}\right]=0 \tag{18b}
\end{align*}
$$

We next substitute Eqs. (15a)-(15c) into the associativity condition of Eq. (8), now keeping cubic terms in the exponent of the form $\theta_{A}^{a} \theta_{B}^{b} \theta_{C}^{c}$, but dropping cubic terms, such as $\theta_{A}^{a} \theta_{B}^{a} \theta_{C}^{c}$, that do not contain all three of the upper indices $a, b, c$. For the first factor on the left-hand side of Eq. (8), we find from Eqs. (15b) and (15c) that

$$
\begin{align*}
\Omega(c, b a)= & \exp \left(\frac{1}{2} \sum_{B A}\left(\theta_{B}^{c} \theta_{A}^{b a} \tilde{I}_{[B A]}+\sum_{C} \theta_{B}^{c} \theta_{A}^{b a} \theta_{C}^{b a} \widetilde{J}_{B(A C)}^{2)}\right)\right) \\
= & \exp \left(\frac{1}{2} \sum_{B A} \left\lvert\, \theta_{B}^{c}\left(\theta_{A}^{b}+\theta_{A}^{a}+\frac{1}{2} \sum_{D E} C_{[D E] A} \theta_{D}^{b} \theta_{E}^{a}\right) \tilde{I}_{[B A]}\right.\right. \\
& \left.+2 \sum_{C} \theta_{B}^{c} \theta_{A}^{b} \theta_{C}^{a} \bar{J}_{B(A C)}^{(2)} \mid\right) \tag{19a}
\end{align*}
$$

while for the second factor on the left-hand side of Eq. (8) we have

$$
\begin{equation*}
\Omega(b, a)=\exp \left(\frac{1}{2} \sum_{B A} \theta_{B}^{b} \theta_{A}^{a} \tilde{I}_{[B A]}\right) . \tag{19h}
\end{equation*}
$$

Since the exponents in Eqs. (19a) and (19b) both begin at order $\theta^{2}$, through order $\theta^{3}$ we can simply add exponents to get the product on the left-hand side of Eq. (8). Proceeding similarly for the first factor on the right-hand side of Eq. (8), we obtain

$$
\begin{align*}
\Omega(c b, a)= & \exp \left(\frac{1}{2} \sum_{B A}\left(\theta_{B}^{c b} \theta_{A}^{a} \tilde{I}_{[B A]}+\sum_{C} \theta_{B}^{c b} \theta_{C}^{c b} \theta_{A}^{a} \bar{J}_{(B C) A}^{(1)}\right)\right) \\
= & \exp \left(\frac { 1 } { 2 } \sum _ { B A } \left[\left(\theta_{B}^{c}+\theta_{B}^{b}+\frac{1}{2} \sum_{D E} C_{[D E] B} \theta_{D}^{c} \theta_{E}^{b}\right) \theta_{A}^{a} \widetilde{I}_{[B A]}\right.\right. \\
& \left.\left.+2 \sum_{C} \theta_{B}^{c} \theta_{C}^{b} \theta_{A}^{a} \widetilde{J}_{(B C) A}^{(1)}\right]\right) \tag{20a}
\end{align*}
$$

while for the second factor on the right-hand side of Eq. (8), use of the Baker-CampbellHausdorff formula gives

$$
U_{a}^{-1} \Omega(c, b) U_{a}=\exp \left(-\sum_{A} \theta_{A}^{a} \bar{G}_{A}\right) \exp \left(\frac{1}{2} \sum_{C B} \theta_{C}^{c} \theta_{B}^{b} \bar{I}_{[C B]}\right) \exp \left(\sum_{\Lambda} \theta_{A}^{a} \bar{G}_{A}\right)
$$

$$
\begin{equation*}
=\exp \left(\frac{1}{2} \sum_{C B} \theta_{C}^{B} \theta_{B}^{b} \bar{I}_{[C B]}-\frac{1}{2} \sum_{A} \sum_{C B} \theta_{A}^{\theta} \theta_{C}^{a} \theta_{B}^{b}\left[\bar{G}_{A}, \tilde{I}_{[C B]}\right]\right) . \tag{20b}
\end{equation*}
$$

Since the exponents in Eqs. (20a) and (20b) begin at order $\theta^{2}$, it again suffices to simply add the exponents to form the product appearing on the right-hand side of Eq. (8). Thus, to the requisite order, the content of Eq. (8) is obtained by equating the sum of the exponents in Eqs. (19a) and (19b) to the corresponding sum of exponents in Eqs. (20a) and (20b). The quadratic terms in $\theta$ are immediately seen to be identical on left and right, while the cubic term proportional to $\theta_{A}^{a} \theta_{B}^{b} \theta_{C}^{c}$ gives (after some relabeling of dummy summation indices) the nontrivial identity

$$
\begin{equation*}
J_{C(B A)}^{(2)}+\frac{1}{4} \sum_{D} C_{[B A] D} \bar{I}_{[C D]}=\tilde{J}_{(C B) A}^{(1)}+\frac{1}{4} \sum_{D} C_{[C B] D} \bar{I}_{[D A]}-\frac{1}{2}\left[\tilde{G}_{A}, \bar{I}_{[C B]}\right] \tag{21}
\end{equation*}
$$

On totally antisymmetrizing with respect to the indices $A, B, C$, the terms in Eq. (21) involving $\widetilde{J}^{(1,2)}$ drop out, and we are left with the identity

$$
\begin{equation*}
\sum_{D}\left(C_{[B A] D} \tilde{I}_{[C D]}+C_{[C B] D} \bar{I}_{[A D]}+C_{[A C] D} \bar{I}_{[B D]}\right)+\left[\bar{G}_{C}, \bar{I}_{[B A]}\right]+\left[\bar{G}_{A}, \bar{I}_{[C B]}\right]+\left[\bar{G}_{B}, \bar{I}_{[A C]}\right]=0 \tag{22a}
\end{equation*}
$$

In other words, associativity implies that the sum of the second and third lines of Eq. (18b) vanishes separately; hence the first line of Eq. (18b) must also vanish, and since the generators $\widehat{G}_{E}$ are linearly independent this gives the Jacobi identity for the structure constants,

$$
\begin{equation*}
\sum_{D E}\left(C_{[B A] D} C_{[C D] E}+C_{[C B] D} C_{[A D] E}+C_{[A C] D} C_{[B D] E}\right)=0 \tag{22b}
\end{equation*}
$$

In the complex case, in which $\Omega(a, b)=\omega(a, b) 1$ is a $c$-number, the tensor $\widetilde{I}_{[A B]}$ is a $c$-number "central charge" and the commutator terms in Eqs. (18b) and (22a) vanish identically. Therefore, in the complex case, Eq. (18b) implies both Eq. (22b) and the identity

$$
\begin{equation*}
\sum_{D}\left(C_{[B A] D} \bar{I}_{[C D]}+C_{[C B] D} \bar{I}_{[A D]}+C_{[A C] D} \bar{I}_{[B D]}\right)=0 \quad \text { complex case } \tag{23}
\end{equation*}
$$

and so one obtains the entire content of the associativity condition from the simpler analysis leading to Eq. (18b), without having to perform the third-order expansion needed to obtain Eq. (22a).

## III. GENERAL, MULTI-CENTRAL, AND CENTRAL QUATERNIONIC PROJECTIVE REPRESENTATIONS

The analysis of Sec. II applies to the general case (apart from the restriction $C_{(B A) C}=0$ ) of a quatemionic projective representation; in order to obtain more detailed results it is necessary to introduce further structural assumptions. In Ref. 4 two special classes of quaternionic projective representations are defined. A quatemionic projective representation is defined to be multi-central if

$$
\begin{equation*}
\left[\Omega(b, a), U_{a}\right]=\left[\Omega(b, a), U_{b}\right]=0, \quad \text { all } a, b \tag{24a}
\end{equation*}
$$

while it is defined to be central if

$$
\begin{equation*}
\left[\Omega(b, a), U_{c}\right]=0, \quad \text { all } a, b, c \tag{24b}
\end{equation*}
$$

Expressed in terms of the generators introduced in Eqs. (15a)-(15b), the multi-centrality condition takes the form

$$
\begin{equation*}
\sum_{A B C} \theta_{A}^{a} \theta_{B}^{b} \theta_{C}^{a}\left[\bar{G}_{C}, \bar{I}_{[B A]}\right]=\sum_{A B C} \theta_{A}^{a} \theta_{B}^{b} \theta_{C}^{b}\left[\bar{G}_{C}, \bar{I}_{[B A]}\right]=0, \quad \text { all } a, b, \tag{25a}
\end{equation*}
$$

while the centrality condition becomes

$$
\begin{equation*}
\sum_{A B C} \theta_{A}^{a} \theta_{B}^{b} \theta_{C}^{c}\left[\widetilde{G}_{C}, \tilde{I}_{[B A]}\right]=0, \quad \text { all } a, b, c \tag{25b}
\end{equation*}
$$

Making the definition

$$
\begin{equation*}
\Delta_{[A B] C}=\left[\bar{G}_{C}, \bar{I}_{[B A]}\right], \tag{25c}
\end{equation*}
$$

we see from Eq. (25a) that multi-centrality requires that $\Delta_{[A B] C}$ be antisymmetric in $A, C$ and in $B, C$ as well as in $A, B$; thus in the multi-central case $\Delta$ is totally antisymmetric, which we will indicate by writing it as $\Delta_{[A B C]}$. From Eq. (25b), we see that centrality requires that $\Delta_{|A B| C}$ must vanish.

Using the generator formulation, we proceed now to discuss successively the general, multicentral, and central cases in the light of the associativity analysis of Sec. II.
(1) The general case. An example given in Eqs. (13.54g) and (14.23a) of Ref. 4 shows that one can have a quaternionic projective representation which is neither central nor multi-central. The example is constructed from $n$ independent fermion creation and annihilation operators $b_{l}^{\dagger}$, $b_{\rho}, \ell=1, \ldots, n$, which commute with a left algebra quaternion basis $E_{0}=1, E_{1}=I, E_{2}=J, E_{3}=K$. Consider the set of three generators $\tilde{G}_{\boldsymbol{A}}$ defined by

$$
\begin{equation*}
\widetilde{G}_{A}=-\frac{1}{2} E_{A} N, \quad A=1,2,3 \tag{26a}
\end{equation*}
$$

with $N$ the number operator

$$
\begin{equation*}
N=\sum_{l=1}^{n} b_{l}^{\dagger} b_{l} \tag{26b}
\end{equation*}
$$

The commutator algebra of these generators has the form of a projective representation of $\operatorname{SU}(2)$,

$$
\begin{gather*}
{\left[\tilde{G}_{B}, \widetilde{G}_{A}\right]=-\sum_{C=1}^{3} \epsilon_{[B A C]} \widetilde{G}_{C}+\tilde{I}_{[B A]},} \\
\tilde{I}_{[B A]}=\sum_{C=1}^{3} \epsilon_{[B A C]} \frac{1}{2} E_{C} N(N-1), \tag{26c}
\end{gather*}
$$

with $\epsilon$ the usual three-index antisymmetric tensor. A simple calculation now shows that

$$
\begin{equation*}
\left[\widetilde{G}_{A}, \tilde{I}_{[B C]}\right]=-N(N-1)\left(\delta_{A B} \bar{G}_{C}-\delta_{A C} \bar{G}_{B}\right), \tag{27a}
\end{equation*}
$$

which is not antisymmetric in either the index pair $A, C$ or the pair $A, B$, and so the multi-centrality condition is not satisfied. Another simple calculation shows that

$$
\begin{equation*}
\sum_{D}\left(\epsilon_{[B A D]} \widetilde{I}_{[C D]}+\epsilon_{[C B D]} \bar{I}_{[A D]}+\epsilon_{[A C D]} \bar{I}_{[B D]}\right)=0, \tag{27b}
\end{equation*}
$$

by virtue of the Jacobi identity for the structure constant $\epsilon$, and also

$$
\begin{equation*}
\left[\bar{G}_{C}, \widetilde{I}_{[B A]}\right]+\left[\bar{G}_{A}, \tilde{I}_{[C B]}\right]+\left[\bar{G}_{B}, \tilde{I}_{[A C]}\right]=0 \tag{27c}
\end{equation*}
$$

Hence the associativity condition of Eq. (22a) is satisfied, with the first and second lines each vanishing separately.
(2) The multi-central case. Let us now consider the multi-central case, in which $\Delta_{[A B] C}$ defined in Eq. (25c) is totally antisymmetric in $A, B, C$, as indicated by the notation $\Delta_{[A B C]}$. The associativity condition of Eq. (22a) then simplifies to

$$
\begin{equation*}
\sum_{D}\left(C_{[B A] D} \bar{I}_{[C D]}+C_{[C B] D} \bar{I}_{[A D]}+C_{[A C] D} \bar{I}_{[B D]}\right)+3 \Delta_{[A B C]}=0 \tag{28a}
\end{equation*}
$$

A further equation involving $\Delta$ is obtained from the Jacobi identity

$$
\begin{equation*}
\left[\bar{G}_{D},\left[\bar{G}_{C}, \bar{I}_{[B A]}\right]\right]-\left[\bar{G}_{C},\left[\bar{G}_{D}, \tilde{I}_{[B A]}\right]\right]=\left[\bar{I}_{[B A]},\left[\bar{G}_{C}, \bar{G}_{D}\right]\right] \tag{28b}
\end{equation*}
$$

which on substituting Eqs. (17a) and (25c) becomes

$$
\begin{equation*}
\left[\widetilde{G}_{D}, \Delta_{[A B] C}\right]-\left[\widetilde{G}_{C}, \Delta_{[A B] D}\right]=-\sum_{E} C_{[C D] E} \Delta_{[A B] E}+\left[\widetilde{I}_{[B A]}, \tilde{I}_{[C D]}\right] \tag{28c}
\end{equation*}
$$

an equation which holds even in the general case in which $\Delta$ is not totally antisymmetric. Specializing Eq. (28c) to the multi-central case and contracting it with $\delta_{A C} \delta_{B D}$, the left-hand side vanishes because of the antisymmetry of $\Delta$, while the commutator term on the right-hand side becomes $\Sigma_{A B}\left[\widetilde{I}_{[B A]}, \widetilde{I}_{(A B]}\right]=0$, leaving the identity (after relabeling the dummy index $E$ as $C$ )

$$
\begin{equation*}
\sum_{A B C} C_{[A B] C} \Delta_{[A B C]}=0 \tag{29}
\end{equation*}
$$

Thus in order for a multi-central projective representation to exist which has $\Delta \neq 0$ and so is not also central, there must be a three-index antisymmetric tensor $\Delta_{[A B C]}$ which vanishes when all three indices are contracted with the structure constant $C_{\{A B j C}$. This condition is not easy to satisfy and so we pose the question, which we have not been able to answer: Can one construct an example of a multi-central quaternionic projective representation which is not central, or can one prove (in general, or with a restriction, e.g., to simple or semi-simple groups) that a multi-central quatemionic projective representation must always be central? The application of multi-centrality in Ref. 4 sheds no light on this issue; multi-centrality was used there (e.g., in Sec. 12.3) to show that quatemionic Poincare group projective representations outside the zero energy sector can always be transformed to complex Poincare group projective representations, which in the sector continuously connected to the identity are known ${ }^{8}$ to be transformable to vector representations.
(3) The central case. Let us finally consider the central case in which $\Delta=0$, which by Eqs. (25c) and (28c) implies that $\bar{I}_{[B A]}$ commutes with both $\bar{G}_{C}$ and $\bar{I}_{[C D]}$ for arbitrary values of the indices. Thus $\bar{I}_{[B A]}$ behaves as a central charge, justifying the name "central" for this case. The various results obtained in Bargmann ${ }^{6}$ can be immediately generalized to the quaternionic central case; for example, the analysis of Ref. 6 can be easily extended to show that the central charges associated with a quatemionic central projective representation of a semi-simple Lie group can always be removed by redefinition of the generators; and again, the nontrivial illustration ${ }^{6}$ of a complex projective representation, constructed in terms of the phase space translation generators in nonrelativistic quantum mechanics, can be embedded ${ }^{4}$ in quatemionic quantum mechanics as a central projective representation.
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In a series of papers published in this journal, a discussion was started on the significance of a new definition of projective representations in quatemionic Hilbert spaces. In the present paper we give what we believe is a resolution of the semantic differences that had apparently tended to obscure the issues. © 1997 American Institute of Physics. [S0022-2488(97)01709-X]

## I. WIGNER'S THEOREM REVISITED

We must first harmonize the notations in papers ${ }^{1-4}$ that were written more than 30 years apart, and for different audiences. Let $\mathscr{F}_{H}$ be a quatemionic Hilbert space. In order to facilitate the transcription to Dirac's bra-ket notation, we write the multiplication by scalars on the right, with the scalar product defined to be linear in its second term:

$$
\begin{equation*}
(\psi p, \phi q)=p^{*}(\psi, \phi) q, \tag{1}
\end{equation*}
$$

in conformity with $|\phi q\rangle=|\phi\rangle q$.
Under the initial assumptions of Wigner, ${ }^{5}$ reformulated by Bargmann, ${ }^{6}$ or the assumptions of Emch and Piron,' a symmetry $\mu$ is defined as a map that preserves transition probabilities between rays, or equivalently as an automorphism of the orthocomplemented lattice $\mathscr{P}\left(\mathscr{H}_{11}\right)$, the elements of which are the closed subspaces (i.e., the projectors) of the Hilbert space $\mathscr{H}_{\mathrm{H}}$.

The theorem known as Wigner's theorem (by physicists), and as the infinite-dimensional version of the fundamental theorem ${ }^{8}$ of projective geometry (by mathematicians) asserts that every symmetry is implemented by a counitary operator $U$, satisfying

$$
\begin{equation*}
P \in \mathscr{A}\left(\mathscr{E}_{H}\right) \mapsto \mu[P]=U^{*} P U, \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
U(\psi q)=(U \psi) \alpha_{U}[q], \forall \psi \in \mathscr{B}_{H} \quad \text { and } \quad q \in \mathscr{B}, \tag{3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{U}[q]=\omega_{U}^{*} q \omega_{U}, \quad \text { for some } \omega_{U} \in \mathrm{H}, \quad \text { with } \omega_{U U}^{*} \omega_{U}=1 \tag{3b}
\end{equation*}
$$

i.e., $\alpha_{U}$ is an automorphism of the field of quaternions. The counitarity of $U$ means that

$$
\begin{equation*}
U^{*} U=U U^{*}=I, \quad \text { so that }(U \psi, U \phi)=\alpha_{U}[(\psi, \phi)], \tag{3c}
\end{equation*}
$$

which reflects the fact that for a colinear operator $A$ the adjoint is defined by

$$
\begin{equation*}
\left(A^{*} \psi, \phi\right)=\alpha_{A}^{-1}[(\psi, A \phi)] . \tag{4}
\end{equation*}
$$

Conversely, every counitary operator implements a symmetry.

Finally, a symmetry determines the counitary operator that implements it, uniquely up to a "'phase;" specifically the quaternionic form of Schur's lemma ${ }^{1}$ implies that two counitary operators $U_{1}$ and $U_{2}$ implement the same symmerry if and only if there exists a unit quaternion $\omega$, such that $U_{2}=U_{1} C_{\omega}$, where $C_{\omega}$ is the counitary operator defined by

$$
\begin{equation*}
C_{\omega} \psi=\psi \omega . \tag{5}
\end{equation*}
$$

Indeed,

$$
\begin{equation*}
P \in \mathscr{A}\left(\mathscr{B}_{H}\right) \mapsto C_{\omega}^{*} P C_{\omega}=P . \tag{6}
\end{equation*}
$$

Hence, for every symmetry separately, one can choose a unitary operator to implement this symmetry; and this unitary operator is unique up to a sign.

So far, and as long as each symmetry is treated separately, the above approach covers the premises of both Adler ${ }^{2}$ and Emch. ${ }^{1}$

## II. StRONG AND WEAK PROJECTIVE REPRESENTATIONS

When an abstract group $G$ is represented as a group of symmetries, i.e., when a symmetry $\mu(g)$ is assigned to every $g \in G$ in such a manner that

$$
\begin{equation*}
\mu\left(g_{1}\right) \mu\left(g_{2}\right)=\mu\left(g_{1} g_{2}\right), \quad \forall\left(g_{1}, g_{2}\right) \in G \times G \tag{7a}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
P \in \mathscr{P}\left(\mathscr{F}_{11}\right) \mapsto \mu\left(g_{1}\right)\left[\mu\left(g_{2}\right)[P]\right]=\mu\left(g_{1} g_{2}\right)[P], \quad \forall\left(g_{1}, g_{2}\right) \in G \times G, \tag{7b}
\end{equation*}
$$

one can repeat the above procedure for each $\&$ separately, and obtain a lifting by unitary operators $U(g)$, satisfying

$$
\begin{equation*}
U\left(g_{1}\right) U\left(g_{2}\right)= \pm U\left(g_{1} g_{2}\right) \tag{8}
\end{equation*}
$$

When $G$ is a Lie group, and $\mu$ is a continuous representation, the brutal lifting just described may, however, not lead to a continuous unitary representation. As physics needs continuity to define the observables corresponding to the generators of the unitary representation, it is reassuring to know that continuity is obtained, nevertheless, ${ }^{1}$ as a result of the following procedure.

First, one shows that there always exists a continuous local lifting by counitary operators, thus satisfying the condition

$$
\begin{equation*}
U\left(g_{1}\right) U\left(g_{2}\right)=U\left(g_{1} g_{2}\right) C_{\omega\left(g_{1}, g_{2}\right)} . \tag{9}
\end{equation*}
$$

In this expression $C_{\omega}$ is a counitary operator, defined as in (5), where now $\omega=\omega(\cdot \cdot)$ is a continuous function of each of its arguments, takes its values in the unit quaternions, and satisfies, besides the trivial conditions $\omega(g, e)=\omega(e, g)$, the 2-cocycle condition:

$$
\begin{equation*}
\omega\left(g_{1}, g_{2} g_{3}\right) \omega\left(g_{2}, g_{3}\right)=\omega\left(g_{1} g_{2}, g_{3}\right) \alpha_{U_{3}}^{-1}\left[\omega\left(g_{1}, g_{2}\right)\right] ; \tag{10a}
\end{equation*}
$$

for the purpose of ulterior comparison with (13), we rewrite (10a) as

$$
\begin{equation*}
\left.C_{\omega\left(g_{1}, \delta_{2} 8_{3}\right.}\right) C_{\omega\left(g_{2}, \delta_{3}\right)}=C_{\omega\left(g_{1}, \delta_{2}, 8_{3}\right)} U_{8_{3}}^{-1} C_{\omega\left(g_{1}, 8_{2}\right)} U_{8_{3}} \tag{10b}
\end{equation*}
$$

Second, one shows that such a lifting is always equivalent to a continuous, unitary, local, but true representation (i.e., no $\omega$, not even a $\pm$ sign, ambiguity).
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Third, whenever the Lie group $G$ is simply connected, this can be extended to a continuous, unitary representation of the whole group $G$. In cases where the group is doubly connected (e.g., the rotation group in three dimensions), one only obtains the above result for its covering group; it is when one has to consider the group itself that the $\pm$ ambiguity of (8) can possibly manifest itself. As the latter amendment (covering multiply connected groups) is not germane to the issue on which we want to concentrate in this paper, we will not pursue that part of the discussion here.

The straightforward generalization we just sketched, extending to quaternionic Hilbert spaces the analysis familiar from the complex Hilbert spaces situation presents one remarkable feature: the "phase reduction'' is always locally trivial. Mathematically, this can be understood' from the fact that the local phase reduction amounts to finding, up to equivalence, all the extensions ${ }^{9}$ of the Lie algebra of $G$ by the Lie algebra of the group of automorphisms of the field of quaternions; as the latter happens to be the semisimple Lie algebra su( $2, C$ ), all such extensions are trivial. ${ }^{10}$ In this respect the complex case is much more involved, as shown by Bargmann. ${ }^{11}$ In particular, the phase reduction is not locally trivial for the Galilei group, a fact that is interpreted as viewing the mass as parametrizing the sectors of a superselection rule. Two attitudes are possible in this juncture. The first, which was chosen by Emch, ${ }^{1}$ was to accept that Galilean QM is different in its quaternionic realization from what it is in its complex realization. The second is to pursue the issue, and to generalize the definition of a projective representation; this was recently proposed by Adler. ${ }^{2}$

Translated in the notation of this paper, Adler's proposal ${ }^{2}$ is to replace condition (9) by the weakened condition,

$$
\begin{equation*}
U\left(g_{1}\right) U\left(g_{2}\right)=U\left(g_{1} g_{2}\right) L_{\Omega\left(g_{1}, g_{2}\right)} \tag{11}
\end{equation*}
$$

where $L_{\Omega\left(g_{1}, g_{2}\right)}$ is the linear operator,

$$
\begin{equation*}
L_{\Omega\left(g_{1}, \delta_{2}\right)} \psi=\sum_{k} \phi_{k} \omega_{k}\left(g_{1}, g_{2}\right)\left(\phi_{k}, \psi\right) \tag{12}
\end{equation*}
$$

with $\omega_{k}\left(g_{1}, g_{2}\right) * \omega_{k}\left(g_{1}, g_{2}\right)=1$ and $\Phi=\left\{\phi_{k} \mid k=1,2, \ldots\right\}$ is a complete orthonormal basis in $\mathscr{H}_{\mathrm{H}}$, the same for all pairs $\left(g_{1}, g_{2}\right)$ of elements of $G$. Note that

$$
\begin{equation*}
L_{\Omega\left(g_{1}, \delta_{2} \ell_{3}\right)} L_{\Omega\left(\delta_{2}, \delta_{3}\right)}=L_{\Omega\left(\delta_{1}, \delta_{2}\right)} U_{\delta_{3}}^{-1} L_{\Omega\left(\delta_{1}, \delta_{2}\right)} U_{\delta_{3}} \tag{13}
\end{equation*}
$$

## III. DISCUSSION

While $\{11,13\}$ look somewhat similar to $\{9,10 b\}$, there are major differences between these two formulations; our purpose in this paper is to delineate sharply the scope and reach of these variations.

First. (9) is a direct consequence of the condition (7). Hence one should expect condition (7) to be violated by (11). This is indeed the case: see (16) below. Recall that (7) is the defining condition for the usual definition of a projective representation, as $\mathscr{P}\left(\mathscr{C}_{\mathrm{H}}\right)$ is the projective space associated to the vector space $\mathscr{H}_{H}$. It is, in fact, equivalent to (9), and it is the condition Adler ${ }^{2}$ refers to as the defining property of a strong projective representation, in opposition to (11), which is equivalent to (16), and which he introduces as the definition of a weak projective representation.

Second, (9) is a relation among essentially counitary operators. It is true, as we just mentioned, that a powerful theorem ${ }^{1}$ allows us to reduce the phases and thus to obtain a locally trivial continuous unitary representation, so that (9) becomes ultimately a relation between linear operators. Nevertheless, this reduction is not instructive in the present juncture since it is (9) itself [not (8)] that serves as a motivation for the extension (11). By contrast, (11) is in its very essence a relation between unitary operators; in particular, $L$ is a linear operator (in fact, a unitary operator)
that involves the choice of a complete orthonormal basis $\Phi=\left\{\phi_{k} \mid k=1,2, \ldots\right\}$; i.e., the focusing on one complete set of commuting observables, or more precisely, on a discrete, maximal Abelian, real subalgebra,

$$
\begin{equation*}
\mathscr{C}_{\Phi}=\left|A: \psi \in \mathscr{H}_{\mathrm{H}} \mapsto A \psi=\sum_{k} \phi_{k} a_{k}\left(\phi_{k}, \psi\right) \in \mathscr{C}_{\mathrm{H}}\right|, \tag{14}
\end{equation*}
$$

the minimal projectors of which are the projectors $P_{\phi_{k}}$ on the one-dimensional rays corresponding to each element $\phi_{k}$ of the chosen basis $\Phi$. We denote by $\mathscr{P}\left(\mathscr{B}_{\Phi}\right)$ the Boolean sublattice of $\mathscr{P}\left(\mathscr{H}_{\mathrm{H}}\right)$ generated by these projectors.

Third, as a consequence of the above remark, whereas the colinear operators $C_{\omega\left(g_{1}, g_{2}\right)}$ in (9) implement the trivial symmetry [see (6)]-and are, in particular, independent of any choice of a Hilbert space basis-that is not the case for the symmetry implemented by the linear operators $L_{\Omega\left(g_{1}, g_{2}\right)}$. Indeed, we have generically only

$$
\begin{equation*}
P \in \mathscr{P}\left(\mathcal{B}_{\Phi}\right) \mapsto L_{\Omega\left(g_{1}, g_{2}\right)}^{*} P L_{\Omega\left(g_{1}, g_{2}\right)}=P \tag{15}
\end{equation*}
$$

Hence, the symmetry implemented by $U\left(g_{1} g_{2}\right)$ coincides with the symmetry implemented by $U\left(g_{1}\right) U\left(g_{2}\right)$ only for the elements of the distinguished maximal Abelian algebra $\mathscr{A}_{\Phi}$ chosen to define the linear operators $L_{\Omega\left(g_{1} \xi_{2}\right)}$ :

$$
\begin{equation*}
P \in \mathscr{P}\left(\mathscr{G}_{\Phi}\right) \mapsto \mu\left(g_{1}\right)\left[\mu\left(g_{2}\right)[P]\right]=\mu\left(g_{2} g_{2}\right)[P], \quad \forall\left(g_{1}, g_{2}\right) \in G \times G \tag{16}
\end{equation*}
$$

This, compared to (7), is the major difference between the conditions defining weak versus strong projective representations. While both require, for each symmetry separately, that $\mu(g)$ be an automorphism of the whole system (a condition necessary to support the use of Wigner's theorem), the difference appears when it comes to the representation of a group of symmetries: the strong definition requires (7b), i.e., that $\mu$ is a representation on the full $\mathscr{P}\left(\mathscr{F}_{11}\right)$, whereas the weak definition requires only (16), i.e., that this condition hold on $\mathscr{P}\left(\mathscr{\&}_{\Phi}\right)$.

This is the price one must be prepared to pay for the relaxing from the "strong" condition (9) to the "weak" condition (11)-which is the generalization proposed by Adler. ${ }^{2}$ At this price, it has become possible ${ }^{12,4,13}$ to classify the irreducible weakly projective representations of connected Lie groups; to embed complex projective representations into weakly projective quaternionic representations (even when the Bargmann complex phase reduction is not locally trivial); to construct quaternionic coherent states (including the weakly projective case); and to discuss how, in the complex case, the weak condition (11) already implies the stronger condition of (9).

After comparing their original motivations, the authors realized how they both had hoped to take advantage of the $\operatorname{SU}(2)$ symmetry of the quaternions: Emch ${ }^{1}$ was interested in finding some natural coupling between the inhomogeneous Lorentz group of special relativity and the intemal symmetries then known in elementary particle theory; Adler ${ }^{2}$ was similarly interested in finding a source in the ray structure of Hilbert space for the color symmetry. It seems fair to say that, even with the generalization proposed by Adler, ${ }^{2}$ the structure of the current quaternionic models for quantum theories is not (yet) rich enough to accommodate dreams that extend beyond the complex Hilbert space formalism.
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[^71]:    ns. Fubini, G. Furlan, and C. Rossetti, Nuovo Cimento 40, 1171 (1965).

[^72]:    * Junior Fellow, Society of Fellows.
    $\dagger$ National Science Foundation Postdoctoral Fellow, 196566.
    ${ }^{1}$ Y. Nambu and D. Lurié, Phys. Rev. 125, 1429 (1962) ; Y. Nambu and E. Shrauner, ibid. 128, 862 (1962); S. L. Adler, ibid. 139, B1638 (1965); M. Suzuki, Phys. Rev. Letters 15, 986 (1965); C. G. Callan and S. B. Treiman, sbid. 16, 153 (1966).
    , These relations are contained implicitly in the weak pion production results of Nambu and Shrauner (Ref. 1). The covariant forms have been derived by a number of autbors: $S$. I. Adler, in Proceedings of the International Conference on Weak Interactions, Argonne National Laboratory, 1965 , p. 291 (unpublished); Riazuddin and B. W. Lee, Phys. Rev. 146, B1202 (1966); G. Furlan, R. Jengo, and E. Remiddi, Nuovo Cimento 44, 427 (1966).

[^73]:    ' Our notation followg that of a review article on pion electroand weak production in preparation by one of the suthors (S.L.A.). Our amplitudes are related to those of CGLN [G. F. Chew, F. E. Low, M. L. Goldberger, and Y. Nambu, Phys. Rev. 106, 1345 (1957)] as follows:
    covariant amplitudes $-\left[V_{1}, V_{1}, V_{1}, V_{4}\right]^{( \pm 0)}$ (the popar $=2[A, B, C, D]^{( \pm \infty)} \mathrm{coln}$,
    center-of-mass amplitudes- $[5,7]^{( \pm A)}$ uld paober $=\left(8 \pi W / M_{N}\right)\left[\boldsymbol{J}_{j}\right]^{( \pm .0)}$ oaw,
    multipoles- $\left[M_{1+} \text {, etc. }\right]^{( \pm .0)}$ mula poper
    $=\left(8 \times W / M_{N}\right)\left[M_{H}, \text { etc. }\right]^{( \pm,)}$caLn.

[^74]:    ${ }^{1}$ See, for example, R. Blankenbecler, S. Gartenhaus, R. Huff, and Y. Nambu, Nuovo Cimento 17, 775 (1960); P. Dennery, Phys. Rev. 124, $2000^{\prime}$ (1961).
    ${ }^{\prime}$ M. Gell-Mann and M. Lévy, Nuovo Cimeato 16, 705 (1960); Y. Nambu, Phys. Rev. Letters 4, 380 (1960).

[^75]:    ${ }^{10}$ See S. L. Adler, Ref. 1, where the rules for calculating the "pole insertions" are discussed. In Sec. II B we bave ignored questions of gauge invariance. It is easily shown [S. Adler and Y. Dothan, Phys. Rev. 151, 1267 (1966), and M. Nauenberg, Phys. Letters 22,201 (1966) ] that when the final pion is off mass shell, the photoproduction or electroproduction amplitude is not divergenceless, but has a divergence proportional to $\left(q^{3}+M_{N^{2}}\right)_{g}\left[(q-k)^{1}\right] /\left[(g-k)^{3}+M z^{2}\right]$. In order to maintain the correct divergence, additional terms must be added to the Born approximation calculated (rom the diagrams of Fig. 1. However, these additional terms vanish when $o=k \cdot d=0$, and thus do not sffect the results of this paper. See also S. Fubini, Y. Nambu, and A. Wataghin, Phys. Rev. 111, 329 (1958).
    ${ }^{21}$ Validizy of the unsubtracted dispersion relation for $V_{1}{ }^{(+)}(0)$ is indicated by the Regge-pole analysia of photoproduction given by G. Zweig, Nuovo Cimento 32, 689 (1964).

[^76]:    ${ }^{15}$ For a more detailed discussion see S. L. Adler, Pbys. Rev. 140, B736 (1965).
    ${ }^{21}$ 'S. D. Bjorken and Y. D. Walecka, Ann. Phys, (N. Y.) 38, 35 (1966); Y. Dothan and R. P. Feynman (private communciation).

[^77]:    ${ }^{14}$ G. F. Chew, F. E. Low, M. L. Goldberger, and Y. Nambu, Phys Rev. 106, 1345 (1957).

[^78]:    ${ }^{14}$ G. F. Chew, F. F. Low, M. L. Goldberger, and Y. Nambu, Phye. Rev. 106, 1337 (1957).
    ${ }^{16}$ We obtained the same numerical result using the ( 3,3 ) phase-shift parametrizations of Schmidt (Ref. 4) and of L. D. Roper, University of Califormia Report No. UCRI 7846 (unpublished). For an independent evaluation of this integral, see D. Lyth, Phys. Letters 21, 338 (1966).
    ${ }^{11}$ See W. I. Weisberger, Phys. Rev. Letters 14, 1047 (1965): S. L. Adler, ibid. 14, 1051 (1965).

[^79]:    ${ }^{11}$ Equation (37) does not give the multipoles $M_{2}, E_{2}$ the correct threshold behavior, but the $N^{* *}(1520)$ is far enough from threshold so that this is not too important. To make the off-mass-shell correction we have multiplied each $\mathfrak{M}$ by $\left[|q| N_{v} /-0 /\right.$ $\left.|q| M_{r^{\prime}}-\mu_{r}\right]$, so that the off-mass-sinell multipoles all have the correct threshold behavior.

[^80]:    ${ }^{10}$ This is suggested by the CGLN model, in which the isoscalar amplitude is given by the Born approximation, but the isovector amplitude differs appreciably from the Born approximation due to the presence of the dispersion integral over the $N^{*}$ (1238).
    $x^{2}$ L. D. Roper, Ref. 16.

[^81]:    * A. P. Sloan Foundation Fellow.
    $\dagger$ Supported in part by the U. S. Air Force Office of Research, Air Research and Development Command, under Contract No. AF 49 (638)-1545.
    ${ }^{1}$ For a discussion of the determination of $g_{A}\left(k^{1}\right)$ in neutrino experiments, see E. C. M. Young, CERN Report 67-12 (unpublished). ${ }^{1}$ T. Ebata, Phys. Rev. 154, 1341 (1967); P. Carruthers and H. W. Huang, Phys. Letters 24B, 464 (1967): P. Narayanaswamy and B. Renner, Nuovo Cimento 53A, 107 (1968); S. M. Berman (unpublished) (Berman has also considered the extension to electroproduction); W. I. Weisherger (unpublished).
    ${ }^{1}$ R. E. Cutkosky and F. Zachariasen, Phys. Rev. 103, 1108 (1956). [See also P. Carruthers and H.' Wong, ibid. 128, 2382 (1962).] The soft-pion result generalizes their model to a relativistic framework in the same way that Chew, Goldberger, Low, and Nambu extended the Chew-Low static model for $N_{1,2}$ : photoproduction.

[^82]:    ${ }^{4}$ G. F. Chew, M. L. Goldberger, F. E. Low, and Y. Numbu, Phys. Rev. 106, 1345 (1957). Hereafter referred to as CGLN.
    ${ }^{\text {¿S See, for esample, S. L. Adler and F. J. Gimman, Phys, Rev. }}$ 152, 1460 (1966).

[^83]:    ${ }^{4}$ When integrated over space with respect to $x$. Eq. (5) broomes
     is a particle with the cuantum numbers $I=1, Y=0$. The frocal form, Eq. (5), follows from the integrated version in canonical sald theories, since in such theories the charge density $J b^{p M}$ is a bilinear form in the canonical fields and momenta, and thus [jem ( $x$ ), , $r(y)]\left.\right|_{0}$ contains no gradient of $\delta$-function terms which vanish wher integrated spatially.

[^84]:    ${ }^{7}$ We have, of course, evaluated the equal-time commutator using the Gell-Mann algebra of currents [M. Gell-Mann, Physics 1, 63 (1964)]. The possible presence of Schwinger terms in the timespace commutators is irrelevant because of the cancellation of the Schwinger term and "seagull-diagram" contributions in softpion calculations. See, for example, S. L. Adler and R. F. Dashen, Current Algebras (W. A. Benjamin, Inc., New York, 1968), Chap.
    3 .

[^85]:    In writing the matrix element $O^{\mathrm{KM}}$ we neglect the additional momentum $q$. carried by the intermediate nucleon. It is clear that the error is $O(q)$, consistent with our approximation.

[^86]:    ${ }^{1}$ That is, the frame defined $\mathrm{by}_{\mathrm{p}}+\mathbf{+}+\mathrm{q}_{\mathbf{t}}=0$. In the case $\mathrm{q}_{\mathbf{1}}=0$ which we consider, the center-of-mass frame of the final baryons is identical with the center-of-mass frame of the hard pion and nuclean (the $N_{1,1} \mathbf{a}^{\circ}$ reat frame).
    ${ }^{10}$ S. L. Adier (to be published).
    ${ }^{12}$ Our multipoles are a factor ( $8 \pi W / M_{N}$ ) times those of Ref. 4.

[^87]:    " A similar calculation would lead to a determination of $\$\left(\begin{array}{l}(H) \text { in electroproduction of a single soft pion. The relevant matrix elements }\end{array}\right.$ are given in Ref. 5 , which gives further references. Experimental data on single- and double-pion photoproduction reactions indicate that double-pion electroproduction may yield more reliable results for $\mathrm{sA}_{A}\left(k^{2}\right)$ than single-pion electroproduction. The reason is that the soft-pion matrix element seems to give an accurate description of the experimental results for two-pion photoproduction up to about 100 MeV above the $N_{3,2^{*}}+\tau$ threshold, while the single-pion photoproduction is dominated by $N_{\mathrm{a}}$ a production (which cannot be described by soft-pion methods) as soon as one goes away from threshold. In fact, it is interesting to note that the recent DESY results on $\gamma+p \rightarrow N_{1,},{ }^{*++}+\pi^{-}$show a cross section rising less rapidly above threshold than indicated by earlier experiments and agree within experimental error with the prediction of the Cutkosky-Zachariasen model. The relevant experimental results and reterences are given in Fig. 9 of M. G. Hauser, Phys. Rev. 160 , 1215 (1967). If both methods of measuring $\mathrm{g}_{4}\left(k^{(k)}\right.$ are feasible, one wiil be happy to have two independent determinations.

[^88]:    ${ }^{25}$ We use the equation $2 M_{N} g_{A}\left(k^{2}\right)-k^{2} h_{A}\left(k^{2}\right)=\left[2 M_{N} g_{A} / g_{r}(0)\right]\left[M_{r}^{2} /\left(k^{2}+M_{n}^{2}\right)\right] g_{r}\left(k^{2}\right)$, obtained by sandwiching Eq. (2D.10) between one nucteon states.

[^89]:    ${ }^{3 s}$ A number of authors (4I), because of incorrectly using amplitudes with kinematic singularities, have obtained Eqs. (5A.29) and (SA.30) with $\left.\mathcal{A}_{1}^{(-)}\right|_{0}$ replaced by 0 .

[^90]:    ${ }^{1}$ We use the notation and metric conventions of J. D. Bjorken and S. D. Drell, Relasivistic Quantum Fields (McGraw-Hill Book Co., New York, 1965), pp. 377-390. Note that eatu $=-\boldsymbol{e}^{6210}=1$.

[^91]:    ${ }^{2}$ J. M. Jauch and F. Rohrlich, The Theory of Photons and Elecirons (Addison-Wesley Publishing Co., Inc., Cambridge, Mass., 1955), pp. 458-461.
    I L. Rosenberg, Phys. Rev. 129, 2786 (1963). In Eq. (16) and Fig. 2, we have labeled the legs of the triangle in accordance with Rosenberg's notation, which differs from the labeling convention used in Eqs. (12) and (13). Because the integral defining the triangle graph is linearly divergent, the value of the triangle graph is ambiguous and depends on the labeling convention and the method of evaluation of the integral. For example, if Eq. (16) is evaluated by symmetric integration about the origin in 9 space, the value of $R_{f, n}$ so obtained sntisfies the usual arial-vector Ward identity (but is not gauge-invariant with respect to the vector indices). If, on the other hand, Eq. (16) is evaluated by symmetric integration around some other point in $r$ space, say $r=k_{1}$ [or. alternatively, if we integrate symmetrically around,$=0$ but lahel the triangle using the convention of Eqs. (12) and (13)], then the result has an anomalous axial-vector Ward identity. The value in Eq. (17) which we have assigned to $R_{\text {egeg }}$ is the unique value which is gauge-invariant with respect to the vector indices. Further discussion of the ambiguity in the definition of Eq. (16), and a justification of the specific choice in Eq. (17), are given in the Appendix.

[^92]:    ${ }^{4} \mathrm{~S}$. Weinberg, Phys. Rev. 118, 838 (1960). For a simplified expasition of Weinherg's results, see J. D. Bjorken and S. D. Drell, Ref. 1, pp. 317-330 and pp. 364-368. Weinberg's theorem applies for arbitrary spacelibe four-vectors $q$ 4. There can also be powers of $\ln \ln \xi$, in in $\ln \xi$, etc., in Eq. (24), which we do not indicate explicitly.
    ${ }^{4}$ The superfical divergence of the subgraph is obtained, as usual, by adding -1 for each internal fermion line, -2 for each internal boson line, and +4 for each internal integration. For the precise definition of subgraph in the general case, see Ref. 4.

[^93]:    I We show in the Appendir that this extra term cannot be eliminated by redefining the triangle graph.
    ${ }^{2}$ G. Preparata and W. I. Weisberger, Phys. Rev. 175. 1965 (1968), Appendix C.

[^94]:    L'We omit the normal ordering signs.

[^95]:    ${ }^{1}$ For recent discussions of the sicknesses of the local currentcurrent theory and their possible remedies, see N. Christ, Phys. Rev. 176, 2086 (1968); and M. Gell-Mann, M. L. Goldberger, N. M. Kroll, and F. E. Low, Phys. Rev. (to be published).

[^96]:    ${ }^{20}$ What is happening here is that the muon triangle diagram and the electron triangle diagram contribute with opposite sign. and so regularize each other.
    ${ }^{11}$ For details, see S. L. Adler and R. F. Dashen, Currens Algebras (W. A. Benjamin, Inc., New York, 1968), pp. 15-18.

[^97]:    ${ }^{4}$ Because of an implicit photon feld dependence of ${ }^{10}{ }^{1}(x)$ implied by Eq. (30), Q ${ }^{\prime}$ does commute with all the photon field variables. The details of showing this are complicated, and will be given elsewhere.
    ${ }_{4}$ J. S. Hell and R. Jacki" (unpublished).

[^98]:    ${ }^{14}$ C. N. Yazg, Phys. Rev. 77, 242 (1950).
    14 Our resulto do not contradict those of Bell and Jackiw, but rather complement them. The main point of Bell and Jackiw is that the a model interpreted in the conventional way, does not satisfy the requirements of PCAC. Bell and Jackiw modify the $a$ model in such a way as to restore PCAC. We, on the other hand, stay within the conventional o model, and try to systematize and exploit the PCAC breakdown.

[^99]:    ${ }^{10}$ M. Gell-Mann and M. Lévy, Nuovo Cimento 16, 705 (1960).

[^100]:    ${ }^{11}$ We take $\mathrm{gr} \approx 13.4, g_{1} \approx 1.18$. If we used $g_{1} \approx 1.24$, then we would get $\boldsymbol{T}^{-1}=8.9 \mathrm{eV}$. We can also evaluate Eq. (A26) by using the relation $g_{r}(0) /\left(m_{\text {NGA }}\right)=\sqrt{2} \mu_{+}{ }^{2} / f_{r}$, with $f_{\tau}$ the charged-pion decay amplitude and $\mu_{+}$the charged-pion mass. (See S. L. Adier and R. F. Dashen, Ref. 11, pp. 41-45.) This gives $F\left(a_{1+1}\right)^{1}-a$ $=-(\alpha / \pi) \sqrt{2} \mu_{+} / f_{r}$. Using the experimental value $f_{n} \approx 0.96 \mu_{+}{ }^{1}$, we find from Eq. (A27) that $\boldsymbol{T}^{-1}=7.4 \mathrm{eV}$.
    ${ }^{11}$ A. H. Rosenield at al., Rey. Mod. Phys. 40,77 (1968).
    ${ }^{19}$ Comparing Eqs. (A26) and (A17), we see that apart from ${ }^{2}$ factor of $g_{A^{-7}}$, our PCAC expression for the $\pi^{n}$ lifetime is the same as the expression obtained from the pseudoscalar coupling triangle graph if one uses the physical nucleon mass and pion-nucleon coupling rather than the bare mass and coupling appearing in Eq. (A17). That the triangle graph, evaluated using physical quantities, gives a good value for $\boldsymbol{z}^{2} \rightarrow 2 \gamma$ decay has been noted by J. Steinberger, Phys. Rev. 76, 1180 (1949); and J. Stein berger (private communication).
    $\infty$ This assumption is not strictly necessary for the calculation of the $\boldsymbol{x} \rightarrow 2 \gamma$ rate. If there is also a single elementary neutras vector-meson field $B^{n}$, then there will be an additional term in Eq. (A30) proportional to $\mathrm{Ft}^{2} \partial B^{\gamma} / \partial x$, efore. However, because the gauge-invariant coupling of a masaive vector boson to a physical photon vanighes [G. T. Feldman and P. T. Matthews, Phys. Rev. 132, 823 (1963)], this term makes no contribution to the physical $\boldsymbol{x}^{2} \rightarrow 2 \gamma$ decay. In general, there will be no change in the $\pi^{0} \rightarrow \mathbf{2 \gamma}$ prediction if oniy isoscalar vector mesons or orty isovector vector mesons are present. If both isoscalar and isovector vector mesons, are present, there will be additional terms like $\partial B^{\prime}(I=1) / \partial x$ $\partial B^{*}(I=0) / \partial x_{\rho}$ efere, which do affect the $\boldsymbol{\gamma}^{0} \rightarrow 2 \gamma$ prediction.

[^101]:    $\because$ In Eq. (A30), $\phi=$ : does not necessarily mean a canonical pion field, but only a suitable interpolating field for the pion. For example, in the quark model, $\phi_{\text {ro }}$ would be proportional to $\psi$ rara $\psi$. The separation of $\partial_{\lambda} F_{2}^{s \lambda}$ into two terms in Eq. (A30) is made unique by the requirement that $\phi_{\mathrm{Fa}}$ and the photon feld be dymamically independent, in the sense that $\left[\phi_{\mathrm{r}}, A_{\mathrm{A}}\right]=\left[\phi_{\mathrm{mo}}, \mathcal{A}_{2}\right]=0$ at equal times.
    ${ }^{3}$ If we use instead of Eq. (A33) the formula $F \approx-(\alpha / \pi)(2 S)$ $X\left(\sqrt{1} \mu_{+} / i / f_{2}\right)$, as in Ref. 17, then the experimentally measured ${ }^{0}$ lifetime gives $|S|=0.50$.
    ${ }^{14}$ N. Cabibbo, L. Majani, and G. Preparata, Phys. Letters 25B, 132 (1967); K. Johnson, F. Low, and H. Suura, Phys. Rev. Letters 18, 224 (1967).
    ${ }^{24}$ This result was noted previously, in the context of the vector dominance model, by N. Cabibbo, L. Maiani, and G. Preparata, Phys. Letters 25B, 31 (1967).

[^102]:    ${ }^{2}$ The correctness of the factor $1 / \sqrt{3}$ is easily verified in the triplet model.
    is The factor $\left(\mu_{n} / \mu\right)^{2}$ comes from phase space.
    ${ }^{27}$ We discuss briefly two other electromagnelic decays to which current algebra methods have been applied: $\omega \rightarrow \pi^{0} \gamma$ and $\eta \rightarrow 3 \pi$. In the case of $\omega \rightarrow x^{0} \gamma$ it has been argued by D. G. Sutherland [Nucl. Phys. B2, 433 (1967)] that the usual PCAC equation [Eq. (A11)] implies vanishing of the decay amplitude at zero $\boldsymbol{\pi}^{0}$ four-momentum. This conclusion, however, is erroneous, and results from the use by Sutherland of an insufficiently general form for the arial-vector-current-vector-meson-photon vertex. The most general such vertex is given by Eq. (A12); an examination of the reasoning leading to Eq. (A13) shows that Eq. (A13) is valid only when $k_{1}^{2}=k_{1}^{2}=0$. When one of the vectors is massive, as in the case of $w$ decay, we find instead that
    
    
    contradicting Sutherland's conclusion. This equation also means that our modified PCAC prediction for $\boldsymbol{x}^{\circ} \rightarrow 2 \boldsymbol{\gamma}$ will be altered when one of the photons is virtual, as is the case in the Primakof effect.
    In the decay $\eta \rightarrow 3 x$, the only point which we wish to make is that the triangle graphs which we have considered (involving either photons or strongly interacting vector mesons) cannot alter the usual PCAC predictions. The reason is the presence in all matrix elements coming from our extra term of the factor $k_{1}{ }^{t} k_{3}$. $X 4_{1}{ }^{\prime \prime} \varepsilon_{1}{ }^{\prime}$ efren which vanishes at zero four-momentum for the axial-vector verter. (In the $\pi^{0} \rightarrow 2 \gamma$ case we were always talking about the matrix element left after removal of this factor.)

[^103]:    ${ }^{2}$ S. L. Adler, Phys. Rev. 177, 2426 (1969). This paper will hereafter be referred to as I. See also J. Schwinger, ibid. 82, 664 (1951), Sec. V; C. R. Hagen ibid. 177, 2622 (1969); R. Jackiw and K. Johnson, ibid. 182, 1457 (1969); B. Zumino (unpublished). As in I, we use the notation and metric conventions of J. D. Bjorken and S. D. Drell. Redativistic Quantum Fiedds (McGrawHill Book Co., New York, 1965), pp. 377-390. In particular, we
    
    ${ }^{1}$ S. L. Adler and W. A. Bardeen, Phys. Rev. 182, 1515 (1969). Note that the anomalous divergence term can be rewritten in terms of finite quantities as ( $\alpha / 4 \mathrm{H}$ ) $F_{r}$ b- $F_{r}$ relefore, where $F_{r}$ be is the renormalized electromagnetic field-atrength tensor.

[^104]:    ${ }^{1}$ Since in Eqs. (3)-(7) we worl to lowest order only, we omit the wave-function renormalization factor from Eq. (3).
    'S. L. Adier and R. F. Dashen, Current Algedras (W. A. Henjamin, Inc., New York, 1968), Eq. (2.7).

[^105]:    - We have suppressed the dependence of $A_{\text {me, }}, \ldots, C_{m}$ on $\mathbf{k}_{1}$ and $k_{3}$.
    if. D. Bjorken, Phys. Rev. 148, 1467 (1968).
    ${ }^{7}$ K. Johnson and F. E. Law, Progr- Theoret. Phyn. (Kyoto) Suppl. 37-38, 74 (1966).

    We remind the reader that since we have deduced the commutators of Eq. (8) from the triangle graph alone, without considering other grephs, we have not yet ruled out the presence of additional terma in the firld-current or current-current commutators of higher order than $\alpha_{0}$ or $e_{1}$ respectively. However, the consistency argament of Eqs. (23) -(30) below nuggests that auch terms, if they occur at all, are at worst Schwinger terms and seaguils of the uroal type, which cancel against each other when vector ar axial vector diversencen are thien.

[^106]:    - We use bere the method of D. G. Boulware and L. S. Brown, Phys. Rev. 156, 1724 (1967).

[^107]:    ${ }^{10}$ We have used $\left[j_{0}(x), \mathbf{E}(y) \cdot \mathbf{B}(y)\right]=0$, wijch follows from $\left[j_{0}(x), A_{v}(y)\right]=\left[j_{0}(x), A_{+}(y)\right]=0$. Note that $\left[j_{0}(x), A_{0}(y)\right]=0$ can $a j o i x) j a t+\nabla_{x} \cdot i=0$, in the sume may tumi we urived Eq. (19).
    11 The commutation relations $\left[A_{r}(x), j_{2}(y)\right]=\left[A_{i}(x), j^{b}(y)\right]$ $=\left[\mathcal{A}_{0}(x), j_{0}^{\prime}(y)\right]=\left[A_{t}(x), j^{\prime}(y)\right]=0$ can be proved to all orders in perturbaton theory by the Bjorken-Johnson-Low method, using the Weinberg asymptotic rules discussed in Chap. 19 of Bjorken

[^108]:    and Drell (Ref. 1). Let $T_{\text {onsfo }}\left(k_{1}, \ldots\right)$ be an arbitrary amplitude invoiving an external photon of polarization and four-momentum $k_{1}$, an axial-vector current $j_{p^{1}}$ with four-momentum $-k_{1}+\Delta$, 2j external fermions, and $b$ additional external photons. Because of charge-conjugation invariance, we cannot have $2 f=b=0$. When $f>0$ or $b>1$, the arymptolic coefficient a a ssociated with $T$, as $\mathrm{i}_{10} \rightarrow \infty$, can never be greater than zero. When $f=0$ and $b=1$, the superficial asymptotic coefficient is 1 (the graph is linearly divergent), but gauge invariance implies that the photon $\delta$ must couple through its field-strength tensor, and this reduces the etfedive $\alpha$ to zero. Thus $\alpha$ for $T$ can never be greater than zero, and since $T$ is arbitrary, this statement holds for all subgraphs of $T$ as well. We conclude that $T_{\text {ont }}\left(k_{1}, \ldots\right) \sim\left(\ln k_{10}\right)$ as $\dot{k}_{10} \rightarrow \infty$, and gince $k_{1}{ }^{\circ} T_{\text {onera }}\left(k_{1}, \ldots\right)=0$ by gauge invariance, this means that $T_{0,21 / 1}\left(k_{1}, \ldots\right) \sim \mathcal{L}_{10}-{ }^{-i}\left(\ln k_{16}\right)^{d}$ Comparing with Eq. (5), we conclude that $\left[A_{1}\left(x_{1}, j_{8}{ }^{\circ}(y)\right]=\left[A_{0}(x), j_{s}{ }^{\circ}(\mathcal{V})\right]=0\right.$. An identical argument holds with $j_{\mu}{ }^{\circ}$ replaced by $j^{d}$.
    "We believe that Eqs. (19) and (22) are exsct when sandwiched between normalizable states (a| and $\mid b)$. We make no claims about matrix dements involving non-normalizable states such as ja $(x)!a)$ or $\left.j_{0}{ }^{2}(y) \mid a\right)$ and, in particular, we do not demand that the comnsutators of Eq. (8) satisfy the Jacobi identity. (They in not.) Far a discussion of Jacobi-identity breakdown, see Johnson and Low (Ref. 7).
    "See Adler and Dashen (Ref. 4), Chap. 3; Houlware and Brown (Ref. 9); D. G. Houlware, Pbys. Rev. 1/2, 1625 (1968).

[^109]:    ${ }^{24}$ Equation (34) and Eqs. (16) and (19) may be combined into the simple abservation that $\left[Q^{\prime}, A,\right]=0$ and $d Q^{1} / d t=0$ implies $\left[Q^{4}, A_{r}\right]=0$.
    ${ }_{10}$ Again, we neglect the photon wave-function renormatization.
    ${ }^{10}$ We have suppressed the dependence of $C_{\mu v e}$ and $S_{\mu \text { a, }}$ on $\boldsymbol{\xi}_{1}$ and $\mathbf{k}_{\mathbf{2}}$.

[^110]:    - Research sponsored by the Air Force Office of Scientific Research, Office of Aerospace Research, U. S. Air Force, under AFOSR Grade No. 68-1365.
    ${ }^{2}$ S. L. Adlex, Phys. Rev. 177, 2426 (1969), hereafter referred to as I . As in I , we use the notation and metric conventions of J . D . Bjarken and S, D. Drell, Reladivistic Quarsum Ficdds (MicGrawHill Book Co., New Yort, 1965), pp. 377-390.
    ${ }^{2}$ See also J. Schwinger, Phyb. Rev. 82, 664 (1951), Sec. V C. R. Hagen, ibid. 177, 2622 ( 1969 ); R. Jackiw and K. Johnson ibid. 182, 1459 (1969); R. A. Brandt, ibid. 180, 1490 (1969) B. Zumino (unpublished).
    ${ }^{1}$ M. Gell Mann and M. Lévy, Nuovo Cimento 16, 705 (1960) We actually study a truncated version of the e model proposed by J. S. Bell and R. Jackiw, ibid. 60A, 47 (10sol).

[^111]:    - For example, in order for the low-energy theorem for $\pi^{0} \rightarrow 2 \gamma$ derived in I to be valid, it is essential that there be no stronginteraction corrections to the anomalous term in Eq. (4).

[^112]:    - Bjorken and Drell (Ref. 1), Chap. 19.

[^113]:    - Y. Takahashi, Nuovo Cimento 6, 370 (1957).

[^114]:    ' D. G. Sutherland, Nucl, Phys. B2, 433 (1967).

[^115]:    © R. Karplus and M. Neumann, Phys. Rev. 80, 380; 83, 776 (1950).

[^116]:    - We recall that multiplicative renormalizability of the usual
     equation $\Gamma_{p}=\gamma_{\rho}-\int \Gamma_{p} S_{p} S_{p}^{\prime} K$ [see Bjorken and Drell (Ref. 5)]. More generally, G. Preparata and W. I. Weisherger [Phys. Rev. 175, 1965 (1968)] have ohserved that in spinor electrodymamics the verter $\mathrm{r}_{0}\left(p, p^{\prime}\right)$ of $\mathcal{L} O \psi$, with $O$ a product of $\gamma$-matrices, satisfies the integral equation $\Gamma_{o}=0-\int \Gamma_{o} S_{F^{\prime}} S_{F}{ }^{\prime} K$, and therefore is multiplicatively renormalizable.
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    & \propto \int d^{4} x \partial_{\lambda} \delta^{4}(0) \delta \theta^{\lambda}(x)
    \end{aligned}
    $$

    The $\partial_{2} \delta^{4}(0)$ term vanishes in covariant calculations using dimensional regularization, and is ignored in the discussion of the text, where $d\left[g_{\mu v}\right]$ is treated as being general-coordinate invariant. The variation of the integration measure cannot be ignored in setting up a canonical, Hamiltonian formalism using a massive regulator scheme; in this case it leads to an extra Jacobian factor in the path-integral formulas, which can be represented by a quartic local "ghost" action density. For a related analysis of the connection between Jacobian factors in the path-integral measure and chiral and conformal anomalies, see Fujikawa (1981).
    ${ }^{35}$ The discussion of Eqs. (6.7)-(6.14) is based on Sec. 3.3 of Fadde'ev and Slavnov (1980). Sirictly speaking, the Lagrangian form of the path-integral formula given in Eq. (6.10) must be derived from the more fundamental Hamiltonian form, and the standard textbook discussions describe this step only for second-order actions. The derivation of Eq. (6.10) from the Hamiltonian formalism in the case of fourth-order, curvaturesquared gravitational actions has been carried out by Bowlware (1982).

[^185]:    ${ }^{36}$ I will assume here, and later on, that the extremum problems which are encountered always have a unique solution.

[^186]:    ${ }^{37}$ I an assuming that $8_{a}^{R}$ and $g^{\text {do }}$ lie in a closed convex set, so that the conditions of the Schauder fixed point theorem are satisfied. I wish to thank J. and L. Chayes for a conversation about the conditions for the existence of a fixed point.

[^187]:    ${ }^{38}$ As in the earlier sections, I do not explicitly indicate the gauge-fixing procedure for the matter gauge fields.
    ${ }^{39}$ The heavy "matter" fields can include any fields which are not directly observable, including ones which are basically geometric or pregeometric in nature, and auxiliary fields. The only essential requirement for the discussion of Sees. VI.A and V1.B is that the partition function be representable in the form of Eq. (6.38) for some choice of heavy fields $\left\{\phi^{H}\right\}$. The discussion, as given, applies only to the case when the observed matter fields $\left\{\phi^{L}\right\}$ appear as elementary fields in the fundamental action. If, as has been much discussed recently, some of the light fields are effoctive fields for composites formed from the truly elementary fields, an extended effective action formalism is needed, along the lines discussed by Cornwall, Jackiw, and Tomboulis (1974). For a discussion of the effective action for composites in a nonrelativistic solid-state physics context, see Kleinert (1978).

[^188]:    ${ }^{40}$ Derivations of the Einstein equations similar to that of Eqs. (6.38)-(6.44) have been given by Fradkin and Vilkovisky (1977a, 1977b), by DeWitt (1979), and by Horowitz (1981). Fradkin and Vilkovisky (1977a, 1977b) and DeWitt (1979, 1981) have emphasized that Eq. (6.42) contains corrections to the Einstein equations which are needed for rapidly varying metrics. For discussions of the "out-in" form of the semiclassical gravitational equations, see Kay (1981) and Horowitz (1981).

[^189]:    ${ }^{42}$ In Eq. (6.54) we have not required the total space-time volume to have a fixed value. Modifications required by a volume constraint and by the presence of boundaries are discussed by Hawking (1979). A volume constraint can be includod by adding a Lagrange multiplier term $\kappa_{0} \sqrt{-g}$ to $\overline{\mathscr{L}}$, which plays the role of a bare cosmological term and is discussed in more detail in Sec. VI.C below. Space-time boundaries require the addition to the Einstein-Hilbert action of a surface integral over the boundaries. Hasslacher and Mottola (1981) show that when the quantum fluctuations $h_{\mu \nu}$ in Eq. (6.54) are constrained to have zero normal derivative on a boundary, so that the boundary does not fluctuate, a surface term of the expected form automatically appears in the induced gravitational effective action.

[^190]:    ${ }^{43}$ Note, however, that there is a dimension-two internalsymmetry scalar operator $C_{2}=R\left[h_{\mu v}\right]$ which transforms as a Lorentz scalar with reapect to $\eta_{\mu n}$ the limiting value of the background metric $\bar{\delta}_{\mu \nu}$ appearing in Eq. (6.59). As a consequence, the $\boldsymbol{U}$ and $V^{2}$ terms in Eq. (6.59) in general will each be divergent, with the infinities cancelling only in their sum.

[^191]:    ${ }^{44}$ This range extends from the so-called "grand unification mass" of particle physiss [see Weinberg (1980b) for a review] to the Planck mass.
    "SAn unbroken "hidden" symmetry is also required if the unifying symmetry specifies a definite nonzero value for the bare cosmological constant. For a recent survey of quantum gravity with a cosmological constant, see Christensen and Duff (1980).
    ${ }^{46}$ The fact that stability of the Minkowski metric requires the vanishing of $\Lambda_{\text {ind }}$ is noted and used as a renormalization condition in Brout er al. (1980).

[^192]:    ${ }^{47}$ The value of $\kappa_{0}$ would then presumably be a parameter characterizing the initial quantum fluctuation which led to the birth of the universe.
    ${ }^{48}$ For a review of gravitational particle production, see Parker (1977), while for an effective action formalism for particle production in the early universe, see Hartle (1977). In an earlier article, Parker (1969), p. 1066, postulated that "the reaction of the particle creation (or annihilation) back on the gravitational field will modify the expansion in such a way as to reduce the creation rate." Since $\Lambda_{\text {ina }}>0$ corresponds to positive vacuum energy, a naive extension of this postulate suggests that a state of the early universe with $\Lambda_{\text {ind }}>0$ will decay by gravitational particle production to an equilibrium with $\Lambda_{\text {Ind }}=0$, at which point particle production ceases. Variants of this idea have appeared in models for the creation of the universe through a quantum tunneling event given by Brout et al. (1978), Brout et al. (1979), Guth (1981), Akatz and Pagels (1982), and Gott (1982). The models of Brout et al. and Gott postulate a transition from a particle producing de Sitter phase with $\Lambda_{i n d}=0, T_{\text {mater }}^{\mu \nu}=-\kappa g^{\mu \nu}, \kappa \sim / \overline{\text { planck}}$ to a standard equation of state with $P=\frac{1}{3} \rho(P=$ pressure, $\rho=$ density) as a result of back-reaction effects of particle production. When the term $-\kappa g^{\mu \nu}$ is transposed to the $G^{\mu \nu}+\Lambda_{\text {ing }}{ }^{\mu \nu}$ side of the Einstein equations, $\kappa$ is equivalent to an initially nonvanishing $\Lambda_{\text {ind }} / G_{\text {ind }}$.
    Attempts to find an instability associated with $\Lambda_{\text {ind }} \neq 0$, within the framework of the semiclassical approximation for the coupled matter-metric system [cf. Eq. (6.51) of the text] have not been successful. Abtott and Deser (1982) have shown that the de Sitter solutions oblained when the Einstein equations are solved with $\Lambda_{\text {ind }} \neq 0, T^{\mu v}=0$ are classically stable against small perturbations. Particle production calculations in de Sitter spaces using the semiclassical formalism have not yielded an unambiguous answer, see Parker (1977), p. 136, and Gibbons (1979), p. 666, for a discussion and references. Hence a dynamical argument to explain why $\Lambda_{\text {ind }} \approx 0$ would have to involve nonequilibrium phenomena and/or higher-loop quantum effects which are ignored in the semiclassical approximation.
    ${ }^{49}$ For further references, see the review of Weinberg (1979).
    SoThere are two pieces of evidence that a bare $\mathscr{F}$ term may not be needed in conformally invariant theories, both coming from the study of conformally invariant matter theories on an unquantized background manifold. The first is that apart from a total divergence, the conformal trace anomaly has only $\$ \mathcal{F}$ and terms, which implies that the one-loop Lagrangian counterterm contains no divergences proportional to $\mathscr{K}$. [For a succinct discussion and references, see Tsao (1977).] The second is a general formula which Zee (1982b) has recently derived for the cocfficient $C_{\text {ind }}$ of the induced $\mathscr{S f}$ term,

    $$
    C_{\text {ind }}=-\frac{1}{13824} \int_{\varepsilon} d^{4} x\left(x^{2}\right)^{2} \Psi\left(x^{2}\right)
    $$

    in the notation of Eq. (5.44). Since in an asymptotically free gauge theory one has $\Psi \sim\left(x^{2}\right)^{-4}\left(\log x^{2}\right)^{-2}$ for large $x^{2}$ [cf. Eq. (5.50)], the integral for $C_{\text {ind }}$ is just barely convergent. Zee's formula also shows that $C_{\text {ind }}$ is negative definite, and so the theory is free of tachyons; in this connection see also Horowitz (1981) and Yamagishi (1982). Since the gravitational theory of Eq. (6.66) is asymptotically free, it seems a reasonable conjecture that Zee's results will generalize to the case in which the metric is also quantized.

[^193]:    ${ }^{51}$ Models with torsion have been discussed by Neville (1980) and by Sezgin and van Nieuwenhuizen (1980), who give further references.
    ${ }^{32}$ For a discussion of conformal supergravity see Kaku, Townsend, and van Nieuwenhuizen (1978).
    ${ }^{53}$ For attempts at pregeometric theories of gravitation, see Amati and Venexiano (1981), Terazawa and Akama (1980a, 1980b) and Terazawa (1981a, 1981 b ).
    ${ }^{54}$ See Adler (1980b), Hasslacher and Mottola (1981), Tomboulis (1980), and also Salam and Strathdee (1978).

[^194]:    ${ }^{59}$ For discussions of singularity avoidance in order- $R^{2}$ theories, see Hu (1979), Tomboulis (1980), and Hasslacher and Mottola (1981).

[^195]:    ${ }^{\prime}$ Boldface will be used throughout to denate spatial vector indices.

[^196]:    ${ }^{2}$ For neutral charge distributions (with $\int d^{3} j^{0}=0$ ) the variational principle $\delta L\left[A^{0}, \mathbf{A} ; \boldsymbol{A}=0\right]=0$ is minimax: the fields of classical electrostatics minimize $L$ with respect to variations in $A^{0}$, while maximizing $L$ with respect to variations in $A$. $A$ functional which (for neutral charge distributions) is minimized by the fields of classical electrostatics is

    $$
    L\left[A^{0}, \mathbf{A}\right]=\int d^{3} x\left\{\frac{1}{2}\left[\left(\nabla A^{0}\right)^{2}+(\nabla \times A)^{2}\right]-j^{0} A^{0}\right\}
    $$

    Functionals of this form can be useful for mathematical purposes [see, e.g., Adler (1981a, 1981b) and Footnote 13 below], but unlike $L$ have no direct physical interpretation.
    ${ }^{3}$ For a pedagogical discussion of the Abelian Higgs model, see Bernstein (1974). The analysis described in Sec. II.C was carried out by Adler and Pearson (1978, and unpublished); see Appendix B of Adler (1978a).

[^197]:    ${ }^{6}$ Two types of approximation schemes have been discussed in the literature for reducing $\operatorname{SU}(n)$ quantum chromodynamics with quantized source charges to classical source charge models. For methods involving a direct replacement of the SU(3) color charges by quasi-Abelian effective charges which respect the triality selection rules for color singlet states, see Mandula (1976) and Adler (1982). For methods involving a study of the algebraic properties of the $S U(n)$ color charges, see Khriplovich (1978); Adler (1978b); Giles and McLerran (1978); Cvitanović, Gonsalves, and Neville (1978); Rittenberg and Wyler (1978); Lee (1979); Adler (1979); Lee (1980); Adler (1980); Bender, Gromes, and Rothe (1980); Adler (198 Ial); Milton, Palmer, and Pinsky (1982); and Milton, Wilcox, Palmer, and Pinsky (1982).
    ${ }^{7}$ The one-loop Yang-Mills effective action functional for constant field strengths has been calculated by a number of authors. See, for an early calculation, Batalin, Matinyan, and Savvidy (1977), and for recent discussions and references, Schanbacher (1982) and Anishetty (1982). Methods for constructing gaugeinvariant effective action functionals beyond one-loop order have been given by 't Hooft (1975a), DeWitt (1981), Boulware (1981), and Abbott (1981).
    ${ }^{8}$ Matinyan and Savvidy (1978) and Pagels and Tomboulis (1978) have shown how the structure of the renormalizationgroup improved effective action can be inferred from the conformal trace anomaly. Renormalization-group arguments give an expression for $\mathscr{\mathscr { L }}(\mathscr{J})$ of the form
    $\mathscr{L}(\mathscr{F})=\frac{1}{8} b_{0} \mathscr{F} \log \left(\mathscr{F} / e \kappa^{2}\right)\left|1+\frac{8 b_{1}}{b_{0}^{2}} \frac{\log \log \left(\mathscr{J} / e \kappa^{2}\right)}{\log \left(\mathscr{F} / e \kappa^{2}\right)}\right|+O(\mathscr{F})$,

[^198]:    ${ }^{9}$ In SU(3) quanturn chromodynamics (QCD) with $N /$ massless fermion flavors, Eq. (2.26) for $b_{0}$ becomes

    $$
    b_{0}=\frac{1}{8 \pi^{2}}\left(11-\frac{2}{3} N_{f}\right) .
    $$

    ${ }^{10}$ Since the physically relevant extrema of the effective action are the mean potentials induced when a source $j^{00}$ is added to the standard functional integration quantization formalism [see, for example, Abers and Lee (1973)], they must be time independent when the source is time independent.

[^199]:    ${ }^{11}$ The quasi-Abelian ansatz of Eq. (2.40) excludes "chargescreening" solutions of the type discussed by Sikivie and Weiss (1978, 1979), Kiskis (1980a), Jackiw and Rossi (1980), and Hilf and Polley (1981). Such solutions may be relevant as models for the behavior of an $S U(n)$ gauge field with adjaint representation sources. Fundamental representation sources, such as quarks and antiquarks, cannot be screened by the gauge gluon field.

[^200]:    ${ }^{12}$ Dielectric models for confinement in QCD have been discussed in a qualitative way by a number of authors; see, for example, Kogut and Susskind (1974), 't Hooft (1975b), Pagels and Tomboulis (1978), Friedberg and Lee (1978), Callan, Dashen, and Gross (1979), and Nambu (1981).
    ${ }^{13}$ Pagels and Tomboulis (1978) and Mills (1979) showed that when a single isolated charge is present, the leading logarithm model gives a linearly divergent infrared energy. A proof that the model of Eq. (2.42) gives a linear static potential for large source separations was first given by Adler (1981a), using the related minimum principle in which $\mathscr{J}$ is replaced by $\left(\nabla A^{0}\right)^{2}+(\nabla \times A)^{2}$. (See the comments in Footnote 2 above.)

[^201]:    ${ }^{14}$ The flux function formulation was introduced in Adler (1981b). The analysis of the characteristic form of the flux function equation, and its numerical solution, were given by Adler and Piran (1982a).

[^202]:    ${ }^{15}$ Since $Q \frac{1}{2}\left(1-\cos \vartheta_{1}\right)$ exactly satisfies the boundary conditions of Eq. (2.50) around $z=a$, the leading subdominant term in $\Phi$ must vanish at $\boldsymbol{\vartheta}_{1}=0, \mathfrak{\vartheta}_{1}=\pi$. This boundary condition eliminates a possible term in $\Phi$ behaving as $O\left[r_{1}\left(a+b \cos \vartheta_{1}\right)\right]$, giving the structure shown in Eq. (2.62).

[^203]:    ${ }^{16}$ The flux estimate of Eq. (2.69) is due to 't Hooft (1975b).

[^204]:    ${ }^{17}$ The theory of equations of this type, and extensive references, are given in Oleinik and Radkevič (1973). This book treats only the linear case [see Eq. (A18)], rather than the quasilinear case encountered in the leading logarithm model. An important difference found in the quasilinear case is that the location of the characteristic depends on the solution to the equation, rather than being a priori known. This is why the real characteristic of Eq. (2.72) behaves as a free, as opposed to a fixed, boundary.

[^205]:    ${ }^{18}$ The numerical results given below suggest that the free boundary intersects the rotation axis at a right angle (rather than at a cusp), but we have no proof of this.
    ${ }^{19}$ A question which remains to be clarified in the fieldtheoretic context is whether the degenerate exterior solutions should be interpreted as vacuum structure. For articles advocating this view see, for example, Savvidy (1977), Pagels and Tomboulis (1978), and Nielsen (1981); for possible problems with this interpretation, ses Kiskis (1980b) and Cabo and Shabad (1980).
    ${ }^{20}$ The MIT "bag" model was introduced by Chodos et al. (1974); for a review, see Hasenfratz and Kuti (1978), and for a reinterpretation within QCD, see Johnson (1978).

[^206]:    ${ }^{21}$ For recent reviews on monopoles, see Jaffe and Taubes (1980) and O'Raifeartaigh and Rouhanj (1981).

[^207]:    ${ }^{22}$ This terminology stems from the fact that $-\mathscr{D} j \varphi^{a}$ can be formally reinterpreted as a static Euclidean electric field strength $E_{i \in}^{0} \equiv-\mathscr{D} A_{i \in}^{00}, A_{i \in \mid}^{0} \equiv \varphi^{a}$, in terms of which $\mathscr{L}$ $=-\frac{1}{2}\left(\mathbf{B}^{d} \cdot \mathbf{B}^{\mathrm{a}}+\mathrm{E}_{(E)}^{A} \cdot \mathbf{E}_{(E)}^{a}\right)$. The self-dual $(\xi=1)$ solutions satisfy $\left.E_{(\xi)}^{*}\right)=B^{a /}$, while the anti-self-dual $(\xi=-1)$ solutions satisfy $E_{\text {© }}^{\text {E }}=\boldsymbol{B}_{1}=-B^{a j}$. Clearly, a $\boldsymbol{\xi}=1$ solution can be converted to a $\xi=-1$ solution simply by changing the sign of $\boldsymbol{\varphi}^{a}$.
    ${ }^{23}$ This argument is due to Bogomol'nyi (1976) and to Coleman, Parke, Neveu, and Sommerfield (1977).

[^208]:    ${ }^{24}$ For the analytic construction of axially symmetric multimonopole solutions and references, see Prasad and Rossi (1981).

[^209]:    ${ }^{25}$ Equations (2.99) and (B1I) are the expansions calculated in the gauge $\partial_{2} a_{1}+\partial_{p} a_{2}=0$. For $n=1$, this gauge condition does not uniquely fix the order $r$ terms in $a_{L 2}$ near $r=0$; the general solution for $n=1$ is $a_{1}=-b \rho\left(\frac{1}{2}+\alpha\right)+O\left(r^{2}\right), a_{2}=b z\left(\frac{1}{2}-\alpha\right)$ $+O\left(r^{2}\right)$, with $\alpha$ a free parameter. The $n=1$ case of Eq. (BIl) corresponds to $a=\frac{1}{2}$, while the standard form of the single monopole solution given in Eq. (2.96) corresponds to $\alpha=0$. [To put Eq. (2.96) in the form of Eq. (2.97), one uses $\hat{r}^{a}=\hat{z}^{a} \cos \theta+\hat{\rho}^{a} \sin \vartheta, \quad \varepsilon^{a \prime \mu_{r}^{\prime}}=\left(\tilde{\rho}^{a} \hat{\varphi}^{\prime}-\hat{\rho}^{\prime} \hat{\varphi}^{a}\right) \cos \vartheta+\left(\hat{\varphi}^{a} z^{\prime}-\hat{\varphi}^{\prime} \tilde{z}^{a}\right)$ $\times \sin \vartheta$.] The expansions of Eqs. (2.99) and (B11) were derived by Adler (unpublished), Rebbi and Rossi (1980), and Houston and O'Raifeartaigh (1981).

[^210]:    28This terminology has been borrowed from Hockney and Eastwood (1981), who discuss alternative sweeps as well.
    ${ }^{29}$ In practice, there is no great gain in convergence to be achieved by using elaborate functional forms in the initial guess.
    ${ }^{30}$ See the books cited at the end of Sec. III. A for details.

[^211]:    ${ }^{31}$ Hierarchical over-relaxation methods have been discussed, for example, by Brandt (1977) and Press (1978).

[^212]:    ${ }^{36}$ In general, for solutions with $r^{-n}$ asymptotic behavior at infinity, using an iterated boundary condition on the compurational outer boundary gives greater accuracy than using a Dirichlet boundary condition (York and Piran, 1982). For linear problems, for example, Cantor (1983) has proved that a sequence of solutions with the iterated boundary condition and with increasing ( $\rho_{\text {mas }}, z_{\text {mas }}$ ) will converge to the true solution with $\left(\rho_{\text {max }}, z_{\text {max }}\right)=(\infty, \infty)$, and this sequence can even be used to study the asymptotic behavior of the true solution at $r=\infty$. Such strong statements cannot in general be made when a Dirichlet boundary condition is used on the outer boundary. In the Abelian Higgs model, where $\varphi$ approaches its asymptotic value exponentially at infinity, the difference between the two types of boundary conditions is not expected to be as marked as in the case of power-law asymptotic behavior.

[^213]:    ${ }^{37}$ The solution $\Phi^{101}$ positions the charges on the free boundary, reflecting the fact that the distance between the charges and the free boundary ( $z_{1}-a$ in Fig. 6) vanishes relative to $R$ as $R \rightarrow \infty$. The derivation of the logarithmic coefficient in Eq. (4.13) assumes the stronger statement that $\left(z_{A}-a\right) / R$ vanishes faster than $R^{-1} \log R$ as $R \rightarrow \infty$. The agreement of Eq. (4.13) with the numerical results gives a posteriori evidence for the validity of this assumption; for an analytic investigation of this issue see Lehmann and $\mathrm{Wu}_{\mathrm{L}}$ (1983).

[^214]:    *2 The analysis of refs. [3,4] used a enclidean version of the variational principle of eq. (4), in which $\mathcal{F}=\left(E^{a}\right)^{2}-\left(B^{a}\right)^{2}$ was replaced by $\left(E^{a}\right)^{2}+\left(B^{a}\right)^{2}$. The two descriptions coincide in the interior of the confinement domain, where $B^{a}=0$.

[^215]:    \#3 These boundary values correspond to the convention of always drawing the surface $S$ so that it crosses the $z$-axis at a point $z_{0}>a$

[^216]:    $\neq 4$ The choice of branch is again dictated by the requirement that the solution be continuously connected to the strongfield, asymptotically free regime.

[^217]:    ${ }^{\ddagger 5}$ For a discussion of the removal of the infinite Coulomb self-energies from eq. (38), see ref. [3].

[^218]:    $\not{ }^{\ddagger 6}$ These estimates do not determine the structure of the confinement domain. Very likely, when $\mathcal{L}_{\text {eff }}$ has an infinite order zero at $E=0$, the confinement domain filis all of space. (We wish to thank J. Chayes and L. Chayes for discussions about this case.) For a renormalization group argument suggesting that the minimum of $\mathcal{L}_{\text {eff }}$ in fact lies at non-zero $E$, see ref. [4].

[^219]:    ${ }^{\ddagger 7}$ More precisely, to eliminate the Coulomb selfenergy divergences we study only differences $V_{\text {static }}\left(R_{1}\right)-V_{\text {static }}\left(R_{2}\right)$, with identical mesh structure around the charges. These quantities converge as the mesh spacing is decreased.

[^220]:    ${ }^{1}$ Also at the Racah Institute of Physics, The Hebrew Unjversity, Jerusalem, Israel.

[^221]:    $\neq 1$ The effective action corresponding to eq. (4a) contains a single leading logarithm term. The effective action corresponding to eq. (4b) contains the standard renormalization group log and $\log \log$ terms, plus additional subdominant terms which vanish as $|\log (E / k)|$ becomes infinite. Alternatively, if the $\log \log$ model were defined by taking the effective action functional to have exactly a log plus $\log \log$ form, the corresponding effective dielectric functional would differ from eq. (4b) by subdominant terms.

[^222]:    \#2 For footnote see next column.

[^223]:    \#2 Possible theoretical support for the idea of a weak field asymptotically free regime is given by recent work of 't Hooft [4] and of De Calan and Rivasseau [5], showing that the sum of planar skeleton diagrams has a finite radius of convergence as a function of coupling constant. Assuming that renormalization effects can be taken into account by using running couplings in the skeleton expansion, this result implies that in the large- $N_{\mathrm{c}}$ limit, where planar diagrams dominate, the color dielectric constant will be an analytic function of the running coupling for small $\left|g^{\mathbf{2}}(E)\right|$. Renormalization group estimates will then apply for small negative as well as small positive $g^{2}(E)$, and if the $N_{\mathrm{c}}=3$ theory behaves qualitatively like the $N_{\mathrm{c}}$ $=\infty$ limit, one is led to the model discussed in the text.

[^224]:    $\neq 3$ As discussed in ref. [7], the log log model does not give the correct value of the coefficient of the log log term in the expansion of eq. (16) (where $\boldsymbol{\xi}$ should appear, the log $\log$ model gives $\xi-1$ ), and so it is not good beyond oneloop order at short distances. Nonetheless, the model permits a meaningful determination of the scale mass $\Lambda_{P}$, because this involves only a one-loop calculation which is independent of the value of the parameter $\xi$.

[^225]:    ${ }^{* 4}$ An interesting feature of the fitting procedure is that although $V_{\text {static }}$ changes significantly from the log to the $\log \log$ model, the values of the scale mass $\kappa^{1 / 2}$ determined in the two cases agree to better than a percent.

[^226]:    * Supported by Department of Energy grant no. DE-AC02-76ER02220.
    ${ }^{1}$ SERC (UK) Advanced Fellow.

[^227]:    * The generalization of the analysis to more than one quark flavor is easy

[^228]:    - In this section, we use $q$ and $p$ to denote four-vectors, whereas in all other sections of this paper, the momenta $q$ and $p$ denote the three-vector magnitudes $q=|q|, p=|p|$.

[^229]:    *The introduction of scalar couplings would lead to explicit (as opposed to spontaneous dynamical) breakdown of chiral symmetry.

[^230]:    - The derivation of eqs. (3.8)-(3.12) is in fact independent of the choice of gauge, since it uses only the assumptions that $\bar{k}$ depends solely on the momentum transfer $q$ and has vector couplings on the fermion lines.

[^231]:    * Strictly speaking, Amer et al. [7] give only the linearized form of eq. (2.6b). The full gap equation, and the observation that is infrared-finite, appear in a subsequent paper by Le Yaouanc et al. [13].
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