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PREFACE
Compound semiconductor materials are becoming more important year by year as the 
basic materials for electronic and optical applications. It has already become clear that 
Si is the most indispensable material for the present prosperity in the electronic and 
information/com m unication industry. It is used in ICs for computers which are the 
main products in the present electronic industry. The silicon industry is now exten
sively developed in many fields mainly for micro processing units (MPUs) and memo
ries for computers and for power devices for switching power supplies and for control 
units for hybrid automobiles.

Compound semiconductors are attractive since they have different properties from 
those o f elementary semiconductors such as Si and Ge. Because o f their possibilities, 
much research has been devoted to developing these compound semiconductors such 
as III-V materials, II-VI materials, IV-IV materials, nitrides, SiC, chalcopyrite and 
other materials. In order to realize various applications using these materials, it is in
dispensable to grow high quality single crystals.

M ain applications o f compound sem iconductors are infrared and visible LEDs 
based on the photoemission characteristics. For these applications, conductive GaP and 
GaAs substrates are industrially produced and widely used. GaAs substrates are also 
used for infrared and visible light LDs. GaP is mainly grown by the LEC method and 
conductive GaAs is mainly grown by horizontal boat methods. High quality GaAs 
crystals have been recently grown by the VB/VGF methods. Conductive GaP and 
GaAs for LEDs and LDs have become a big market and have led the compound semi
conductor industry.

Semi-insulating (SI) GaAs has been developed worldwide in the 80's in the expecta
tion that it would find application in high speed super-computers. In fact, GaAs elec
tronic device and ICs have been extensively explored for application in the high fre
quency field exceeding 10 GHz. SI-GaAs however could not find its application in this 
field. This was because large computers can be water-cooled so that silicon devices 
could compete with GaAs. The main application of GaAs was HEMTs for satellite 
broadcasting where high frequency devices o f 10 GHz were required, but its take-up 
was less than expected for computer applications. In this period, many manufacturers 
have been disappointed and it seemed that no large application can be found for SI- 
GaAs.

The turning point for SI-GaAs was for cellular phones which need low power con
sumption devices at high frequency but only at 800 MHz, which was much less than 
people expected for GaAs. When this application was required, the GaAs technology 
community could react quickly since the technology was already matured for higher 
level computer applications. The production o f GaAs devices started simultaneously 
with the rise o f the cellular phone business. Because of this unexpected success, SI- 
GaAs became the third main industrial material.

v
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Another application o f compound semiconductors is InP based optical devices, laser 
and detectors for quartz fiber com m unications. The developm ent o f an inform ation 
society based on the Internet accelerated the development o f InP materials and devices. 
The development o f InP started early in the 70's and it was a long time before the FTTH 
(fiber to the home) system was recently networked in individual homes.

Other III-V m aterials such as InAs, InSb, GaSb do not have the applications for a 
large market. They can be used as far infrared detectors, Hall sensors, but the consump
tion is still small compared with others. They however have other potentialities as high 
frequency devices and thermovoltaic devices.

Applications are rather difficult to find for II-VI materials because o f the difficulty 
in crystal growth and conductivity type control because o f the specific self-compensa- 
tion problem. Industrially, polycrystalline ZnSe is used as window material for high 
power lasers and CdTe is used as substrate for far-infrared detectors in the wavelength 
range of 10 ц т .  The developm ent o f ZnSe was prominent and short wavelength LDs 
and LEDs have actually been made. Technologically, the application o f ZnSe was 
nearly ready for the real industrialization but was in vain because o f the quick develop
ment o f GaN LDs and LEDs. This however does not deny the future challenging possi
bility o f ZnSe.

Other II-VI materials such as CdS, CdSe, ZnS and ZnTe have long been studied but 
except the application o f CdS for photodetectors, important applications have not yet 
been found.

As new m aterials, GaN based epitaxial layers are now im portant for shortwave 
length LEDs and LDs. These epitaxial layers are firstly grown on sapphire substrates, 
but SiC has been developed as a substrate for these applications. Since there is a large 
lattice mismatching for these devices, GaN substrates are strongly desired and various 
crystal growth methods are now under investigation. SiC crystal growth was mainly 
developed for its application as substrate for GaN epitaxial growth, but SiC crystal 
itse lf is now widely desired for power devices, mainly for automobile and switching 
applications.

For grow ing these compound sem iconductor crystals, a variety o f  methods have 
been studied and developed. In the early days, melt growth methods such as horizontal 
boat m ethods (H B /H G F/H ZM  m ethods) and the liquid encapsulated C zochralski 
(LEC) method were predominant. Vertical boat growth methods (VB/VGF methods) 
which were not applied for a long period for industrial production have however been 
reconsidered and are now going to reach the stage o f industrial production. Not only 
melt growth methods but also vapor phase growth methods is becoming more widely 
used in industry. New methods o f crystal growth are still being developed and each in 
turn can be considered as the new method. In this sense, the crystal growth method is 
not yet fully established and there is always a possibility o f new methods to replace the 
present one. For this to happen, the new method has to be able to have better cost 
performance with the ability to grow better quality crystals. The reader may find some 
clue for this new method in the various past trials described in this book.

In this way, several compound semiconductors have found industrial applications 
and in fact they are industrially produced. The scale o f total material production in the
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world now exceeds 900 million dollars and is steadily increasing. It is therefore clear 
that the field o f compound semiconductors will become a large business, which has 
come after Si by compensating for what Si can not do, such as light emitting, high- 
power and high-frequency devices. The above market scale is only for bulk and epi
taxial materials. It should be noted that the market scale o f devices using these com
pound semiconductors is at least ten times more, and that of final systems are at least 
one hundred times more than that of materials. This means that these compound semi
conductor materials support and contribute to the market scale of 90 billion dollars as a 
new industry.

It however should be noted that this increasing prosperity of compound semicon
ductors did not arise suddenly in a short period of research and development. In fact, 
the study o f most o f them started more than 50 years ago. Many researchers devoted 
most of their lives in research and development of compound semiconductor materials, 
by dreaming and believing in the realization of useful devices based on these materials 
even at the time when there was no evidence and proof for their future success. And 
finally, we are now convinced that their belief was true and the existence of these ma
terials has proved o f value in this society. We should not forget the efforts of these 
pioneering scientists and engineers. This success could not be achieved without their 
convinced belief and effort.

In this book, I summarize and update most of their fundamental work in a way that 
young students, engineers and scientists can be in touch with how these materials have 
been developed against what kind of obstacles and how they were overcome, and what 
are even now to be overcome. I have tried to construct this book in such a way that 
everybody will be able to grasp the essence o f bulk compound semiconductor materials 
as quickly as possible.

For this purpose, in Part 1, fundamentals are written in such a way that the basics 
will be covered without special knowledge. In Part 1, physical properties, bulk crystal 
growth methods, principles of bulk crystal growth, defects, characterization methods 
and applications are covered. Those who are familiar with these subjects can skip Part 
1 depending on their knowledge. Part 1 however can be used as a reference to the 
terminology which appears in Part 2 and 3 where each compound semiconductor mate
rial is discussed in detail. In Part 2, III-V compound semiconductors and in Part 3, II- 
VI compound semiconductors are reviewed. In each chapter, as many references as 
possible are reviewed so that all efforts in each material are covered. I hope that this 
book will help the further development of compound semiconductor materials not only 
in developed countries but also in others which are developing rapidly.

This book took a long time to write because I was engaged in a company affiliation 
for the research and development and most of my time was spent on practical industrial 
development. I however believe that the experience in industry will help me to arrange 
the book's content, focusing on the real priorities in the development o f bulk compound 
semiconductor materials. I would like to thank very much everyone in Japan Energy 
Corporation where the author spent twenty years in the field of bulk crystal growth and 
characterization activities. I am especially  grateful to ex-directors T. Ogawa, I. 
Tsuboya, Y. Koga, K. Aiki, I. Kyono and T. Ohtake for their encouragement and useful
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1. PHYSICAL PROPERTIES
1.1 INTRODUCTION
Compound semiconductors which consist of various elements have widely ranging 
physical properties. They have therefore many possible applications. The physical 
properties which may vary, include bandgaps, crystal lattice structures, electron and 
hole mobilities, optical properties, thermal conductivity, and so on. By selecting appro
priate compound semiconductor materials, it becomes possible to realize various de
vices which can not be achieved using the main elemental semiconductor material, 
silicon. It is therefore important to understand the physical properties of compound 
semiconductors and to know how to select appropriate materials for desired applica
tions. Explanation of these properties can be found in speciality books.1*9

1.2 COMPOUND SEMICONDUCTORS
Among many compounds which consist of more than two elements, some show semi
conductor properties. Some typical semiconductors are shown in Table 1.1. Com
pounds which show semiconductor properties have the following features according to 
Wilson's model.10

(i) The conductivity of the semiconductor is electronic. Ionic conductivity is ex
cluded.

(ii) Conductivity is largely increased as a function of temperature.
(iii) Conductivity is very dependent on the kind of impurities and their concentra

tions.
Elemental semiconductors such as Si and Ge have covalent tetrahedral bonds be

cause o f sp3 hybrid orbitals. Compound semiconductors also have tetrahedral bonds but 
they include not only covalent bonds but also ionic bonds. This is because compounds 
are formed from different elements which have different electronegativity. Table 1.2 
shows the e lectronegativ ity  o f each elem ent calculated  by P auling 's law .11 
Electonegativity indicates the strength with which atoms attract electrons. The differ
ence of electronegativity of constituent elements is therefore an indication of the ionic- 
ity strength as shown in Table 1.З.12-13 When the ionicity is strong, constituent elements

Table 1.1 Various Sem iconductor Materials
Elemental Si, Ge
II-VI com pound CdS, CdSe, CdTe, ZnS, ZnSe, ZnTe

H g ,.C d T e , C d .Z n T e
III-V com pound GaP, GaAs, GaSb, InP, InAs, InSb
IV-IV com pound PbS, PbSe, PbTe, PbbxSnxTe, PbbxSnxSe
IV-IV com pound SiC, SibxGex
V-VI com pound Bi2Te,
Chalcopyrite AgGaS2, AgGaSe2, CuInS2, CuInSe2, ZnGeP^ CdGeP2
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Table 1.2 Electronegativity
Li Be В С N О F
1.0 1.5 2.0 2.5 3.0 3.5 4.0
Na Mg A1 Si P S Cl
0.9 1.2 1.5 1.8 2.1 2.5 3.0
К Ca Sc T i~  Ga Ge As Se Br

0.8 1.0 1.3 1 .7 ±  10.2 1.8 2.0 2.4 2.8
Rb Sr Y Z r~ In Sn Sb Те I
0.8 1.0 1.2 1 .9 ± 1 0 .3 1.8 1.9 2.1 2.5
Cs Ba L a~L u H f - T l Pb Bi Po At
0.7 0.9 1.1 1 .9 ± 0 .4 1.8 1.9 2.0 2.2
Fr Ra Ac Th
0.7 0.9 1.1 1.3

are strongly attracted.
Compound semiconductor materials can be predicted by a simple rule. When the 

total number of valence electrons of constituent elements are divided by the number of 
elements comprising the compound and when this ratio gives four, the compound has a 
tendency to be semiconducting. In Fig. 1.1, this simple rule is shown. III-V, II-VI and 
I-III-VI2 materials in fact obey this simple rule.14

Compound semiconductors can be more strictly predicted by the Mooser-Person 
law.15'16 Materials which show semiconducting properties have to obey the following 
laws.

(i) In the case of elemental semiconductors, the constituent atom has eight electrons 
including electrons which form covalent bonds and these electrons produce s, p orbital 
closed shells.

Table 1.3 Ionicity of Various Sem iconductors
C om pound D ifference of 

E lectronegativity
Ionicity (%)

II-VII KC1 2.2 71
KBr 2.0 64
KI 1.7 53

Il-Vl CdS 1.0 22
CdSe 0.9 19
CdTe 0.6 11
ZnS 1.0 22
ZnSe 0.9 19
ZnO 2.0 64

III-V InP 0.6 11
InAs 0.5 9
InSb 0.3 6
GaAs 0.5 9

IV Ge 0.0
IV-VI PbS 0.9 19

PbSe 0.8 17
PbTe 0.5 9
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IA  I IЛ III A IV A VA VIA

Fig. 1.1 Periodic table for com pound sem iconductors (reprinted from Ref. 14 w ith per
m ission , copyright 1979 Elsevier)

Table 1.4 Mooser and Pearson's Law
Substance ne na b Substance ne na b
Si 4 1 4 SiC 8 2 4
CdS 8 1 0 PbS 8 1 0
InSb 8 1 0 CuInSe2 16 2 0
In2Te3 24 3 0

(ii) For compound semiconductors, the condition (i) is applied to each constituent 
atom.

Elements from IV group to VII group satisfy the first condition (i) and following the 
second condition (ii), compound semiconductors include these elements. This is repre
sented by the following equation.

n / n + b = 8  (1.1)e a 4 '

Here, for the compound in question, ne is the number of valence electrons per molecule 
and ne is the number of group IV to VII atoms per molecule, b is the average number of 
covalent bonds formed by one of these atoms with other atoms of groups IV to VII. 
Several examples of Mooser-Pearson's law16 are shown in Table 1.4. The other predic
tion of semiconductor materials is also discussed by Pamplin.17 In fact, from these esti
mations, III-V and II-VI materials were predicted as promising compound semicon
ductor materials and they have been developed from the earliest times.

1.3 CRYSTAL STRUCTURE
Fundamentals of crystal structures are well explained in many books.18’20 Semiconduct
ing materials basically have the structures explained below depending on the nature of 
bonding. As explained above, semiconducting materials have tetrahedral bonds and
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Fig. 1.2 D iam ond lattice structure.

(a) (b )
Fig. 1.3 (s) Z incb lende lattice structure and (b )W urtzite la ttice  structure. (O) A atom , 
( • )  В atom.

О I or П group atom 

ф  Ш or IV group atom 

VI or V group atom

Fig. 1.4 C halcopyrite lattice structure.
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Fig. 1.5 M iller indices for low -index planes.

therefore form cubic or hexagonal structures.
Elemental semiconductors such as Si and Ge have diamond structures as shown in 

Fig. 1.2. Each atom has tetrahedral bondings with each other due to sp3 hybrid orbitals. 
This structure is formed with two face centered cubic lattices with the origin point 
deviating at the position (1/4, 1/4, 1/4). Each atom has four nearest neighbor atoms thus 
satisfying sp3 hybrid orbitals to obtain eight outer shell electrons.

Many com pound sem iconductors such as GaAs, InP, GaP and CdTe have 
zincblende structures as shown in Fig. 1.3 (a). This structure is very similar to the 
diamond structure. A atoms form a face centered cubic lattice while В atoms form 
another face centered cubic lattice with the deviation of (1/4,1/4,1/4). A atoms are 
therefore surrounded by four nearest neighbor В atoms. This is the same for В atoms. 
Each atom has tetrahedral bonds with four other different atoms.

The modification of zincblende structure is the wurzite structure as shown in Fig.
1.3 (b). In this structure, A atoms form a hexagonal lattice and В atoms form another 
hexagonal structure with the deviation o f (3/8)c. In this structure, A atoms are sur
rounded by four nearest neighbor В atoms thus form tetrahedral bondings as in the case 
of zincblende structures. When an atomic plane o f the zincblend structure is rotated 
180 degrees along [111] axes, it corresponds to the wurzite structure. Compound semi
conductors with larger ionicity have a tendency to take this wurzite structure.

Fig. 1.4 is a chalcopyrite structure in which cation sites in the zincblend structure are 
alternately occupied by I and III group elements in the case of I-III-VI2 structures and 
by II and IV group elements in the case o f II-IV-V2 structures.

Crystal faces and orientations are defined by Miller indices as shown in Fig. 1.5. 
Since in the case of zincblende structure, (111) plane (A face) and (-1-1-1) plane (B 
face) are not identical, there is a difference of etching characteristics.

1.4 BAND STRUCTURES, BANDGAPS AND LATTICE CONSTANTS 
When atoms are close enough to form crystals, electron orbitals overlap and each elec
tron has different energy levels due to the Pauli law. These band structures can be
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obtained by solving the Schrodinger equation under periodic potentials due to crystal 
periodicity. There are various approaches to solving the Schrodinger equation such as 
linear combination of atomic orbitals, tight binding approximation, pseudopotential 
method, k p perturbation method and the orthogonalized plane wave method. To show 
electron energies, it is sufficient to represent the energy as a function o f wave number 
k. Wave number space for a unit cell is called the first Brillouin zone.21 Fig. 1.6 shows 
the first Brillouin zone for zinc blend structure. Fig. 1.7 shows examples of band struc
tures for typical semiconductor materials.22

In semiconductors, electrons are forbidden to have a certain range of energies and 
they are called band gaps. Compound semiconductors are categorized to two types as 
direct and indirect transition materials.23 In direct transition materials, as shown in Fig.
1.8 (a) electrons can be excited from the valence band to the conduction band without 
any phonon generation. In indirect transition materials, as shown in Fig. 1.8 (b), elec-

Energy bend sirucure of Ge
W»vi vector 1C*

Energy band яги cure of GaAs
Wav» vwctor K*

Energy band sirucure of ZnSe

Fig. 1.7 Energy band structures (reprinted from Ref. 22 w ith  perm ission , copyright 1983 
Am erican Physical Society)
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(a) Direct Transition (b) Indirect Transition

Fig. 1.8 Direct and indirect transitions.

trons are recombined via holes with phonon interactions.
The lattice constant is systematically changed. It becomes smaller when the com

pounds consist o f smaller diameter atoms, and becomes larger when the compounds 
consist of larger diameter atoms. In Fig. 1.9 (a), the relationship between the molecular 
weight and the melting point is shown. When the molecular weight becomes larger, the 
melting point becomes lower. This is because when the molecular weight becomes 
larger, the lattice constant becomes larger and the binding force becomes smaller. Even 
for similar molecular weights, the melting point becomes higher with the progression

Table 1.5. Main Sem iconductors and their Lattice Constant, Bandgap and Transition Type
Material Crystal

structure
Lattice 
constant (A)

Bandgap
(eV)

Transition
type

IV Si Diam ond 5.4309 1.107 indirect
Ge Diam ond 5.6575 0.66 indirect
GaP Zincblende 5.451 2.261 indirect

III-V Ga As Zincblende 5.654 1.435 direct
GaSb Zincblende 6.095 0.72 direct
InP Zincblende 5.869 1.351 direct
InAs Zincblende 6.058 0.35 direct
InSb Zincblende 6.479 0.180 direct
ZnS Zincblende 5.409 3.66 direct
ZnSe Zincblende 5.668 2.67 direct

II-VI ZnTe Zincblende 6.103 2.26 direct
CdS W urzite a=4.137

c=6.716
2.38 direct

CdSe W urzite a=4.299
c=7.015

1.74 direct

CdTe Zincblende 6.481 1.44 direct
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3000
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'Z  2000 
srtM
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|  1000 
i

ELEMENTAL

n-VI
Ш-VI
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Molecular Weight (g/mole)

HgSe
H<Te

300

Molecular Weight (g/mole)

Fig. 1.9 M elting point and energy gap as a function of m olecular w eight (reprinted from  
Ref. 14 w ith  perm ission, copyright 1979 Elsevier)

of II-VI compound > III-VI compound > Si, Ge. This is because the binding force 
becomes larger when the ionicity becomes larger. Fig. 1.9 (b) shows the relationship 
between the bandgap and the molecular weight. The bandgap becomes larger as the 
binding energy becomes larger.14

Fig. 1.10 shows the relationship between the lattice constants and the band gaps for 
III-V materials and their mixed crystals.24*25 In Fig. 1.10(b), direct and indirect regions
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fip 4
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i i i i [ i • Ge ,

2.5 3.0 3.5 4.0 4.5 5.0 
Lattice Constant (A)

5.5 6.0 6.5

(b)

Lattice Constant (A)

Fig. 1.10 Relationship betw een bandgap energy and lattice constant of various materials, 
(a) II-VI, III-V and IV group materials (from Ref. 24 with perm ission), (b) III-V materials 
(solid line: direct, dotted line: indirect) (from Ref. 25 w ith perm ission).

are also indicated. In Table 1.5, lattice constants, bandgaps and transition types are 
summarized for the main semiconductor materials. Stronger ionicity gives strong 
bonds thus gives larger band gaps.

1.5 OPTICAL PROPERTIES
In the case of direct transition type semiconductors, in the к (momentum) space, the top 
of the valence band and the bottom of the conduction band are at the same energy axis. 
For this type o f semiconductor, if carriers are injected by application of a forward bias 
to a p-n junction or if light falls on it whose energy is higher than the bandgap Eg, by 
the process referred to in Fig. 1.8, the light with the wavelength of \  corresponding to 
E can be emitted with high efficiency.26
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10-»
10-»
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Fig. 1.11 Chart of electrom agnetic spectra (left side from Ref. 27 w ith  perm ission) w ith  
various materials (right side).
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Fig. 1.12 Eye sensitiv ity  as a function of w avelength  and various materials.
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X 0 (|xm )= 1.239/ E g (e V ) (1.2)

In the case of indirect semiconductors as Si, Ge and GaP, there is a к-space differ
ence between electrons and holes, so that electrons need the change of momentum for 
recombination as shown in Fig. 1.8. Because of this change, most of energy is emitted 
as heat (lattice vibration-phonon) and light emission efficiency is low.

Fig. 1.11 shows the relationship between the bandgap energy, frequency and the 
wavelength. Fig. 1.12 shows the sensitivity of the eye as a function of wavelength. It is 
seen that many compound semiconductor materials exist for the wide range of wave
length from ultraviolet to far infrared. By applying these optical properties various 
LEDs and LDs can be made.

1.6 ELECTRICAL PROPERTIES
1.6.1 Carrier Concentration
Carrier concentrations in semiconductors are determined as a thermal equilibrium be
tween thermal excitation of electrons, ionization of impurities and ionization of defect 
levels.

(1) Intrinsic semiconductors
Electron concentration and hole concentration in semiconductors can be represented as 
follows according to the Boltzmann statistics.

Here, n is the electron concentration, p the hole concentration, N. the effective density 
of states in the conduction band, Nv the effective density of states in the valence band, 
EF the Fermi energy, Ecthe energy level of donor, Eythe energy level of acceptor, me* 
the density-of-state effective mass of electrons, mh* the density-of-state effective mass 
of holes, h the Planck constant, к the Boltzmann constant, T the absolute temperature.

The product of n and p is represented as follows.

n = Nc exp (1.3)

where N c = 2
2лт*кТ

p = N v exp (1.4)

where

np = nf = NCNV exp( - Eg / kT ) (1.5)
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1500 T <*Q

Fig. 1.13 Intrinsic carrier concentration as a function of reciprocal tem perature (reprinted  
from Ref. 28 w ith  perm ission , copyright 1970 A m erican Institue of Physics).

Here, Eg= Ec -  Ev is the energy bandgap.
In the case o f intrinsic materials where impurities are negligible, n=p due to the 

neutral condition. Therefore,

n = Р = VN cN v exp( - E g / kT ) (1.6)

In Fig. 1.13, intrinsic carrier concentration, п4, is shown as a function of reciprocal 
temperature.28 Because of larger bandgap of GaAs than Si and Ge, GaAs has lower 
intrinsic carrier concentrations and therefore can be made semi-insulating.

(2) Donors and acceptors
In reality, in semiconductor materials, there are always some impurities and defects 
and some of them are ionized and affect carrier concentrations. Impurities which have 
more valence electrons than substituted host constituent atoms and can be thermally
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ionized act as donors. They offer electrons in the conduction band. Impurities which 
have fewer valence electrons than substituted host constituent atoms and can be ther
mally ionized act as acceptors. They attract electrons thus leaving holes in the valence 
band. The concentrations of ionized donors and acceptors are represented as follows. 
Various point defects can also act as donors and acceptors depending on their struc
tures. Their detailed characteristics are discussed in Chapter 4.

(3) Fermi level and Schokley diagram
The position of the Fermi level is important to characterize the electrical properties of 
compound semiconductors. The Fermi level is determined as a function of the concen
trations of various defects such as donors, acceptors and deep levels. It can be deter
mined graphically by the Schokley diagram developed for conductive Si.29 The 
Schokley diagram can be applied also for compound semiconductors, even for those 
which are semi-insulating due to deep levels.30

The concentrations of carriers and ionized shallow donors and acceptors and ionized 
deep donors and acceptors can be represented as follows.

n = N ‘ exp( - n a 4 (1.7)

N: =

N ;e =

N.

1+0.5 exp
Ea -E f

kT

N,

“ " • ( т г ]

( 1.8)

(1.9)

p = Nv exp - Ef - Ev 
kT (1.10)

NJd =

N.

1+ 2 exp

N dd

1+ 2 exp (-Ep Edd\ kT

(M l )

(1.12)

Here, the nomenclatures are as follows. Ea is the ionization energy of shallow ac
ceptor, Na the concentration o f shallow acceptor, EM the ionization energy of deep 
acceptor, Nee the concentration o f deep acceptor, Ed the ionization energy of shal-
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^  Energy (eV)

Fig. 1.14 Schockley diagram  for sem i-insu lating GaAs w here the deep donor is EL2.

low donor, N d the concentration o f shallow donor, Edd the ionization energy o f 
deep donor and N dd the concentration o f deep donor.

These carriers and ionized species m ust satisfy the following neutral condi
tions.

n + N ; + N ;a = p + N J + N J d (1.13)

Eqs. 1.7-1.13 can not be solved analytically, but they can be solved graphically by 
the Schokley diagram and/or by the iteration method. Fig. 1.14 shows an example of 
the Schockley diagram for undoped semi-insulating GaAs. It can be seen that the Fermi 
level is determined by the cross point between the positive charge line and the negative 
charge line. This Schokley diagram is important for the consideration of the resistivity 
depending on the defect concentrations. Several examples will be shown in the case of 
semi-insulating GaAs and InP in Chapters 8 and 10, respectively.
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Table 1.6 Effective Mass and Mobility for Various Semiconductors
Material Effective Mass 

m h* p "V* V '
Mobility

*4
IV Si 0.26 0.55 0.24 1350 475

Ge 0.56 0.37 - 3800 1900
GaP 0.12 0.86 0.14 200 120
GaAs 0.065 0.45 0.082 8500 420

III-V GaSb 0.049 0.33 0.056 7700 1400
InP 0.077 0.56 0.12 6060 150
InAs 0.027 0.41 0.024 33000 460
InSb 0.0135 0.438 0.016 78000 1700
ZnS 0.28 1.4 140 5
ZnSe 0.17 -0 .7 530 28

II-VI ZnTe 0.122 0.42 0.17 340 110
CdS 0.171 ~5 350 15
CdSe 0.112 >1.0 650
CdTe 0.0963 0.62 0.092 1050 80

1.6.2 Mobility
Mobility is defined as the proportional constant between velocity v and electric field E 
as the following equation.

У = ИЕ (1.14)

Mobility takes a constant value under a low electric field lower than several kV/cm 
and this mobility is referred to as low field mobility. Low field mobility is represented
by

Here, x is the momentum relaxation time, m* the effective mass of carriers and q the 
elementary charge. Mobilities of electrons and holes are thus inversely proportional to 
the effective mass m* and the mobility becomes fast if the m* is small. Since effective 
mass is determined by the curvature of the band, the material whose band curvature is 
smaller can be selected for larger mobility. Table 1.6 shows the effective mass and the 
mobility of various compound semiconductors. It is seen that the mobility of direct 
transition crystals is larger. For example, in the case of GaAs, the electron mobility is 
six times larger than Si at room temperature. This is one of the reason why GaAs is 
used for high frequency devices such as MESFETs, HEMTs and so on.

Relaxation time of scattering and therefore the mobility is determined by the 
overlapping of various scattering mechanisms. Table 1.7 shows various scattering 
mechanisms.31

In periodical potential in the crystals, carriers transport basically without any 
scattering thus giving the largest m obility. In reality, carriers are scattered by 
various mechanisms. Scattering mechanisms are basically classified into two main 
scattering processes. One is due to lattice vibration and the other is due to impuri-



18 PART 1 FUNDAMENTALS

Table 1.7 Various Scattering M echanism s 
Lattice Scattering A coustic Phonon D eform ation Potential Scattering

P iezoelectric Scattering  
Optical Phonon Polar O ptical Scattering

N onpolar O ptical Scattering 
Im purity and D efect Ionized Im purity Scattering 
Scattering Neutral Im purity Scattering

D efect Scattering  
A lloy Scattering

ties and/or defects. When tem perature is increased, lattice vibration increases. 
Lattice vibrations are classified into two modes, acoustic mode with very low fre
quencies and optical mode with high frequencies. When the lattice is deformed in 
crystals with certain ionicities, dipoles are formed and thus carriers are scattered 
strongly due to this e lectric field. There are thus four main lattice scattering 
mechanisms and they have following features.

(1) Optical phonon scattering
Depending on crystal ionicity, there are nonpolar optical phonon scattering and polar 
optical phonon scattering. For elemental semiconductors such as Si and Ge, in which 
only covalent bonding is predominant, polar optical phonon scattering does not exist.

Fig. 1.15 M obilities under various scattering m echanism s (reprinted from Ref. 31 w ith  
perm ission, copyright 1998 American Institue of Physics).
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For compound semiconductors, nonpolar optical phonon scattering is predominant at 
higher temperatures.

m exp l y |  -1 (1.16)

(2) Acoustic phonon scattering
Nonpolar acoustic scattering is called deformation potential scattering. This is because 
deformation of lattice waves changes the band edge and originates a deformation po
tential and becomes the origin of scattering. Polar acoustic scattering is called piezo
electric scattering and predominates for low temperatures and for II-VI materials.

(3) Impurity scattering
When impurities are ionized, carriers are strongly scattered by Coulomb potential. 
Since thermal velocity of carriers is increased as temperature rises, ionized impurity 
scattering becomes negligible at higher temperatures. Ionized impurity scattering is 
represented as follows.

“ ■ ( ^ ) 4 t T  <u7>
When defects are ionized, the scattering effect is similar to that in the case of impuri
ties.

When impurities are neutral, carriers are scattered only when they impinge on impu
rities. The scattering effect is very small and there is temperature dependence. The 
mobility in this case is represented as follows.

ц = пГ (1.18)

Fig. 1.15 shows the temperature dependence of the mobility o f GaAs analyzed 
by Wolfe et al.31-32 It can be seen that at higher tem peratures, nonpolar optical 
scattering is predominant and at lower temperatures, ionized impurity scattering is 
predominant.

When various scattering takes place, total relaxation time т is represented as

i у  _ ! _-  = Z ( ,- ,9 )
T T-i

from various relaxation time xi due to each scattering mechanism. The total mobil
ity can be represented as

y  1
H = —  (1.20)

M-j
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(a)

(b)

Fig. 1.16 Theoretical (solid  lines) and experim ental values o f m obility at 300 К (a) and 77 
К (b) as a fu nction  of electron  concentration  in n -type InP for various com p en sation  
ratios (reprinted  from  Ref. 33 w ith  perm ission , copyrigh t 1980 A m erican Institue of 
Physics).

The relationship between carrier concentration and mobility is calculated in several 
cases. In Fig. 1.16, an example for InP is shown. When the material is conductive, most 
shallow donors and acceptors are ionized. The carrier concentration n is therefore ap
proximately equal to Nd-N a. Compensation ratio 0 is defined as Na/Nd. Therefore, from 
the calculated figure, Nd and N e can be calculated when mobility and the carrier con
centration are known.
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The effect o f im purities is also negligible even at room temperature. Fig. 1.16 
shows the electron mobility as a function of impurity concentration for the case of 
InP. If  the impurity concentration exceeds lx lO l7cnr3, electron mobility becomes 
less than 4000 cm2/V sec in the case o f InP. When the impurity concentration 
becomes higher than 10,7cn r3, the mobility between 77K and room temperature 
remains nearly constant. From the compensation ratio and the carrier concentra
tion, the concentration o f donors and acceptors can be represented as follows.

N,

N

1-0

1-0

(1.21)

(1.22)

Fig. 1.17(a) shows the temperature dependence of electron mobilities o f III-V 
compound sem iconductors compared with Si and Ge. In the case o f Si and Ge, 
since the purity o f Si and Ge is of the order of 1012cm'3, there is no impurity scat
tering even at low temperatures and the electron mobilities rise as the temperature 
falls. In the case of III-V crystals, there is a peak at around 100 К and at tempera-

Mh
(cnt*/V*sec)

T C*K)

F ig. 1 .17 T em p eratu re  d e p en d en ce  o f (a) e le c tro n  m o b ilit ie s  (from  Ref. 34 w ith  
perm ission) and hole m obilities (reprinted from Ref. 35 w ith  perm ission, copyright 1975 
Elsevier).
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Electric Field (V/cm)

Fig. 1.18 Electron drift ve locities as a function  of electric field  (from Ref. 36 w ith  per
m ission . InP data are from Ref. 37 w ith  p erm ission , copyright 1972 A m erican Physical 
Society).

tures lower than this point the mobility falls. This is because electron scattering 
becomes predominant due to impurities and defects. Fig. 1.17(b) shows the case o f 
hole mobilities and the same tendency can be seen.

1.6.3 High Field Properties
In high frequency devices, the electric field is stronger due to micro fine structure pro
cessing. Under such a high electric field, the electron drift velocity of Si is saturated at 
a lower velocity. In the case of compound semiconductors such as GaAs and InP, the 
drift velocity shows a maximum and then decreases and becomes saturated. This is 
because electrons at Г  point are accelerated and scattered to higher energy L point. 
From Fig. 1.18, it can be seen that GaAs, InP, GaN and SiC are promising materials for 
high speed devices.

1.7 OTHER PROPERTIES
1.7.1 General Properties
In Table 1.8, various properties such as melting point, thermal conductivity, linear ex
pansion coefficient, elastic moduli and dielectric constant are summarized.

GaAs and InP have less thermal conductivity than Si, so in devices such as power 
FETs, LDs and Gunn diodes which generte large amounts of heat, the thickness must 
be made 30-100 ц т  so as to minimize the thermal resistance.

Fig. 1.19 shows the hardness as a function of interatomic distance.38 The lower the 
interatomic distance, the more fragile the material.

Table 1.9 shows the etching solutions for various semiconductor materials.39 To ob
tain flat etching faces, a combination of oxidizing agent and acid is used. These etching
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Fig. 1.19 Hardness as a function of interatomic d istance.32

procedures are very important when applied to wafers produced from grown bulk 
single crystals. The chemistry of etching properties is discussed in detail by Faust.39

1.7.2 Stacking Fault Energy
A stacking fault is a plane defect where the stacking o f single crystal planes is 
misordered. This means that in the case of a zincblende structure, ABCABC stacking is 
misordered as AB/ABCA. In the case of a wurzite structure, ABABAB stacking is

Table 1.8 Physical Properties of Various Sem iconductors
Material Melting

Point
(°C)

Thermal 
Conductivity 
(W/cm • K)

Linear Expansion
Coefficient
(10-VK)

Elastic Moduli 
(10l,dyne/cm 2) 
Сц C12

Dielectric
Constant

IV
Si 1,410 1.4 2.6 16.57 6.39 7.96 11.9
Ge 937 0.61 5.75 12.89 4.83 6.71 16.2
GaP 1,467 1.1 5.3 14.12 6.253 7.047 11.11

III-V
GaAs 1,238 0.54 6.0 11.88 5.38 5.98 13.18
GaSb 712 0.33 6.7 8.849 4.037 4.325 15.69
InP 1,070 0.7 4.5 10.22 5.76 4.60 12.56
InAs 943 0.26 5.19 8.329 4.526 3.959 15.15
InSb 525 0.18 5.04 6.75 3.47 3.16 17.9

II-VI
ZnS 1,830 0.27 6.7 10.46 6.53 4.48 8.3
ZnSe 1,515 0.19 7.7 8.10 4.88 4.41 9.1
ZnTe 1,238 0.18 8.3 7.13 4.07 3.12 10.1
CdS 1,475 0.27 6.5 ( / / ) ,  5.0(X) 8.43 5.21 1.49 10.33(//), 9.35(_L)
CdSe 1,350 0.09 4.4 7.49 4.61 1.32 10.65(//) , 9 .70U )
CdTe 1,090 0.06 4.70-4.90 5.33 3.65 2.04 10.3
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Table 1.9 Various Etchants
AlSb

GaP

GaAs

GaSb

InP

InAs

InSb

3 H N 0 3:2HF:5CH3C 0 0 H
2H 20 2:HF
H N 0 3:2HC1:2H20
l%Br2:CH3OH
5 H N 0 3:3HF:3CH3C 0 0 H
H N 0 3:2HC1:2HZ0
H N 0 3:9H20
H ,0 2:5Na0H(5% )
l-2%Br2:CH3OH
lc c  HF:2cc H20 :8 m g A g N 0 3
:lg C rO a
H20 2:3-8H2S 0 4:H20
2 H N 0 3:HF:CH3C 0 0 H
H N 0 3:HF:H20
1% Br2:CH3OH
HCl:0.4N-FeCl2
HC1
3 H N 0 3:HF:2H20
H N 0 3:HC1:H20
I2:CH3OH
H N 0 3:2HF:CH3C 0 0 H  
HF:H20 2:8H20 :  
HNO,:HCl:HX>____________

m etallic luster
flat surface (after w ater b o ilin g  
(111) both surface flat 
flat surface 
etch pit
(111), (-1-1-1) surface determ ination  
determ ination of pn interface 
etch pits 
flat surface
etch pits on (111), (-1-1-1), (100), (110)
surfaces
flat surfaces
flat surface w ith  etch pits on (111) 
etch pits on (111) 
flat surface
etch pits on (111), (-1-1-1), (100)
flat surface
pn junction interface
etch pits
flat surface
flat surface w ith  etch pits on (111) 
both side etch pits
etch pits______________________________

misordered as AB/CABA. The formation energy o f this defect is very critical to the 
formation of twins. When this energy is small, twins are easily formed.

The stacking fault energy (SFE) has been estimated by Gottschalk et al.,40 Jordan et 
al.,41 Takeuchi et al.42and others. The various data are summarized by Takeuchi et al. as

Table 1.10 Stacking Fault Energy of Various M aterials
Material Structure Y (m j/m 2)
GaP zincblende 41 ± 4
GaAs zincblende 55 ± 5
GaSb zincblende 53 ± 7
InP zincblende 17 ± 3
InAs zincblende 30 ± 3
InSb zincblende 38 ± 4
ZnS zincblende <6
ZnSe zincblende 13.2 ± 1.5

12.6 ± 0 .4
ZnTe zincblende 16 ± 4
ZnO w urzite >43
CdS wurzite 8.5 ± 2.1

14 ± 4
CdSe w urzite 14 ± 5
CdTe zincblende 10.1 ± 1.4

9.7 ± 1.7
See the references for each data in Ref. 42.
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Fig. 1.20 (a) Reduced stacking fault energy as a function of к value, (b) Reduced stacking  
fault energy as a function of charge redistribution index s (reprinted from Ref. 42 with per
mission, copyright 1984 Taylor & Francis).

in Table 1.10. They have analyzed these data as the relationship between the reduced 
SFE (the energy per atom in the fault plane) and the к value or the s value as shown Fig. 
1.20. Here, the к value is the proportional constant between the ionicity energy gap С 
and the covalent energy gap Eh, expressed as С = kEhl/3, and the s value is the charge 
redistribution index defined by Phillips and Van Vechten.43 It was found that there is a 
strong correlation between the reduced stacking fault energy y' and к and s as shown in 
Fig. 1.20. This relationship is explained by the contribution of the ionicity and the elec
trostatic energy to the SFE.

1.7.3 Critical Resolved Shear Stress
Critical resolved shear stress (CRSS) is the stress above which dislocations can be 
moved. When this value is small, dislocations can be easily generated. Table 1.11 
shows the critical resolved shear stress for various compound semiconductors.40 It can 
be predicted that the dislocation density may be higher for lower CRSS.

The thermal stress during crystal growth must be less than the CRSS in order to 
obtain dislocation free crystals.

Kirchener et al.44 have systematically analyzed all known critical resolved shear 
stress (tc) data as a function of temperature (Fig. 1.21(a)). They found that the x^G vs 
kT/Gb3 curve shows a master curve and there is a universal relationship (Fig. 1.21(b)) 
even among various materials even with different structures. Here. G is the shear modu
lus G = (С ц -С ^+ С ^/З  and b is the Burger's vector.

Table 1.11 Critical Resolved Shear Stress of Various Materials (N /m m 2)
GaSb GaAs InSb GaP InAs InP
15.8 1.9 5 4 0.8 1.8
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Fig. 1.21 (a) Tem perature dep en d en ce of critical reso lved  shear stress (xc) and (b) tc 
against k T /G b3. A ll data fall into the shaded band (reprinted from Ref. 44 with permission, 
copyright 1983 Elsevier).
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2. CRYSTAL GROWTH METHODS
2.1 INTRODUCTION
For growing single crystals, many kinds of crystal growth methods have been devel
oped for various materials such as metals, oxides and semiconductors. These various 
methods have been reviewed by several authors.M3 Crystal growth methods which 
have been applied to compound semiconductor materials are summarized in Table 2.1. 
For most compound semiconductor materials, melt growth methods are the main meth
ods of industrial manufacture. This is because they are appropriate to grow large single 
crystals quickly. In the case of solution growth methods and vapor phase growth meth
ods, growth rates are rather lower compared to melt growth methods and they are in 
general limited to growing compound semiconductor materials which are difficult to 
grow by the melt growth method from the viewpoint of physical properties such as high 
melting temperature and/or high decomposition vapor pressure. In this chapter, crystal 
growth methods applied to compound semiconductor materials are reviewed. Begin
ning in Chapter 7, the crystal growth method applied to each o f various materials is 
described in more detail .

2.2 MELT GROWTH METHODS
2.2.1 Horizontal Boat Growth Methods
Crystals can be grown using boat type containers in sealed ampoules and in many 
cases, the growth is performed under controlled vapor pressure of the constituent ele
ment. These methods are called boat-growth methods. This crystal growth is performed 
in horizontal and vertical arrangements.

(1) Horizontal Gradient Freezing (HGF) method
The HGF method is based on a directional solidification of the melt by decreasing the 
melt temperature as shown in Fig. 2 .1(a). The precise arrangement is found in Ref. 14. 
The simple gradient freezing growth in a vertical configuration was first performed by 
Tamman.15 In the HGF method, the material in a boat crucible is sealed in an ampoule 
and melted at a temperature higher than the melting point. The temperature of the am
poule is then cooled as seen in the figure. In this method, the ampoule is not moved and 
the temperature distribution is changed as the crystal can be grown from the seed end. 
This method is mainly used for the industrial production o f conductive GaAs (Sec. 
8.3.1).

(2) Horizontal Bridgman (HB) method
Bridgm an16 and Stockbager17 invented a method to grow crystals by moving the cru
cible instead o f changing the temperature profile. The horizontal arrangement on the 
basis o f this method was applied to grow GaAs18 and CdTe19 crystals. Thereafter, this

29
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Table 2.1 Various Crystal Growth M ethods
G row th M ethod M aterials

M elt G row th M ethods
Boat G row th M ethods

H orizon ta l B ridgm an (HB) G aA s, C dTe
H orizonta l G radient Freezing (HGF) G aA s, C dTe
H orizontal Z one M elting (HZM ) G aA s, InSb
Vertical B ridgm an (VB) G aA s, C dT e, GaSb, InP
Liquid E ncapsulated  V ertical B ridgm an (LE-VB) GaP, G aA s
Vertical G radient (VGF) G aA s, C dTe, ZnTe, GaP, InP
Liquid E ncapsulated  V ertical G radient
Freezing (LE-VGF) C dTe, G aA s
V ertical Z one M elting (VZM ) C dTe, G aA s
(or Ingot-sea led  zo n e  m eltin g)
Liquid E ncapsulated  VZM  (LE-VZM) G aA s

P ulling M ethods
C zochralski (CZ) GaSb, InSb
Liquid E ncapsulated  C zochralsk i (LEC) G aA s, GaP, GaSb, InP, InA s
Liquid E ncapsulated  K yropou lus (LEK) G aA s, InP
F loating Z one (FZ) G aA s, GaSb
Liquid E ncapsulated  F loating Z one (EFZ) G aA s

Other M ethods
Shaped C rystal G row th M ethod

Stepanov Si, GaSb
E d ged -D efin ed  Film -Fed G row th (EFG) Si, InSb, G aA s
Inverted S tepanov Si
Shaped M elt L ow ering (SML) G aA s, GaSb

H eat-E xchange M ethod (HEM) G aA s, CdTe
Solution  G row th M ethod

Sim ple So lu tion  G row th M ethod V arious m ateria ls
P ressure-C ontrolled  So lu tion  G row th (PC-SG) G aN
T em perature G radient Z one M elting (TG-ZM) GaP, ZnTe
(or T ravelling S olven t M ethod (TSM))
T ravelling  H eater M ethod (THM) GaSb, GaP, CdTe, InSb, Z nSe
Solute S o lu tion  D iffu sion  (SSD) M ethod GaP, InP
(or T em perature So lven t G row th (TSV))
So lven t E vaporation  (SE) CdTe, ZnSe, ZnTe
T em perature D ifferen ce M ethod C ontrol V apor
P ressure (TDM -CVP) GaP, G aA s, ZnSe, ZnTe
H ydrotherm al S yn th esis CdS, ZnS

Vapor Phase G row th M ethod
D irect Syn th esis (DS) V arious m aterials
P hysical Vapor T ransport (PVT) SiC, CdTe, ZnS, ZnSe, ZnTe
Sublim ation  T ravellin g  H eater M ethod (STHM) CdTe, ZnSe, ZnTe
C hem ical V apor Transport (CVT) ZnSe, ZnS, ZnTe, CdS, CdTe

method was developed for the industrial production of compound semiconductor materi
als. The HB method is used mainly for the industrial production o f conductive GaAs 
(Sec. 8.3.1). As shown in Fig. 2.1(b), compound semiconductor raw material is set in a 
quartz boat and sealed in a quartz ampoule with the volatile constituent element. At the
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\____________ ,

Volatile constituent

\_______ ч
%

Volatile constituent

Fig. 2.1 H o rizon ta l boat grow th  m eth od s, (a) H orizonta l G radient F reezing  (HGF), (b) 
H orizon ta l B ridgm an and (HB) and (c) H orizontal Z one M elting (HZM ) m eth od s (from  
Ref. 14 w ith  p erm ission ).

top o f the boat, a seed crystal is set for single crystal growth. The ampule is then moved 
slowly in a furnace with the appropriate temperature distribution. In many cases, the 
vapor of the dissociative constituent of the crystal is pressurized during crystal growth 
to prevent decomposition. The principle o f this method is reviewed by Rudolph and 
Kiessling.19 Parsey and Thiel20 have developed a sophisticated HB furnace arrangement 
for precise temperature profile control using a multi-zone furnace.

(3) Horizontal Zone Melting (HZM) method
Zone melting was first invented by Pfann21*22 for material purification. As explained in 
Chapter 3, the material can be purified after zone passing due to the distribution coeffi
cient of impurities. This method is called zone refining (ZR) when it is mainly used for 
purification and is called zone leveling (ZL) when it is used to dope impurities homo
geneously.

The horizontal arrangement of this method is called the Horizontal Zone Melting 
(HZM) method. In this method, the melt zone is moved from the seed part as seen in 
(Fig.2 .1(c)). This method is industrially used for GaAs crystal growth under arsenic 
vapor pressure control (Sec. 8.3.1).

Profile change *  —  \

GO *
Melt Seed

(c)

Profile change

К 
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(a) (b)

Fig. 2.2 V ertical boat grow th  m eth ods, (a) V ertical B ridgm an (VB) and (b )V ertical G rad
ient Freezing (VGF) m ethods.

2.2.2 Vertical Boat Growth Methods
In the vertical configuration as seen in Fig. 2.2, crystals are grown as in the initial 
invention by Tamman15 for changing the temperature profile and those by Bridgm an16 
and Stockbarger17 for moving the crucible or the furnace. The former method is called 
the vertical gradient freezing (VGF) method and the latter the vertical Bridgman (VB) 
method. In the case o f most compound sem iconductors, liquid encapsulant such as 
B20 3 is used for preventing the decomposition of the charge materials, and then they 
are called Liquid Encapsulant VB (LE-VB)23 and Liquid Encapsulant VGF (LE-VGF). 
They are old crystal growth methods for growing metal and oxide single crystals, but 
are also applied for various compound semiconductors. The application o f these meth
ods to compound semiconductors is reviewed in Refs. 24-31.

The VB/VGF methods have the following advantages.
(i) Low dislocation density can be achieved due to the low axial temperature gradi

ent during crystal growth.
(ii) No necessity for crystal diameter control
(iii) Round shaped crystals can be obtained while only D-shaped crystals are ob

tained in HB/HGF/HZM methods
(iv) Uniformity across wafers is good compared with the HB/HGF/HZM methods, 

because wafers can be cut perpendicular the crystal axis.
(v) High cost performance because of low cost crystal growers 

The VB/VGF methods however have the following disadvantages.
(i) Low growth rate due to low heat dissipation
(ii) Low single crystal yield because the seeding can not be observed.

(1) Vertical Bridgman (VB) method
In this method, the material is set in an appropriate crucible as shown in Fig. 2.2(a) and
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cooled in an appropriate temperature distribution. In many cases, single crystal seeds 
are set in the bottom of the crucible. In the case of compound semiconductors, one of 
the constituents is usually volatile. The crucible is therefore set in a quartz ampoule and 
the constituent element is set in the bottom of the closed ampoule to heat in such a way 
that vaporization is prevented during crystal growth.

In the case of the VB method, when a large diameter ampoule with a large amount of 
charge is lowered in the furnace, the temperature distribution in the furnace is changed 
since the heat capacity o f the ampoule is too large. For the growth of low dislocation 
density crystals, it is necessary to grow crystals under a lower temperature gradient, 
extremely low, less than 5 °C/cm. It is therefore not desirable for the temperature pro
file to change during crystal growth. This therefore is a disadvantage o f the VB 
method.

Ostrogorsky et al. have developed the Submerged Heater Method (SHM). 32 33 In 
this method, the temperature difference and the distance between the growth interface 
and the submerged heater are held constant so that crystal growth can be performed 
without significant convection and the segregation of impurities can be kept constant.

(2) Vertical Gradient Freezing (VGF) method
The VGF method was first applied for the growth of GaAs by Chang et al.34 in a pyro
lytic boron nitride crucible without using seed crystals. In the VGF method, instead o f 
lowering the crucible, the temperature profile is changed for growing crystals (Fig. 
2.2(b)). The advantages o f this method compared with the VB method are as follows.

(i) When a crucible with a large load is not moved, the temperature profile can be 
well controlled during crystal growth.

(ii) Since the crucible is not moved, the height of the furnace can be lower than in 
the VB method.

(iii) There is no mechanical vibration since the ampoule is fixed in a constant posi
tion in the furnace.

The VGF method has however a disadvantage that the growth rate rises when the 
tem perature profile is lowered at a constant rate. The growth rate comes unlimited 
when the maximum temperature in the furnace becomes close to the melting point. In 
the case of the VGF method, it is therefore necessary to control very precisely the rate 
o f temperature decrease using a multi-zone furnace.

A more sophisticated VGF method, in which temperature distribution can be more 
precisely controlled has been invented. Potard35 developed a VGF method combined 
with a dilatometry, by which it is possible to measure the solidified fraction during 
crystal growth.

(3) Vertical Zone M elting (VZM) method
This method was formerly used to grow compound semiconductor crystals and it is 
also called the "sealed-ingot zone melting method", in which compound semiconductor 
materials are sealed in ampoules and are zone melted in a vertical configuration36,37 as 
shown in Fig. 2.3. When an encapsulant such as B20 3is used, it is called Liquid Encap- 
sulant VZM (LE-VZM) method as applied in the crystal growth of GaAs.38
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Fig. 2.3 V ertical zo n e -m e ltin g  m eth od . A: quartz en v e lo p ed  in g o t, B: sh aft to  variab le  
speed  drive m echan ism , C: graphite su scep ter, D: quartz su scep ter  hold er, E: quartz for 
protection  from  atm osphere, F: in d u ction  co il (reprinted  from  Ref. 37 w ith  p erm ission  of 
The E lectrochem ical Society).

2.2.3 Pulling Methods
(1) Czochralski (CZ) method
The CZ method which was first invented by Czochralski39 is a crystal growth method 
mainly used for industrial production of silicon. As shown in Fig. 2.4 (a), a single 
crystal seed attached to a pulling rod is dipped in the melt in a crucible which is rotated 
and by raising and rotating the pulling rod, single crystals are grown. The fundamentals 
of this method are reviewed in detail.40*41

This method has the advantage that it allows a high growth rate and the growth of 
large diameter crystals. In fact, in the case of silicon, 300 mm diameter single crystals 
of considerable length can be grown by this method. This method is however appli
cable only to a limited number of compound semiconductor materials whose decom
position pressure is very low or negligible. GaSb and InSb crystals can be grown by 
this method as explained in Chapters 9 and 12.

There are various m odifications of the CZ method. Gremmelmeier42 has used a 
modified CZ method for growing GaAs, in a sealed system with magnetic coupling for 
rotation and pulling. Arsenic vapor pressure was applied in the ampoule to prevent the 
decomposition o f GaAs. In order to prevent impurity segregation, the floating cru
cible43 method has been developed.
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(a) (b)

F ig. 2 .4  C rysta l p u llin g  m eth o d s, (a) C zoch ra lsk i (CZ) and (b) L iquid  E n cap su la ted  
C zochralsk i (LEC) m eth ods.

(2) Liquid Encapsulated Czochralski (LEC) method
First invented by Metz et al.44 and Mullin et al 45,46 to apply the Czochralski method to 
the crystal growth of dissociative compound semiconductor materials, there is the Liq
uid Encapsulating Czochralski (LEC) method. In this method, a glass material, mainly 
B20 3, is used to encapsulate the melt as shown in Fig. 2.4 (b). Inert gas such as argon or 
nitrogen at high pressure up to 100 atm is applied in the furnace so as to prevent the 
decomposition o f the compound semiconductor material melt. The application of inert 
gas at high pressure prevents the volatile constituent from forming a gas bubble in the 
B20 3 encapsulant and floating to the surface of the encapsulant B20 3 and being re
moved from the encapsulant. Since the crystal growth is performed under high pressure 
conditions, high pressure vessels are needed for the LEC method.

This is one o f the most successful crystal growth methods and is industrially applied 
to the production o f the most important III-V compound single crystals such as GaAs, 
GaP, InP and InAs.

The disadvantage o f this method is in the fact that the axial temperature gradient is 
rather greater than in boat growth methods, so that it is difficult to reduce the disloca
tion densities. To counter this disadvantage, various modifications have been devel
oped such as vapor pressure-control (Sec. 2.5.2), application o f magnetic field (Sec. 
3.4), full encapsulation (Fig. 8.8) and so on.

(3) Kyropolous and Liquid Encapsulated Kyropolous (LEK) methods
Instead o f growing crystals by pulling up the seed crystal, the seed crystal is dipped in 
the melt and slightly raised up just for growing the initial part of the crystal. The melt
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Fig. 2.5 Principle of the F loating Z one (FZ) m ethod  w ith  RF co il in  n eed le -ey e  con figu ra 
tion  (reprinted from  Ref. 11 w ith  p erm ission ).

itself is then crystallized in the crucible47. When an encapsulant such as B20 3 is used, it 
is called the Liquid Encapsulant Kyropolous (LEK) method.48

2.2.4 Floating Zone (FZ) Method
This method was developed for growing high purity Si single crystals.49,50 As shown in 
Fig. 2.5, part of the polycrystal feed rod is melted by a zone heater and this melted zone 
can be held as it is because o f the capillary force of the m elt w ithout touching any 
container materials. Since the melt is not in contact w ith any furnace m aterial, high 
purity crystal can be grown without the incorporation of impurities from the furnace 
material.

This method has been applied for the growth of GaAs without encapsulant51 and 
with encapsulant52*54. When an encapsulant is used, it is called the Encapsulated Float
ing Zone (EFZ) method.

2.2.5 Other Methods
(I) Shaped Crystal Growth Method
Stepanov et al.55*56 first applied a pulling method to grow crystals of various shapes 
such as sheets, tubes and rods directly from melts using wetting dies. This method is 
called the Stepanov method. When non-wetting dies such as graphite, tungsten and 
molybdenum are used, it is called the Edge-Defined Film-Fed Growth (EFG) method 
(Fig. 2.6) and was used to grow Si, Ge and sapphire ribbon crystals.57*59 When an en
capsulant such as B20 3 is used, this method is called the Liquid Encapsulated Stepanov 
(LES) method.60 The LES method has been applied for the crystal growth of compound 
semiconductors such as GaAs.61-62
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F ig. 2.6  E d g e -D e fin e d  F ilm -F ed  G row th  (EFG) m eth od  (rep rin ted  from  Ref. 60 w ith  
p erm ission , cop yr igh t 1975 TMS).

In the inverted Stepanov method, the crystal is grown downward from a die attached 
to the m elt.63 The modified method which is called Shaped Melt Lowering (SML) has 
been used for growing GaSb crystals.64

(2) Heat Exchange M ethod (HEM)
In this method, a heat exchange via liquid helium is performed at the bottom of the 
crucible as shown in Fig. 2.7 in order to dissipate the latent heat of growth of crystals in 
a crucible. This method was first developed for growing oxide crystals65'68 and was 
developed to grow polycrystalline Si crystals for solar cell applications. This method 
was also applied for growing compound semiconductors.

2.3 SOLUTION GROWTH METHODS
2.3.1 Simple Solution Growth Method
The solution growth (SG) method is based on crystal growth from a solvent which 
contains the constituents. The solvent may be one of the constituents itself or some 
other element or compound may be used. This method is also called the flux method69'71 
and has been developed mainly for growing a variety of oxide crystals.

The solution is heated above the melting point and is cooled to crystallize the com
pound semiconductor materials. Since this method is based on the precipitation of the 
compound from the solvent, it has the following disadvantages.

(i) During crystal growth, the composition o f the solution is significantly changed 
because of the difference of the composition between the grown crystal and the solu
tion.

(ii) Because of this significant change o f the solution composition, supercooling



38 P A R T I FUNDAMENTALS

Chamber

Fig. 2.7 H eat E xchange M ethod (HEM ).

happens easily as described in Sec. 3.6.
(iii) To prevent tsupercooling, the growth rate has to be very low.
The solution growth method has however several advantages. Since the crystal is 

grown from a solution, impurities with a segregation coefficient, k, less than unity can 
be left in the solution so that the purification can be achieved during crystal growth. 
This method can be applied under low pressures even for the crystal growth o f com
pound semiconductors whose decomposition vapor pressure is very high. Because o f 
these advantages, the solution growth method has been applied to many binary, ternary 
and mixed-crystal compound semiconductor materials69 but most of them were limited 
to research purposes.

This method is however prom ising for compound sem iconductors like nitrides 
which are difficult to grow by conventional methods. In order to avoid the above men
tioned disadvantages of this method, the pressure-controlled SG (PC-SG) method has 
been invented.72*75

2.3.2 Traveling Heater Method (THM)
Pfann21 has proposed a growth method in which the melted zone is located under a 
tem perature gradient and the melted zone is moved in order to grow crystals at the 
lower tem perature region as shown in Fig. 2.8 (a). This method which is called the 
Temperature Gradient Zone Melting (TGZM) method has been theoretically examined 
by Tiller76 and later it was called the Travelling Solvent Method (TSM).77

Instead of this method, the traveling heater method (THM), where the heater or the 
ampoule is moved as shown in Fig. 2.8 (b) has been developed. In a closed quartz 
ampoule, a solution zone whose composition is rich with a constituent element o f the 
compound is first made and the zone is moved from bottom to top in order that the
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(A ) (B)

F ig. 2.8 (A ) T ra v e lin g  S o lv en t M ethod  (TSM) or T em perature G radient Z one M eltin g  
(TGZM) m ethod  (reprinted  from Ref. 4 w ith  perm ission  of Springer Science and B ysiness  
M ed ia ). T h e z o n e  m o v e s  in  the d ir e c t io n  o f th e  arrow  d r iv en  by the co n cen tra tio n  
d ifferen ce  ДС e sta b lish ed  across the zo n e  by the tem perature grad ien t. (B) T ravelin g  
H eater M ethod (THM ). (a) Before grow th , (b) during crystal grow th- (reprinted from  Ref. 
78 w ith  p erm ission  o f Springer Science and B ysiness M edia)

source material is dissolved in the solution and crystallized to the bottom of the solu
tion zone. Since the melting point o f the solution is lower than the melting point o f the 
compound, low tem perature crystal growth can be achieved. The advantage o f this 
method compared with the TSM is that crystal growth can be performed at a constant 
temperature. The crystal growth rate is however limited because of the slower diffusion 
coefficients o f the constituent elements in the solution. This method in principle allows 
of the growth o f high purity crystals so that it is used where the application requires 
very high purity material.

The THM was first proposed by Broader and Wolff77 for growing GaP crystals from 
a Ga solution. Since then this method has been applied to other Ш -V materials and II-
VI materials as explained in detail after Chapter 7. This method is reviewed in detail by 
W olff and M lavsky78 and Benz et al.4 Theoretical studied of the temperature distribu
tion and mass transportation have been carried out by many authors.79'81

2.3.3 Solute Solution Diffusion (SSD) Method
This method was first applied to the growth of GaP crystals82* 83 and was reviewed and 
renamed as the Temperature Gradient Solution (TGS) growth method by Gillessen et 
al.s The method is based on dissolving the constituent whose vapor pressure is high in
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Fig. 2.9 S o lu te  S o lu tio n  D iffu s io n  (SSD ) m eth od  first a p p lied  for G aP s in g le  crysta l 
grow th (reprinted from  Ref. 83 w ith  perm ission , cop yrigh t 1973 IEEE).

the melt of the other constituent and the compound material is crystallized from the 
bottom of the crucible as shown in Fig. 2.9. Since crystal growth can be performed at 
low temperatures, high purification can be achieved. This method has been applied to 
various materials and was proved that it is effective in improving the purity. The crys
tal growth rate is however limited as in the case of THM because o f the low diffusion 
coefficients of the constituent element in the solution. This method was applied not 
only for GaP (Chapter 7) but also for InP (Chapter 10), mainly for high purity poly crys
tal synthesis.

2.3.4 Solvent Evaporation (SE) Method
This method is based on the evaporation of solvent causing the solute concentration to 
increase above the solubility and crystal growth occurs. This method was first sug
gested in Ref. 84 and was applied to the growth of CdTe.85 87 The advantage o f this 
method is that crystal growth can be performed without decreasing the tem perature 
which has the possibility o f overcoming the constitutional supercooling problem Fig.
2.10 shows a furnace configuration. The evaporated solvent from the upper crucible is 
deposited at the bottom of the ampoule, as shown in the figure, by reducing the tem 
perature o f the lower furnace.

2.3.5 Tem perature D ifference Method under Controlled Vapor Pressure  
(TDM-CVP)
Nishizawa et al.88 have developed the TDM-CVP method for GaAs crystal growth, by 
which stoichiometric crystal growth can be performed under controlled vapor pressure. 
This method is then applied to crystal growth not only of GaAs,89,90 but also of GaP,90,91
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Ttmp«ratur« *C

Fig. 2 .10  S ch em atic  d iagram  o f the S o lv en t E vap oration  (SE) m eth od  and asso c ia ted  
furnace p ro file . D uring  grow th , the lo w er  furnace tem perature is reduced  so  that the 
p ro file  "hinges" abou t p o in t A (reprinted from Ref. 87 with perm ission, copyright 1985 
Elsevier).

ZnSe92'96 and ZnTe.97 This method is reviewed by Nishizawa et al.98
In Fig. 2.11, a typical furnace configuration for this method is shown. The metal 

solvent is held in the upper crucible and the temperature of the upper region T, is main
tained ДТ higher than the temperature of the lower region T2. The source on the surface 
o f the melt is dissolved in the solvent and diffuses towards the lower region and recrys- 
tallizes at the bottom of the crucible. The growth tem perature can be kept constant 
since the solute is constantly supplied from the source material.

2.3.6 Hydrothermal Synthesis Method
This method is industrially applied in the large scale production o f quartz. The prin
ciple o f this method is the precipitation of quartz from a NaOH aqeous solution. In 
order to achieve an appropriate solubility o f quartz in water, temperature and pressure 
are increased in an autoclave as shown in Fig. 5.12. The application o f this method to 
various oxide materials is reviewed by Demianets.99 The advantage o f this method is in 
its large scale production ability and the low production cost. This method has not been 
studied so extensively for compound semiconductors but is reported for the growth of 
some crystals100*101 which are difficult to grow by conventional methods.
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Temperature

Fig. 2.11 T em perature D ifference M ethod under O ptim um  C ontrol V apor P ressure (TDM - 
CVP). Schem atic d iagram  of (a) the grow th  sy stem  and (b) the tem peratu re d istr ib u tion  
of furnace (reprinted  from  Ref. 93 w ith  perm ission , cop yrigh t 1985 A m erican  In stitu e  of 
P hysics).

Fig. 2.12 H ydrotherm al syn th esis m ethod in an au toclave (reprinted from  Ref. 3 w ith  per
m ission , copyright 1979 E lsevier).

2.4 VAPOR PHASE GROWTH METHOD
The vapor phase growth method is industrially applied in the crystal growth of CdTe 
and SiC which have high sublimation pressures. This method is also prom ising for 
ZnSe, ZnS whose sublimation pressure is rather higher. There are three methods, the
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direct synthesis (DS) method, the physical vapor transport (PVT) and the chemical 
vapor transport (CVT) methods.

2.4.1 Direct Synthesis (DS) Method
In early vapor phase growth studies, the material was prepared directly from its con
stituents and the reacted compound was deposited in the lower temperature region in 
order to grow crystals. An example of this method is shown for ZnS crystal growth,102 
where ZnS was prepared by the direct reaction of Zn vapor with a carrier gas, K,S. This 
method was applied to crystal growth of various materials in older times, but only 
small crystals could be obtained.

2.4.2 Physical Vapor Transport (PVT) Method
This method is applicable for compound materials whose sublimation pressure is high. 
The compound is sublimed in an open tube with a carrier gas or in a closed tube. This 
method is reviewed by Kaldis103 and Kaldis and Piechtka.104

(1) Open tube method
In this method, the source material is set in an open tube at a higher temperature region 
and the material is vaporized and transported to the lower temperature region.105 There 
are a variety of open tube methods and some of them are explained from Chapter 7 on 
for various compound semiconductor materials.

(2) Closed tube method
In this method, the source material is set in an closed tube at a higher temperature 
region and the material is vaporized and transported to the lower temperature region. 
The method known as the Kremheller m ethod106 was first applied by Czyzak et al.107 
and Greene et al.108 for compound semiconductors. This method was then developed as 
the Piper-Polish method (self-sealing method) as shown in Fig. 2.13.109 In the Piper- 
Polish method, the tube itself is not sealed and during heating impurities can be evacu
ated from the source material. The vaporized compound is then deposited between the 
wall o f the ampoule and the ampoule sealing tube, and the ampoule is thus self-closed. 
After the ampoule is closed, the source materials are transported to the lower tempera
ture region and crystals are grown.

In order for this method to be successful, it is necessary that the grown compound 
has a high binding energy so that the source material can be evaporated as a compound 
molecule without significant dissociation of the vaporized material and for this pur
pose, the vapor pressure of the constituent atoms is controlled.no> 1,1

In the above PVT method, when grown crystals contact the ampoule wall, because 
o f the thermal stress during cooling, dislocations are generated and cracking occurs.112 
The ampoule wall also induces non-controlled nucleation during crystal growth which 
resu lts in po lycrystallization . To counter these problem s, the "free growth" or 
"contactless" method has been invented and developed113'119 where the seed substrate is 
separated from the ampoule by a clearance.116In this free-growth method, molten metal



44 PART 1 FUNDAMENTALS

Alundum Charge Crystal Mullite

Distance (cm)

Fig. 2.13 Self closed  tube vapor phase grow th  (P iper-P olish ) m eth od  (reprinted from  Ref. 
109 w ith  perm ission , copyrigh t 1961 A m erican Institue of P h ysics).

such as tin can be used to control the temperature distribution during crystal growth.
The partial pressure of the constituent element affects the growth rate. Prior110 first 

studied PVT crystal growth while co n tro llin g  the vapor pressure o f the constituent 
elements. Igaki et al.120 studied systematically the effect o f the vapor pressure on the 
growth rate of CdTe.

As a modification of the PVT method, Sublimation THM (STHM) as shown in Fig. 
2.14 was first applied to the growth of CdTe and ZnTe by Triboulet.121 This method 
utilizes the vapor phase instead of a solution zone for solution THM.

2.4.3 Chemical Vapor Transport (CVT) Method
To reduce the growth temperature, a transport medium such as iodine is used for vapor 
phase growth, which is then referred to as the chemical vapor transport (CVT) method. 
This method was first applied for compound materials by Shafer122*124 but the principle 
was known as the method of van Arkel-de Boer for preparing certain metals by thermal 
decom position o f their halides on a hot w ire .125 The CVT method is review ed by 
Nitscheet al.126*127 and Ray.125

A typical example for ZnSxSej x crystal growth is shown in Fig. 2.15.128 In a quartz 
ampule, the source material, the transport medium, iodine and a seed crystal are sealed 
as shown in the figure. When the ampoule is heated under the temperature distribution 
as shown in the figure in the case of the crystal growth of ZnSe, ZnSe is dissociated at 
the surface of the source material as

ZnSe Zn + (1/2) Se2 (2.1)



CRYSTAL GROWTH METHOD 45

Fig. 2.14 S u b lim ation  T ravelling H eater M ethod (STHM) (from  Ref. 121 w ith  perm ission).

Dissociated Zn reacts with iodine to form Znl2 as

Zn + L Znl2. (2.2)

Znl vapor diffuses to the lower temperature part where ZnSe is deposited by the fol-

- fQuartz rod

^Seed crystal

7 Л

Fig. 2.15 A typ ica l exam ple of C hem ical V apor T ransport (CVT) m ethod  for the case of 
Z n S xSej x c r y s ta l g r o w th . S c h e m a tic  i l lu s tr a t io n  o f th e  g r o w th  a m p o u le  and the  
tem perature profile  of the furnace at the grow th  p osition  (reprinted from Ref. 128 with per
mission, copyright 1979 Elsevier).
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Znl2 + (1/2) Se2 Zn Se + (l/2)Sea + I2 (2.3)

Since crystals can be grown at lower temperatures, this method is effective in growing 
single crystals free from twins caused by the phase transition. The disadvantage is that 
iodine is incorporated in the crystal.

The transport rate can be expressed as129

x = - D(P', -P ' ) A . (2.4)
RTL

Here, P2 and P l are the pressure of Znl2 at the source temperature (T}) and at the growth 
temperature (T2). D is the diffusion coefficient, R the gas constant, T the average tem
perature and A the cross section of the growth ampoule.

2.4.4 Solid Phase Reaction (Solid State Recrystallization)
This method is based on recrystallization via grain growth in the solid state. When 
crystals with small grains are annealed below the melting point, grain growth occurs 
and a single grain becomes a large grain with the single phase. The principle o f this 
method is reviewed by A ust130 and the method was applied for crystal grow th o f 
ZnSe.131-132

2.5 MODIFICATION OF CRYSTAL GROWTH METHODS
The above mentioned methods are the fundamental methods for crystal growth. In real
ity, several modifications can be applied for more effective crystal growth.

2.5.1 In-Situ Synthesis
In most compound semiconductors, the pre-synthesized material is used for growing 
crystals. For some materials, it is however possible to synthesize the material from the 
constituent elements directly in the crystal growth furnace. The examples are GaAs, 
GaSb, InSb, InAs and ZnTe. In the case of InP, polycrystal starting material can be 
synthesized by a phosphorus injection method (Sec. 10.3)

2.5.2 Vapor Pressure Control
Since most compound semiconductor materials have a volatile constituent, control of 
vapor pressure during crystal growth is one of the key issues for crystal growth. In the 
case o f HB/HGF and VB/VGF methods and PVT methods, it is easy to control the 
vapor pressure of the volatile constituents because in sealed ampoules, the constituent 
element is held in the reservoir region and is heated to apply the desired pressure.

For Czochralski and LEC methods, various vapor pressure control methods have 
been developed. Some examples are as shown in Fig. 2.16. There are closed CZ meth
ods,42, 133 135 the vapor-pressure-controlled Czochralski CZ (PCZ) method136,137 and va
por pressure controlled LEC (VLEC) m ethods.11 VLEC methods have various terms

lowing reaction.
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(a)

1. Upper flange
2. Inner chamber
3. Seal
4. Crucible
5. Upper shaft
6. GaAs
7. Groove
8. Spring
9. Optical window
10. As pressure con

trolling furnace
11. Heater
12. Lower shaft
13. B203
17. Outer chamber

I 7

(b)

optics
high pressure vessel 
arsenic source 
heat shielding 
inner chamber 
after heater

GaAs crystal 

main heater 
В:Оз encapsulant

GaAs melt 
pBN crucible

sealing

Fig. 2 .16 Vapor pressure control methods, (a) Vapor Pressure controlled Czochralski (PCZ) 
method (from Ref. 137 with permission) and (b) Vapor-pressure-controlled LEC method (VLEC) 
method (this is also called VCZ or PC-LEC method) (reprinted from Ref. 147 with permission, 
copyright 2001 Elsevier).

applied to them such as arsenic ambient controlled LEC (As-LEC),138,139 vapor pressure 
controlled Chochralski (VCZ)140*141 and pressure controlled LEC (PC-LEC).142*143 As a
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sim ple vapor p ressure  app lica tion  m ethod, the therm al baffle  LEC (T B -L E C ) 
m ethod144*145 was also employed.

The problem in controlling the vapor pressure in CZ and LEC methods is how to seal 
the vaporized constituent atoms from the system. Various methods have been proposed 
and applied.

(i) Magnetic transport o f sealed ampoule42
(ii) Molten metal sealing133
(iii) Closed crucible134
(iv) B20 3 sealing I35’141
(v) Mechanical sealing142*143
(vi) Thermal baffling144*145
In most cases, the vapor pressure of the volatile constituent is controlled by heating 

the reservoir o f the volatile constituent. The vapor pressure controlled methods were 
reviewed by Rudolph et a l.146*147 and the details o f these developments are mentioned 
after Chapter 9.

2.5.3 Magnetic Field Application
The application of a magnetic field is effective in controlling externally the convection 
in the melt and thus to control the crystal growth conditions. The principle of the appli
cation of a magnetic field is explained in Sec. 3.4. The magnetic field can be applied 
horizontally and vertically. The application has been investigated extensively for LEC 
methods and some studies have been perform ed for the vertical Bridgm an and 
Kyropolus methods. The effectiveness o f the application of a magnetic field is clearly 
demonstrated in the case o f silicon crystals mainly for controlling oxygen concentra
tions. For compound semiconductors, the effectiveness to improve the quality of crys
tals has been extensively studied.

2.5.4 Accelerated Crucible Rotation Technique (ACRT)
This technique is a method in which the crucible is rotated under acceleration force in 
order to control fluid, thermal and mass flows for appropriate crystal growth. The 
method was used for flux growth methods from about 1960 and was clearly named as 
ACRT by Scheel and Schultz-Dubis.148 The method was experimentally149 and theoreti
cally150 developed in 1972. Since then this method was studied extensively for the flux 
method and it has been applied to zone refining, Bridgman methods and also to crystal 
pulling m ethods for sem iconductor m ateria ls.151156 The theoretical aspect o f this 
method is also reviewed by Capper et al.157 and Brice et al.158
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3. PRINCIPLES OF CRYSTAL GROWTH
3.1 INTRODUCTION
Before undertaking crystal growth work, it is important to have an understanding of the 
basic principles of the various methods. It is at least necessary to understand phase 
diagrams, the concept of stoichiometry, the theory of convection, the relationship be
tween temperature distribution and thermal stress in grown crystals, segregation and 
supercooling, the effect of the application of magnetic fields and crystal diameter con
trol. This fundamental knowledge helps to grow crystals effectively, especially when 
we encounter difficulties. Most of these principles can be found in Refs. 1-14 in more 
detail, but in this chapter, the essence is summarized in such a way that researchers and 
engineers can consult them quickly for their crystal growth work. When more details 
are required, the readers can find them in the above mentioned references.

3.2 PHASE DIAGRAM
Since compound semiconductors consist of more than two elements, it is important to 
understand the phase diagram. The principle of the phase diagram is explained well in 
speciality books.15*19 Fig. 3.1(a) and (b) shows typical phase diagrams, the composi- 
tion-temperature (X-T) diagram and the pressure-temperature (P-T) diagram of 
GaAs.19,20 In Fig. 3.1(a), a constant temperature line is drawn. This constant tempera
ture line is also shown in Fig. 3 .1(b). At the same temperature, there are two points for 
vapor-liquid-solid (V-L-S) phase equilibrium, one at the arsenic rich side (point A) and 
one at the gallium-rich side (point B). Experimentally obtained phase diagrams for 
various materials can be found in Refs. 15 and 16. From these phase diagrams, we can 
predict crystal growth conditions, such as the growth temperature, decomposition pres
sure of the constituent, the possibility of constitutional supercooling and so on. Phase 
diagrams can also be calculated based on thermodynamics.21

From Fig. 3.1(b), it is seen that the vapor pressure of arsenic rises when the tempera
ture falls for arsenic-rich material. This fact is often overlooked in crystal growth. 
Since the vapor pressure rises during the cooling process from that at the melting point, 
it happens that the solidified melt including the arsenic rich material explodes during 
cooling because the arsenic vapor pressure in the solidified melt is greatly increased 
during cooling. The same explosion takes place for other materials such as CdTe, ZnSe 
and others. It is therefore important to preview the phenomena which will take place 
not only for crystal growth but also for the cooling process from the phase diagram.

The stoichiometry of compound semiconductors is very important both for the 
growth behavior of the crystals and for their properties which depend on intrinsic de
fects due to non-stoichiometry. Most compound semiconductors have non-stoichio- 
metric regions as shown in Fig. 3.1(a). In many cases, the congruent point deviates 
from the stoichiometric composition. It is therefore necessary to find an appropriate

53
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Fig. 3.1 Phase d iag ram s for GaAs. (a) C o m position -tem pera tu re  (X-T) d iagram  (rep rin ted  
from  Ref. 19 w ith  perm ission , copyrigh t 1991 E lsevier) and  (b) p ressu re -tem p era tu re  (P- 
T) d iagram  (from  Ref 20 w ith  perm ission).

melt composition to control the composition of the crystals grown. The melt composi
tion thus affects the composition of the crystals grown, and their defect structures. 
Recently, precise phase diagrams for this non-stoichiometric region have been calcu
lated based on the thermodynamics of various defects.22 These precise phase diagrams 
make it easy to predict defect structures in grown crystals. Precise stoichiometry can be 
determined by X-ray diffraction measurement and by coulometric titration analysis as 
explained in Chapter 5.

The melt composition is also important to consider whether constitutional super
cooling will take place. If the melt composition deviates greatly from the stoichiomet
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ric composition, constitutional supercooling takes place and it becomes difficult to 
grow single crystals under conventional conditions. This is explained in detail in Sec. 
3.6.2.

3.3 CONVECTION
3.3.1 Gas Convection
Gas convection in the crystal growth furnace affects the temperature fluctuation in the 
melt and the temperature distribution in the growing crystal. The strength of the con
vection of an ideal gas is represented by the Rayleigh number as

P - AT ^  n 2
( 3 1 )1 0 0

Here, v0 is the kinematic viscosity, K0 the thermal diffusivity, d the depth of the con
vection cell, g the acceleration due to gravity, ДТ the vertical temperature difference 
across the gas cell, p the gas pressure.13

As Ra increases so does gas convection. As seen from Eq. 3.1, Ra is proportional to 
the temperature difference between the melt surface and the radiation shield in the 
furnace, the cube of the height between the melt surface and the radiation shield and the 
square of the gas pressure. In a high pressure furnace, it is known that gas convection is 
very active due to the high pressure of atmospheric gas. From Eq. 3.1, it is seen that a 
reduction in gas convection can be achieved by minimizing the space surrounding the 
material, for instance by using a thermal baffle or something equivalent to reduce the 
distance d and by reducing the pressure of atmospheric gas. This typical example can 
be seen in the case of InP single crystal growth. A thermal baffle for the pressure con
trolled LEC method was largely effective in reducing the temperature fluctuation in the 
melt, by minimizing gas convection.23

3.3.2 Melt Convection
In the melt, different types of convection can occur and their possibility can be theo
retically calculated as follows. They are discussed by various authors.6' 8*14-24-26

(1) Buoyancy-driven convection
Buoyancy-driven convection, which is also called natural convection, takes place due
to a gradient of density in the melt generated by the gravity field. This density gradient
is due to the temperature gradient arising from the removal of the latent heat and to the
solute concentration due to segregation.

Buoyancy-driven convection due to the temperature gradient is called thermal con
vection and the driving force can be expressed in dimensionless form by normalizing
the Navier-Stokes flow equations. When the temperature gradient upwards and the
flow are parallel to the gravitational field, the driving force is expressed by a non-
dimensional number, the Rayleigh number, as
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„ g a  6 T v h3
К --------- --------- (3.2)

kv

where a  is the thermal expansion coefficient, ATv the vertical temperature difference, h 
the vertical height, к the thermal diffusivity and v the kinematic viscosity.

When the temperature gradient is horizontal and the flow is perpendicular to the 
gravitational field, the driving force is expressed by a non-dimensional number, the 
Grashof number.

G _ S « A T „ ( 3

Г
(3.3)

where ATH is the horizontal temperature gradient and /  the horizontal length.
The Rayleigh and Grashof numbers are related by a non-dimensional number, the 

Prandtl number Pr which expresses the ratio of viscosity to thermal energy dissipation 
in the melt as follows.

R = G P ;  P = v / к . (3.4)

The Rayleigh and Grashof numbers show the degree of thermal convection for ver
tical flow and horizontal flow and when these values exceed the critical value, convec
tion becomes unstable and the flow is changed from a quiescent, steady state to un
steady, turbulent states. The Prandtl number is a physical constant and is an important 
factor for predicting melt flow behavior. It is known that metals and semiconductors 
have low Prandtl numbers and oxides have high Prandtl numbers.

When the density gradient is caused by the solute concentration due to segregation, 
this natural convection is called solutal convection and the driving force can be ex
pressed by the solutal Rayleigh number.26

0 d S P AC 6^
R> = -------------- (3.5)vD

where (3 is the solutal expansion coefficient of the liquid, AC the concentration differ
ence due to segregation, 6D the diffusion boundary thickness and D the liquid diffusion 
coefficient.

(2) Surface tension driven convection
Convection flows are also driven by surface tension gradients.7,12-27*32 These flows are 
independent of gravitational force. Surface tension gradient convection is induced by 
temperature difference and composition difference. The former convection is known as 
thermo-capillary flow and the driving force can be expressed by a dimensionless 
Marangoni number as
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21-p
ATd

-------- (3.6)p V к
where ДТ is the vertical temperature gradient and a  the surface tension. The latter 
convection is called Marangoni flow and the driving force can be expressed by a solutal 
Marangoni number, M a.

The comparison between buoyancy-driven flow and surface tension-driven flow can 
be determined by the dynamic Bond number

B0 = g p a  d2/(3a/3T) = Ra/ MaT (3.7)

Since the driving force for buoyancy convection, Ra, is proportional to h3 and that for 
Marangoni convection to h2, the preference is strongly related to the melt height. Since 
the Bond number is proportional to d2g, it can be easily known that buoyant-driven 
effect is dominant for large systems on earth while the thermo-capillary effect becomes 
dominant for small systems and/or in low gravity. Low Prandtl number material such 
as semiconductor materials tend to be influenced by thermocapillary convection since 
the critical Marangoni number is low. The Marangoni number is a function of the tem
perature dependence of surface tension. Tegetmeier et al.33 deduced a formula for da/ 
dT, and showed some data for various semiconductor materials .

Marangoni convection must be considered for FZ, CZ and other containerless meth
ods, but is negligible for container methods such as VB/VGF methods.

(3) Forced convection
In order to control natural convection, forced convection by rotation of the growing 
crystal and of the crucible is imposed.34

-  crystal rotation
Flow around crystal rotation can be represented by the Reynolds number as

R e = л  Q d2 v’1 (3-8)

where Q  is the crystal rotation rate and d the crystal diameter. When this number ex
ceeds the critical Reynolds number, the flow around the crystal becomes turbulent. In 
order to compensate for thermal convection by crystal rotation, two driving forces must 
be comparable with respect to viscosity.35 This is represented as

Gr = Re2 (3-9)

From this relationship, the crystal diameter and the rotation rate where thermal convec
tion can be counteracted by crystal rotation is represented as

d = (g a  AT R3 я ’1/2) 1/4 Q 'I/2 (3-10)
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Here, R is the crucible radius. From this equation, an appropriate crystal rotation con
dition can be predicted.

The validity of Eq. 3.10 is different depending on the direction of convection. Eq. 
3.10 is valid when the direction of natural convection and forced convection are paral
lel, while it is modified as

Gr = R * 5 (3.11)

when the direction of natural convection and forced convection are perpendicular. Fur
ther modification of this relationship is discussed by Miller et al.,36 Kobayashi37 and 
Miyazawa.38

-  crucible rotation
Crucible rotation is performed in order to average the non-axisymmetry of the tem

perature distribution and also for controlling the global flow. The flow intensity is rep
resented by a Reynolds number as

R . ^ i Q d ’ v 1 (3.12)

Here, Q is the rotation rate of the melt. It is known that a steady liquid motion in a 
rotating fluid becomes only two-dimensional with respect to coordinate axes rotating 
with the crucible, according to the Tylor-Proudman theorem. This two-dimensional 
motion appears as a set of spiral streamlines rising and falling along cylindrical sur
faces with the rotation axis to a stationary observer. Near the top and tail surfaces, the 
Tylor-Proudman theorem breaks down because of the viscosity effect. In these regions, 
the Ekamn shear layers cause inward and outward rotating flow motions to occur.

For the case of Czochralski growth, flow modes are summarized as a function of 
crystal rotation and crucible rotation as shown in Fig. 3.2. When crystal and crucible 
are rotated in the same direction, which is called iso-rotation mode, the outer melt 
rotates with the crucible as a "solid body" and the inner melt rotates at an angular 
velocity between those of crystal and crucible, in a spiral motion according to the Tay- 
lor-Proudman theorem, where the melt moves towards the faster rotating surface. 
When the crystal and the crucible are rotated in opposite directions, which is called 
counter-rotation mode, a third region is formed near the solid-liquid interface, the re
gion which is isolated from the outer melt and is controlled only by crystal rotation. 
Flow in the lower region is governed by the Taylor-Proudman theorem. In this mode, 
the flow near the solid-liquid interface can be isolated from the thermal convection.

(4) M ixed convection
In real crystal growth, all the above convections interfere with each other. Based on 
these principles, melt flows in various crystal growth methods such as Czochralski 
methods, LEC methods, VB/VGF methods, and FZ methods are studied both experi
mentally and theoretically. These studies show that melt flow is very complex in reality 
and instabilities must be considered as will be discussed below.
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Fig. 3.2 M elt flow d ep end ing  on crucible and crystal ro ta tions (rep rin ted  from  Ref. 5 w ith 
perm ission, copy righ t 1979 Elsevier).

3.3.3 Instability of Melt Convection
As mentioned above, melt convection is governed by various driving forces, such as 
buoyancy, surface tension, and external forces, whose intensities can be represented by 
dimensionless numbers such as the Rayleigh number (Ra), the Marangoni number (Ma) 
and the Reynolds number (Rc), respectively. When these numbers exceed the critical 
value for each, the melt flow becomes unsteady and any further increase of these num
bers results in the flow becoming chaotic and turbulent. The instabilities caused by 
these driving forces have been discussed by various authors.14,39'43

Muller et al.40 have investigated the instability of natural convection as a function of 
the aspect ratio and two Raleigh numbers for various growth configurations, theoreti-
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Fig. 3.3 R ayleigh  n u m b er as a fu n c tio n  of th e  asp ec t ra tio (re p r in te d  from  Ref. 14 w ith  
perm issio n  of S p rin g e r Science and  B ysiness M edia). T he so u rces of ex p e rim en ta l and  
theoretical da ta  are show n in  Ref. 14.

cally and experimentally. Fig. 3.3 shows how the melt is destabilized as a function of 
aspect ratio. Here, the critical Rayleigh number for the onset of convection is deter
mined as a Rayleigh number where the Nusselt number, Nu (the ratio of the total con
vective and conductive heat flux to the conductive heat flux) is unity. It can be shown 
that the flow becomes unsteady and time-dependent as a function of aspect ratio. 
Muller et al.14,41*42 also analyzed the instabilities in various crystal growth configura
tions by considering two Rayleigh numbers, the conventional Rayleigh number, Re and 
the wall Rayleigh number, Raw.

Ristorcelli and Lumley43 discussed the instabilities of various modes of convection 
as applied to Czochralski crystal melt. In this paper, various critical dimensionless 
numbers for melt instabilities are summarized. The melt instability from crystal rota
tion is predicted to occur when the Reynolds number exceeds Rec = 5-8 x 104. The 
vertical buoyancy instability will occur when the critical Grashof number, Grc = 107 - 
108. For horizontal buoyancy flow, the instabilities occur above critical Rayleigh num
bers Rac (transition to two-dimensional flow), Rac, (transition to three-dimensional 
flow) and Rac0 (time dependent flow). They are of the order of 103 for low Prandtl 
number melts. For Marangoni flow, the critical Marangoni number is Mac = 104 but for 
precise analysis the Richardson number is used.

3.3.4 Fluid Flow and Crystal/Melt Interface Shape
It is known that the quality of grown crystals depends on the crystal/melt interface. The
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crystal/melt interface affects the thermal stress of grown crystals and the segregation 
behavior of impurities and dopants. It is therefore desirable that the interface shape be 
as flat as possible.

The crystal/melt interface is determined by the fluid flow mode which is related to 
various types of convection discussed in Sec. 3.3.2. There are several models for the 
determination of the crystal/melt interface shape.

(i) From the analysis of the hydrodynamics in oxide melts, Takagi et al.44 postulates 
that for a flat shape, a certain critical Reynolds number must be attained.

(ii) When natural convection and forced convection are equal, a flat interface shape 
results. This can be formulated as Gr = Re2 as Eq. 3.9.35

(iii) Natural convection and forced convection must be equal for a flat interface but 
the relationship between Gr and Re can be expressed as Gr/Re25 = O.l.45

(iv) The flat interface shape is determined from the relationship between the Taylor 
(Та) and Rossby (Ro) numbers.39

Simulation experiments observing the interface shape have been performed by vari
ous authors.39-46 49

Since the solid-liquid (S-L) interface during crystal growth is one of the very impor
tant factors in the growth of high quality single crystals, it is very useful to analyze the 
fluid flow in the melt to deduce the S-L interface shape. Indeed, numerical algorithms 
for studying the S-L interface have been derived for various crystal growth methods, 
such as CZ50 and boat-growth methods.51'53 Koai et al.54 examined theoretically the in
fluence of the crucible assembly on the interface shape for the vertical Bridgman GaAs 
crystal growth.

3.4 MAGNETIC FIELD APPLICATION
Thermal convection arises from temperature gradients and gravity during crystal 
growth as discussed in Sec. 3.3.2. This thermal convection gives rise to instability of 
the growth interface, resulting in micro-segregation of impurities and defect nuclei, 
thus becoming the main reason for deterioration of crystal quality. The stirring effect 
due to thermal convection causes the crucible material to dissolve into the melt and 
results in macro-segregation.

The application of a magnetic field is effective in controlling thermal convection. 
This was first investigated to control the temperature fluctuation in Ga melt55 and it was 
applied to the horizontal boat growth of InSb56,57 and was found to be effective in the 
suppression of micro segregation due to the interface instability. It is also found that 
the application of a magnetic field is effective in suppressing the stirring effect in Si 
and GaAs. This method has been therefore extensively studied experimentally and 
theoretically. These studies are reviewed by Hurle,58 Hoshi et al.,59,60 Langlois61 and 
Fukuda and Terashima.62

In a viscous fluid, the Rayleigh number, Ra, is used to estimate the intensity of 
thermal convection. Ra is expressed as a ratio of buoyancy which drives thermal con
vection and the viscous force which suppresses it.
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Fig. 3.4 S uppression  of therm al convection by the Lorenz force due to  the app lica tion  of a 
m agnetic field (from  Ref. 63 w ith  perm ission)

Ra = buoyancy _  p g av p d 2/K _  g ctftd4
viscous force pvv/d' KV

(3.13)

Here, g is the acceleration due to gravity, p the fluid density, a  the volume expansion 
coefficient, x the thermal diffusion coefficient, v the dynamic viscous coefficient, v the 
thermal convection speed, d the depth of fluid and (3 the temperature gradient applied to 
the direction of depth. In the case of Si and GaAs, it is known that the Ra number is of 
the order of 105-107, thus the buoyancy force is much larger than the viscous force, and 
the thermal convection flow is strongly turbulent. On the other hand, the melt of semi
conductor materials such as Si and GaAs has good electrical conductivity. Since elec
trical current can flow in the melt, the application of a magnetic field can suppress the 
thermal convection because of Lorenz effect63-64 (Fig. 3.4).

When the velocity of thermal convection is v , the uniform application of a magnetic 
field, H, generates an electric field ^vH. Here, \ i  is the permittivity. Due to the induced 
electric field, a current оцуН flows. Here, a  is the electrical conductivity. The mag
netic field reacts to this current flow and forms an electromagnetic force. This force 
reaches a maximum when the thermal convection and the magnetic fields are perpen
dicular.

In the case of Czochralski crystal growth, this force lines up opposite to thermal 
convection so that it acts as the suppression force for thermal convection. Since this 
force acts similar to the conventional viscous force, it is referred to as the magnetic 
viscous force65 and is expressed as

magnetic viscous force = o|x2vH' (3.14)

The intensity of this magnetic viscous force is expressed as the Q value,64 which is 
the ratio to the conventional viscous force.
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Fig. 3.5 (a) H o riz o n ta l m a g n e tic  f ie ld  a p p lic a tio n 66 an d  (b) v e rtica l m a g n e tic  fie ld  
app lica tion  fo r CZ crystal g ro w th 67 (From  Ref. 63 w ith  perm ission).

2 2
magnetic viscous force оц H

This Q value is normally very high, the order of 10M05 for semiconductor materials so 
that the application of a magnetic field is very effective in suppressing thermal convec
tion.

There are two methods of applying magnetic fields, one transverse using magnets66 
(Fig. 3.5(a)), and the other axial (vertical) using solenoid coils67 (Fig. 3.5(b)) or super
conducting magnets.68 The effect of magnetic fields has been investigated theoretically 
in various simulation studies. It is argued that the magnetic field has an effect in putting 
the segregation coefficient to unity.69-70 The effectiveness of different magnetic field 
applications is also discussed.71

The fact that the application of a magnetic field is effective in suppressing thermal 
convection has been shown in many cases.57,58,71*73 The direct effect is shown to be the 
suppression of temperature fluctuations in semiconductor melts as shown in Fig. 3.6.74 
Due to the suppression of thermal convection, various consequent effects on crystal 
quality are experimentally and theoretically reported.

(i) Suppression of impurity growth striations 67-73*75
(ii) Reduction of microscopic defects76
(iii) Reduction of impurities derived from crucible materials59*77
(iv) Homogenization of impurity concentration along the crystal axis due to the con

trol of segregation coefficients78
(v) Control of native defects79
The other factors such as temperature gradient, rotation conditions and others also 

control thermal convection but the application of a magnetic field brings a new factor 
and it gives more freedom to crystal growth conditions.
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H = 0  200 Oe 4 0 0 Oe 600  Oe 8 0 0  Oe 1000 Oe

Fig. 3.6 S u p p ressio n  of te m p e ra tu re  f lu c tu a tio n  in  G aA s m e lt by th e  a p p lic a tio n  of a 
m agnetic field (from  Ref. 74 w ith  perm ission).

3.5 TEM PERATURE DISTRIBUTION AND TH ERM A L STRESS 
Since dislocations are mainly formed during crystal growth due to thermal stress gen
erated in the growing crystal under the thermal conditions applying in each case as 
pointed out by Jordan et al.,80 it is important to analyze the temperature distribution and 
the thermal stress in the crystal for predicting the distribution of dislocations. The tem
perature distributions under various crystal growth conditions can be obtained by com
puter simulation using various finite element methods. A typical example is seen in the 
analysis by Derby et al.81'84 From the temperature distribution, the thermal stress is 
calculated and the dislocation densities and distributions are predicted under a certain 
hypothesis for correlating the dislocation densities and the thermal stresses. Some ex
amples are for CZ,85 LEC86 and VB.87 The results of these analyses will give helpful 
suggestions to crystal growers designing crystal growth conditions to minimize the 
occurrence of dislocations.

These computer simulations are based firstly on the analysis of the temperature dis
tribution by solving the heat conduction equation which is typically represented for a 
cylindrical coordinate system as follows.

Here, к is the thermal diffusivity. Under appropriate boundary conditions, the above 
heat conduction equation is solved to obtain the temperature distribution in growing 
crystals. For quasi-steady state (QSS) conditions, Jordan et al.80 represented the tem
perature distribution by using Bessel functions.

Thermal stresses in the crystal can then be calculated from a classical thermoelastic 
theory as follows.

ЭТ [э2Т 1 эт Э2Т----- =  K ------ + ---------- 1------
dz дт г  дт dz 2

(3.16)
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Here, E, v and a  are Young's modulus, Poisson's ratio and the linear thermal expansion 
coefficient respectively.

From these thermal stresses, dislocation densities are calculated under various as
sumptions. There are several models for predicting dislocation densities. Jordan et al.80 
proposed a critical resolved shear stress model in which the dislocation density is as
sumed to be linear to the difference between the critical resolved shear stress (CRSS) 
and thermoelastic stress. From Schmid's law, it is known that dislocation gliding oc
curs when the resolved shear stress, crCRSS, exceeds the critical resolved shear stress. In 
this model, the dislocation density can be assumed to be proportional to oCRSS and can 
be expressed as

d± a a.o, s  4 |a, | + 2 (|o„ | + |am | + |o [v| + |av |) (3 -20)

where

_ -V 6a , = — ■—  (or -  o e) cos(2(f>) 
6

(3.21)

V6 (ay -  a 0) -  ( o p -  a e) x sin<j> эт(ф + я/4) (3.22)

_ V6 ( a v  -  a e) -  (op -  ae) x втф 8т(ф -  я/4) (3.23)

’tv
в

(av -  Oe) -  (op -  a e) x соэф соэ(ф + я/4) (3.24)
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Fig. 3.7 D ependence of d islocation  density  d is trib u tio n  on d iam eter at the  top  end  of LEC 
p u lle d  <100> G aA s b o u le s . T he to p  an d  b o tto m  h a lv e s  re p re s e n t  h ig h  te m p e ra tu re  
g ra d ie n t  an d  lo w  te m p e ra tu re  g r a d ie n t re s p e c tiv e ly  ( re p r in te d  fro m  Ref. 80 w ith  
perm ission , copyrigh t 1984 Elsevier).

_ - V e (a^ -  a e) + (ap -  a 0) x соэф sin(<|) -  п / Л )  
V2

(3.25)

In Fig. 3.7, typical dislocation density distributions are shown for the case of LEC 
growth. It is known that the calculated dislocation densities are similar to the experi
mental ones, showing the same four fold symmetry.

For more precise prediction of dislocation densities, it is necessary to consider a 
dynamic dislocation multiplication based on the Haasen model.88,89 Muller and Volk90 
and Maroudas and Brown91 have applied the Haasen model to predicting the disloca
tion densities in InP crystals grown by the LEC method. Tsui et al.92 have applied this 
method to predicting the dislocation densities in GaAs grown by the VB method. In the 
Haasen model, the plastic shear strain rate epl is represented as follows.

NV0b(x, - D \/N ) ” exp( - Q/kT) (3.26)

where D is a strain hardening factor, b the Burgers vector, N the density of moving 
dislocations, xt the applied stress, Q the Pierls potential, к the Boltzman's constant, V0
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the pre-exponential fa<:tor, T the absolute temperature and m a material constant. The 
total shear strain rate e is given by

' el ■ pi ' pi
e = e + e = x  / G + e  (3.27)

which is used in the Haasen model. The dislocation density can be calculated using a 
dislocation multiplication equation and stress rate equation as described in detail in 
Ref. 90-92.

Computer simulation was applied not only to predicting dislocation distributions but 
also to developing a crystal growth method by which dislocation density can be re
duced. Kelly et al.93*95 developed a method which is called the heat flux control system 
(HFCS) in which the hot zone configuration is designed in such a way that the heat flux 
can be controlled so as to decrease the dislocation density. The effect of impurity hard
ening is also considered by computer simulation96 98 under the assumption that the 
CRSS is increased by impurity hardening.

For practical crystal growth, it is convenient to have a simpler equation to predict 
under what conditions, one can obtain the desired dislocation level. The following pre
dictions are applicable to this purpose.

Tem perature gradient and thermal stress are related by simple equations. 
Tsivinsky99 deduced the following equation.

XcRss>xmax= (l/2 )D a.G V T  (3.28)

Here, xCRSSis the critical resolved shear stress, D the crystal diameter, a  the thermal 
expansion coefficient, G the shear modulus, VT the temperature gradient.

As shown in Ref. 100, Katagiri also deduced a similar equation which is expressed
as

dT
dz

S 1.8 X 10'5 -----— ----11 - —hR
a h mR3/1

(3.29)

Here, a  is the thermal conductivity of the crystal, h the cooling constant of Newton's 
law, R the crystal radius and dT/dz the axial temperature gradient in the crystal. This 
calculation has been compared with the experimental results for InP crystal growth to 
determine the constants in Eq. 3.29. The axial temperature gradient required for dislo
cation free crystals is then plotted as a function of crystal diameter as shown in Fig. 3.8. 
From this figure, it is easily seen that dislocation-free crystals can be obtained very 
easily when the crystal diameter is less than about 1 cm under the conventional axial 
temperature gradient. It is also known that for realizing dislocation-free crystals, very 
small temperature gradients are required such as 2-4 °C/cm and less than 2 °C/cm for 
50 mm and 75 mm diameter crystals, respectively. These calculations are not strictly 
accurate, but are very practical for predicting to what extent we need to improve the 
temperature environment for a desired dislocation density level.
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R (cm)

Fig. 3.8 R e la tio n sh ip  b e tw een  the axial te m p e ra tu re  g ra d ie n t (d T /d z )  and  th e  c ritica l 
d ia m e te r  (R) fo r d is lo c a tio n -fre e  InP c ry s ta ls  g ro w n  by th e  LEC m e th o d , ca lc u la te d  
according to eq. 3.29. The calculation  w as m ade vary ing  the critical reso lved  sh ear stress 
tcrss. Black p o in ts  are the  d a ta  by Shinoyam a and the d o tted  line  is the em pirical law  of 
S hinoyam a (rep rin ted  from  Ref. 100 w ith  perm ission , copyrigh t 1990 E lsevier).

3.6 SEGREGATION AND SUPERCOOLING
3.6.1 Segregation
In crystal growth, it is necessary to dope with impurities to control the conductivity 
type and the resistivity of the crystals grown. N-type materials are doped with shallow 
donor impurities and p-type materials are doped with shallow acceptor impurities. Im
purities are also doped to reduce dislocation densities by the effect of impurity harden
ing. Isoelectronic impurities which will not affect the electrical properties are also 
doped to reduce dislocation densities. A typical example is In-doping for semi-insulat- 
ing GaAs (Sec. 8.3.2).

When impurities are doped in the melt and the crystal is grown, the segregation of 
impurities occurs.5,10,101'103 The equilibrium segregation coefficient (called also distri
bution coefficient), the ratio between the concentration of the impurity in the solid and 
the liquid, k0 can be represented as

k o = C s, / C L( (3.30)

where Cs0 and Cl0 are the equilibrium impurity concentrations in the solid and the 
liquid respectively as seen in schematic equilibrium phase diagrams in Fig. 3.9. De-
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-  Cs</Qlq < 1 = ̂ S (/C l0 <  1

T T

Csq
Imparity Concentration

Fig. 3.9 Segregation  coefficient for d ifferen t phase d iagram .

pending on the phase diagram shape, k0 becomes >1 or <1.
In order to dope impurities quantitatively, we need to know the segregation coeffi

cients for each impurity to determine the quantity to charge in the starting material. It is 
however noted that in real crystal growth, we must consider the effective segregation 
coefficients, different from the equilibrium ones because of growth conditions, such as 
growth rate, rotation speed, temperature distribution and so on.

In real crystal growth, when the diffusion of impurities in the melt is slow, they 
accumulate at the solid-liquid (S/L) interface and the impurity concentration has a dis
tribution in the boundary layer as shown in Fig. 3.10. This interface segregation coeffi
cient k* is defined as

which is similar to the equilibrium segregation coefficient. Here, Cs is the impurity 
concentration in the grown crystal and CB is that in the liquid just at the S/L interface.

This segregation coefficient however can not be experimentally measured. The ef
fective segregation coefficient ke is defined as

Here, CL is the impurity concentration in liquid in equilibrium. The effective segrega
tion coefficient can be determined by analyzing the impurity concentration in the solid 
and in the liquid. When the melt is well stirred, the value of ke approaches to k* and k0 
when the equilibrium condition is satisfied at the interface.

The effect of various growth conditions on ke has been analyzed, accounting for the 
diffusion process at the solid-liquid interface. The ke is expressed by the following 
equation due to Burton, Prim and Slichter.104

k* = C,/CB (3.31)

(3.32)
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Fig. 3.10 (a) S o lu te  c o n c e n tra tio n  d is t r ib u t io n  at th e  s o l id / l iq u id  in te r fa c e  an d  (b) 
tem pera tu re  d is trib u tio n s.

k = £ s _ = ___________ ^0____________
CL k0 + ( l - k 0)e x p (-V 6 /D L) (333)

Here, V is the growth rate, 6 the thickness of the boundary layer and DL the diffusion 
coefficient of impurity in the liquid. The thickness of the boundary layer is expressed 
as

6 = 1.60 D[0 v 1/6 u> 2 (3-34)

where, v is the viscosity of the liquid and со the angular velocity of the crystal.
The impurity concentration in grown crystal is represented by Pfann105 as

C = keC0(l-g )k ' - 1 (3.35)
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Here, C0 is the initial impurity concentration and g the fraction solidified. The effective 
segregation coefficient is then determined by analyzing the impurity concentrations in 
the grown crystal as a function of growth axis and ke is calculated from Eq. 3.35. Fur
ther detailed theories for segregation coefficients and the effect of convection are dis
cussed by several authors.106*109

3.6.2 Constitutional Supercooling
When the melting point is slightly changed during crystal growth because of the segre
gation of dopant impurities or of constituent elements, constitutional super cooling oc
curs.110

As shown in Fig. 3.10, because of segregation a concentration distribution at the 
solid-liquid interface occurs. In the case of impurity doping, the equilibrium segrega
tion coefficient is expressed as shown in Fig. 3.9 and Eq. 3.30. In the case of binary 
compound semiconductors, the equilibrium segregation coefficient k0is defined as 
shown in Fig. 3.11. In the case of ternary mixed compound semiconductors, the equi
librium segregation coefficient is defined as shown in Fig. 3.12.

In each case, there is a change of composition in the melt during crystal growth, 
thus changing the melting point as shown in Fig. 3.10 (b). If the temperature gradient 
AT, in the melt is sufficiently large, as shown in line A in Fig. 3.10 (b), then the melt 
temperature is higher than the melting point in the melt at any point therefore no irregu
lar solidification in the melt takes place. If the temperature gradient ДТ2 in the melt is 
small as shown as line B, then the melt temperature near the solid/liquid interface be
comes lower than the melting point in the melt, causing rapid solidification at the inter
face region. This is called constitutional supercooling and steady crystal growth be
comes difficult, leading to polycrystallization and/or twin formation.

Composition

Fig. 3.11 Segregation  coefficient due to non-sto ich iom etry .
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Composition

Fig. 3.12 S egregation  coefficient for the case of m ixed crysta ls

Constitutional supercooling occurs in the following cases.
(i)High impurity doping for conductivity control or reduction of dislocatio n s  
When doping is higher than the middle of 1018 cm'3 as in the case of Si doping in GaAs 
or Zn or S doping in InP, it is known that poly crystallization easily occurs under nor
mal crystal growth conditions. High concentration doping of In to GaAs is also a typi
cal example of this case.
(ii)_Crystal growth from non-stoichiometric melt
When the melt composition deviates greatly from the stoichiometric composition, 
poly crystallization occurs due to constitutional supercooling. For GaAs crystal growth, 
it is known that polycrystallization takes place when the crystal is grown from a very 
Ga-rich melt exceeding a melt composition of Ga/(Ga+As) of 0.46 (Sec. 8. 3.2 (1)). 
(iiil CrystaLgrowth of temary.mixed compound semiconductors 
It is well known that the growth of mixed compound crystals such as InGaAs, InGaP is 
difficult and this is explained by the phase diagram as shown in Fig. 3.12. In most 
phase diagrams of mixed compounds, the segregation coefficient becomes large for 
desired compositions due to the deviation of the solidus line from the liquidus line. 
This induces supercooling and it makes it difficult to grow mixed crystals.
(iv) Crystal growth from solution
Crystal growth methods such as THM or solvent evaporation are based on growth in 
solution. In such cases, the melt composition deviates greatly from the stoichiometric 
composition, therefore crystal growth can not be achieved with the same growth rate as 
that by melt growth methods. In most solution growth methods, the growth rate must be 
much lower, more than one order of magnitude compared with melt growth methods to 
prevent constitutional supercooling.

Since the concentration distribution at the solid-liquid interface is expressed by the 
BPS (Burton, Prim and Slichter104) equations as Eqs. 3.33 and 3.34, it can be seen from 
these equations how supercooling may be avoided.
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fi) Decreasing the crystal growth rate
The decrease of V leads to the semi-exponential decrease of the effective segregation 
coefficient. This is therefore a very effective method if it is allowed.
(ii)JDecreasing the solute concentration
An absolute decrease in the solute concentration reduces the range in which the melting 
point can change. This is allowed in the case of binary compounds from stoichiometric 
compositions.
(iii) Increasing the rotation rate
This changes the thickness of the boundary layer, d, by forced convection but the ef

fectiveness is not so great since d is changed as a function of Q"1/2 as Eq. 3.34.
£jy) Increasing the temperature gradient
When the temperature gradient is increased from ДТ2 to AT,, supercooling is avoided 
as shown in Fig. 3.10 (b). This can be applied only when it is allowed from the view
point of crystal qualities. As explained Sec. 3.5, a big temperature gradient leads to 
high dislocation densities.

Supercooling can thus be avoided but the selection of which of the above mentioned 
methods to use must be determined depending on each case.

3.7 D IAM ETER CONTROL SYSTEM
In the case of CZ and LEC methods, it is essential to have diameter control because the 
growing crystal is in the free state and the diameter fluctuates. This does not occur in 
the case of container growth methods such as HB, HGF, VB, VGF, where the diameter 
of growing crystals is determined by the crucible inner diameter.

Diameter control in the CZ or LEC methods are necessary from two points of view. 
It is desirable to control the diameter in order to increase the material yield. When the 
diameter fluctuates, there is excess material loss in obtaining the same diameter wafers. 
Secondly, from the point of view of dislocation generation, it is desirable to control the 
diameter to reduce unnecessary thermal stress due to the fluctuation of the crystal 
shape and to avoid polycrystallization.

Automatic diameter control (ADC) was developed for crystal growth of Si, Ge and 
oxides by the CZ method.111*117 The difficulty of diameter control of compound semi
conductors was pointed out by Nygren for the case of GaP LEC crystal growth.117 This 
difficulty concerning several compound semiconductors is due to the high pressure 
atmosphere and the existence of encapsulant material which greatly changes the ther
mal environments compared with the case of elemental semiconductors and oxides. 
The development of diameter control has been reviewed by Hurle.118*120

Various methods, as follows, have been used for crystal diameter control for vari
ous crystals.
- manual diameter control in GaP LEC growth117
- bright ring meniscus reflection121
- usage of choracle122
- X-ray observation of the growth interface123,124
- direct observation of the diameter by X-ray transmission125
- infrared radiation sensing111
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Fig. 3.13 Block d ia g ra m  of a c o m p u te r-a ss is te d  d ia m e te r  c o n tro l sy s tem  fo r th e  LEC 
m ethod  (from  Ref. 24 w ith  perm ission).

- infrared bright ring detection112*113*116,126
- pull rate control127
- crystal weighing method115*128'130
- crucible/melt weighing method131'134
- cooling plot method135

Among these various methods, the crystal weighing method with a computer control 
system which is referred to as automatic diameter control (ADC) has become predomi
nant for crystal growth of compound semiconductors. In ADC, a sensitive weight sen
sor called a load cell is used to detect the weight of growing crystal and the diameter is 
calculated from the time derivative of the measured weight. The calculated diameter is 
compared with the reference diameter and the deviation is regulated by controlling the 
growth temperature.

The weight of growing crystal is expressed136'138 as

W(t) = M 0 + [ p s gjiR2Vzd t+  p)gitR2H + 2jtRYsl (3.36)
10

Here, the first term M0 is initial weight including the seed holder and the seed crystal. 
The second term is the crystal weight, where ps is the density of crystal, g the gravita
tional acceleration, R the crystal radius, V2 the growth velocity. The third term is the 
hydrostatic head of the meniscus where is the density of the melt, H the meniscus 
height. The fourth term is the surface tension, where *yrt is the surface tension acting 
vertically downward. The derivative of the measured weight dW(t)/dt is proportional 
to the diameter square R2. The radius of the growing crystal thus calculated is com-
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pared with the desired diameter and to correct the deviation, the heater temperature is 
increased or decreased depending on the sign of the deviation. When the real diameter 
is larger than the desired one, the heater temperature is increased to reduce the diam
eter. When the real diameter is less than the desired one, the heater temperature is 
reduced to increase the diameter. For this temperature regulation, a form of control 
such as PID is applied so as to improve the response. In reality, the regulation is very 
difficult, especially because the melt height is reduced as the crystal is grown and the 
response changes as a function of the melt height. To overcome this time delay due to 
changing responsivity, various techniques have been attempted. In several cases, the 
advance control method is known to be effective for good regulation.

For weight sensors, two types of sensors are used, one is a strain gauge sensor and 
the other is a differential transfer system. The resolution of the sensor must be suffi
cient in relation to the total weight of grown crystals. In many cases, the differential 
transfer system is used.

Fig. 3.13 shows an example of an automatic diameter control (ADC) system based 
on a computer control system.124 The weight sensor signal via an A/D converter is input 
to a computer where the diameter of growing crystal is calculated and the signal for 
controlling the heater is fed back after data processing.124,139 Other examples of diam
eter control are described by Riedling140 and Magnanini et al.141
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4. DEFECTS
4.1 INTRODUCTION
Defects in crystals are categorized in principle into four types such as point defects, 
line defects and plain defects and other defects such as precipitates, inclusions and 
voids as shown in Table 4.1. Line defects, plain defects and other defects (precipitates/ 
inclusions/voids) are basically undesirable and for bulk crystal growth they are prefer
ably eliminated. Point defects exist thermodynamically and it is important to know 
how to control them in order to obtain appropriate properties. Some point defects act as 
important species in realizing the desired properties. Precise defect science is ex
plained by various authors.1'6

4.2 POINT DEFECTS
Point defects are important in compound semiconductors because they dominate the 
electrical and optical properties. Point defects are defects which are formed as irregu
larities of atom arrangements in lattice sites. Compared with elemental semiconduc
tors, compound semiconductors have more kinds of point defects because they have at 
least two constituents.

4.2.1 Various Point Defects
For a compound semiconductor MX where M is a constituent with positive electrone
gativity and X is a constituent with negative electronegativity, there are six elemental 
point defects as follows

Vacancy of M atom VM 
Vacancy of X atom Vx

Table 4.1 V arious Defects

P oin t Defect Vacancy
In terstitia l atom
A ntisite  A tom
C om plex Defect

Line D efect Edge D islocation
Screw D islocation
M ixed D islocation
Lineage and  Low Angle G rain B oundary

P lain  D efect S tacking Fault Defect
T w in and  M icrotw in

O th er Defect P recip ita te
Inclusion
V oids
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Interstitial M atom ML
Interstitial X atom Xi
Antisite defect of M atom Mx 
Anti site defect of X atom X ,̂

Vacancies are point defects due to the absence of atoms at the lattice site. 
Interstitials are atoms which are located at the interstitial site deviated from the proper 
lattice site. Antisite defects are atoms which are located at the lattice site for another 
constituent atom. The nomenclature for these defects are based on that by Kroger et a l.4*5 

In real crystals, some point defects are predominant over others depending on the 
difference of the formation energies of these point defects. Typical combinations of 
these defects are as follows.

(i) Schottky defects
M vacancies VMand X vacancies Vxare predominant. When [VM]=[VX], the stoichiom- 
etry can be preserved.
(ii) Frenkel defects on M sublattice
M vacancies VMand M interstitial atoms M.are predominant. When [VM]=[M J, the 
stoichiometry can be preserved
(iii) Frenkel defects on X sublattice
X vacancies Vx and X interstitial atoms X.are predominant. When [Vx]=[XJ, the sto
ichiometry can be preserved.
(iv) Substitutional Disorder

Frenkel defect al M sublattice site
Schotkky defect

+ -  + -  +

Fig. 4.1 Schem atic d iagram  for various po in t defects. +: cation, anion.
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M antisite defects Mxand X antisite defects Xj  ̂are predominant. When [Mx]=[XM], the 
stoichiometry can be preserved.
(v) Interstitial Disorder
M interstitial defects M. and X interstitial defects X. are predominant. When [MJ=[XJ, 
the stoichiometry can be preserved. This type of combination is rare in reality .

In Fig. 4.1, these elementary point defects are shown schematically. It should be 
noted that even stoichiometric compounds have point defects which are determined by 
thermodynamics. Stoichiometry can be maintained when the numbers of defects which 
are opposite in composition are equal as mentioned above. In addition to these elemen
tary point defects, there are many types of complex defects, such as those with impuri
ties. In real compound semiconductors, non-stoichiometric forms are found and the 
concentrations of various defects are determined by the following thermodynamics.

4.2.2 Thermodynamics of Point Defects
(1) Elementary point defect concentrations
For five combinations of elementary point defects, the concentrations obey the mass 
action law as follows.

[VM][VX] = Ks = Cs exp (-GS/RT) (4.1)

[V J[M ,] = KF = CF exp (-G /RT) (4.2)

[Vx][X.] = KF = CFexp(-Gs/RT) (4.3)

[Mx][X J  = KA = CAexp(-GA/RT) (4.4)

[Mi][X,] = K] = C ,exp(-G /R T) (4.5)

Here, the constant К is the reaction constant and С the pre-exponential and G the defect 
formation Gibbs free energy.

There are six variables, [VM], [Vx], [М.], [X.], [Mx], PCJ while only five equations 
(Eqs. 4.1- 4.5). To calculate all the variables, we need one more equation which repre
sents the stoichiometry.

[ V J  + [X,] + [ X J -  [Vx] + [MJ + [Mx] (4.6)

From these six equations (Eqs. 4.1 - 4.6), all concentrations of point defects can be 
calculated when the reaction constant and the Gibbs free energies are known.

(2) Ionization o f  point defects
In real crystals, elementary defects are ionized according to the energy levels they oc
cupy. The ionization obeys the Fermi-Dirac distribution law. They are represented as
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follows when only single ionization is considered

V M = V M  +  e + + E ,  ^ f  =  K > <4 -7 >

n[Vvl
Vx = Vx* + e + E 2 ^  = K 2 (4.8)

М - М Г + е + Е з  Т ^ |г  = Кэ (49>

Х; = Х * + е + + Е 4 - ^ y -  = K4 (4.10)

p[Mxl
Mx = M x + e+ + E 5 1 nQ - = K 5 (4 1 1 >

Х м = Хм + e' + E6 4 ^ 7 - =  K 6 (4.12)
La mJ

The equilibrium constant K. is related to the ionization energy as

K. = A  exp (-EVRT) (4.13)

The concentrations of free electrons and free holes are determined by the reaction of 
the rupture of chemical bonding by thermal vibration which is represented as follows.

chemical bond = e“ + e+ + Eg n-p = K  =  С  exp (-E g/kT) (4.14)

Here, n and p are the density of electrons and holes, Ki the reaction constant, С  the term 
concerned with the activity coefficient and Eg the bandgap. Since a crystal must be 
electrically neutral, we have the following neutral condition.

г а  +  [ХП +  [ХП +  п =  [Vx+] +  [M *] +  [Xm] +  p  (4.15)

For stoichiometric crystals, we have the following mass balance equation.

[M|] + [Mt] + [Mx ] + [M-x ] - [VM] - [V J  =

IXil + PCf] + [X M] + i x a  - [Vx ] - [Vx+] (4.16)

From six neutral defect equations, six ionized defect equations, the free carrier equa
tion, the neutral condition and the mass balance equation, all 14 variables can be calcu
lated.
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(3) Non-stoichiometry
In the real crystal, stoichiometry is not easily held because of the dissociation of a 
constituent element which is volatile. This non-stoichiometry is due to the reaction 
between solid crystal and the vapor phase. These reactions can be represented as fol
lows.

M, = M m + V x (4.17)

Mg = M, (4.18)

l/2(X2)g = MM + VM (4.19)

l/2(X2)g = X  (4.20)

2Me = Mx+Mm (4.21)

(X2)g = Xx + X M (4.22)

The concentrations of point defects which can be created due to the reaction with the 
vapor phase can be represented as follows under the condition that [MM] = [Xx] = 1.

[Vx ] = K r pM (4.23)

[MJ = K r Pm (4.24)

[Mx] = K rP2m (4.25)

[VM] = K oxPi“ (4.26)

PCi] = K 0x pj“ (4.27)

P m! = K qx Px, (4.28)

As the above equations, the concentrations of all elemental point defects can be 
represented by the partial vapor pressures of the constituents. The partial vapor pres
sures are however mutually related as follows.

(MX)S = Mg + l/2(X2)g PMZ p £ = K p (4.29)

It should therefore be noted that the concentrations of all elemental point defects can 
be represented by only one partial vapor pressure, conventionally by a partial vapor 
pressure of the most volatile constituent. Using one of equations (Eqs. 4.21-4.26) in
stead of the mass balance equation for stoichiometry, all concentrations of elemental 
point defects can be deduced.
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As mentioned above, all concentrations of elemental point defects can be deduced from 
basic equations. The analytical solution of all these equations is however complicated 
since most equations are represented as products while the neutral condition equation 
is the sum of the defect concentrations. Brouwer7 has proposed a simple graphical solu
tion to these equations.

For a typical case of the Frenkel disorder of the constituent of M, the Brouwer plot 
can be shown as in Fig. 4.2. In the figure, it is easily seen that when the partial vapor 
pressure of M is low, metal vacancies are predominant and the crystal is p-type (I re
gion) while when the partial vapor pressure of M is high, metal interstitials are pre
dominant and the crystal is n-type (П region). When the partial vapor pressure of M is 
in the medium region, the stoichiometry of the crystal can be preserved.

4.2.3 Diffusion Constants
Point defects each have a diffusion coefficient. These diffusion coefficients have been 
studied by many authors and some of them are summarized in Fig. 4.3.

(4) Brouwer plot

io(J

ь

Fig. 4.2 An ex a m p le  of B ro u e r p lo t, (a) C o n c e n tra tio n s  of d e fe c ts  in  a c ry s ta l  of 
com position  of MX w ith  Frenkel d iso rder, (b) The position  of the Ferm i level re la tiv e  to  
the b ands (rep rin ted  from  Ref. 4 w ith  perm ission, copyrigh t 1956 E lsevier ).
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0  (cm /sec) 0* (cm2 /sec)

(a) (b)

Fig. 4.3 S elf-d iffusion  coeffic ien ts of the u n d erlin ed  elem ents for (a) И-VI com pounds 
(from  Ref. 8 w ith  p erm iss io n ) and (b) III-V com pounds versu s the  rec ip rocal reduced  
tem p era tu re  (data  from  Ref. 9 w ith  perm ission  of Springer Science and Bysiness M edia).

Diffusion constants are basically represented as follows.

D = D e x p | - ^ r

a0 v exp
ASv + ASm

kT
exp

“ AHV- AHm
kT

(4.30)

Here, a0 v exp|-
I ASV + AS,

kT
is the frequency factor, Q = AHv +AHm is the activa

tion enthalpy. Q is also known as the diffusion activation energy. Here, ASv and AHv 
are the entropy and enthalpy for vacancies respectively, and AHv and AHm are the en
tropy and enthalpy for atoms to jump to a vacancy site, respectively. a0 is the lattice 
constant and v the jump frequency.

Eq. 4.3 shows Arrhenius plots of the diffusion coefficients for II-VI and Ш-V com
pound materials. The pre-exponential coefficient, D0, is a constant and the exponential 
factor shows the reciprocal temperature dependence. Theoretical calculations on diffu
sion phenomena are described in speciality books.10*12
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In Sec. 4.2.2, the thermodynamical calculation of point defects is described. Since 
compound semiconductor materials consist of more than two elements, they easily de
viate from the stoichiometric composition as explained in Sec. 3.2 and this non-stoichi
ometry can be represented in the phase diagrams based on the thermodynamical calcu
lations.13'15

These deviations influence various properties of compound semiconductors.
(i) Electrical properties and the self compensation mechanism
(ii) Optical properties such as photoluminescence
(iii) Formation of precipitates and inclusions
The stoichiom etry control of compound sem iconductors is review ed by 

Nishizawa.1<M8

4.2.5 Self Compensation
In the case of П-VI compounds, their conductivity type is difficult to control. Except 
for CdTe, other compounds show only one conductivity type, n-type for CdS, CdSe, 
ZnS, ZnSe and p-type for ZnTe. This phenomenon is known as self-compensation and 
is explained by various models4,19-40 as reviewed in Refs. 41 and 42.

(1) Compensation by point defect formation
In the case of compounds of higher ionicity, when impurities are doped for conductiv
ity control, point defects which have opposite charges are formed in order to keep elec-

4.2.4 Non-stoichiom etry

Fig. 4.4 B andgap energ ies and en tha lp ies  for vacancy fo rm ation  (from  Ref. 21 w ith  p e r
m ission).
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Table 4.2 Measure of Self Compensation
M aterial Q  min

KC1 2.12x10® -

ZnO - 1.98
ZnS - 1.26
ZnSe - 1.15
ZnTe 3.09xl02 0.99
CdS - 1.42
CdSe - 1.30
CdTe (n-type) 3.23x10 1.12
CdTe (p-type) 8.70X102 1.12
G aA s (p-type) 1.70X10-3 -

trical neutrality.4-5-,9*22 When the energy E, which is emitted due to the recombination 
of electrons and holes by impurity doping is greater than the defect formation energy, 
E2, impurity doping induces defect formation. E, is related to the bandgap and E2 is 
related to the crystal ionicity. Self-compensation occurs easily when the bandgap is 
large and the ionicity is large. Mandel et al.19-20 explained this self-compensation by the 
value of Q,mm which is related to the ratio of vacancies to impurities (Table 4.2). He 
also used the tetrahedral radius ratio . When the radius of the II element is larger 
than that of the VI element, the compound becomes n-type and when it is smaller, it 
becomes p-type.

Fig. 4.4 shows the relationship between the bandgap and vacancy formation en
thalpy, AHv. When E /AHv is
greater, with greater bandgap and greater ionicity, the effect of self compensation be
comes greater. A similar explanation was offered by Kumimoto et al.23

Nishizawa et al.24 explained self-compensation from the viewpoint of the vapor 
pressure of the constituents. They explained the electrical conductivity type by the de
viation from stoichiometry. When the vapor pressure of the VI element is higher than 
that of the II element, the compound shows n-type conductivity while when it is lower, 
the compound shows p-type. This is because when the vapor pressure of the VI element 
is higher, VI site vacancies are easily formed so that it shows n-type and when the 
vapor pressure of the II element is higher, II site vacancies are easily formed so that it 
shows p-type.

It is not only elementary point defects but also complex defects such as vacancy- 
impurity defects that are considered to be the origin of self-compensation.25*28

(2) Lattice relaxation
The incorporation of dopants causes the lattice to relax and breaks the surrounding 
bonds, giving rise to compensating defects.29*31 Such a relaxation may lead to the for
mation of bistable impurity centers.

(3) Solubility limit
It is also pointed out that there is a solubility limit for doped impurities.32*35 The solubil-
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Fig. 4.5 V apor p ressu res  of co n s titu en t e lem en ts fo r II-VI m a te ria ls  (from  Ref. 24 w ith  
perm ission).

ity of various dopants have therefore been theoretically studied. The solubility may 
depend on the position of the Fermi level, that is, the doping level.

(4) Impurity effect
Neumark32 explained the difficulty of the control of conductivity type in II-VI com
pounds from the viewpoint of impurities, He paid attention to amphoteric impurities 
such as I group elements Li or Na. These impurities act as acceptors when they are 
located on the II site and act as donors when they are located at interstitial sites. 
Neumark calculated the chemical equilibrium equations for both cases and predicted 
the effective carrier concentrations and the conductivity type. He showed even though 
these impurities are highly doped, they amphoterically act as donors and acceptors and 
therefore do not increase the effective carrier concentrations.

Pfister36 and Pautrat et al.37,38 showed that in telluride compounds such as ZnSe and 
ZnTe, large amounts of impurities are gettered in Те precipitates while they are dif
fused out to the matrix at lower annealing temperatures at which Те precipitates disap
pear. These diffused-out impurities make it difficult to control the conductivity.

Igaki39 showed that the self compensation of ZnSe is due to acceptor impurities . It 
was found that when ZnSe is heat treated in molten Zn metal, residual acceptor impuri
ties could be diffused out to the Zn melt. Low resistive ZnSe could be obtained by heat 
treatment under pressure control.

For some dopants, it is also pointed out that they form relatively deep levels in the 
bandgap.40
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Defect control technology is one of the main points in the preparation of compound 
semiconductors because point defects dominate the electrical and optical properties of 
compound semiconductors.43'45 Point defects are determined not only during crystal 
growth but also during the cooling process after crystal growth. In several materials 
such as GaAs and InP, a thermal annealing process after crystal growth is positively 
applied in order to control point defects.

During crystal growth, the concentration of point defects is thermodynamically de
termined at each temperature under the corresponding overpressure. Just below the 
melting point, the concentration of each point defect is the highest but during cooling 
the point defect concentration changes.

4.3 DISLOCATIONS
4.3.1 Fundamentals of Dislocations
The main defects in crystals are dislocations. Dislocations are a kind of line defect and 
are mainly classified into two types, edge dislocations and screw dislocations46 as 
shown in Fig. 4.6. Dislocations are defects due to atomic plane distortions and are 
characterized by Burgers vectors.46-48 In the case of edge dislocations, the Burgers vec
tor is normal to the dislocation line, while in the case of screw dislocations, the Burgers 
vector is parallel to the dislocation line. In reality, most dislocations are mixed, con
sisting of edge dislocations and screw dislocations. In the case of compound semicon
ductors, there are three types of dislocations, a , p and screw dislocations as shown in 
Fig. 4.7.49*50

Dislocations are conventionally measured by etching procedures and in this case, 
the dislocation density is known as the Etch Pit Density (EPD). For each material, there 
are appropriate etchants as described from Chapter 7 on.

The dislocation movement of various compound semiconductors has been measured 
in various ways49'50 and some of them are summarized in Fig. 4.8 49

4.3.2 Thermal Stress and Dislocations
Dislocations are the defects formed due to thermal non-equilibrium and can be elimi
nated if the appropriate conditions exist. They are mainly formed during crystal growth 
or during the cooling process and depend on the thermal stress in the crystal which is 
dependent on the crystal growth atmosphere. Many investigations have been per
formed to predict the thermal stress in the crystal by computer simulations as explained 
in Sec. 3.5.

In the case of silicon, dislocation free crystals are obtained even for large diameters. 
In the case of compound semiconductors, it is rather difficult to obtain dislocation free 
crystals and this is attributed to be the critical resolved shear stress as explained in Sec.
1.7.3 and Sec. 3.8. As shown in Fig. 3.8 for the case of InP, dislocation free crystals can 
be obtained theoretically if the conditions are satisfied.53 In fact, for the case of InP, 
when the crystal diameter is small, dislocation free single crystals are obtained.

4.2.6 D efect Control
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(a) (b)

Fig. 4.6 Edge dislocation  (a) and screw  d isloca tion  (b).

( c )p

90V

(d )  sc re w

30°of

F ig . 4 .7 V a rio u s  d is lo c a tio n s : (a) a d is lo c a tio n  lo o p  on a s lip  p la n e , an d  a to m ic  
a r r a n g e m e n ts  a t th e  co re  of (b) a  d is lo c a tio n s , (c) p d is lo c a tio n s  an d  (d ) sc re w  
d isloca tions in a III-V (II-VI) com pound. The shared  reg ions denote an in trin sic  s tack ing  
fau lt. O pen  circ les co rresp o n d  to  g ro u p  III (II) a tom s and  so lid  circles co rre sp o n d  to  
g ro u p  V (VI) g ro u p  a to m s ( re p r in te d  fro m  Ref. 49 w ith  p e rm iss io n , c o p y rig h t 1982 
E lsevier).
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г ,  -С

Fig. 4.8 Velocities of a , (3 and screw  d islocations u n d er a shear stress of 20 M Pa in a series 
of u n d o p ed  III-V com pounds p lo tted  aga inst the reciprocal of tem peratu re . D ata for 60° 
and  screw  d is lo c a tio n s  in  h ig h -p u rity  Si are also  show n (re p rin ted  from  Ref. 49 w ith  
perm ission , co p y rig h t 1982 Elsevier).

In order to realize low dislocation crystals, it is therefore desirable to grow crystals 
under a lower temperature gradient.

4.3.3 Necking
Necking was first applied to the CZ crystal growth of silicon by Dash.54*56 In this 
method, the diameter of the seeded crystal is made smaller to the level of several milli
meters by increasing the pulling rate and the dislocation density is decreased in the 
region after this necking procedure. The necking method is indispensable for growing 
dislocation-free (DF) Si single crystals. This method was also applied to LEC crystal 
growth of compound semiconductors such as GaAs57> 58 and InP,59 and was found effec
tive in growing DF crystals. This effect was however limited to small diameter crys
tals.

4.3.4 Impurity Hardening
Dislocation densities can be reduced when appropriate impurities are doped. This is 
widely known for various compound semiconductor materials as the impurity harden
ing effect. Typical examples are shown in Fig. 4.9 for the case of GaAs and InP. This 
dislocation reduction may occur due to the dislocation pinning around impurity atoms 
whose atomic radius is different from host atoms.60,61 The principle of impurity harden
ing is believed to be due to the decrease of critical resolved shear stress (CRSS). Dislo-
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(a) <b)
Fig. 4.9 Im p u rity  effect on the EPD of G aA s crysta ls  (a) and  InP  c ry sta ls  (b) (re p rin ted  
from  Ref. 60 w ith  perm ission , copyrigh t 1978 A m erican In s titu e  of Physics).

Fig. 4.10 C om parison  of the m axim um  rad ia l shear stress and m easured  etch p it den sity  
(EPD) in un d o p ed  and In-doped  LEC GaAs crystals (rep rin ted  from  Ref. 64 w ith  p e rm iss
ion, copyrigh t 1986 A m erican In stitu e  of Physics).

cation reduction by impurity hardening in InP has been theoretically analyzed by Jor
dan et al.62 based on the quasi-steady state (QSS) heat transfer/thermal stress model as
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explained in Sec. 3.5.
The mechanism of dislocation reduction in GaAs by In doping has been explained 

by the solute hardening model63"65 as shown in Fig. 4.10 and the yield stress of In-doped 
GaAs has been m easured.66'68 There is some discrepancy in measured data but 
Guruswamy et al.68 claimed that the CRSS increase by In-doping is sufficient to ex
plain the dislocation reduction.

4.3.5 Lineages and Low Angle Grain Boundaries
Lineage is a defect of agglomeration of dislocations which are gathered as lines as 
shown in Fig. 15.36 for the case of CdTe. Lineages seem to occur when dislocations 
can easily move in a low dislocation density atmosphere when they can move without 
colliding. They are also formed even when the dislocation density is high if the density 
is so high that their tangling occurs easily. In any case, lineages are formed in small 
index planes and orientations since when dislocations agglomerate under these condi
tions, the total energy reaches a minimum. When the density of dislocations is in
creased and when these dislocations are aligned, it makes small angle grain bound
aries69 as shown in Fig. 4.11.

4.4 STACKING FAULT DEFECTS AND TWINS
Twins are plane defects which are made as shown in Fig. 4.12. There are several types 
of twins60 but 60° rotation twins are known to be predominant in III-V materials. The 
ease of twin formation depends on the stacking fault energy of each material. As shown 
in Fig. 1.24, various compound materials have specific stacking fault energies. It is

Fig. 4.11 S chem atic  re p re se n ta tio n  of a t i l t  b o u n d a ry  com posed  of edge d is lo ca tio n s 
(rep rin ted  from  Ref. 69 w ith  perm ission , copy righ t 1955 E lsevier).
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known that crystals with lower stacking fault energies are normally difficult to grow 
without twins. Twin formation is however dependent on the crystal growth conditions 
and when the conditions are optimized, crystals can be grown without twins. In prac
tice, the ease of twin formation is in the following order depending on the stacking fault 
energy70 as explained in Sec. 1.7.2.

CdTe, ZnSe > InP > GaAs, GaP (4.30)

The following have been considred as factors which affect twin formation.
(i) water content in the encapsulant B20 353
(ii) seed orientation53- 71-72-77
(iii) conical growth angle72,73
(iv) interface shape72*73
(v) crucible and crystal rotation conditions53

Twin boundary °  Ga
i •  As

A s ( l l l )  ! As(111)

I
I

Fig. 4.12 S tructure m odels of (a) 60° ro tation  tw in, (b) inversion  tw in  w ith  A s-As b o n d s  at 
th e  tw in  b o u n d a ry , and  (c) in v e rs io n  tw in  w ith  G a-G a b o n d s  at th e  tw in  b o u n d a ry  
(rep rin ted  from  Ref. 80 w ith  perm ission, copyright 1992 Elsevier).
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(vi) melt composition/non-stoichiometry53
(vii) axial temperature gradient53’74
(viii) temperature fluctuation53,75-77
(ix) presence of scum78
(x) growth angle and crystal shape63 79
(xi) facet growth75
(xii) growth rate53
Since it is known that twinning tends to occur during shoulder formation in CZ/LEC 

growth, twinning can be avoided by using large seed crystals or by growing with 
smaller or larger cone angles.

Twinning is a phenomenon which stems from an atomic plane stacking disorder as 
shown in Fig. 4.12 (a). Since twinning is thus only due to an atomic plane disorder 
during crystal growth, a small fluctuation of all the above factors can lead to twinning. 
These very sensitive factors have to be well controlled in industrial production.

The mechanism of twin formation has been discussed by various authors. It was first 
doubted that twin formation is like deformation twinning as in the case of metals but 
this assumption was denied by Billig and others.81*83

Hurle84,85 has discussed its mechanism for LEC crystal growth. According to his 
mechanism, twinning occurs when atomic steps in the solid-liquid interface are an
chored to the three phase boundary among the solid-liquid, solid-gas, and liquid-gas as 
shown in Fig. 4.13. The free energy change due to the absorption of steps can be repre
sented as

where 0 l °  is the contact angle of the meniscus to the crystal surface, v  the angle de
picted in Fig. 4.13 and a SG, a SL and o LG the interfacial energies (L = liquid, S= solid
and G = gas).

The maximum and the minimum of v  are given as

Ye h  =  h  ( a s o  -  o s l  c o s  v  -  a LG c o s  0 °  ) /  s i n  v (4.31)

Y sin v max = o SG ~  o s l  c o s  v ^  -  a LG cos 0 L (4.32)

and

Vmin -  <t>° -  COS © L .

Here, <j>° is the wetting angle given by the following equation.

,o
® S L  +  CTLG COS ф  — O s o

Neglecting the torque terms in Eq. (4.31),

a SL COS V  =  a SG -  a LG COS 0 L

(4.33)

(4.34)

(4.35)
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Fig. 4.13 R epresentation of the th ree phase boundary  (TPB) hav ing  a facetted  so lid -liq u id  
interface (rep rin ted  from  Ref. 85 w ith  perm ission, copyright 1995 Elsevier)

A large value of v requires a small value of ( <j Sg  -  O l g  c o s  )  / ° s l  • Eliminating 
cos ©L using Eq. 4.34, this criterion becomes

( ° s g  ~ ° s l )  I  ( ° L G  _ a SL )  ( 4 - 3 6 )

When the value of Eq. 4.36 is smaller, the probability of the occurence of twins is 
supposed to become greater. Table 4.3 shows the calculated value for various semicon
ductor materials.85

The above mentioned twinning mechanism can explain the experimental results. It 
is known that in the case of Ge and Si, twinning occurrence is very rare while in the 
case of GaAs and InP, especially in the case of InP, twinning is well known to easily 
happen. Most twinning factors also can be explained by the above mechanism.85

From these considerations, it is concluded that the following procedures are effec
tive in avoiding twin formation.

(i) Reduction of temperature fluctuation
(ii) Promotion of grown-out at well defined growth angles

Table 4.3 P aram eter Related w ith  T w inning  O ccurrence
M aterial ( a SG -CTSl )  ! ( ° L G  " ° S L  )

Ge 0.87
Si 0.93
InSb 0.51
GaA s (CZ) 0.64
GaA s (LEC) 0.58
InP (CZ) 0.63
InP (LEC) 0.42



DEFECTS 97

(iii) Growth from a melt in excess of one constituent
(iv) Elimination of surface-active solutes

4.5 FACETS AND STRIATIONS
Heterogeneous incorporation of impurities in grown crystals occurs in the form of 
striations.86 Striations are due to variations in the segregation of impurities and/or that 
of the constituent composition. Striations therefore occur due to variations in growth 
conditions such as the growth rate, the rotation speed and the melt composition.87'89 In 
considering striations, not only the perpendicular macroscopic crystal growth but also 
the lateral microscopic growth have to be considered. Unsteady buoyancy convection 
in the melt during crystal growth also gives rise to irregular striations. The origin of 
unsteady buoyancy convection is discussed in Sec. 6.3.3. Striations can be revealed 
mainly by appropriate etching and by scanning electron microscopic observation as 
explained in Sec. 5.4.4.

Striations can be classified into six types, three as non-rotational striations (types 1- 
3) and three as rotational striations (types 4-6) as shown in Fig. 4.14, from the study of 
the crystal growth of InSb.90 Non-rotational striations stem from growth rate variations 
due to the temperature fluctuation or variation of the pulling rate. Rotational striations 
are due to crucible or crystal rotations and they are rather more pronounced than non- 
rotational striations so that they can be observed even at lower impurity concentration. 
Explanation of each type of striation can be seen in Ref. 90.

To avoid striations, the following procedures are effective in practical crystal 
growth.

(i) Reduction of impurity doping concentrations by growth under low 
temperature gradients.

(ii) Reduction of temperature fluctuations by improving the furnace configuration 
(Sec. 10.3.3) and/or by the application of a magnetic field (Sec. 4.4).

(iii) Reduction of mechanical variation of rotations and pulling speed.
Other methods for avoiding striations, such as the reduction of gravity by growing 

crystals in space and the use of Coriolis force as applied in a centrifuge have been 
studied.91,92

4.6 PRECIPITATES, INCLUSIONS AND VOIDS
There are two types of precipitates. One is due to non-stoichiometry and the other is 
due to impurities. These precipitates are undesirable because they locally change the 
properties of semiconductors. They are also undesirable in the production of high qual
ity polished substrates, because they are dropped off and leave pits on the mirror-pol
ished surfaces.

In most compound semiconductors, departure from the stoichiometric composition 
is inevitable. This makes it possible for the material to generate precipitates. If the 
congruent point of the phase diagram departs from the stoichiometric composition, the 
excess constituent atoms will form precipitates depending on the thermal history. Ex
amples of this are often seen in the case of GaAs, CdTe and other crystals as explained
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Fig. 4.14 Schem atic d iag ram  of im p u rity  s tr ia tio n s  en co u n te red  in InSb s in g le  c ry s ta ls  
(rep rin ted  from  Ref. 90 w ith  perm ission  of The Electrochem ical Society)

from Chapter 7 on.
Impurities also form precipitates. If the solid solubility of the impurities is low, they 

can easily form precipitates. These impurities are in many cases transition metals 
whose solubility limit is small and which are used as dopants in the preparation of 
semi-insulating materials.
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5. CHARACTERIZATION
5.1 INTRODUCTION
In producing high quality bulk compound semiconductor materials, appropriate crystal 
characterization is indispensable. It is therefore necessary for material scientists to 
have knowledge of various characterization techniques and to have the ability to select 
the appropriate ones. In many cases, characterization takes a long time. It is therefore 
important to select the most effective characterization method depending on the mate
rial to be developed. In Table 5.1, various characterization methods are summarized 
and in Ref. 1, most of them are explained. It should be also noted that characterization 
methods are rapidly developed year by year and that it is important to be always ac
quainted with new methods. In several international conferences,2 these developments 
can be followed.

5.2 X-RAY DIFFRACTION
5.2.1 Orientation Determination
The most common X-ray diffraction method for the determination of crystal orienta
tion is the Laue method.3,4 This method however is used only in the first stage of the 
crystal growth experiments. Once the conditions for growing a crystal of a certain ori
entation are determined, it becomes important to determine the precise crystal orienta
tion to an accuracy of 0.01 degrees.

The cut-off plane diffraction method5 is applied for this precise measurement. This 
method is based on a diffractometer but the reflection angle against an arbitrary zero 
angle is measured for two orientations 180 degrees apart and the deviation angle can be 
calculated from the two values. The same measurement is performed for the orthogonal 
direction and from two deviation angles, the precise orientation of the grown crystal is 
determined. The precise measurement of orientation is industrially performed for all 
crystals as a routine procedure because the orientation is crucial for the quality of epi
taxial layers.

5.2.2 Multiple Crystal X-ray Diffraction
Various multiple crystal X-ray diffraction methods are often used for evaluating the 
crystallinity of grown crystals.

Double crystal X-ray diffraction (DCXD)6 (Fig. 5.1) is an effective way to examine 
the crystallinity in the first stage of bulk material development. The incident X-ray is 
first reflected by the first reference crystal and the reflected X-ray is directed on to the 
sample crystal and the reflected X-ray intensity is measured as a function of the inci
dent angle. The basis of this method is in that wavelength dispersion and angle disper
sion can be largely reduced because X-ray diffraction occurs only when plane of reflec
tion in the reference crystal and that in the sample crystal are parallel.

101
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Table 5.1 Various Characterization M ethods

Technique__________ M ethod________________________ C h a ra c te riza tio n
X-ray d iffraction

C utoff p lane m easurem ent Precise d e te rm in a tio n  of 
crysta l o r ie n ta tio n

D ouble crystal X-ray C ry sta llin ity
d iffraction
Five crystal X-ray C ry sta llin ity
diffraction
T ransm ission  X-ray topo  D efects in bu lk  c ry sta ls
g raphy  (Lang m ethod)
Reflection X-ray topo D efects in su rface  reg ion
graphy  (Berg-Barret m ethod)
Bond m ethod Precise d e te rm in a tio n  of 

la ttice  constan t
Electron beam  irrad ia tion

T ransm ission  electron D islocations, p rec ip ita te s
M icroscope M icroscopic defects
EBIC D efects in  bu lk  c rysta ls

O ptical characteriza tion
Photolum inescence R ecom bination  cen te rs
C hatodolum inescence R ecom bination  cen ters
IR transm ission  m icroscopy IR -n o n -tran sp aren t defects
IR scattering  tom ography M icroscopic defects

Electrical characteriza tion
H all m easurem ent E lectrical p ro p e rtie s
C-V m easurem ent C arrie r p ro file
DLTS D eep levels
ICTS D eep levels
TSC D eep levels
T hree g u ard  electrode N on-un ifo rm ity  of
m ethod electrical p ro p e rtie s

C om position  analysis
SSMS P urity
SIMS P urity
GDMS P urity
FT-IR L ight elem ent ana lysis
C oulom etric  titra tio n N on-sto ich iom etry

The most sophisticated but easily applicable method is the five crystal X-ray dif
fraction method7 in which a monochromator consisting of four Ge crystals is used to 
obtain a monochronized X-ray beam as shown in Fig. 5.2. By the -/- arrangement be
tween the b crystal and the с crystal, a monochronized X-ray beam with 5 arcsec and 12 
arcsec full width of the half maximum (FWHM) can be obtained respectively for (440) 
and (220) Ge crystals. In this method, it is not necessary to use the first reference crys
tal which is the same as the sample crystal as in the case of the double crystal X-ray 
diffraction. Secondly, since the monochronized X-ray beam is aligned by the a and d 
crystals as an incident beam, it is not necessary to align all the crystals for appropriate 
diffraction to occur. The five crystal X-ray diffraction (Fig.5.2) is therefore the most
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P orolle l position

(o )

Fig. 5.1 Tw o g eom etries for double crystal X-ray diffraction, (a) parallel arrangem ent and 
(b) a n tip a ra lle l a rra n g e m e n t (from  Ref. 6 w ith  perim ssion , co p y rrig h t 1975 M cG raw - 
H ill).

simple and precise method for measuring the rocking curve.
The FWHM of the rocking curve is a useful parameter for evaluating the crystallin

ity. The FWHM can be calculated theoretically as

0
i

cos e, з у ф ,

cos 0 7 2 sin 2©
(5.1)

here, © is the Bragg angle, 0j the incident angle to the crystal surface and 02 the output 
angle and

k l = -
N (5.2)

л  \ me

Here, |Fh | is the structure factor, X  the wavelength, v the cell volume, e the unit charge, 
m the electron mass and с the speed of light.

In practice, the FWHM is expressed as

Д62 = V a 6? ( i =  1 ,2 ,3 ...) (5.3)
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using Ge crystals

Fig. 5.2 F ive-crystal X-ray d iffraction  system .

in which the FWHM of all reference crystals is superimposed.
It also should be noted that the irradiation area affects the FWHM so that the same 

irradiation area must be used to compare the crystallinity in various samples.
When the sample crystal is a perfect crystal with good crystallinity, the FWHM is 

very close to the theoretical value. When the sample has cell structures because of high 
dislocation density even though it is a single crystal from Laue diffraction, the FWHM 
becomes very large because diffraction from each cell occurs as a function of the scan
ning angle.

It therefore should be noted that to develop high quality compound semiconductor 
materials, it is essential to evaluate the FWHM, and that the FWHM must be close to 
the theoretical value. Normally below 20 arcsec is a significant criterion for high qual
ity materials.

5.2.3 X-ray Diffraction Topography
By scanning the sample and the film together as shown in Fig. 5.3, a two dimensional 
X-ray diffraction pattern can be obtained8-9 and this method is known as X-ray diffrac
tion topography. There are two configurations as shown in Fig. 5.3, one is based on the 
transmission of X-rays, the Lang method (Fig. 5.3(a)) and the other is based on the 
reflection of X-rays, the Berg-Barret method (Fig. 5.3(b)). Each method has its own 
advantages.

(1) Lang method
The Lang method is mainly used to examine dislocation distributions. Most compound 
semiconductor materials have a relatively high absorption coefficient for X-rays. In the 
case of the transmission method, it is therefore necessary for the sample to have a long 
X-ray exposure time. In this sense, the Lang method is not convenient for routine ma
terial evaluation. The Lang method is therefore used to examine the material in the first 
stage of its development.
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Scanning

(a)

X-ray source

C Z I=

Slit __ fi'/m

1
T

(b)

Crystal

Fig. 5.3 X-ray to p o g rap h ic  d iffraction  arrangem ent, (a) Lang m ethod  and (b) Berg-Barret 
m ethod.

(a) (b)

Fig. 5.4 Ray p a th s  in th e  electron  m icroscope, (a) U nder m icroscopy  cond itions and (b) 
d iffraction  cond itions (reprinted from Ref. 12 with permission, copyright 1965 Elsevier).
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(2) Berg-Barret method
Since this method is based on the reflection of X-rays,10,11 it is easy to obtain figures 
with a short exposure time. The information is however limited to the surface regions, 
thus this method is convenient for examining the surface defect distribution. This 
method is therefore used to examine residual defects in polished wafers.

5.3 ELECTRON IRRADIATION
5.3.1 Transmission Electron Microscopy (ТЕМ)
Using electron transmission,12*13 defects in the material can be observed at high resolu
tion. Fig. 5.4 shows a typical arrangement for transmission electron microscopy. For 
this observation, it is necessary to prepare a very thin sample so that electrons can pass 
through the sample. For this, the ion milling method is used. This method is used for 
examining and identifying very small microscopic defects. A typical example is the 
case of the investigation of arsenic precipitates in GaAs. Fig. 5.5 shows an arsenic 
precipitate observed by ТЕМ. It is also possible to know the composition of this pre
cipitate by energy dispersive X-ray (EDX) micro analysis as shown in the figure.14

5.3.2 Electron Beam Induced Current (EBIC)
This method is based on the electron beam induced current which flows in a Schottky

Fig. 5.5 ТЕМ m icrograph  w ith  an  arsenic p rec ip ita te  in  GaAs. EDX sp ec tra  m easu red  for 
se lected  areas are show n (1: arsen ic p rec ip ita te , 2: GaAs m atrix , 3: d isloca tion) (reprinted 
from Ref. 14 with permission, copyright 1990 Elsevier).
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configuration.15 On the surface of a sample to be measured, a very thin plane electrode 
is deposited. The thickness of the electrode film must be sufficiently thin for the irradi
ated electron beam to penetrate it. Since electrons with high energy of more than 20 
keV generate electron-hole pairs, these excited electrons and holes can be made to flow 
via Schottky diodes as shown in Fig. 5.6. It is known that the resolution is better for 
HBIC than for cathodoluminescence (Sec. 5.4.2).

5.4 OPTICAL CHARACTERIZATION
Most optical characterization techniques tend to be based on simple methods and they 
are frequently used in the development of compound semiconductor materials.

5.4.1 Photoluminescence (PL)
Photoluminescence characterization has been used very frequently for assessing the 
quality of compound semiconductors. The principle and characterization examples are 
explained in Refs. 17-21. A typical basic photoluminescence measurement is per
formed by an arrangement as shown in Fig. 5.7.20 To perform a photoluminescence 
measurement, it is necessary to irradiate the sample with light of a wavelength whose 
energy is larger than the band gap of the material. Thus, lasers such as He-Ne lasers, Ar 
lasers and He-Cd lasers are used depending on the band gap of the materials to be 
examined. As a result, electron-hole pairs are generated between the valence band and 
the conduction band and they recombine by the various processes shown in Fig. 5.8. 
During these recombinations, luminescence is observed for each process except in the 
case of non-radiative recombinations. To observe the luminescence, appropriate photo- 
detectors must be selected choosing from InAs detectors, Ge detectors and GaAs detec
tors.

Fig. 5.6 E lectron Beam Induced  C u rren t (EBIC) m easurem ent (from  Ref. 16 w ith  perm iss
ion).



108 PART 1 FUNDAMENTALS

Fig. 5.7 Block d iag ram  of a photo lum inescence spec trum  m easu rem en t system  (rep rin ted  
from  Ref. 22 w ith  perm ission , copyrigh t 1985 A m erican In s titu e  of Physics).

Principally, basic photoluminescence peaxplained in Table 5.2 are observed. These 
peaks are categorized in three regions.

(1) Edge emissions
These are based on transitions between free electrons and free holes (Fig. 5.8(a)), those 
of free excitons (Fig. 5.8(b, c), those of excitons bound with donors or acceptors (Fig. 
5.8(d-f)), and those between free electrons and holes bound with shallow acceptors

Radiative Transitions Non-Radiative Transitions

(a) (b) (c) (d) (e) (f) (g) (h) (i) 0) 00 0)

Fig. 5.8 V ario u s  tra n s i t io n s  in  p h o to lu m in escen c e , (a) in tra b a n d  tra n s itio n , (b) free  
exc iton , (c) exc iton  m olecu le , (d) n e u tra l d o n o r and  exciton , (e) ion ized  d o n o r  b o u n d  
exc iton , (f) n e u tra l  ac ce p to r  b o u n d  exc iton , (g) free  e lec tro n  to  ho le c a p tu re d  a t an  
acceptor, (h) e lec tron  cap tu red  at a d ono r to  free hole, (i) donor-accep to r pa ir, (i) A u g er 
tran sitio n , (k) p h o n o n  em ission, (1) p ip e  tran sitio n .



CHARACTERIZATION 109

Table 5.2 Various Emissions for Photoluminescence
Em issions_______________ Transitions___________________________ Nomenclature
Edge Em issions Direct transition '

Free excitons X
Exciton impact X-X
Exciton m olecules X2
Exciton bound to neutral acceptors (A0, X) or 1г
Exciton bound to neutral donors (D°, X) or Ц
Exciton bound to ionized acceptors (A*, X)
Exciton bound to ionized donors (D+, X) or I3 
Electrons - shallow acceptors 
Holes-shallow donors

Donor-Acceptor Pairs Shallow donor to shallow accepter (D, A)
Deep Levels Deep donors, deep acceptors

(Fig. 5.8(g)) or between free holes and electrons bound with donors (Fig. 5.8(h)).
The energy for interband transition (Fig. 5.8(a)) is simply the bandgap energy. The 

observation of this transition is however very rare.
The exciton transition energy (Fig. 5.8(b) can be represented as

hv = Eg - Ex (5.4)

Here, Ex is the binding energy of excitons and is represented as follows.

Ex = - m* q4/2h2£2n2 (5.5)

Here, n is an integer ^ 1  indicating the various exciton states and mr* is the reduced 
mass represented as

1 -  1 + 1— --------Г + —  (5.6)
mr me mh

where me* and mh* are electron and hole effective masses, respectively. Depending on 
the orbit number, n, distinct sharp lines can be observed when the material is very pure.

When the density of excitons is increased by increasing the excitation intensity, ex
citon impact occurs with emission energy of

hvx. x = E g- 2Ex (57)
When two excitons are bound as a molecule, it is called a exciton molecule. When 

one of these excitons diminishes with recombination, it emits light with the following 
energy,

hvm= E g-E x -E e (5-*)

where Em is the binding energy of two excitons and is 0.33 Ex.
Phonon replica lines for exciton transitions can be observed for the following ener

gies, when the recombination includes lattice vibrations.

h v LO =  E g  -  E x -  n h cn LO ( 5 '9 )
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Bound exciton lines can be observed for the following energies, depending on th e  
binding energies for bound excitons. There are several bound excitons, with neutral 
donors or accepters, and with ionized donors and acceptors, as shown in Fig. 8.10.

hv BX = - E x - EBX (5.10)

(2) Donor-Acceptor (D-A) pair emissions
These are based on the transitions between acceptors and donors. These emissions are 
observed when impurities are at higher concentrations. These emissions are therefore 
used as an indicator of the purity of materials. The energies for D-A pair transition can 
be represented as follows.

h v D A =  Eg - ( E d +  E, ) + —  (5 1 1 )
eR

Here, R is the distance between the donor and the acceptor to which the neighboring 
carriers are bound. Since the distance R has a distribution, the D-A pair emission has 
various wavelength so that the D-A pair transition shows rather broad emission lines.

When the level of donors and acceptors is shallow, D-A emission can be observed 
only at low temperatures so that this emission is not interesting for applications but is 
important to determine precisely the levels of shallow donors and acceptors. When the 
level of donors or acceptors is deeper, D-A emission can be observed at room tempera
ture and is important for applications to LEDs.

(3) Deep level emissions
Via various deep levels, excited electrons and holes recombine resulting in lower in
tensity of edge emissions and DA pair emissions. Photoluminescence is a semi-quanti
tative method for evaluating material quality. In principle, for undoped pure materials, 
good quality material shows highly resolved free exciton peaks. It should be also noted 
that when the number of deep level defects is low, highly resolved photoluminescence 
is observed.

(4) Non-recombination transitions
Except for the above mentioned radiative recombination transitions which can be ob
served as light emissions, there are non-recombination transitions as shown in Fig. 5.8 
(j-1). They are Auger transitions, phonon emissions and recombinations through de
fects or inclusions. These transitions decrease the total radiative recombinations. When 
the total photoluminescence intensity is weak, it must be considered that the material 
includes these non-recombination centers.

5.4.2 Scanning photoluminescence (SPL)
Recently, room temperature scanning photoluminescence has been developed whose 
space resolution is raised 3 p.m.23‘28 An example of the configuration of scanning photo
luminescence is shown in Fig. 5.9. Since a high speed Si photodetector is used for the
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detection of luminescence, short duration light irradiation is possible and this high 
speed irradiation avoids the light irradiation decay. This is the reason why photolumi
nescence mapping with good resolution has become possible. A PL topograph system 
has also been developed for examining defect propagation from substrate to epitaxial 
layers, as demonstrated for InGaAsP/InP.27

5.4.3 Cathodoluminescence (CL)
Cathodoluminescence is a luminescence which occurs when the material is irradiated 
by high energy electron irradiation.15-29 31 As shown in Fig. 5.10, an electron beam is 
scanned in a scanning electron microscope and luminescence light is gathered by a 
mirror and detected by a detector such as a photomultiplier. The electrical signal is then 
input to a CRT display which is tuned. By this configuration, microscopic lumines
cence non-uniformity can be observed with high resolution. Cathodoluminescence is a 
simple method to observe the optical uniformity of compound semiconductor materials 
with better resolution than PL.

The advantage of CL is in that the beam can be focused to 10 nm easily and can be 
scanned to obtain two-dimensional non-uniformity. When the accelerating voltage is 
changed, information depending on the depth can be obtained. Since the electron en
ergy is high, wide bandgap materials can be easily characterized.

5.4.4 IR Transmission Micrography
Since most compound semiconductor materials have bandgaps below which IR light is 
transmitted, the material can be observed as it is transparent by this method, and this

Fig. 5.9 Schematic diagram of a photolum inescence scanner (from Ref. 28 w ith perm iss
ion).
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Fig. 5.10 Principle of cathodolum inescence (reprinted from Ref. 31 w ith  perm ission, 
copyright 1979 American Institue of Physics).

has been used to evaluate crystal qualities.32'37 Fig. 5.11 shows a typical IR transmis
sion microscope configuration. This method is an effective method to observe precipi
tates which are not transparent to infrared light. Since it can be focused as a normal 
microscope, it is easy to observe precipitate distribution in depth. By using crossed 
Nicoles to polarize the incident and to analyze transmitted light, it is also possible to 
observe stresses in materials, due to the stress-induced birefringence depending on the 
photoelastic properties of the material. In fact, it has been proved by Bond and 
Andrus and Jenkins et al.33 that the stress field due to dislocations can be observed. 
Various observation examples for GaP, GaAs and InP have been shown by Elliott et 
al. and Cao and Witt.36 Carlson and Witt37 have developed an IR transmission sys
tem to observe striations in grown crystals from the microscopic measurement of free 
charge carriers.

5.4.5 IR Scattering Tomography
As mentioned above, most semiconductor materials are transparent to infrared light. 
When the scattered infrared light can be observed, it is known that high resolution 
observation becomes possible. This is because the observation is based on the Tyndall 
phenomenon,38,39 allowing extreme resolution (down to several hundred A) far beyond 
the conventional resolution of the level of the light wavelength.40,41 From the viewpoint 
of diffraction, this method is similar to the small-angle X-ray scattering and the scatter
ing intensity is dependent on sin 0 / X where 20 is the diffraction angle and X is the 
wavelength of the incident light. Since the wavelength of infrared light is 104 times 
longer than that of X-rays, 90 angle light scattering is possible, where the reflection of
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Fig. 5.11 Typical infrared m icroscope (from Ref. 35 with permission).

the incident light is small so that this method is very effective to observe small scatter
ed. It should also be noted that in the case of X-ray observation, it is necessary to 
prepare a very thin sample for the X-rays to penetrate, while in this method, very thick 
samples can be easily observed which are transparent to the incident light. Since infra
red light is scattered only by free electrons and electrons weakly bound to impurities, it 
is very sensitive to free electron perturbations due to dislocations and micro-precipi
tates.42

It was however difficult to observe these scattered lights since the intensity of the 
scattered light was too weak to observe with the naked eye. In order to detect this very 
weak scattered light, a CCD camera was used and computer analysis of the data was 
developed to construct scattered light images43-44 as shown in Fig. 5.12. Using this 
newly developed system, the observation of scattered light has become possible and 
three dimensional observation, i.e. tomographic observation has become possible. 
There are various application examples of this method for GaP, GaAs, InP, CdTe45 52

5.4.6 Laser Scattering
Inelastic laser light scattering is very effective for detecting various particles on the 
polished surface. When the particle is irradiated by a laser beam, the intensity of the 
scattered light depends on; (1) the size of the particle with respect to the laser wave
length, (2) the state of polarization, (3) the particle shape and (4) the particle index of 
refraction with respect to the surrounding medium. As explained by Takami,53 various 
surface inspection systems have been developed and they are industrially applied for 
commercial polished wafers.

5.5 ELECTRICAL PROPERTIES
5.5.1 Hall Measurement
Hall measurement is a method based on the Hall effect for measuring resistivity and
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Photo- 
Camera

Sam ple

Fig. 5.12 Schem atic drawing of infrared light scattering tom ography (from Ref. 43 w ith  
perm ission)

mobility. This measurement is normally performed by the Van der Pauw method.54,55 
On the four comer of a square sample, ohmic electrodes are made as shown in Fig. 
5.1355 and the resistivity is measured according to the following equations.

* Vcd-  -j—  (5.12)
AB

R2 = I S * -  (5.13)
Вс

jid R, + R 2 /R ,  \
InT 2 R~l (514>

Here, R, is the resistance calculated when the current, 1^, is passed between A and В 
and the voltage, VCD, between С and D is measured. R2 is the resistance calculated 
when the current, IBC, is passed between В and С and the voltage, VDA, between D and 
A is measured. From these resistances, the material resistivity, p, is calculated as Eq. 
5.14. Here, d is the sample thickness and f  is the correction factor.56 When R , ^  <1.5, 
one can consider that f  = 1.

A magnetic field is then applied and the Hall coefficient is measured.
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Magnetic field

D

A

0
Fig. 5.13 Sam ple configuration for Hall m easurement (reprinted from Ref. 55 with per
m ission, copyright 1994 Elsevier).

voltage, VAC, between A and С is measured. Here, В is the magnetic field and AR  ̂the 
difference of R̂  before and after application of the magnetic field. The Hall mobility, 
HHand carrier concentration, n, can then calculated as follows.

Here, e is the elementary charge.
Hall measurement is now possible even for semi-insulating materials by using a 

system with high impedance.57 For this measurement, it is necessary to pay attention to 
the precision of the magnetic field value and temperature. For precise measurement, it 
is necessary to prepare an appropriate sample shape1 but in routine measurement, it was 
shown by a round-robin test55 that a simple rectangular sample shape as shown in Fig. 
5.13 is sufficient. It was pointed out that the temperature correction is a significant 
matter especially for semi-insulating materials such as GaAs.

(5.15)

(5.16)

R3 is the resistance calculated when the current IBD is passed between В and D and the

='
R h

P
1

(5.17)

n = (5.18)e\iHp
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Using a Schottky electrode or a pn junction, it is possible to measure the capacitance 
per unit area from the following equations.

5.5.2 C-V Measurement

Here, Nd is the concentration of ionized donors, Vd the diffusion voltage, V0 the applied 
voltage, e  the vacuum permittivity and e s the relative permittivity of the semiconductor. 
According to this equation, the value of Vd can be obtained from the plot of 1/C2 and V 
and from the value of C, the value of N d can be obtained. When the capacitance is 
measured by imposing a small AC voltage with a high frequency of about 1 MHz on the 
DC voltage, the carrier concentration can be obtained assuming that Nd is due to shal
low donors. The basic method has been described in Ref. 58 and various modifica
tions59*63 have been developed in order to achieve a simple and rapid measurement. This 
method is used for the confirmation of the Hall measurement. It is also effective to 
measure the carrier concentration depth profile from the surface. The measurement can 
be performed by using metal electrodes deposited on a polished sample. As a depth 
profiling method, an etching solution is used to measure the carrier concentration by 
etching the sample surface, using a mercury contact electrode.

5.5.3 Transient Spectroscopies
The behavior of deep levels in semiconductors is explained by Shockley-Read-Hall 
(SHD) statistics.64 67 The behavior of deep levels is summarized by M ilnes .68 Various 
methods have been developed to evaluate deep levels, as reviewed in Refs. 69-72.

(1) Deep Level Transient Spectroscopy (DLTS)
Transient spectroscopy methods as shown in Table 5.3 are useful techniques to exam
ine deep levels in semiconductors. Among various methods, DLTS and ICTS methods 
are the most practical and they are very often used for compound semiconductor mate
rial characterization. This transient spectroscopy is based on the capacitance change, 
C(t), of a Schottky or a p-n junction as a function of time, expressed as in the following 
equation.

Here, CTO, is the capacitance at t = oo5 x the time constant, N=NT/(ND+NT) where NT is 
the trap density and ND the carrier density.

In DLTS, 73 when a forward pulse is superimposed on a constant reverse bias, a dif
ference of junction capacitance is observed as shown in Fig. 5.14. When the tempera
ture is scanned from a lower temperature to a higher temperature, the time constant for 
the variation of the junction constant is changed. When the capacitance difference at tj

(5.19)

(5.20)



CHARACTERIZATION 117

S

e
a

Tm |
IE
f-

(a) Depletion layer capacitance change as a 
function o f time at various temperatures

(c) Change o f AC as a 
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Fig. 5.14 Principle of DLTS method (reprinted from Ref. 73 with perm ission, copyright 
1974 American Institue of Physics).

and t2 is plotted as a function of temperature, the capacitance difference has a maxi
mum at a certain temperature. The DLTS signal, S(T) is can be represented as,

S(T) = C(tj) - C(t2) (5.21)

(5.22)

(5.23)

(N/2) exp -  exp t 2

1 k X j

AC = S(T) exp exp At -1

Here, At = t2-  t,. The time constant xm where the DLTS signal reaches a maximum can
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Table 5.3 Various Transient Spectroscopic M ethods
Method Ref.
Electrical DLTS (Deep Level Transient Spectroscopy) 73

ICTS (Isothermal Capacitance Transient Spectroscopy) 74
DLFS (Deep Level Fourier Spectroscopy) 80

Optical ODLTS (Optical DLTS) 81
DLOS (Deep Level Optical Spectroscopy) 82
PICTS (Photo Induced Current Transient Spectroscopy) 83, 84

Thermal TSC (Thermal Stimulated Current) 75-79
TSCAP (Thermal Stimulated Capacitance ) 76,77, 85

be obtained as follows.

dS(t)
dt

(4  ~ *2) 
In (t j / 12 )

(5.24)

(5.25)

ДС thus can then be obtained as follows by inserting xm in Eq. 5.23. 

AC = S(T )exp[-— exp At
-1 (5.26)

From the value of AC, the trap density NT can be obtained and by plotting In (T2x) 
versus T-1, the activation energy of the trap can be obtained.

(2) Isothermal Current Transient Spectroscopy (ICTS)
Using ICTS,74 it is possible to measure deep levels without scanning the temperature. 
When Eq. 5.20 is differentiated and multiplied by t,

t m = £ ! 5 . expLl|
dt 2x x

(5.27)

At t = x, this function becomes

C N t _ AC 
(2e) T ~

(5.28)

Therefore, when Eq .5.27 is calculated and plotted, without temperature scanning, the
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Au Ge N i/A u

Fig. 5.15 Electrode arrangement of the three-electrode guard method (reprinted from Ref. 
86 w ith perm ission, copyright 1985 American Institue of Physics).

time constant is obtained from the peak time, AC at the peak height and the trap density 
Nt. The advantage of ICTS is that no temperature scan is necessary but the disadvan
tage is that the peak position must be predicted prior to the measurement.

(3) Thermal Stim ulated Current (TSC)
For high-resistive and semi-insulating materials, the TSC method75'79 is an effective 
one. The TSC method is based on the carrier release from deep levels as a function of 
temperature. Before measurement, the sample is cooled and light-irradiated in order to 
capture carriers in deep levels. On increasing the temperature, the current due to re
leased carriers is analyzed as a function of temperature. The equation for obtaining the 
energy of a deep level is given as follows.

Here, Tm is the peak temperature, Ec the energy of the bottom of the conduction band, Et 
the energy of the deep level and p is the rate of temperature rise.

(4) Other Methods
Apart from the above methods, there are various modified methods80'85 as shown in 
Table 5.3 for investigating the deep levels in semiconductors. DLTS and ICTS can be 
used only for conductive materials, while TSC and PITS methods can be used even for 
semi-insulating materials.

—  oc exp
P

(5.29)
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This method was developed to measure the uniformity of the resistivity over the wafer. 
A plain Ohmic contact electrode is made on the back side of the wafer and round elec
trodes covered with a protecting electrode are made on top of the wafer (Fig. 5.15).86 
The protecting electrode is earthed in a way that the leakage current will not affect the 
measurement. Since the electrodes are of diameter 45 ц т  at intervals of 70 ц т , resis
tivity mapping of high resolution can be obtained. It is well known that the non-unifor
mity of the resistivity corresponds quite well to the crystallinity and affects the device 
performance in the case of semi-insulating GaAs as explained in Chapter 8.

5.6 IMPURITY AND COMPOSITION ANALYSIS
5.6.1 Solid Source Mass Spectroscopy (SSMS)
In SSMS,87 ions generated from a sample by vacuum discharge are accelerated through 
slits and dispersed at a certain velocity. Out of the slit, ions are selected in a magnetic 
field depending on the m/Q, where m is the mass and Q the charge. Therefore, each 
element can be detected quantitatively from its intensity. For the mass spectroscopy, a 
Mattauch-Herzog type double convergence mass spectrometer is generally used.

5.6.2 Secondary Ion Mass Spectroscopy (SIMS) and Ion Micro Analyzer  
(IMA)
In this method,88 the sample is sputtered by primary ions with energies of 1-10 keV and 
the emitted secondary ions are analyzed by a mass spectrometer. This method is also 
called IMA (Ion Microprove Analysis) when the ion beam diameter is sufficiently 
small to have the ability to scan. This method is useful to evaluate the depth profile of 
impurities.

5.6.3 Glow Discharge Mass Spectroscopy (GDMS)
GDMS89 is the most recent analysis method which gives most reliable quantitative 
analysis results. The detection limit of GDMS is low compared with other methods. A 
typical analysis example for CdTe is shown in Table 15.9.

5.6.4 Fourier Transform Infrared (FT-IR) Spectroscopy
FT-IR is based on obtaining a transmitted light spectrum by the Fourier transformation 
of interferograms through a two light beam interferometer.90 The method has an advan
tage that no slit is necessary for light dispersion and that all wavelengths can be mea
sured simultaneously. Because of these advantages, high-resolution spectra can be ob
tained quickly

FT-IR is thus an effective analysis method for impurities which give infrared ab
sorption depending on the vibration mode. The most typical useful example of FT-IR 
analysis is the case of carbon in GaAs. The infrared absorption due to localized vibra
tion is measured by FT-IR and from the intensity, the carbon concentration is deter
mined as explained in Sec. 8.5.1.

5.5.4 Three Guard Electrode Method
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5.6.5 Chemical Analysis
The physical and optical analysis methods as mentioned above are effective in analyz
ing the main impurities in materials. It is however necessary to analyze these impurities 
quantitatively and/or becomes necessary to calibrate the above analysis methods. 

Among the main chemical analysis methods, the following methods are well known.
(i) Induced coupled plasma spectroscopy (ICPS)91
(ii) Flameless atomic absorption spectroscopy (FAAS)92-93
(iii) Nuclear activation analysis (NAA)

5.6.6 Stoichiometry Analysis
Since compound semiconductor materials consist of more than two elements, there is 
always a possibility that they will deviate from stoichiometry. The deviation is how
ever very small and it is difficult to analyze this non-stoichiometry.

(1) X-ray diffraction method
For precise measurement of lattice constants, X-ray diffraction is applied and from the 
precise lattice constant measurement, stoichiometry can be analyzed.94,95

(2) Coulometric titration method
The other effective method for stoichiometry measurement is the coulometric titration 
method, in which the specimen is dissolved in a specific solution and the rest of the 
solution is analyzed by coulometric titration.96'98 This method was first established by 
Gardels and Corwell96 to determine the stoichiometry of various inorganic compounds. 
This method has been applied to GaAs, InP and CdTe99*101 and was found very effective 
in analyzing the stoichiometry quantitatively.
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6. APPLICATIONS

6.1 INTRODUCTION
Compound semiconductor materials have many fields of application as explained be
low. They are used in more fields than Si devices even though the amount is less than 
Si for each field. The reason why compound semiconductors have more applications is 
due to their physical properties which are different from Si. They thus end up covering 
a very wide range of fields, including displays,1 optical communication,2 microwave 
communication,3 solar cells,4 radiation detectors,5 sensors6 and so on. This wide range 
of applications which already exist and are indispensable to human beings' lives con
vinces us that the development of compound semiconductors is an important factor for 
the prosperity of human life and economic and social development. This is much more 
so because for compound semiconductor materials, there are more possibilities that 
new materials with new properties can be developed. In this chapter, existing industrial 
applications and future applications are reviewed. All applications are briefly summa
rized in Table 6.1.

6.2 PHOTONIC DEVICES
The main applications of compound semiconductors are photonic devices which are 
based on the advantage that compound semiconductor materials have a range of 
bandgaps. Photonic devices are categorized as light emitting devices such as laser di
odes (LDs) and light emitting diodes (LEDs) and photodetectors. All these applications 
now establish a market scale of more than five billion dollars a year. Photonic devices 
also have a future as optoelectronic integrated circuits and optical computers.

6.2.1 Laser diodes
Laser diodes are diodes based on double hetero pn junction structures by which carriers 
are confined and light is emitted by carrier recombination and by stimulated emission.7 
Laser diodes were first proposed by Baisov in 1961.8 Kroemer proposed the double 
hetero (DH) pn junction structures for laser diodes.9 Hereafter, various lasing experi
ments were tried and room temperature continuous oscillation was finally realized by 
Hayashi and Panish for AlGaAs/GaAs laser diodes in 1970.10 The review of DH lasers 
are found in Ref. 11.

A typical DH structure for a GaAs based laser diode is as shown in Fig. 6.1(a). 
Carriers are confined between n-GaAlAs and p-GaAlAs due to the bandgap difference 
between GaAs and GaAlAs. Carriers are recombined efficiently in the GaAs layer as in 
Fig. 6.1(b) and the emitted light itself is also confined because of the difference of 
refractive index as shown Fig. 6.1(c). Lasing happens when stimulated emission oc
curs. As seen in Fig. 6.2 (a), when electrons recombines with holes, light is spontane
ously emitted. When light is absorbed, electrons are excited and electron and hole pairs

125
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Table 6.1 Applications of Com pound Sem iconductors
Devices Materials A pplications
Photonic devices 

Laser D iodes (LDs)
Far Infrared LDs PbSnTe/PbTe Gas analysis
IR LDs InGaAsP/InP Fiber com m unications

Visible Light LDs
Red LDs A lG aA s/G aA s CD players

InG aAlP/G aAs DVDs
Ultraviolet LDs InG aN /sapphire DVDs

Light Emitting D iodes (LEDs)
IR LEDs InGaAsP/InP Fiber com m unications

G aA lA s/G aA s v Detectors
Red LEDs A lG aA s/G aA s 

G aA sP/G aA s 
GaP(Zn, O)

Orange LEDs G aAsP/G aP
Green LEDs GaP(N)

GaP
D isplays

Blue LEDs InG aN /sapphire  
ZnSe/G aA s 
ZnSe/Z nSe /

White LEDs InG aN /sapphire D isplays, Lighting
Z nSe/ZnSe D isplays

U ltraviolet LEDs A lG aN /sapphire Sterilization
Photodetectors

Far IR H gCdTe/CdTe N ightvision
M iddle IR InSb Therm oviewer
IR InGaAs/InP Fiber com m unications
Visible Light A lG aA s/G aA s Fiber com m unications

Electronic D evices
MESFET GaAs Cellular phones
HEMT A lG aA s/G aA s Cellular phones 

Satellite broadcasting
InGaAs/InP A nticollision sensors

HBT InGaAs/InP Cellular Phones
JFET GaAs, InP Cellular Phones
Gunn D iodes GaAs, InP A nticollision sensors

Solar Cells
GaAs-base Satellite
CdTe-base Terrestrial power generation
InP-base Satellite
chalcopy rite-base Terrestrial power generation

Radiation detectors
CdTe Medical instrum ents
GaAs Astronology

M agnetic Sensors
Hall Sensors InSb, InAs Motor speed sensors
M agnetic Resistance InSb Contactless sensors
Devices
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Fig. 6.1 GaAs based double hetero structure laser diode, (a) Laser structure, (b) band 
diagram, (c) distributions of refractive index and light intensity.
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are generated (Fig. 6.2 (b)). When this excitation exceeds spontaneous recombination, 
stimulated emission as shown in Fig. 6.2(c) occurs.

The intensity of emitted light as a function of injected current is as shown in Fig. 
6.3. When the current is low, spontaneous emission is predominant and this type of 
emission occurs in LEDs. When the current exceeds the threshold, lasing occurs. 

There are three types of laser diodes depending on the wavelength, infrared LDs,
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1(A)

Fig. 6.3 Threshold current (1^) for lasing.

visible LDs and long wavelength LDs.11 In Fig. 6.4, the possible wavelengths for vari
ous materials are shown. For these laser diodes, conductive GaAs, InP, GaSb substrates 
are used for the epitaxial growth of mixed compound semiconductor materials as sum
marized in Table 6.1.

Infrared laser diodes based on InGaAsP/InP in the wavelength of 1.2-1.6 fxm are 
mainly used for long distance optical fiber communications.12,13 Infrared laser diodes 
based on InGaAsP/GaAs in the wavelength of 0.7-0.8 \im are mainly for CD players

Visible 1 ! Infrared

PbxSnj_xSe 1— \-------------- ►
i PbxSni_xTe b j-------------- ►
j P4 Sl-xSe 1---------1 |
i 1пхм \-хзъ  1— 1
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Gaxlnl-xAsypl-yj----- 1 ii
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(AlxGai_x)yhn_yAs hj---- 1 j

I—1 (AlxGai-xfr^l-yP 1
1— 1 CdxS i_xSe |

1-------------j-------- 1 Ga^In^N |
1-------1 AJjGaj.jN

-yN1------------ ----------------- 1 (AlxG»l-x)yb4_____:_______i____ i____ :___ 2_______—L--------------------1---------
0.1 0.5 1 5 10 50 100

Lasing wavelength (pm)

Fig. 6.4 Possible lasing w avelength for various materials.
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Heatsink Region

ШЕЕ)  ̂ *n*rarec* based LED (reprinted from Ref.37 with permission, copyright 1977

and laser printers and partly for optical fiber communications.,4> 15 Visible light laser 
diodes based on GaAlAs/GaAs and InGaAlP/GaAs in the wavelength of 0.5-0.7 ц т  
have been developed as light sources for CD players, DVD players, laser printers and 
optical disk memories.16'21 Shorter wavelength lasers based on InGaN/sapphire have 
recently been developed as light sources for high density DVD players.22’24 ZnSe lasers 
have also been developed for short wavelengths.25-26 Long wavelength laser diodes in 
the wavelength of about 2-10 ц т  are under development,27*28 aiming at gas analyzers 
and atmosphere contamination detectors. Various lasers based on AlGalnSb/GaSb and 
PbSnSeTe/PbTe are under development.29

6.2.2 Light Emitting Diodes (LEDs)
There are various types of LEDs as shown in Table 6.1. These LEDs are summarized 

in Refs. 7 and 30-35. Most of them have been developed for visible wavelengths and 
are used for displays and functional applications and some of them have been devel
oped for infrared wavelengths for fiber communications.

(1) Infrared LEDs
Quartz fiber communications mainly use infrared laser diodes and detectors. For very 
short distance communications, it is necessary to use low cost light emitting devices. 
Infrared LEDs36 based on GaAs for the 0.8-0.9 mm wavelength range and those based 
on InP for 1.3 mm wavelength37*38 are used for local fiber communications. Fig. 6.5 
shows an InP based infrared LED which is applicable for the wavelength of 1.3 mm. 
The performance requirements for fiber communication are brightness and high re
sponse rate. Increased brightness is obtained by applying double hetero structures and 
high response rate is obtained by high impurity concentrations which decrease the car-
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Table 6.2 Various Light Emitting D iod es (LEDs)
Material Growth W ave Transition

Emitting layer Substrate method Color length (nm) type
InGaAsP InP LPE(DH) IR 1300 direct
GaAs(Si) GaAs LPE IR 940 direct
GaAs(Zn) GaAs diffusion IR 900 direct
A1oj5Gao.65A s(Si) GaAs LPE(SH) IR 880 direct
GaAs GaAs LPE(DH) IR 870 direct
AI0.MGa0.,7AS GaAs LPE(DH) IR 850 direct
A10.15Ga0.5AS GaAs LPE(DH) IR 780 direct
GaP(Zn,0) GaP LPE red 700 indirect
GaO«AIOJ5AS GaAs LPE(SH) red 660 direct
Ga. « A10JSAS GaAs LPE(DH) red 660 direct
GaAso.A.4 GaAs VPE+diffusion red 650 direct
GaASo.«Po,5(N) GaP VPE+diffusion red 650 direct

GaAs.J5P.«(N) GaP VPE+diffusion orange 630 indirect
InAlGaP GaAs MOCVD orange 620 direct
GaAW « ( N ) GaP VPE+diffusion orange 610 indirect
InAlGaP GaAs MOCVD yellow 590 direct
GaAs0]5P0K(N) GaP VPE+diffusion yellow 588 indirect
GaASo,oPo.9o(N) GaP VPE+diffusion yellow 583 indirect
GaP(N) GaP VPE+diffusion yellow 590 indirect
InAlGaP GaAs MOCVD yellow -green 573 direct
GaP(N) GaP LPE yellow  green 565 indirect
GaP GaP LPE green 555 indirect
ZnTe ZnTe diffusion green 555 direct
InGaN sapphire MOCVD green 525 direct
ZnSSe GaAs MBE green 513 direct
InGaN sapphire MOCVD blue 460 direct
SiC SiC LPE blue 480 indirect
ZnSe ZnSe diffusion blue 480 direct
ZnS ZnS MOCVD blue 460 direct
InGaN sapphire MOCVD violet 400 direct
AlGaN sapphire MOCVD ultraviolet 405 direct
AlGalnN sapphire MOCVD ultraviolet 330 direct

LPE: Liquid Phase Epitaxy, VPE: Vapor Phase Epitaxy, MOCVD: Metal Organic Chemical 
Vapor D eposition, SH: Single Hetero, DH: Double Hetero

rier life time.39

(2) Visible LEDs
Visible LEDs between red and green are made industrially using two main compound 
semiconductor materials, GaP, GaAs. This is one reason why these two materials are 
the most important materials in compound semiconductors. GaN based LEDs are made 
industrially for short-wavelength LEDs following these two materials. Zn based mate
rials such as ZnSe, ZnTe and ZnO are promising for short-wavelength LEDs and are 
under investigation.
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- Red LEDs
Red LEDs are produced in various systems. GaP doped with Zn and О can emit red 
light due to recombination between Zn and O30 as shown in Fig. 6.6(a).

Ga, xAsxP epitaxial layers are grown on GaAs substrates by hydride chemical vapor 
deposition for red LEDs. Typical LED structure is shown in Fig. 6.6 (b). Since there is 
a large lattice mismatching between the epitaxial layer and the substrate, it is necessary 
to grow a thick composition gradient layer on the substrate before growing p-n layers.31

GaAlAs epitaxial layers are grown on GaAs substrates by liquid phase epitaxy.40 
Typical LED structure is shown in Fig. 6.6 (c). In the case of GaAlAs, high quality 
epitaxial layers can be grown on the substrate since it has a lattice matching with GaAs 
substrates. Two types of p-n junctions result and high efficiency LEDs can be made 
using double hetero structures.

- Yellow and orange LEDs
The bandgap of GaAsP can be changed from red wavelength to yellow wavelength in 
the range of direct transition.31 Growing epitaxial layers of desired composition on GaP 
substrates, yellow and orange LEDs can be fabricated as shown in Fig. 6.7(a). To pre
vent the lattice mismatch between GaP substrates and the active layers, the composi
tion gradient layer is grown between them.

InAlGaP layers can be grown on GaAs substrates by the MOCVD method (Fig.
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Fig. 6.6 Red LEDs based on (a) GaAs (Zn-O), (b) GaAsP and (c) DH-GaAlAs.
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Fig. 6.7 Yellow  and orange LEDs based on (a) GaAsP and (b) InAlGaP.

6.7(b)). Since InAlGaP has good lattice matching with GaAs, high quality double 
hetero structures can be grown, and thus high luminosity LEDs can be produced.41'44

- Green LEDs
GaP has a bandgap of 2.26 eV which corresponds to the wavelength of 555 nm, pure 
green light. GaP is therefore used for green LEDs (Fig. 6.8(a)). When N is doped in 
GaP, it makes isoelectronic levels and direct transitions can be realized between the 
valence band and N levels. This is the reason why N doped GaP has strong luminosity. 
Since N level is slightly lower than the bottom of the conduction band, the wavelength 
of emitted light becomes yellow green, slightly longer than that expected for GaP 45,46 

Pure green GaP LEDs have been produced by liquid phase epitaxy.47 The epitaxial 
growth has been performed by the temperature difference method by controlled vapor 
pressure (TDM-CVP). Since GaP itself is an indirect transition material, the luminosity 
itself is very weak. Besides this, red emission is predominant in GaP due to complex
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Electrode
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(a) (b)
Fig. 6.8 Y ellow  green LEDs based on (a) N -d oped  GaP and (b) b lue-green  LEDs w ith  
Z nC dSe/Z nSSe/Z nM gSSe on GaAs (from Ref. 51 with perm ission).
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defects. In liquid phase epitaxy, this red emission is suppressed by purification and 
pure green emission can be achieved.48 The luminosity is however lower than N-doped 
yellow-green GaP LEDs.

Another attempt at achieving pure green LEDs uses ZnTe material. ZnTe has a 
bandgap of 2.26 eV which corresponds to pure green light 555 nm and ZnTe is a direct 
bandgap material. ZnTe is therefore a promising material for pure green LEDs. ZnTe 
has however two main problems. One is in that high quality material cannot be ob
tained. Secondly, pn junctions can not be realized due to the self-compensation prob
lem. Sato et al. however first showed that a pn junction can be reproducibly made using 
high quality ZnTe single crystals and showed LED emission in preliminary results.49' 50

ZnSe has been studied for blue-green LEDs, based on ZnSe based epitaxial layers on 
GaAs substrates51-52 as shown in Fig. 6.8 (b). As explained in Sec. 4.2.5, the difficulty 
of pn junction formation because of the self-compensation phenomenon is the obstacle 
for this LED. The other obstacle is that it is difficult to obtain high quality bulk single 
crystals of ZnSe. There are reports that high efficiency, long lifetime LEDs based on 
the homo-epitaxial growth of ZnSe to ZeSe substrates can be prepared by vapor phase 
growth.53-54

Blue-green LEDs have recently been realized based on GaN materials. These LEDs 
were developed by the extension to longer wavelengths of blue LEDs based on GaN as 
explained below. To obtain blue-green, the In content in the InGaN active layer is in
creased from blue (x = 0.2) to pure green (x = 0.4). This increase of the In content 
makes it difficult to fabricate InGaN layers due to the phase separation in the InGaN 
phase. This phase separation problem is well resolved in commercial LEDs.55'57

- Blue and violet LEDs
For full color displays, three primary colors, red, green, blue are necessary. Red and 
green LEDs already existed but blue LEDs have only recently been achieved. Several 
materials have been investigated for blue LEDs.

Ti/Al
p-GaN

p-AlGaN

Al-doped SiC layer InGaN active layer n electrode
____ N-doped SiC layer

n-GaN

n+ SiC substrate
GaN buffer layer

7 Sapphire substrate
Ni/Au

(a) (b)

Fig. 6.9 Blue LED based on (a) SiC and (b) GaN.
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Blue LEDs based on SiC have been explored for a long period. SiC has a bandgap o f 
2.93 eV and is a promising material for blue LEDs.58 SiC crystals have been grown by 
the Lely method and large diameter substrates have been reported. Blue light emission 
has been reported using the homoepitaxial pn junction as shown in Fig. 6.9(a).

Blue LEDs have been industrially achieved based on InGaN layers grown by 
MOCVD on sapphire substrates (Fig. 6.9(b)). In this system, highly efficient blue 
LEDs can be produced even though there is a large lattice mismatching between epi
taxial layers and substrates.59 64 The mechanism of this high efficiency is still under 
question but it may be related to the existence of In which promotes carrier localiza
tion. By reducing the In content, it is also possible to produce violet LEDs.65

- White LEDs
White light LEDs are promising devices not only for backlighting of cellular phone 
screens and automobile panels but also for illumination lighting replacing incadescent 
lights and fluorescent lights. In order to achieve brightness exceeding the present light
ing devices, various white light LED structures have been proposed66'68 as shown in 
Fig. 6.10. A simple way is to use three RGB LEDs as shown in Fig. 6.10(a) but this is 
too costly.

The first white light LEDs were realized applying blue light LEDs to excite yellow 
phosphors68 as shown in Fig. 6.10 (b). The combination of blue light and yellow light 
makes white light. This configuration however does not give satisfactory chromaticity. 
In order to achieve better chromaticity, various phosphors have been investigated.

The other structure is to apply ultraviolet LEDs to excite three color (RGB) phos
phors in order to achieve white light emission of satisfactory chromaticity (Fig. 6.10 
(c)). This structure has been proposed in a Japanese national project named " The light
ing toward the 21st century"69 and reported white light LEDs.70

Matsubara et al.71"73 have developed phosphor-free white light LEDs using ZnSe 
LEDs which emit blue light. In this structure, yellow light is emitted from the ZnSe 
substrate due to excitation by the blue light. This is because ZnSe substrate material 
emits yellow light due to native defects in the substrate material. Blue light from the 
LED structure and yellow light from the substrate causes white light to be emitted.

Another structure is based on quantum dots and rare earth metal doped structures 
(Fig. 6.10(d)). Damilano et al.74 showed that white light emission can be achieved from 
a structure involving various sizes of quantum dots. The application of quantum dots 
for white light emission is very practical since good white light needs the integration of 
light of various wavelengths. This need compensates for the difficulty of the control of 
quantum dot size. The fact that various sizes of quantum dots are spontaneously made 
helps by producing light of various wavelengths. The other advantage of quantum dot 
LEDs is that no phosphor is necessary since the quantum dots can emit all colors by 
being of all different sizes. The chromaticity of the quantum dot LED is however very 
limited since the colors are not all pure. To counter this disadvantage, the doping of 
rare earth metals is effective. In fact, Steckl et al.75 have shown that white light LEDs 
can be made from quantum wells doped with rare earth metals. Rare-earth metals have 
been doped as emitters in quantum dots and it was shown that RGB and white light
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emissions can be achieved.76

(3) Ultraviolet (UV) LEDs
Ultraviolet LEDs are important not only as light sources for white light LEDs but also 
for various applications such as gas decomposers, deodorizers, bill detectors and so on. 
Near UV (NUV) LEDs have been developed using InGaN based emitting layers77 as in 
the case of blue LEDs, while ultraviolet LEDs have been studied using Al(In)GaN 
based emitting layers instead of InGaN based emitting layers78'80 as shown in Fig.
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Fig. 6.10 White LED structures, (a) Three RGB LEDs, (b) blue LED with yellow  phosphor, 
(c) ultraviolet LED with three color phosphors, (d) ZnSe LED without phosphor, (e) three 
RGB active layer LED w ithout phosphor.
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6.12(a). Various structures are now under investigation in order to increase the inten
sity.81

6.2.3 Photodetectors
When light is absorbed in semiconductor materials, electron-hole pairs are generated. 
This occurs as intrinsic transitions from the valence band to the conduction band or as 
extrinsic transitions via impurity levels. A general photodetector has basically three



APPLICATIONS 137

processes: (1) carrier generation by incident light, (2) carrier transport and/or multipli
cation, and (3) interaction of current with the external circuit to provide the output 
signal. In order to take out generated carriers as external current, there are several 
structures such as photoconductor cells, photodiodes (pin photodiodes, Avalanche 
photodiodes) and phototransistors. In Fig. 6.13, the detectability and the detection 
bandwidth of various photodetectors are^ummarized. The detectivity D* is defined as,

A 2B 2Э * - А _ Ё _  (6.1)
NEP

here, A is the detector area, В the bandwidth and NEP the noise equivalence power. 
There are several reviews of photodetectors.82'88

Various materials have been used as photodetectors such as HgCdTe and CdTe89 for 
far-infrared detectors, lead compounds (PbS, PbSe, PbTe, PbSnTe)90 and InSb for in
frared detectors,19I-92 and GaAs93,94 and InP95-96 are used for infrared detectors for optical 
communications. For ultraviolet (UV) detectors, various materials such as SiC, GaN 
and AIN are under development.97'99 Using AlGaAs/GaAs quantum wells, it is also 
possible to produce far-infrared detectors, known as quantum well infrared detectors 
(QWIP).100
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photoconducting material

(1) Photoconductor cells
Photoconductors are based on the photoconductive effect.101 Carriers generated by 
light absorption are transported in semiconductors and the generated current is simply 
detected as seen in Fig. 6.14. The photoconductivity due to light irradiation is repre
sented as follows.

Аа=е(|лсАп+цьЛр) (6.2)

Here, Да is the photoconductivity, An and Ap are electrons and holes generated by light 
irradiation. Materials which have high photoconductivity compared with the conduc
tance in the dark are appropriate for photoconductors.

Fig. 6.15 Schematic diagram of a CdS photoconductor.
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diffusion area 

Fig. 6.16 Operation of pin-photodiode.

Photoconductors including CdS photocells for visible light detectors (Fig. 6.15), and 
CdSe, PbS, PbSe and InSb photocells for infrared detectors have been made. HgCdTe, 
PbSnTe are used for far infrared detectors. Fig. 6.15 shows a CdS photocell which is 
used as a camera photometer and automatic luminance control system.

(2) Photodiodes (PDs)
Photodiodes are based on a pn junction structure under reverse bias.102 When light is 
absorbed in the junction area, electrons and holes generated in the depletion region are 
transported to both electrodes due to the high electric field in the depletion region. 
Apart from simple pn-PDs, there are two other more sensitive photodiodes, pin-PDs 
and Avalanche PDs.

- pin-PDs
In the case of pin PDs, an i-layer with low carrier concentration and a thin p+ layer are 
formed on an n+ substrate as seen in Fig. 6.16. When the reverse bias is applied between 
the cathode and the anode, the depletion region is expanded in the i-layer and a high 
electric field is formed in the i-layer. When light strikes the surface, the anode side, it 
is absorbed exponentially as a function of depth. Excited carriers in the depletion re-
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Fig. 6.18 Phototransistor operation.
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gion are transported to both electrodes with high saturated drift velocity (Fig. 6.16). 
Since the electric field is much higher in the i-layer than in the n-layer for conventional 
pn-PDs, the photoresponse of pin-PDs is fast and the cutoff frequency is of the order of 
several 10 kHz. Carriers in the p+ layer and n+substrate are transported by diffusion so 
that their velocity is small and the recombination of carriers occurs easily so that the 
photosensitivity deteriorates. From this point of view, the thickness of these layers 
must be well designed. Various photodiodes based on GaAs, GaAsP, InGaAs(P),103 
InAs, HgCdTe and PbSnTe have been realized.

- Avalanche PDs
In the case of Avalanche photodiodes (APDs), a low doping p-layer is formed in the pn 
junction as shown in Fig. 6.17 and a very high electric field can appear in this layer.102- 
104 When carriers generated by light irradiation are injected into this layer, they are 
amplified by impact ionization. This is called the Avalanche effect. This multiplication 
factor M is represented by the following Miller's empirical equation,

M = ------- !--------  ( n = 2 - 6)
1 -  (V/VB)- (6.3)

where V is the bias voltage and VB the breakdown voltage.
APDs thus have a high m ultiplication factor up to M = 1000 and are very sensitive 

so that they are low noise and high speed detectors with cutoff frequencies of several 
GHz. However, their performance is very sensitive to temperature so that precise tem
perature control is required. Avalanche photodiodes are made not only with Si and Ge 
but also with compound semiconductors, such as GaAs, InP, InGaAs(P) and GaAlSb.

(3) Phototransistors
Phototransistors are based on p-n-p or n-p-n transistors in which the base region is 
used as the light active region without the electrode. The emitter is forward biased and 
the collector is reverse biased. In the case of the n-p-n structure, holes generated by 
light irradiation gather in the base while electrons generated by light irradiation flow 
from the base to the emitter and to the collector. The base energy level is therefore 
more positively biased and because of this forward bias, electrons are injected from the 
emitter to the base as shown in Fig. 6.18. Therefore, the photocurrent is multiplied due 
to this forward biasing. The multiplication is about 10-103 but the photoresponse is low 
because carriers are transported by diffusion.

Phototransistors are made with Si and even with compound semiconductors.105 They 
are applied in fire alarm sensors, crime prevention sensors, mark readers and writing- 
pens.

6.3 ELECTRONIC DEVICES
Electronic devices using compound semiconductor materials are mainly based on 
semi-insulating GaAs and InP, but recently GaN and SiC materials have been exten
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sively investigated. The fundamentals of electronic devices can be seen in Refs. 1 0 6 -  
108. As shown in Fig. 1.22, GaAs has higher saturated electron velocities com pared  
with Si. High frequency devices can thus be developed using GaAs substrates and th e y  
are widely used in many fields. GaAs devices were first developed for military applica
tions in the US, but they are now used for many civil applications. Successful exam ples 
of them are cellular phones and satellite broadcasting applications. InP is another c a n 
didate for electronic devices. As shown in Fig. 1.22, InP has a high saturated electron 
velocity and therefore is believed to be more promising than GaAs for electronic d e 
vices. These high frequency devices are promising for anticollision automotive r a 
dars.109

Recently, a demand has developed for electronic devices for automobiles to handle 
high powers for hybrid, electric and fuel cell cars. As seen in Table 6.3, wide band gap 
compound semiconductors, especially SiC and GaN are promising materials for these 
high power devices.U0,1,1

Device structures are classified as shown in Table 6.4. Details of these devices are 
reviewed in various publications. In this chapter, they are briefly explained from the 
viewpoint of material development.

6.3.1 Metal-Semiconductor Field Effect Transistor (MESFET)
MESFET as reviewed by Sze112 was first proposed by M ead.113 MESFET (metal field 
effect transistor) is based on the Schottky diode gate114 as shown in Fig. 6.19. Three 
electrodes, source, gate and drain are formed on a conductive layer (an active layer) 
which is formed by ion implantation or epitaxial growth. A current is passed through 
the source and the drain and is controlled by applying a voltage to the gate electrode. 
The gate is based on a Schottky diode, and by applying a negative bias, the depletion

Table 6.3 Electronic D evice Performances of Various M aterials (from Ref. 110 with per
m ission)

Si GaAs 4H-SiC 6H -SiC 3C-SiC GaN Diamond
Bandgap (eV) 1.11 1.43 3.02 2.86 2.20 3.39 5.47
Thermal conductivity 
(W/cm-K)

1.51 0.54 4.9 4.9 4.9 1.3 20.9

Electron mobility 
(cm2/V-sec)

1500 8500 1000 460 800 900 1800

Hole mobility 
(cm2/V«sec)

450 420 120 10 70 400 1600

Saturated drift velocity 
xlCP (cm/sec)

1 2 2.7 2.0 2.0 2.7 2.7

Breakdown field (10s V / cm) 
Figure of merit

3 6.5 35 28 12 26 56

Johnson' index 1 19 990 400 730 550 2500
Key’s index 1 0.52 5.8 5.0 5.8 1.5 32
1/Ron 1 53 890 260 490 340 3900

1 14 13 4.9 8.0 9.1 50
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Table 6.4 Various Electronic Devices
FET MESFET GaAs, InP

MISFET InP, SiC
JFET GaAs, A lG aAs/G aAs, SiC
HEMT AlGaAs/G aAs, A lG aN/G aN

ВТ HBT AlG aAs/ G aAs/ AlGaAs
SIT GaAs/G aAs
BED Gunn diode GaAs,InP

FET: Field Effect Transistor, MESFET: M etal-Sem iconductor Feiled Effect 
Transistor, JFET: Junction Field Effect Transistor, MISFET: Metal-Insulator- 
S em icon d u ctor F ield  Effect T ransistor, HEMT: H igh Electron M obility  
Transistor, ВТ: Bipolar Transistor, HBT: Hetero Bipolar Transistor, SIT: Static 
Induction Transistor, BED: Bulk Effect Device, GD: Gunn diode

layer is expanded so that the source-drain current is controlled. In the case of GaAs, 
Schottky electrodes can be easily formed and this is one of the main reasons why GaAs 
electronic devices have been widely developed.114 Since undoped semi-insulating 
GaAs can be used, isolation between MESFETs is easy only requiring the substrate 
material. This is very advantageous compared to Si in which pn junctions are necessary 
for device isolation. This is one of the reason why GaAs ICs are believed to be promis
ing from the viewpoint of low power dissipation.

In the case of InP, Schottky electrodes can not be formed easily. This is the reason 
why the development of InP electronic devices has been slow compared with GaAs. 
The reason why it is difficult in the case of InP may be because the native oxides such 
as ln20 3 and P20 5 are not stable while the native oxides such as Ga20 3 and As20 5 are 
stable. The achievement of a stable InP Schottky electrode would therefore be highly 
desirable and one monolayer of stable oxide has shown promise.115

Fig. 6.19 M etal-Semiconductor Field Effect Transistor (MESFET)
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6.3.2 IGFET (Insulating Gate FET)/MISFET(Metal-Insulator-Semiconductor
FET )/MOSFET(Metal-Oxide-Semiconductor FET)
The first IGFET using GaAs was reported by Becke and W hite.116 IGFETs are also 
known as MISFETs and MOSFETs. These devices are based on a gate which is formed 
by a metal-insulator-semiconductor structure as shown in Fig. 6.20. There are two 
types devices, the inversion type and the depletion type. As shown in Fig. 6.20 (a), 
when a positive voltage is applied to the gate, minority carrier electrons accumulate at 
the surface of the p-substrate and an n-channel is formed. The current through this n- 
channel can be controlled by the gate voltage. This is called the inversion-type device 
and is normally-off since when the gate is not biased, no n-channel is formed and no 
current flows.

The depletion type device is as shown in Fig. 6.20 (b). The gate is formed on an n- 
type substrate. When no bias voltage is applied at the gate, current flows through the n- 
substrate between the source and drain. This current is controlled by expanding the 
depletion layer under the gate by applying a negative gate bias. This is a normally-on 
type device since current flows through the source and the drain when no gate bias is 
applied. The structure is similar to MESFETs but the source-drain current is controlled 
by the depletion layer formed under the insulating layer.

The advantage of these devices is in the fact that depletion and accumulation type 
devices can be made so that complementary devices for integrated circuits (ICs) be
come possible, but it is difficult to find good insulating layers.



APPLICATIONS 145

p+ diffusion

In the case of GaAs, because of the high concentration of interface levels, the inver
sion type device can not be realized. The depletion type device however has been 
shown to be possible117 since the Fermi level can be changed in the range where there 
are not many interface levels. In the case of InP, inversion type devices can be made 
much more easily than with GaAs since the positions of interface levels are close to the 
conduction band.118

6.3.3 Junction Field Effect Transistor (JFET)
The operation of JFETs was first proposed by Schockley119 and analyzed by Decay and 
R oss.120 The operation of GaAs based JFET was then analyzed by Lehovec and 
Zuleeg.121 This device is based on a pn structure as the gate as shown in Fig. 6.21. The 
current through the active layer is controlled by applying the bias voltage to the gate 
and varying the depletion layer in the pn junction. JEFTs based on GaAs have been 
reported.122 Planer type JFETs123 and hetero junction type JFETs124 have been reported. 
The advantage of the JFET is that both normally-on type and normally-off type devices 
can be made so that complementary circuits can be made for ICs, and that high 
transconductance (gm) and high saturation current can be obtained. In fact, JFET ICs 
have been developed using GaAs substrates.125

6.3.4 High Electron Mobility Transistor (HEMT)
The HEMT was invented by Mimura et al.126 based on the application of nAlGaAs/ 
undoped GaAs modulation doped layer127 as the active layer of FET. When an undoped 
active layer (GaAs) is covered by a larger bandgap highly n-doped layer (AlGaAs) as 
shown in Fig. 6.22, carriers in the highly n-doped layer are injected into the undoped 
layer and without doping the undoped layer a two dimensional electron gas (2DEG) 
with high carrier concentration can be formed which acts as the active layer. Since high 
carrier concentration can be achieved, high electron mobility can be obtained without 
impurity scattering. Because of this 2DEG, high mobility transistors can be made.

The first HEMT was made using AlGaAs/GaAs layers on GaAs substrates and was 
developed using higher mobility InGaAs/InP layers on InP substrates. The highest cut
off frequency reported is in excess of 500 GHz.128
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Fig. 6.22 (a) Structure of depletion-HEM T, (b) band diagram  of depletion-HEMT 

6.3.5 H etero B ipolar T ra n sis to r (HBT)
This is a bipolar transistor in which a wide bandgap material is used as the emitter. The 
operation analysis of this device was first performed by Kromer.129 The advantages o f  
this structure are as follows.

(i) The reverse injection of minority carriers from the base to the emitter is small so 
that high emitter injection efficiency and high current gain are obtained.

(ii) Even though the base concentration is made high, high current gain is obtained 
with low base resistance so that a high speed transistor with high current gain is 
achieved. In the 80's, supported by the development of MBE and MOCVD, various 
HBTs have been extensively studied.

In Fig. 6.23, a typical HBT, with п-AlGaAs emitter, p+ GaAs base and n+-GaAs 
collector is shown [130]. In the HBT, electron carriers flows from the emitter through 
the base to the collector, and this collector current (Ic) is controlled by the base current 
Cy. The HBT is thus a current driven device which is different from the FET w h e r e  the 
source-drain current is controlled by the gate voltage, that is a voltage driven device. 
HBTs have the following advantages.

n+-GaAs

Fig. 6.23 Schematic structure of hetero bipolar transistor ( HBT).
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(i) While FETs need two power supplies, negative one and positive one, HBTs can 
be operated by only one power supply.

(ii) Current can be made to flow perpendicularly to the surface of the substrate so 
that the current per surface area can be made large and the area of transistors can be 
made small.

(iii) Signal deviation is small so that it is appropriate for cellular phone communica
tion over CDMA networks.

HBTs have been also developed not only using AlGaAs/GaAs layers on GaAs sub
strates but also using InGaAs/InP layers on InP substrates. The highest cutoff fre
quency reported so far came close to 1 THz.130

6.3.6 Gunn Diodes
Gunn131 first found that when a bias is applied at two Ohmic contacts either side of n- 
GaAs, it oscillates with high frequency when the electric field exceeds a threshold 
value. This is called Gunn effect and it was explained by Kroemer132 as a RWH (Rid- 
ley-Watkins-Hilsum) mechanism.

GaA has two conduction valleys, L valley and U valley as seen in Fig. 1.10. Elec
trons at the L valley have higher mobility, having small effective mass, than those at 
the U valley where electrons have larger effective mass. When the electric field is in
creased, electrons at the L valley move to the U Valley so that the mobility is de
creased. Mean drift velocity as a function of the electric field is therefore shown as Fig. 
6.24. It is seen that between Et and E2, there is a negative resistance.

Because of this negative resistance, a high field dipole domain is generated in the 
GaAs as shown in Fig. 6.25, where electrons accumulate at the cathode side and holes 
accumulate at the anode side because the electric field is high and the mobility is low in 
the domain. When this domain reaches the anode, since there is no low mobility area, a 
heavy current flows and then a new domain is generated at the cathode and moves from 
the cathode to the anode. Because of this domain transfer, high frequency oscillation 
occurs. The frequency, f, is represented as follows,

f = v/L (6.4)

where v is the mean drift velocity of the domain and L is the thickness of GaAs bulk 
material. The Gunn effect is observed for GaAs, InP, CdTe and GaAsP and Gunn di
odes based on InP which oscillate at 500 GHz have been reported.133

6.3.7 Integrated Circuits (ICs)
The above fundamental devices are integrated as digital ICs134 for computer applica
tions, as MMICs135 for wireless communications especially for cellular phones and as 
OEICs136 for high speed fiber communications.

Following the report of a GaAs MESFET,1,3 the operation frequency has been im
proved up to microwave range114 and even logic devices based on Gunn devices have 
been studied.137, 138 The first logic device using GaAs MESFETs was reported from
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Electric Field
Fig. 6.24 D ependence of the velocity  of conducting electrons of n -typ e G aA s on the 
electric field.

High Field Dipoe 
Domain

Fig. 6.25 Operation of the Gunn diode.

HP and since then GaAs logic ICs have been developed extensively. The concept of 
Optoelectronic Integrated Circuits (OEICs) was proposed by Somekh140 and the first 

was reporte by Ury et al.141 The combination of high frequency devices with
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optoelectronic devices has been extensively studied to develop small-scale ICs for fi
ber communication systems. These OEICs have been developed mainly based on GaAs 
substrates for short wavelength (0.8-0.9 ц т )  and on InP substrates for long wave
length (1-1.6 ц т )  applications. Various OEICs are reviewed in Refs. 136, 142 and 143. 
GaAs ICs are now important for high-speed local, point-to-point and local-area net
work (LAN) communications.144

6.3.8 Power Devices
For power devices based on SiC substrates, various structures such as SBDs, JFETs, 
MOSFETs and SITs have been extensively studied.110*In*145 AlGaN/GaN HEMTs using 
SiC substrates or Si substrates are also under development for power devices.146,147 
These high power devices with higher frequencies and high break down voltages are 
promising for automobile applications and for low power consumption switching de
vices.

6.4 SOLAR CELLS
Solar energy, based on the nuclear fusion in the sun, is an eternal, environmentally 
friendly and clean form of energy which is expected to reduce the consumption of 
fossil fuels which generate C 02 gas destroying the earth's environment. Si based solar 
cells such as single crystal Si, polycrystal Si and amorphous Si are made industrially. 
Compound semiconductor solar cells are however promising from the viewpoint of 
energy conversion efficiency and radiation resistivity. The principle and various solar 
cells are reviewed in Refs. 148-150.

As shown in Fig. 6.26, compound semiconductors have higher absorption coeffi
cients because most of them are direct transition so that the thickness of the solar cell 
can be smaller than Si which is indirect transition. This is the main reason why com
pound semiconductors are promising for solar cells.

Typical solar cells are based on the photovoltaic effect which occurs at the pn junc
tion as shown in Fig. 6.27. When the solar cell is irradiated with light, electron-hole 
pairs are generated. When the pn junction is short-circuited as shown in Fig. 6.27 (a), 
electrons flow to the n region and holes flow to the p region due to the electric field in 
the depletion region at the pn junction. The photocurrent, 1^ thus flows out in the exter
nal circuit without any external electric field. This photocurrent is known as the short- 
circuit photocurrent.

When the pn junction is open-circuited as shown in Fig. 6.27 (b), electrons accumu
late in the n region forming the negative space charge, and holes accumulate in the p 
region forming the positive space charge. Because of this space charge, the Fermi level 
of the n region is raised with respect to that of the p region, and the energy difference 
Vqc, which is called the open photovoltage, is formed. Voc depends on the light irradia
tion intensity and the maximum is the diffusion voltage of the pn junction where the 
bottom of the conduction band of the n region equals to that of the p region.152

The I-V characteristics of the above pn junction are as shown in Fig. 6.28. Without 
light, it shows conventional diode characteristics as seen as the dark current. When
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Fig. 6.26 O p tica l ab sorp tion  c o e ff ic ie n ts  for som e h ig h ly  ab sorb in g  co m p o u n d  
sem icon d u ctors. A lso  sh ow n  are the ab sorp tion  c o e ffic ie n ts  for a m orp h ou s and 
crystalline silicon (reprinted from Ref. 151 with perm ission, copyright 1982 IEEE).

Fig. 6.27 Photovoltaic effect of the pn junction, (a) short-circuited photocurrent state, (b) 
open-circuited photovoltaic state.
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irradiated with light, the I-V characteristics are deviated to the negative current side 
with 1^ the short-circuit photocurrent. This is the maximum current that can be gener
ated. When the circuit is opened, the maximum open photovoltage, Voc, is obtained 
without any current flow.

When a load resistance is put in the circuit, the I-V relationship is represented as 
follows.

Here, IL is the photocurrent which flows reversely to the dark current, Is [exp (eV/kT)
-  1]. Here, Is is the saturation current. When 1 = 0, this equation gives the open circuit 
voltage as

When V = 0, this equation gives the short-circuit current IL.
In real solar cell operation with a load resistance, R, the current and the voltage are 

determined at the cross point between the I-V curve and V = -  IR line. Power is con
sumed by the resistance with P = RF. To maximize power generation, the load resis
tance must be selected so that the product P = IV becomes maximum (Fig. 6.28).

Solar energy has an irradiation spectrum as shown in Fig. 6.29.154 It has a peak at 
about 0.4 |nm and has a long tail to longer wavelength. In order to absorb as much solar

I = Is [exp (eV/kT) - 1 ] - I L (3.5)

(3.6)

V ____dark current

short curcuit current

T.

T

Iph
photocum

V =  -  IR

under illumination

Fig. 6.28 I-V characteristics of a solar cell w ithout light illum ination  and w ith light 
illum ination.
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Fig. 6.29 Four curves related to solar spectral irradiance.154

Fig. 6.30 Ideal solar-cell efficiency at 300K for 1 sun and for 1000 sun concentration.155
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energy as possible, solar cell material must have an appropriate bandgap. It is noted 
that if the bandgap is too small, energy larger than the bandgap is lost as phonons and 
converted to heat. If the bandgap is too large, light with energy less than the bandgap is 
transmitted. It is thus known that there is an optimum bandgap for a solar cell to obtain 
the greatest energy conversion.

Fig. 6.30 shows the ideal conversion efficiency for various solar cell materials.155 It 
is seen that the greatest conversion efficiency can be obtained with a bandgap around 
1.4-1.7 eV.156 CdTe, GaAs and InP are materials with high conversion efficiencies. It is 
also important that the material be of direct transition type so that the light can be 
effectively absorbed. In indirect transition materials, light is absorbed by giving energy 
to phonons and the energy conversion is thus reduced.

6.5 FUNCTIONAL DEVICES
Apart form the above mentioned devices, there are other devices which are classified 
as functional devices. They are radiation detectors, Hall devices and magnetoresistance 
devices.

6.5.1 R adiation Detectors
Radiation detectors include there are ionization chambers, Geiger-Muller counters, 
scintillation counters, proportional counters and semiconductor detectors. Regarding 
semiconductor detectors, various reviews are published.5,157-163

When semiconductors are irradiated by, e.g., X-rays and y-rays, electron-hole pairs 
are formed due to the excitation of electrons from the valence band to the conduction 
band. The energy for the formation of one electron-hole pair is referred to as the W 
value. In the case of semiconductor materials, W values are much lower than those for 
the ionization of gases (-30 eV). Semiconductor detectors are therefore more sensitive 
radiation detectors than ionization chambers. For one radiation photon, therefore many 
electron-hole pairs can be formed compared with other detectors. This is the reason 
why semiconductor detectors can be used for high energy resolution detectors. For 
several semiconductor detector materials, the W value is known to be represented as

W = 1.95 Eg+ 1.4 eV (6.7)

against the energy bandgap, Eg, at room temperature164 as shown in Fig. 6.31.
This photoelectric effect, namely the excitation of electrons from the valence band 

to the conduction band, depends approximately on Z4, where Z is the atomic number. 
The higher the atomic number of the material, the higher the photoelectric effect 
against the Compton effect as shown in Fig. 6.32. Radiation stopping power is there
fore proportional to the average atomic number by four. Higher Z material therefore 
needs less thickness to detect the same radiation energy, thus making it easier to realize 
detectors of small size .

Electrons and holes which are generated in semiconductor materials are transported 
to electrodes under the electric field. This transport velocity is represented as цЕ and 
because of the transport of both carriers, charges can be induced at the electrodes.
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BAND GAP ENERGY (eV)

Fig. 6.31 Relationship between the bandgap energy and the average energy for electron- 
hole pair form ation (reprinted from Ref. 164 with perm ission, copyright 1968 American  
Institue of Physics).

Table 6.5 Performances of Radiation Detector Materials
E (eV ) z e(eV) m (cm /V  s) 

electron hole
цтЕ (cm) 
electron hole

Si (300K) 1 .1 2 14 3. 61 1 350 480 200 200
Ge (77K) 0.74 32 2.98 З.бхЮ4 4.2x10* 200 200
SiC 2.2 14-6
GaAs (300K) 1. 4 31-33 4. 2 8 600 400 0.086 0.004

-0. 86 -0.04
GaP 2.25 31-15 7.8 300 100
CdS 2.42 48-16 6.3 300 50
ZnTe 2.26 30-52 340 100
CdSe 1.75 48-34 5.8 720 75 29 3.0
CdTe (300K) 1. 47 48-52 4. 43 1100 100 0.5 0.025
InSb 0.17 49-51 1.2 78000 750
GaSb 0.67 31-51 4000 1400
InAs 0.36 49-33 33000 460
InP 1.27 49-15 4600 150
AlSb 1.52 13-51 5.055* 200(1200) * 550(700*)
HgI2 (300K) 2.13

* Lt____ i.* . 1 __1
80-53 4 .2 100 4 1 0.1

* theoretical value
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Fig. 6.32 Linear attenuation coefficients for photoelectric absorption, Compton scattering 
and pair production in Si, Ge, CdTe and H gl2 (reprinted from Ref. 165 with perm ission, 
copyright 1973 IEEE).

These charges are amplified and analyzed by pulse height analyzers and the measure
ment of energy can be achieved. In reality, due to carrier trapping and recombination in 
materials because of impurities and defects, transporting carriers decay with lifetime x. 
The product цтЕ, the mean free path that carriers can travel in the material, is therefore 
an important parameter indicating the energy resolution performance of detector mate
rials.
Semiconductor detectors have thus the following features.

(i) Higher energy resolution
(ii) High detection efficiency
(iii) Smaller size
As shown in Table 6.5 summarized from Refs. 157-163, various compound semi

conductor materials are believed to be good candidates for radiation detectors because 
they have higher atomic numbers and higher stopping powers. Some of them are ex
plained in Chapter 7 and following. In practice, CdTe radiation detectors have been 
developed and they are mainly used in medical application fields. CdTe radiation de
tectors are also good candidates for radiation dosimetry and spectrometry.
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Fig. 6.33 Principle of the operation of the Hall sensor 

6.5.2 M agnetic sensors
When electrons move in semiconductor materials, a magnetic field will induce a 
Lorenz force and the trajectory of the electrons will be changed. The greater the mobil
ity, the higher the output due to this magnetic field. As magnetic sensor materials, 
compound semiconductor materials with high mobilities such as InAs, InSb and GaAs 
are mainly applied. Magnetic sensors include Hall devices and magnetic resistance de
vices. These magnetic sensors are reviewed in Refs. 6 and 165-167.

(1) Hall sensors
In Fig. 6.33, the principle of the Hall sensor based on the Hall effect168 is demonstrated. 
A Hall sensor is formed from four electrodes. When a current flows through one pair of 
electrodes, a voltage VH appears between the other pair of electrodes under the applica
tion of a magnetic field perpendicular to the Hall device. The Hall voltage is repre
sented as follows.

VH= R HIB/d, RH=l/qn (6.8)

Here, VH is the Hall voltage, I the current, В the magnetic flux density, d the thickness 
of the Hall device, q the electronic charge and n the carrier concentration.

Table 6.6 summarizes typical Hall device performances.169 InSb has a high mobility 
so that the operating voltage of Hall devices is low. GaAs has a larger bandgap so that 
its temperature dependence is low and the magnetic resistance effect at higher mag
netic fields is negligible, giving a good linearity.170

(2) M agnetic resistance devices
A magnetic resistance device is formed from a rectangular shape with two electrodes.
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Table 6.6 Various Hall Device Materials
Hall m obolity 
цн (cm2/V  - sec)

Bandgap 
Eg (eV)

Melting 
point (°C)

Electron
concentration (cm 3)

InSb(single crystal) 70,000 0.17 530 undoped
InSb 20,000-30,000 0.17 530 -2x1016
InAs(single crystal) 28,000 0.36 945 undoped
InAs(polycrystal) 20,000 0.36 945 ~ 2x l0 16
GaAs(epitaxial) 4,500 1.4 1,237 ~ 2 x l0 16
GaAs( ion im plantation) 3,000 1.4 1,237 ~ 3 x l0 17
GaSb (single crystal) 3,000 1.0 706 undoped
InP (single crystal) 4,000 1.26 1,062 undoped
InSb-GaSb (mixed crystal) -6 ,000 0.2-0.36 - -

Si 1,400 1.08 1,410 undoped

It is based on the resistance change due to the magnetic field. When electrons flow in 
the material, the Lorenz force deflects the trajectory of these electrons. This change 
causes change in resistance and it makes a magnetic sensitive device. For this applica
tion, InSb is mainly used.171 These magnetic resistance devices are used for non contact
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7. GaP
7.1 INTRODUCTION
GaP is one of the compound semiconductor materials which has a large market share 
and whose developement began a long time ago and has been extensively studied. The 
reason why GaP was first developed was because it had a possibility for light emitting 
diodes (LEDs). Since GaP has a comparatively large bandgap (2.26 eV), it is possible 
to make LEDs of various colors such as red, yellow and green by controlling the 
dopants.1

7.2 PHYSICAL PROPERTIES
The physical properties of GaP2 are summarized in Table 7.1. The melting point of GaP 
is rather high at 1467 °C and the dissociation pressure of P at the melting point is as 
high as 39 +  7 atm. GaP has a wide bandgap as wide as 2.26 eV so that it is used as 
LED material for various colors. Even though GaP is an indirect transition material, 
LEDs have been realized by appropriate doping.

Fig. 7.1 shows the phase diagram of GaP.3 Jordan et al.4 have calculated thermody
namically the densities of Ga vacancies and P vacancies as a function of vapor pressure 
and temperature and obtained the precise phase diagram as shown in Fig. 7.2.

The band structure of GaP5 is as shown in Fig. 7.3. GaP has a zincblende structure 
and its conduction band has its minimum at XI [100] similar to silicon and its valence 
band has its maximum at Г16 [000].5 Since GaP is an indirect transition semiconductor, 
recombination between electrons and holes is accompanied by phonon generation.

7.3 CRYSTAL GROWTH
Since GaP is dissociable at high temperatures as shown in Fig. 7.1, it has been difficult 
to grow single crystals. Preliminary work on crystal growth of GaP is summarized by 
Miller.6 Industrially, GaP polycrystals are synthesized by the HB method and single

Table 7.1. Physical Properties of GaP
Crystal Structure zincblende
Lattice Constant 5.4495 A
Density 4.1297 g /c m 3
Melting Point 1467 °C
Linear Expansion Coefficient 5.3-5.81 xlO*6 /d e g
Thermal Conductivity 1.1 W /cm -K
Dielectric Constant 11.1
Refractive index 2.529
Bandgap at Room Temperature 2.261 eV
Intrinsic Carrier Concentration 5X1015 cm*3
Electron Mobility 200 cm2/V .sec
Hole Mobility 120 cm2/V»sec
Intrinsic Resistivity 2x1016 Q*cm
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Fig. 7.1 Phase diagram of GaP (reprinted from Ref. 3 w ith  p erm ission , copyright 1965 
Elsevier). sXG0

CL5003 Q 5002 05001 0.5000 0.4999

x j  (ATOM FRACTION)

Fig. 7.2 The solid com position of GaP as a function of temperature for fixed values of Pps ■ 
Each isobar is id en tified  on top by its pP in units of atm. The en velop e curve to the 
isobars is the solidus boundary of GaP (reprinted from Ref. 4 w ith perm ission, c o p y r i g h t  
1974 American Institue of Physics).

crystals are grown by the LEC method. In order to reduce dislocation densities, VGF or 
VB methods have also been used. Some reviews7’9 have summarized the development 
of GaP crystal growth.
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Fig. 7.3 Band structure of GaP (1.6K) (from Ref. 5 with permission).

7.3.1 Polycrystal Synthesis
In earlier times, GaP powders were grown by the reaction of Ga+PCl3 or GaPO^+I^. 
The vapor growth (VG) method based on the reaction of Ga+P+Gal310 and the solution 
growth (SG) method based on the reaction of Ga+P or Ga+PHj11 were then developed. 
The VG method has the advantage that the yield is high and the process quantity is 
large, but the disadvantage is the low growth rate and the necessity to seal the ampoule. 
By the SG method, Ga solution saturated by GaP is cooled down from 1100-1200 °C 
and GaP crystals are grown. The quality of grown crystals is high but the growth yield 
is low.

The melt growth method has been developed by Fischer12 and Matsumoto.7 Fischer 
has synthesized GaP crystals of about 80 g using a two zone furnace and reacting the 
Ga melt with phosphorus vapor in a high pressure demountable chamber.

In the method described in Ref. 7, the synthesis is performed in an apparatus as 
shown in Fig. 7.4. The apparatus is set in a high pressure furnace and the inert gas is 
controlled in such a way that the inner pressure P, is higher than the outer pressure P2. 
Ga and B20 3 in the crucible are melted and the Ga melt temperature is raised to 1500 
°C. Phosphorus is heated to about 590 °C in order to convert Ga to GaP by the reaction 
between Ga and the phosphorus vapor.

Industrially, GaP is synthesized using a high pressure horizontal Bridgman (HB) 
furnace as shown in Fig. 7.5. In the HB furnace, Ga in a boat and red phosphorus ingot 
are sealed in a quartz ampoule. Ga is heated up to 1200 °C and phosphorus is heated to 
400 °C. Phosphorus vapor is dissolved in the molten Ga. When the ampule is moved, 
GaP is deposited in the Ga melt in the colder region and poly crystal GaP is grown.
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Fig. 7.4 Vertical section of an apparatus for syn th esiz in g  GaP p o lycrysta ls (reprinted  
from Fig. 5.2 at p. 138 in Ref. 7 with perm ission).

7.3.2 Single C rystal Growth
For GaP, several crystal growth methods have been investigated as shown in Table 
7.2.12*32 In the early days, the solution growth method was studied extensively. In in
dustrial production, the liquid encapsulating Czochralski (LEC) method is mainly used 
for reasons of cost performance and productivity.

(1) Melt growth
- Liquid Encapsulated Czochralski (LEC) method

RF coil
GaP polycrystal

Heater
________ ^ ____________

[ • • • • J /  Heater
/

/  ̂ Ga melt 1 (T)> Transfer

1
! • • • • ] N2 gas

T
High pressure vessel

Fig. 7.5 Poly crystal synthesis furnace for GaP (from Ref. 9 w ith perm ission).
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Table 7.2 Various Crystal Growth of GaP
Method Results Authors Year Ref.
THM First application of the THM to compound 

sem iconductors
Broder et al. 1963 34

LEC First application of the LEC method to GaP Bass et al. 1968 13
LEC First application of the LEC method to GaP Mullin et al. 1968 14
VGF Growth by the soft am poule method Fischer 1970 12
LEC Growth w ith doping of S, Se, Те and Zn Nygren et al. 1971 15
LEC Study of defects in LEC crystals Rozgonyi 1972 16
LEC Growth from non-stoichiom etric melts von Neida 1972 17
LEC Use of flat-bottom  crucibles and after-heaters Nygren 1973 19
LE-VGF First application of В2Оэ encapsulant to VGF Blum et al. 1973 28
SSD Frist concept of SSD growth Poiblaud et al. 1973 33
SSD First application of the SSD method to 

com pound sem iconductors
Kaneko et al. 1973 30

LEC Observation of growth by X-ray imaging Pruett et al. 1974 20
SSD Im provem ent of SSD for increasing the growth  

rate
Gillessen et al. 1976

1977
31, 32

LEC D islocation-free crystal growth by necking Roksnoer et al. 1977 21
LEC Diam eter control by choracle Ware et al. 1978 22
LEC Effect of diameter control on thermal stress Watanabe et al. 1978 23
LEC Autom atic computer control of diameter Fukuda et al. 1981 24
LEC Im provem ent of temperature distribution Watanabe et al. 1983 25
LEC A utom atic com puter control of diameter W ashizuka et al.1983 26
VGF Growth with seeding under phosphorus 

pressure control
Gault et al. 1986 27

LE-VB 52 mm diameter dislocation free crystals Okada et al. 2000 29
LEC: Liquid Encapsulated Czochralski, VGF: Vertical Gradient Freezing, LE-VGF: Liquid 
Encapsulated VGF, LE-VB: Liquid Encapsulated Vertical Bridgman, SSD: Synthesis by 
the Solute D iffusion, THM: Travelling Heater Method

For the industrial growth of GaP crystals, the LEC method (Sec. 2.2.3(2)) is mainly 
used. Using a LEC furnace as shown in Fig. 2.4, GaP polycrystals are placed in a cru
cible with the encapsulant B20 3. Inert gas such as nitrogen or argon is introduced into 
the furnace up to 70 atm above the dissociation pressure of GaP. The crucible is then 
heated to melt the GaP polycrystals and the seed crystal is dipped to grow GaP single 
crystals.

The advantage of the LEC method is its high growth rate with the capacity to grow 
large diameter crystals. The purity of crystals can be improved because of the gettering 
effect of B20 3. In the case of GaP, because phosphorus diffuses out through B20 3, it 
makes B20 3 opaque and changes the heat balance at the liquid-solid interface. In order 
to overcome this problem, it is essential to optimize the crystal growth conditions such 
as the inert gas pressure, the temperature gradient, the water content of B20 3 and the 
thickness of B20 3.

When the crucible was heated by RF heaters, the axial temperature gradient in B20 3 
was in the level of 500 °C/cm which was too high to grow crystals without fracturing.17 
However, after applying a resistive heater system, the temperature gradient in B20 3 
was reduced to 100-250 °C/cm and large diameter crystals could be grown reproduc-
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ibly.7 It is also reported that dislocation-free crystals can be grown by optimizing the 
growth conditions, mainly controlling the radial temperature distribution by using the 
bottom heater.25

In the case of GaP, it is known that diameter control is very difficult because of the 
low viscosity of GaP at the melting point. To control the diameter, various methods 
such as the preprogramming method,17 X-ray imaging method, 18 weighing method19-20 
and the coracle method22 have been investigated. The coracle method is very effective 
in growing <111> crystals but can not be applied for growing <100> crystals because 
twinning occurs very easily.

The computer control system has been developed for growing single crystals up to 
62 mm by closed loop control using a weighing method.24 After applying this method, 
crystal growth under lower temperature gradients became possible.

- High Pressure Vertical Gradient Freezing (HP-VGF) method
Fischer12 and Gault et al.27 have grown GaP single crystals by the HP-VGF method. In 
Fig. 7.6, the HP-VGF furnace configuration and the crucible arrangement are shown. 
By this HP-VB method, <111> oriented GaP single crystals with a diameter of 50 mm 
and with a weight of 1300 g (Fig. 7.7) can be grown. Growth has been achieved under 
axial temperature gradients of as low as 8 °C/cm and the dislocation density of grown 
crystals can be down to the region of 800 - 2000 cm'2.

- Liquid Encapsulated Vertical Bridgman (LE-VB) and V ertical G radient 
Freezing (VGF) methods
Blum et al. first applied В20з as an encapsulant for the growth of GaP by the VGF 
method28 and found that the dislocation density could be reduced to the region of Ю3 
cm 2.

Okada et al.29 examined the growth of GaP by the LE-VB method. They have grown 
S-doped 52 mm diameter GaP single crystals and shown that the dislocation density 
can be reduced to less than 102 cm 2. The advantage of the LE-VB method is that am
poule sealing is not necessary for each growth process.

(2) Solution growth
- Solute Solution Diffusion (SSD) method
In order to grow high purity GaP, a solution growth method which is referred to as the 
SSD method (Sec. 2.3.3) was first reported.30 This method has been applied also by 
Gillessen et al.31,32 The same principle has been invented simultaneously by Poiblaud 
and Jacob33 for the growth of GaP. This method is based on growth in a solution in 
which the solution composition is controlled by the phosphorus vapor supplied by heat
ing the phosphorus reservoir as shown in Fig. 2.9. This method has the advantage of 
being able to grow high purity GaP crystals but the growth rate is low.

- Travelling Heater Method (THM)
The THM has been applied to the growth of GaP by Broder and Wolff.34 The travelling
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(a) (b)
Fig. 7.6 (a) Cross sectional view  of a high-pressure VGF furnace and (b) the growth vessel 
and contents (reprinted from Ref. 27 w ith permission, copyright 1986 Elsevier).

Fig. 7.7 <111> seeded  50 mm diameter GaP single crystal grown by the HP-VGF method  
(reprinted from Ref. 27 w ith perm ission, copyright 1986 Elsevier).
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heater zone is heated by a RF coil to about 1100 °С and single crystals with a diameter 
of about 60 mm and a length of 25 mm have been grown.

7.3.3 Reduction of Dislocation Densities
Since the dislocation density affects the light emission efficiency of LEDs, especially 
for yellow-green LEDs,35 it is important to reduce it. In order to decrease the disloca
tion density, the following methods have been applied.

(1) Necking
As mentioned in Sec. 4.3.3, necking is a procedure effective in growing dislocation- 
free crystals. In the case of GaP, Roksnoer et al. have applied this necking procedure 
and were able to obtain dislocation-free crystals.21 It was however shown that disloca
tions are newly generated from the shoulder part of the growing crystal and they propa
gate into the crystal and the density increases as high as 105cm 2 level.

(2) Growth from  non-stoichiometric melt
GaP crystals have been grown from a phosphorus rich melt (up to 36 at%). A lower 
growth temperature could be used and the PL quantum efficiency was improved.17 
There was however the problem of the formation of Ga inclusions and a deceased 
growth rate.

(3) Impurity hardening
Matsumoto7 reported that silicon doping was effective not only in reducing defects 
such as D-pits (Dislocation pits) but also S-pits (Saucer pits). It is also found that the 
EPD in epitaxial layers on Si-doped substrates is the same as that in the substrate. The 
impurity hardening method has the disadvantage that the melt is contaminated, pre
venting crystal growth and that light adsorption in the crystal deteriorates because of 
the impurity .

(4) Reduction o f temperature gradient
Among various techniques for the reduction of dislocation densities, crystal growth 
under low temperature gradient with diameter control is industrially applied.23 As pre
dicted by the Tsivinsky equation as explained in Sec. 3.5, the reduction of axial tem
perature gradient is effective in reducing dislocation densities. In practice, Watanabe et 
al.36 showed that the dislocation densities could be reduced as a function of the axial 
temperature gradient as shown in Fig. 7.8.

When the axial temperature gradient is reduced, diameter control becomes difficult 
because the radial growth rate rises. In order to grow low EPD crystals, crystal diam
eter control becomes very important. Watanabe et al.23-36 developed a computer con
trolled system (Fig. 3.13) which can be applied even under a low temperature gradient.

(5) VGF/VB method
The application of VGF/VB methods is an alternative method to reduce dislocation
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densities. Since the temperature gradient can be greatly lowered compared with the 
LEC method, crystals with low dislocation densities can be obtained. As explained 
above, these methods have been proven effective in reducing dislocation densities and 
other defects, and are useful for growing larger diameter single crystals with low dislo
cation densities.28-29

(6) Effect o f Stoichiometry
Nishizawa et al.37 have studied the effect of phosphorus over pressure on the disloca
tion density of GaP in the TDM-CVP method (Sec. 2.3.5). It was shown that under the 
appropriate overpressure, the dislocation density could be minimized.

7.4 C H A R A C T E R IZA T IO N
7.4.1 Purity

An example o f the purity o f LEC GaP is shown in Table 7.3.7 Even though a silica 
crucible is used, the contamination of Si is as low as 0.03 ppmw. This is explained by 
the oxidation of impurities such as C, Si, B, Al, Mg, Ca which have higher formation 
free energies than that of B20 3. It is also suggested that the addition of Ga20 3is effec
tive in reducing impurities by oxidizing those whose oxide formation free energies are 
larger than that o f Ga20 3.

7.4.2 Defects
(1) Dislocations and micro-defects
The relationship between the efficiency of radiative recombination and the lattice de
fect density has been studied.35- 38,39 As shown in Fig. 7.9, GaP has a large amount of 
dislocations in the 105cnr2 range and micro-defects in the 106-107cm'2range, which 
impair the luminosity of green LEDs.

Dislocation densities of GaP are determined by counting the number of D-pits (dis- 
location-pits) which can be revealed by RC etchant (8 ml H^O + 10 mg AgN03 + 6ml 
HN03 + 4 ml HF for 3 min. at 65 °C).40’44 It is also known that В-pits (background pits) 
are revealed by RC etching.25 The origin of В-pits is not clear but it is known that when 
substrates with high В-pit densities are used for LPE epitaxial growth, the density of 
pits on LPE layers is greatly increased.

Si-doped GaP single crystals show lower defect densities [7]. Not only the density 
o f dislocations but also the density o f S-pits (explained below) and small pits with 
cones were lowered. Using optical elasticity measurement, the residual stress in crys
tals with varying diameter was analyzed.36,44

(2 ) Other defects
S-pit (saucer-shaped pits or shallow pits) can be revealed by RC etchant. Rozgonyi et 
al.45 found that there is a correlation between the spatial inhomogeneities in the photo
luminescence efficiency and the local variation of S-pit densities. It is therefore impor
tant to reduce not only dislocations but also micro-defects such as S-pits.29,40-43 

The origin of S-pits are considered to be as follows.
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TEMPERATURE GRADIENT (°C/cm )

Fig. 7.8 Relationship between the axial tem perature grad ient and d islocation  density 
(from  Ref. 36 with permission).

D-pit density of n~LPE layer /^ tcrrf2]
Fig. 7.9 Dependence o f green LED quantum efficiency and m inority carrier life tim e on 
the dislocation density of LPE layers(reprinted from  Ref.39 w ith  permission, copyright 
1977 IEEE).
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Table 7.3 Purity of LEC GaP
_______________________________________________ ppmw.

В Al Si Ms К Ca Fe Cu F Cl As Zn S Те
0.4 0.008 0.03 ND 0.08 0.01 ND ND <0.006 0.03 0.02 <0.07 <0.03 <0.13

(i) Precipitated impurities such as 0, S, Ga20 3, Ga2S3
(ii) Impurity-native defect complex
(iii) Dislocation loops decorated with impurities
(iv) Non-stoichiometric defects such as VGa
Okada et al.29 have studied the origin of S-pits by analyzing dislocation-free LE-VB- 

grown crystals and concluded that they are vacancy-type Frank dislocation loops 
which surrounding stacking faults accompanied by P precipitates. It was also found 
that these S-pit defects can be eliminated by heat treatment due to the out-diffusion of 
originally formed Ga vacancies.46

(3) Striations
There are two types of striations, rotational and unrotational, as explained in Sec. 4.5. 
It is known that in an asymmetric thermal environment, remelt striations are generated. 
Iizuka41 has reported the micro-defect distribution due to striations. These striations 
can be eliminated by making the thermal environment symmetrical, reducing tempera
ture fluctuations and optimizing crystal and crucible rotations.

(4 ) Point defects
Jansen and Sankey47 have calculated the formation energy of point defects in GaP by an 
ab initio pseudo-atomic method and shown the concentration of point defects as a func
tion of stoichiometry.

(5) Deep levels
Deep levels have been measured by deep level transient spectroscopy (DLTS)48'51 and 
some data are summarized in Figs 7. 10 . In Fig. 7.10 (a), the level indicated as Zn-0 is 
a complex level made from ZnGa and Op which is used for red light emission in LEDs. 
Oxygen which does not bind with Zn becomes an isolated deep donor. Since its capture 
cross section is three orders o f magnitude smaller than that o f the Zn-0 complex, it 
does not impair the emission efficiency. The hole trap indicated HG in Fig. 7.10 (b) is 
known to be the level due to Cu incorporation, and traps HB and HP are due to defects 
formed by the degradation of red light emission LEDs.

7.4.3 Electrical Properties
(1 ) Carrier concentration and mobility
In Fig. 7.11, Hall mobilities at 300 К of undoped and Te-doped LEC grown GaP are 
shown.7 These data are as high as those reported by Hara and Akasaki52 on epitaxial 
layers, by Taylor et al.10 on crystals by the VG method and by Nygren et al. on LEC 
crystals.15
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(b)

oiftraps and^M h o f ™easuJec* by DLTS (from  Ref. 50 w ith perm ission), (a) Electr-
traps and (b) hole traps. The references for each item o f data are found in Ref. 50.
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Fig. 7.12 Energy levels o f impurities of GaP (reprinted from Fig. 5.7 at p. 145 in Ref. 7 
with permission).

(2) Dopant and doping control
Donors and acceptors in GaP have energy levels as shown in Fig. 7.12. These data were 
obtained for GaP crystals grown by the SG, VPE and LPE methods.1 Among them, Si is 
an amphoteric impurity and gives two levels at 0.081 eV as donor and 0.204 eV as 
acceptors. Ge also acts as an amphoteric impurity.

The distribution coefficients and the solubilities of various dopants are reported as 
shown in Table 7.4.7-15 In the case of doping with impurities such as Si, B, Al and O, 
mutual reaction must be considered because the melt is in touch with quartz and B20 3. 
The relationship o f Si and the residual oxygen is analyzed based on that calculated for 
GaAs.53 The relationship between В and Si was also experimentally examined and it 
was found that the results obey the theoretical relationship NB4 oc Nsi3.

(3 ) High resistive GaP
О and Fe form deep levels so that by doping them, semi-insulating GaP can be ob
tained.7 High resistive GaP has been reported to have been prepared by the control of 
crystal growth conditions and by wafer annealing. Oda et al.54 reported that GaP can be 
made to be semi-insulating after wafer annealing.

7.4.4 Optical Properties
GaP is an indirect transition semiconductor so that emissions by various lattice defects 
and impurities are predominant. The physics of emission centers and optical transitions 
are studied fundamentally by photoluminescence.5-55-56

(1 ) Edge emission
The edge emission spectrum at low temperature is as shown in Fig. 7.13.57 Near the
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absorption edge, three sharp lines, А, В, С and their phonon replica lines can be seen. 
The A line at 2.3177 eV is attributed to the allowed transition from the antiparallel state 
(J= l) of electron spin and hole spin. The В line at 2.3168 eV is due to the forbidden 
transition from the parallel state (J=2) of electron and hole spins. The С line at 2.310 
eV is due to the recombination of excitons with a binding energy o f 19 meV and has 
been proven to be due to neutral sulphur impurity.

(2) Isoelectronic trap emission
The A and В lines in Fig. 7.13 are known to be due to excitons bound with nitrogen 
atoms replacing P lattice sites.58 Nitrogen atoms located at P lattice sites have greater 
electron negativity than P so that they capture electrons and by these negative charges, 
holes are trapped forming excitons with a binding energy o f 11 meV. Impurities which 
act similarly to nitrogen are known as isoelectronic traps.59

Bi gives rise to isoelectronic traps, locating at P lattice sites. The A  line o f Bi is at 
2.232 eV and the В line at 2.7 meV lower than A  line. Bi has lower electron negativity 
than N so that holes are captured by Bi and electrons are trapped due to the positive 
charge.60

When the concentration of N is increased, many absorption and emission lines 
which converge to the A  line are as shown in Fig. 7.14.61 These lines are named NN1, 
NN2 from the longer wavelength side. The closest N-N pair captures excitons most 
strongly. When the distance between N-N pairs becomes greater, the binding energy o f 
excitons becomes weaker. When the distance becomes infinite, it is the same as an

photoluminescence

ОбХьг X4< 

i JfJLo

J--------L
2.12 2.16 2.20 2.24 2.28 2.32
“ I I 1 I I I I I 

photon energy(eV)
absorptition j BT  20'

CI
Fig. 7.13 Photoluminescence and absorption spectra near the absorption edge (rep rin ted  
from  Ref. 57 with permission, copyright 1963 American Physical Society).
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Fig. 7.14 N N  luminescence spectrum from  a GaP crystal containing nitrogen o f about 
5x1016 cm'3 (reprinted from  Ref. 61 w ith permission, copyright 1966 American Physical 
Society).

pboton energy in electron volts

Fig. 7.15 Photolum inescence spectra from  C-S and C -Те donor-acceptor pairs (1.6K) 
(reprinted from  Ref. 62 with permission, copyright 1965 American Physical Society).
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exciton bound by one N atom. Therefore, excitons captured by the closest N-N pair are 
called NN1 and the second nearest N-N pair are called NN2 and so on.

(3) Donor-Acceptor (D -A ) pair emission
Unintentionally doped GaP shows many varied lines in the shorter wavelength region 
as shown in Fig. 7.15. GaP has S as donor and С as acceptor impurities. Donor-accep- 
tor pair emission energy is given as Eq. 5-11 in Sec. 5.4.1(2). The distance between 
donors and acceptors, R, can only have allowed values since impurities are located at 
lattice sites. Therefore D-A pair emissions show many lines as shown in Fig. 7.15. 
There is a difference of emission line structures in the case o f C-S pairs where С and S 
are located at P lattice sites and in the case of S-Zn pairs where S located at the P lattice 
site and Zn at the Ga lattice site. Fig. 7.16 shows the emission energies as a function of 
the distance of D-A pairs, for the case of C-O, Zn-0 and Cd-O. It is clearly seen that the 
theoretical calculation results agree with the experimental results.63

(4) Exciton emission bound to impurity pair
GaP doped with Zn acceptor and О donor shows an intense red emission. This emission 
is due to excitons, which are trapped by the Zn-0 impurity pair. The Zn-0 impurity 
pair is neutral from a long distance but since the binding energy o f О is large, it acts as 
an electron trap at close range. Holes are captured by the charge o f electrons trapped by 
О and thus Zn-0 acts as a complex isoelectronic trap for excitons.64,65

Similar emission is also observed in the case of GaP doped with Cd and О as shown 
in Fig. 7.17. Spectrum I is due to excitons trapped by complex Zn-0 impurity pairs and 
Cd-0 impurity pairs. Spectrum II is due to DA pair emission between electrons trapped 
by Zn-0 or Cd-0 impurity pairs and holes trapped by isolated acceptors.

7.5 APPLICATIONS
GaP is mainly used as a substrate for LEDs with colors from red to green as explained 
in Chapter 6. As shown in Table 6.2, various epitaxial layers are grown on GaP sub
strates.1,66 Since GaP has a wide bandgap, it becomes possible to make effective mate
rials for LEDs of various colors by doping appropriate impurities as shown in Fig. 7. IS. 
The structure of these LEDs is explained in Chapter 6. Since GaP is an indirect transi
tion semiconductor, it is necessary to dope appropriate impurities in order to increase 
the emission efficiency.

Infrared LEDs are based on the recombination between electrons trapped at isolated 
oxygen donors and free holes as shown in Fig. 7.18. For red LEDs, Zn-0 pairs are used 
for exciton recombination. The emission center is based on Zn which replaces the Ga 
lattice site and the neighboring О which replaces the lattice site o f phosphorus. The Zn- 
O pair is neutral but the oxygen potential is large so that it can trap electrons to form 
excitons. This type of center is knwon as an isoelectronic trap. For yellow emissions 
and orange emissions, GaAsP grown on GaP is used. The emission wavelength can be 
controlled by changing the composition of GaAsP. To increase the emission efficiency,
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Fig. 7.16 The energies of discrete, infrared pair no-phonon lines observed in GaP (1.6K) 
doped w ith  О donors and C, Zn or Cd acceptors, plotted against the pair separations, r 
(reprinted from  Ref. 63 w ith permission, copyright 1968 American Physical Society).
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Cd-DOPED GaP 
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SHIFT OF GREEN PAIRS (m e V ) 

(d)

Fig. 7.17 (a) Curve I (Cd-O ) exciton luminescence, Curve II (Cd-O )-Cd pair luminescence 
in Cd-doped GaP at 20.4°K. (b ) Curve I (Zn-O ) exciton luminescence, Curve II (Zn-O )-Zn 
pair luminescence in Zn-doped GaP at 1.6°K. Further details o f the figure can be seen in 
Ref. 64 (reprin ted  from  Ref. 64 w ith perm ission, copyrigh t 1968 Am erican Physical 
Society).
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Conduction Band

Fig. 7.18 Various levels for LED emission of GaP (from  Ref. 9 with perm ission).

N is added as iso-electronic traps to improve the luminosity.
There are two types o f emission mechanisms for yellow-green LEDs. One is the 

emission due to the recombination between electrons trapped at Те donors and free 
holes. The other is the emission due to N atoms at phosphorus lattice sites which trap 
electrons because the electronegativity of phosphorus is high. The excitons thus 
formed atN atoms recombine.67,68 The emission peak is near the maximal eye sensitiv
ity 5500 A and high-efficiency LEDs have been developed.39,69

Nishizawa et al. have developed the temperature difference method by controlled 
vapor pressure (TDM-CVP) to grow GaP layers with controlled stoichiometry. Using 
these GaP layers, pure green LEDs with an emission wavelength of 555 nm have been 
realized.70*75
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8 .  G f t A s

8.1 IN TRO D U CTIO N

GaAs is one o f the most important compound semiconductor materials because it is 
used not only for infrared LDs and infrared and red LEDs1 but also used for high fre
quency electronic devices2 which competes with Si in high frequency and low power 
operations as described in Chapter 6. The applications o f variously doped GaAs are 
summarized in Table 8.1. The consumption of GaAs substrates is increasing year by 
year for these optoelectronic and electronic devices3 and now exceeds about three hun
dred million dollars per year.

Industrially, conductive GaAs is produced mainly by the HB and HGF methods and 
semi-insulating GaAs is produced mainly by the LEC method. Production by the VB/ 
VGF methods is however increasing because higher quality crystals can be grown.

Because of the importance of GaAs and because of the interesting physical proper
ties, GaAs is the compound semiconductor material of all compound semiconductors 
about which the largest number o f studies among various compound semiconductors 
has been performed so far. There are various reviews on GaAs.4*9

8.2 P H YS IC A L  PROPERTIES
The details of the physical properties of GaAs can be found in the literature.10 The main 
properties are summarized in Table 8.2. As seen from the table, GaAs has a lattice 
constant with which that of AlGaAs mixed crystal can be matched. To this matching, 
GaAs owes its importance as a material for AlGaAs based LEDs and LDs. GaAs 
emerged also as the main substrate for GaAsP based visible light lasers. GaAsP does 
not lattice-match with GaAs but composition gradient layers are used to grow epitaxial 
layers on GaAs.

The other very important physical property is that semi-insulating GaAs can be ob
tained which is very appropriate for electronic devices. The semi-insulating properties 
can be obtained by Cr-doping or in the undoped state by in-situ synthesis LEC growth. 
The semi-insulating properties of GaAs permit the isolation of electronic devices so 
that GaAs is a good material for IC applications since each device can be isolated with
out any p-n junctions such as are required in the case of Si. This isolation property

Table 8.1 Applications o f GaAs

Semi-Insulating
GaAs

Material
Conductive GaAs

Dopant Applications
Si doped LDs, LEDs 
Zn doped
Cr doped H igh-frequency MESFET

undoped Cellular phones
Satellite Communications
D igital ICs

185
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opened for GaAs the possibility that the integration scale might be increased more than 
with silicon though it has not been achieved because o f the side-gating effect, a prob
lem which must be solved in the future. The fact that the electron mobility o f GaAs is 
greater than that of Si makes GaAs a promising material for high frequency devices. In 
fact, high-frequency MESFETs in the region of 1-12 GHz have been used industrially, 
overtaking Si devices. GaAs is also a very important substrate for AlGaAs/InGaAs and 
AlGaAs/InGaP based very high frequency devices with cutoff frequencies up to sev
eral hundreds of GHz.

GaAs has the disadvantage that it is a semiconductor material with two constituents, 
one of which, arsenic, has a dissociation pressure o f about 1 atm. at the melting point. 
Because of this fact, GaAs can create many native and complex defects so that material 
control is much more difficult than with elemental semiconductors.

The X-T diagram1 M5 and P-T diagrams12 have been studied extensively and are de
termined as shown in Fig. 3.1. The i-line, at which the stoichiometric composition can 
be obtained is also precisely determined.16 The vapor pressure for obtaining the sto
ichiometric composition is expressed as follows

Popl(torr) = 2.6 x 106 x exp (-1.05/kTg) (8.1)

from the study on the quality of LPE GaAs.
In order to understand the formation of defects, it is important to know exactly the 

solidus lines of GaAs. Various authors have examined the solidus lines.17*19 There was 
controversy as to whether the congruent point is at the As-rich or the Ga-rich side. It is 
however established from the study o f the origin o f precipitates observed in GaAs20 
that the congruent point is at the As-rich side. The precise composition o f the solidus 
lines are not yet well determined but the congruent point is estimated deviated not less 
than several 1018cnr3 from coulometric titration analysis.

Other properties such as the stacking fault energy,21-22surface tension23-24 and vis
cosity25-26 of molten GaAs have also been studied.

Table 8.2 Physical Properties of GaAs

Crystal Structure zincblend
Lattice Constant 5.6419A
Density 5.316 g/cm3
M elting Point 1238 °C
Linear Expansion Coefficient 5.93x10*6 /deg
Thermal Conductivity 0.455 W /cm .K
Dielectric Constant 10.9
Refractive index 3.655
Bandgap at Room Temperature 1.428 eV
Optical Transition Type direct
Intrinsic Carrier Concentration 1.8xl06 cm*3
Electron M obility 8,500 cm2/V.sec
Hole M obility 420 cm2/V.sec
Intrinsic Resistivity 3.8x10* Q.cm
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Conductive GaAs bulk material is industrially grown bv the hn • 
methods such as HGF, HB and HZM methods. Even sem i-in ii.i.t f^ ix??1 gr°Wth 
Cr-doping has been industrially grown by the boat growth m ethods^LLe? after'it 
was found that undoped SI GaAs is mainly grown by the LEC method through in-situ 
synthesis, the LEC method became the main method for growing SI GaAs Recentl 
VB/VGF crystals are replacing these HB and LEC crystals because of their superior 
qualities. These crystal growth methods have been extensively reviewed in the litera 
tare.27-31

Table 8.3 Crystal Growth of GaAs by Horizontal Boat Growth Methods

8.3 C R Y S T A L  G R O W T H

Method Result Author Year Ref.
HB 3T-HB method for controlling Si and О Shimoda et al. 1969 41
HB Use of pBN boat and liner for undoped SI Swiggard et al. 1977 62

crystal growth
HB Cr-O doped SI crystals, four level model Fujita et al. 1980 60
HB Cr-O doped SI crystals and various analysis Bonnafe et al. 1981 61
HB Doping with Si, В and О Akai et al. 1981 35
HB Gettering of Si by oxygen Martin et al. 1982 36
HB Effect of arsenic vapor pressure Parsey et al. 1982 53, 54
HB 3T-HB growth method Akai et al. 1983 42-44
HGF Growth of dislocation free crystals Mo et al. 1983 45
HGF Growth rate control for Cr-doped SI crystal 

growth
Oxygen distribution in semi-insulating GaAs

Orito et al. 1984 46

HB Shikano et al. 1985 37
HB 50 mm diameter undoped SI crystals and 

variouscharacterizations
Burke et al. 1986 63-65

HB Low In doped low EPD crystals Inoue et al. 1985 55
HB Correlation between thermodynamic conditions 

and dislocation densities
Stourac et a l . 1987 38

HB Thermodynamical analysis o f the Ga-As-Si-O 
system
Comparizon of HB and HGF methods

Leitner et al. 1987 39

HB, HGF Hruban et al. 1987 47

HB In-doping with Cr for Low EPD semi- Fujita et al. 1987 58, 59

insulating GaAs
Mizutani et al 1990 50H ZM Si-doped crystal 600 mm in length

H ZM Cr-doped semi-insulating crystal with diameter Mizuniwa et al. 1991- 51-

from 75-100 mm 1992 52

HB HB method without arsenic zone Chen et al. 1989 40

HB Dislocation reduction by M2T-HB method Lie et al. 1991 56

HB 50 mm in diameter with 600 mm in EPD< Inoue et al. 1991 57

400 cm'2
1992- 48-HGF Effect of As vapor pressure on the site Fujii et al.

distribution of silicon 1993 49

HB Use of pBN boat and В2Оэ encapsulation for Ishihara et al 1994 66

undoped SI crystals with 50ф mm x400 mm
Murata et al. 1994 67HB 50 mm diameter <100> single crystals

Zone

M elting
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Fig. 8.1 Cross-sectional v iew  of 3T-HB grow th assembly (from  Ref. 55 w ith perm ission). 

8.3.1 Horizontal Boat Growth Methods

Conductive GaAs crystals are industrially grown by the HGF, HB and HGF methods.
ince crystals are grown using boat containers, they are referred to as boat growth 

me ods. In these methods, several configurations are used as shown in Fig. 2.1. In 
Рп™ Р 1е> containing the GaAs melt is moved along the furnace in the case of
the HB method while the temperature of the furnace is lowered in the case o f the VGF 
method.

The HB and HGF method are reviewed by various authors.32'34 In Table 8.3,35 67 vari
ous studies on these HB and HGF crystal growth methods are summarized.

(1 ) Si contamination/doping

Since in both methods, contamination with silicon occurs from quartz boats and am- 
pou es and with oxygen from the reaction of Ga, the control o f this contamination is 
one о e key parameters of these methods. Si is also a dopant for n-type conductive 
material. In fact, Si incorporation has been extensively studied by various authors.32- 35* 

Stourac discussed the thermodynamic conditions o f growth and the correlation with 
dislocation density and impurity content. Thermodynamic analysis o f Ga-As-Si-0 has 
een ie by Leitner and Moravec39 and the solubility of oxygen was reported.

(2 ) Various configurations

^ t °  Pr̂ vent contamination, the three temperature zone horizontal Bridgman
( - ) method (Fig. 8.1) has been developed.29-41*44 In this method, the medium tem-

is controlled in order to control the vapor pressure o f gallium suboxide
2, ?  et al 40 modified the 3T-HB method to the M2T-HB method which is 

simpler than the 3T-HB method.
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Fig. 8.2 Schematic drawing of H ZM  apparatus (from Ref. 51 with permission).

Fig. 8.3 GaAs single crystal ingots and wafers with dimensions of 100 mm, 75 mm and 
50 mm VGF furnace (from  Ref. 51 w ith permission).

The HGF method which can compete with the 3T-HB method has also been devel
oped.45*47 Fujii et al.48,49 discussed the thermodynamics in the Ga-As-Si-0 system and 
the effect o f the diffusion barrier temperature in the HGF method.

Mizutani et al.50*52 have developed the HZM method to replace the HGF and HB 
methods and have grown 100 mm diameter SI-GaAs using Сг-doping (Fig. 8.2, 8.3).
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(3 ) Reduction o f dislocation densities
Horizontal boat growth methods have the advantage that low dislocation density crys
tals can be grown because the temperature gradient during crystal growth can be re
duced.

Parsey et al.53,54 grew GaAs crystals by the HB method under controlled As vapor 
pressure and succeeded in reducing dislocation densities down to less than 500 cm'2. Inoue 
et al.55 have theoretically analyzed the thermal stress in HB crystals and discussed the 
procedure to decrease the dislocation densities. In fact, it is reported that crystals with 
low dislocation densities within range o f dislocation-free (DF) (<4xl02cm*2) could be 
obtained.

Horizontal boat methods are highly developed and large diameter, long single crys
tals, 75-100 mm in diameter and 600 mm in length are industrially grown.29,44,50'52

Reduction of dislocation densities by In impurity hardening has been applied to HB 
crystal growth.59*61 They showed that In-doping was effective in reducing dislocation 
densities not only for conductive GaAs crystals but also Cr-0 doped semi-insulating 
GaAs.

(4 ) Semi-Insulating (S I) crystals
On the other hand, there is considerable contamination by silicon due to quartz am
poules and boats. This is the reason why undoped semi-insulating GaAs can not be 
obtained by the HB and HGF methods.

To overcome the above-mentioned disadvantage o f HGF/HB/HZM methods, SI 
GaAs has been grown by doping Cr or Cr and O.36,37- 51*60,61 Since Cr acts as deep 
acceptor, it has the effect o f compensating for Si in GaAs. Doping only with Cr, it is 
difficult to grow high quality crystals due to supercooling and precipitate formation. 
The Cr and О co-doping method has been therefore developed, and the SI mechanism 
has been considered by the four level model, where О provides deep donors.60

Undoped SI GaAs was also attempted by the HB method62 66 using a pBN boat, liners 
and B20 3 encapsulant. It is claimed that uniform SI GaAs can be obtained by prevent
ing Si contamination using pBN container materials and encapsulant. Growth o f SI 
crystals o f 50 mm diameter and 400 mm length has been reported.66

(5) <100> oriented growth

In most horizontal boat methods, GaAs crystals are grown to <111> orientation using a 
<111> oriented seed crystal. Murata et al.67 have grown <100> oriented single crystals 
using a <100> oriented seed crystal.

8.3.2 Liquid Encapsulated Czochralski (LE C ) Method
In 1979, it was found that undoped SI GaAs could be grown by in-situ synthesis in the 
LEC furnace and successive crystal growth.68 Following this invention, the LEC 
method became the most appropriate one for growing SI GaAs. Various reviews have 
been published regarding the LEC method.4,27,31,69‘72 There are many reports on the 
crystal growth of GaAs by the LEC method as summarized in Table 8.4. Typical LEC
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Table 8.4 Crystal Growth of GaAs by the LEC method
Method Result Author Year Ref.
LEC
LEC
LEC
LEC
LEC
LEC

LEC
LEC
LEC
LEC
VM-FEC

MLEC
MLEC

LEC

LEC
LEC
LEC
LEC

LEC
LEC

LEC
MLEC
MLEC

VM-FEC
PCZ

As-LEC

LEC
LEC
LEC
LEC
LP-LEC

LP-LEC
LEC
VCZ
LEC

LEC

LEC
LEC

In-situ synthesis and crystal growth of SI GaAs 
First In-doping for dislocation reduction 
Dislocation-free Si-doped 
Growth of 75 mm ф SI crystals 
Dislocation reduction by B-dopine 
Growth of 70ттф  crystals unaer low  tempe
rature gradient
Dislocation free SI crystals by In-doping 
Effect o f In content on dislocation densities 
Typical LEC growth
Im proved LEC with a w indow  of suceptor 

Dislocation free crystal growth, In-doping with 
magnetic field application 

Strong magnetic field and homogeneity 
Relationship between growth conditions and 
EL2 concentrations
Elimination o f grown-in dislocations in In
doping
D islocation-free Si and In doped crystal growth
Cellular growth and In inclusions
Si-doped dislocation-free crystal
Uniform  In concentration by the double crucible
method
EPDclOOO cm 2 by an improved hot zone system 
In-doping and mechanism of dislocation 
reduction
As injection LEC method 
H igh pulling rate and properties 
Magnetic field  effect on residual impurity 
concentrations
In-doped vertical magnetic field applied FEC 
As pressure controlled LEC for dislocation 
reduction
Dislocation free crystals under low  temperature
gradient using an X-rav imaging system
75 mm in diameter with 270 mm in length
Intelligent processing of crystal growth
100 mm diameter crystal with 9 kg
Origin of polygonization
Long-size crystal growth paying attention to
the interface shape
Si doping crystals with in-situ synthesis 
Long size single crystal growth 
100 mm diameter crystal growth 
Long-size crystal growth, 75 mm in diameter 
with 500 mm in length, 100 mm diameter with 

320 mm, 150 mm diameter w ith l70 mm 
100 mm diameter crystal with more than 435 
mm in length, maximum 900 mm 
Growth of 150 mm diameter crystals 
Growth of 200 mm diameter crystals______________

Aucoin et al. 1979 68
Jacob 1983 104
Fornari et al. 1983 165
Chen et al. 1983 73
Tada et al. 1984 102
Elliot et al. 1984 74

Barrett et al. 1984 108
Kimura et al. 1984 109
Inada et al. 1984 75
Shimada et al. 1984 92, 93

Kohda et al. 1985 95, 96
Kimura et al. 1986 130
Terashima et al. 1986 131

Yamada et al. 1986 115

Fujii et al. 1986 117
Ono et al. 1986 118
Orito et al. 1986 167

! Matsumura et al.1986 121

Okada et al. 1986 94
McGuigan et al. 1986 112,

113
Inada et al. 1986 82
Kimura et al. 1987 132
Terashima et al. 1987 133

Orito et al. 1987 97
Tom izawa et al. 1987 138,

139
Ozawa et al. 1987 141,

142
Nambu et al. 1988 154
Goldberg 1990 152
Kashiwa et al. 1991 155
Tow er et al. 1991 156
Marshall 1991 172

Elliot et al. 1992 76
Onishi et al. 1993 159
Kawase et al. 1993 145
Shibata et al. 1993 158

Ware et al. 1996 161

Flade et al. 1999 162
Wachi et al. 2003 164

LEC: Liquid Encapsulated Czochralski, MLEC: Magnetic LED, VM-FEC: Vertical Magnet 
Fu lly  Encapsulated Czochralski, PCZ: Pressure-conrtolled  LEC, As-LEC: Arsenic 
ambient controlled LEC, PCZ: Pressure controlled Czocralski, VCZ: Vapor controlled 
Czochralski
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growth of GaAs and the characterization can be seen in Refs. 73-75.
The development of LEC-GaAs is based on the following items.

- Effect of melt composition
- Reduction of dislocation density by various methods
- Effect of magnetic field
- Vapor pressure control
- Diameter control
- Large diameter and long size crystal growth
- Growth of conductive GaAs
- Impurity control
- Low pressure LEC (LP-LEC) method

In the following subsections, the reported results and the present conclusions in each 
items are discussed.

(1) Melt composition
Melt composition control is one of the most important factors during crystal growth o f 
GaAs. This is because when the melt composition is varied to the As-rich or Ga-rich 
side, the melt composition during crystal growth is greatly changed as shown in Fig. 
8.4.76 Since the point defect structure in grown GaAs is influenced by the melt compo
sition,77 the electrical properties are largely affected by the melt composition as ex
plained in Sec. 8.6.2(2).78,79 The effect of melt composition on the electrical properties 
and defect concentrations of LEC-GaAs has been studied by several authors.80'87

Precise melt composition control is therefore of prime importance for the crystal 
growth of GaAs by the LEC method. Following the process in Fig. 8.5, the arsenic loss 
during each stage can be estimated. It is known that the arsenic loss is very great at the 
in-situ stage and cooling stage while that during crystal growth is negligible. Based on 
these estimations, the charge ratio As/Ga is controlled in order to make the melt com
position during crystal growth as stoichiometric as possible. In order to control the As 
loss during in-situ synthesis, great care is taken with temperature control. By this 
method, the melt composition from which the crystal is grown is precisely controlled. 
An example of precise melt composition control is also found in the study by Nishio 
and Terashima.84

In order to control the melt composition precisely, the As injection method as shown 
in Fig. 8.6. has been developed.82 In this method, As vapor generated by heating an As 
reservoir is injected into the GaAs melt in order to hold the As concentration constant 
during crystal growth.

(2) Reduction o f dislocation densities
Since dislocations are postulated to affect the threshold voltage variation as explained 
in Section 8.8.3, various efforts have been devoted to reduce dislocation densities.

As explained in Sec. 3.5 and Sec. 4.3.3, the reduction of dislocation densities has 
been achieved mainly by improvements in the temperature distribution in the LEC fur
nace and by impurity hardening.
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Fraction Solidified  
g-va lue

Fig. 8.4 Calculated segregation o f Ga and As for various starting melt compositions. 
Data points (I ) indicate measured g values for interface breakdown resulting from 
constitutional supercooling for crystals grown from the associated starting melt 
compositions (reprinted from Ref. 76 with permission, copyright 1992 Elsevier).

GaAs polycrystal

1 I
I. B20 3 melting I Ш. GaAs melting IV. Crystal Growth

П. In-situe syntesis

V. Cooling

Fig. 8.5 In-situ synthesis and growth processes during LEC crystal growth.
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Fig. 8.6 Schematic cross-section of an As injection LEC furnace (reprinted from Ref. 82 
with permission, copyright 1986 TMS).

- Necking procedure

The Dash method (Sec. 4.3.3), that is the necking procedure which was successful for 
Si crystal growth has also been applied in the case of LEC GaAs crystal growth.73,88'90 It 
was however found that although dislocation-free crystals could be obtained by neck
ing, it was limited to small diameter crystals. For larger diameter crystals, since dislo
cations are generated from the grown crystal surface due to thermal stress and are 
propagated into the crystals and multiplied, the necking procedure is not effective.91

- Improvement o f temperature distribution
The reduction o f the temperature gradient during crystal growth is basically realized by 
the following methods.
(i) post-growth heating by sub-heaters set on the main heaters
(ii) reduction of applied inert gas
(iii) application of a thermal baffle
(iv) increasing the thickness of B20 3
(v) application of a slightly As rich melt

O f these, (i-iii) accelerate the dissociation of As so that their application is some
what limited, (iv ) can prevent the dissociation of As but the crystal growth yield is 
impaired when the thickness exceeds a certain limit.

Chen and Holmes73 reported that the lowest dislocation densities obtained by opti
mizing some of these parameters for 75 mm diameter crystals was 6000 cm'2.

Shimada et al.92,93 made windows in the susceptor which supports the crucible in
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Crucible Susceptor

Fig. 8.7 Schematic cross-section of crystal growth using a susceptor with windows (from  
Ref. 92 w ith permission).

order effectively to heat the encapsulant B203 and reduce the axial temperature gradi
ent (Fig. 8.7). This technique was combined with the application of a thermal baffle 
and the reduction o f the inert gas atmosphere. With these improvements, they reported 
the realization o f low dislocation densities o f 1000 cm‘2for 50 mm diameter single 
crystals.

Elliot et al.74 reported that they could obtain dislocation densities o f 5000 cm-2 by 
decreasing the axial temperature gradient under 2.4 atm. nitrogen pressure. Okada et 
al.94 improved the hot zone in order to make the axial temperature profile as linear as 
possible with a low axial temperature gradient. They reported also low dislocation den
sities down to 1000 cm'2 for 50 mm diameter crystals.

Nakanishi et al.,95 Kohda et al.96 and Orito et al.97 developed the vertical magnetic- 
field-applied fully encapsulated Czochralski (VM-FEC) method (Fig. 8.9) in which 
they applied a magnetic field in order to reduce temperature fluctuations and grew 
crystals in a thick B20 3 encapsulant which covered the grown crystals entirely. The 
aim was to reduce the axial temperature gradient and to prevent the dissociation of As. 
This VM-FEC method was combined with In-doping which is effective in reducing 
dislocation densities as described below and dislocation-free 50 mm diameter single 
crystals were achieved.

- Impurity hardening
As explained in Sec. 4.3.4, some impurities have a hardening effect. For GaAs, impuri
ties such as Si, S, Zn, B, N are known to have an impurity hardening effect.74-98'103 By 
doping these impurities, it becomes possible to grow low dislocation densities. Even 
dislocation-free crystals can be grown. Among n-type dopants, Si and S are known to 
reduce dislocation densities. Among p-type dopants, Zn is known to reduce dislocation 
densities.

Among various impurities for dislocation reduction, the effect of indium has been
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GaAs MELT

(a) (b)

Fig. 8.8 (a) Growth apparatus for the VM-FEC and (b) the grow n crystal (reprinted from  
Ref. 96 w ith permission, copyright 1985 Elsevier).

most extensively studied because indium does not affect the electrical properties since 
it acts as an isoelectronic impurity and does not impair the semi-insulating properties. 
Jacob et al.104- 105 first tried to dope very high quantities o f indium in order to reduce 
dislocation densities. Following his work, many studies have been performed.74,106'123

Yamada et al.115 analyzed the dislocation propagation from the seed to grown crys
tals and proposed the use of an In-doped seed whose In concentration is the same as 
that in grown crystals. Suzuki et al.119 developed a technology for growing low disloca
tion density 75 mm diameter single crystals based on In-doping and showed the reduc
tion of aV^ by using low EPD crystals.

The VM-FEC method (Fig. 8.8) has been developed, combining indium-doping in 
order to obtain dislocation-free crystals with lower In content.96 Orito et al.97 developed 
100 mm diameter In-doped single crystals using the VM-FEC method and showed that 
the reduction o f dislocation density improved the distribution o f the sheet carrier con
centration along the wafer.

In-doping can reduce the dislocation densities as shown in Fig. 8.9 and in Fig. 4.8. 
The mechanism of dislocation density reduction by In doping has been discussed by 
various authors as explained in Sec. 4.3.4.

Notwithstanding all these studies on indium doping, In-doping has not become the 
main industrial production method. The reason is that the doping level is too high to 
call it doping. Reducing dislocation densities needs more than 1020 cm'3, and at this 
level it is really called alloying. At this high level of doping, supercooling takes place 
so that when long crystals are grown, polycrystallization takes place from the middle of 
the crystal. This polycrystallization can be avoided if the crystal growth rate is lowered 
but this lowers the productivity. This supercooling problem must be solved for this 
method to be industrially applied.
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Fig. 8.9 EPD distributions of undoped and In-doped GaAs crystals (reprinted from Ref. 
108 w ith permission, copyright 1984 Elsevier).

(3 ) Magnetic field application
The effectiveness o f the application of a magnetic field is mainly due to the suppres
sion of thermal convection in the melt, resulting from the high dynamic viscosity gen
erated by the Fleming force as described in Sec. 3.5. Due to the suppression of thermal 
convection, the application of a magnetic filed has the effect o f eliminating irregular 
growth striations and reducing the incorporation of impurities from the crucible to the 
melt. Because o f these effects, the application of a magnetic field is effective in im
proving the quality of the crystal.

In the case of GaAs, the effect o f the application of a magnetic field during LEC 
crystal growth was extensively studied mainly by Fukuda's group124*134 and the NTT 
group96-,35-136 in the eighties. This application of a magnetic field to the LEC method is 
referred to as MLEC (Magnetic LEC). The application of a magnetic field was found to 
be effective in various ways.

(i) It has the effect o f suppressing the temperature fluctuation (Fig. 8.10) and o f 
eliminating striations.

(ii) Due to the suppression o f convection, a high growth rate is achieved.
(iii) Because o f the suppression of convection, the incorporation of impurities is 

affected.
Kimura et al.130 examined the effect of magnetic fields up to 3000 Oe and found that 

the effective segregation coefficient o f carbon approaches unity.
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Fig. 8.10 Effect of magnetic fie ld  on melt temperature at 5 mm under the m elt surface. 
Numerical r indicates the distance from  the crucible center (from  Ref. 135 w ith  perm iss
ion).

Terashima et al.131 found that EL2 concentrations vary widely as a function o f melt 
composition when a magnetic field is applied. Kimura et al.132 showed that the homoge
neity o f the infrared absorption coefficient and of the resistivity o f high pulling rate 
single crystals were greatly improved after ingot-annealing (Fig. 8.11). Terashima et 
al.133 have discussed the impurity incorporation process thermodynamically (Fig. 8.12) 
and found that the oxidation of free Ga in the melt and the deoxidation rate o f carbon 
and boron oxides are the rate limiting reactions. They also examined the effect of a 
magnetic field on these reactions and the incorporation of carbon and boron.

Notwithstanding these pioneering studies on the positive effects o f the application 
of a magnetic field, this technique is not applied in the industrial production o f GaAs. 
This is because most o f the problems with GaAs were solved by other techniques. It 
was found that the concentration and distribution of EL2 can be well controlled by 
post-annealing technologies (Sec. 8.4). The carbon concentration can be precisely con
trolled by controlling the CO gas concentrations in the gas phase.

(4 ) Vapor pressure control

Since GaAs is a compound semiconductor, one of whose constituents has a high vapor 
pressure, several trials have been performed to grow crystals under arsenic vapor con
trol.

Steimann and Zimmerli88 were the first to apply arsenic vapor pressure control to the 
Czochralski method in growing GaAs in a furnace in which a crystal is pulled up by a 
magnetically driven movement. Leung and Allred137 applied a new method where mol
ten B20 3 is used as a push-pull, rotary seal and have grown low dislocation density 
crystals under arsenic vapor pressure. Nishizawa et al.16 found an optimal arsenic vapor
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Fig. 8.11 M icroscopic resistivity distribution across the wafer o f (a) undoped MLEC GaAs 
and (b ) LEC GaAs crystals. (T ) top part o f the crystal; (M ) m iddle part of the crystal 
(reprinted from Ref. 130 with permission, copyright 1986 Elsevier).
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Fig. 8.12 Chemical reaction process related to im purity incorporation in the LEC and 
M LEC crystal grow th  technique (reprinted from Ref.133 with permission, copyright 1987 
Elsevier).

pressure for stoichiometry as in Eq. 10.1.
Based on the above optimized As vapor pressure, Tomizawa et al.138,139 and Sasa140 

were the first to grow GaAs crystals under As vapor pressure in a furnace as seen in 
Fig. 8.13 and Fig. 2.16 (a) which is referred to as the arsenic Pressure Controlled Czo
chralski (PCZ) method. In this method, no encapsulant was used. They found that the 
dislocation density is affected by the As vapor pressure (Fig. 8.14). These studies are
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I f  Schematic diagram of the crystal puller for controlling vapor pressure. 1: upper 
lid, 2: heater A , 3: B20 3, 4: quartz chamber, 5: seed, 6: heater B, 7: G aAs melt, 8: metal 
chamber, 9: heater C, 10: low er lid  (reprin ted  from  Ref. 138 w ith  perm ission  o f The 
Electrochemical Society).

Fig. 8.14 Effect o f As pressure on the EPD of PCZ grown GaAs (from  Ref. 139 w ith  per
m ission). Parsey's data are from Ref. 54.
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Fig. 8.15 Arsenic ambient controlled LEC (As-LEC) growth system (reprinted from  Ref. 
142 w ith permission, copyright 1987 Elsevier).

based on the idea that the crystal quality is affected by non-stoichiometry.
Ozawa et al.141*142 and Usuda et al.143 have studied the As ambient controlled LEC 

(As-LEC) method (Fig. 8.15) in which an As reservoir is attached to the pulling rod to 
apply As vapor pressure during crystal growth. They showed that arsenic evaporation 
from the crystal surface is suppressed. It was also found that high resistive GaAs can be 
grown from a quartz crucible since the arsenic vapor application suppresses the silicon 
contamination from the quartz crucible.

Kawase et al.144-145 grew single crystals under arsenic vapor pressure with a B20 3 
encapsulant, which is referred to as the Vapor-pressure Controlled Czochralski (VCZ) 
method. This method was first applied to the crystal growth o f InP (Sec. 10.3.2 (3)). 
The principle o f this method is based on decreasing the axial temperature gradient 
without the crystals decomposing. Because o f the decrease in the axial temperature 
gradient, it became possible to reduce the dislocation density. They succeeded in 
growing 100 mm diameter single crystals with low dislocation densities.

These vapor pressure controlled LEC methods have been reviewed by Rudolph et 
al.146*148 Computer simulation for the VCZ method has been performed by Frank et al.149 
and Smirnova et al.150

(5 ) Diameter control
Precise diameter control o f growing GaAs crystals is important not only from the view
point o f the availability of the material but also from the viewpoint of the growth of 
long crystals and the prevention o f polycystallization as explained below. Various 
methods for diameter control have already been reviewed in Sec. 3.7 and these methods 
have been more or less applied to the growth of GaAs. Some examples for the growth
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o f GaAs are shown by Riedling,151 Goldberg152 and Washizuka et al.153

(6 ) Growth o f I arg e-diameter long single crystals
One of the most important techniques in GaAs crystal growth by the LEC method in
volves the growth of large-diameter long crystals. In fact, these techniques have been 
developed by various affiliations.4,73'74,154,155 It is well known that the growth of long

1cm

Fig. 8.16 Growth interface shapes of 8 kg, 75 mm diameter LEC G aAs crystals. A rrow s 
indicate points of initial grain boundary formation. Crystal с is entirely single, (reprinted 
from Ref. 156 with permission, copyright 1991 Elsevier)

Fig. 8.17 Fissures occasionally originating from  included gallium  droplets (re p r in te d  
from Ref. 156 w ith permission, copyright 1991 Elsevier).
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Crystal length (mm)

Fig. 8.18 Position of the center o f curvature o f the interface lines (D value) as a function of 
crystal length. The D value of a single crystal is generally positive and very large and that 
of a polycrystal is near zero or less (reprinted from Ref. 158 with permission, copyright 1993 
Elsevier).

Fig. 8.19 (a ) 500 mm-long 75 mm diameter GaAs crystals and (b ) 350 mm-long 100 mm 
diameter GaAs crystals (reprinted from Ref. 158 with permission, copyright 1993 Elsevier).
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(reprinted from Ref. 167 w ith permission, copyright 1986 TM S).

single crystals is very difficult since polycrystals are generated from lineages in part of 
the crystal. This phenomenon has been observed by many researchers.

The origin of this polycrystallization has been studied by Tower et al.156 and Inada et 
157-160 Tower et al. found that polygonization occurs depending on the interface shape 

(Fig. 8.16) due to the gallium droplet (Fig. 8.17) from which high density dislocations

i ) Synthesis ii) Change-Over iii) Growth

Fig. 8.21 Crystal grow th  by As injection synthesis and the subsequent crystal grow th  
(reprinted from Ref. 76 with permission, copyright 1992 Elsevier).
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(a ) (b)

Fig. 8.22 (a) Floating Mo-quartz reflector simulating opaque B20 3 and (b) floating quartz- 
pBN shield to reduce "b leed " (reprinted from Ref. 172 with permission, copyright 1991 
Elsevier).

are generated which propagate internally when diameter control can not be appropri
ately performed. Inada et al. claimed that polycrystal generation takes place because of 
the abnormal interface shape at the periphery of the grown crystals.157’160 As shown in 
the center part o f Fig. 8.18, the interface is concave to the melt, but is convex along the 
periphery of the crystal. This abnormal interface shape is believed to accumulate dislo
cations which appear as lineages and from these lineages, polycrystals spread. Inada et 
al. applied three zone furnaces in order to control the temperature distribution in such a 
way that the interface show no abnormalities. By this improvement, they succeeded in 
growing long crystals even up to 770 mm in length for 75 mm diameter (Fig. 8.19). 
Further large diameter crystal growth has continued to be achieved through 150 mm up 
to 200 mm.161'164

(7 ) Growth o f conductive GaAs
As mentioned in the former section, conductive GaAs is mainly produced by the HB 
and HGF methods. There are however several studies of the growth of conductive 
GaAs by the LEC method with a view to producing it at low cost.

The effects of Si-, S-, Se- and Zn-doping on dislocation densities have been stud
ied.76‘ 165-166 Orito et al.167 have developed Si-doped dislocation-free GaAs crystals. 
They showed that dislocation-free crystals could be obtained with the Si concentration 
exceeding 1018 cm'3 as shown in Fig. 8.20, the same level as in the case o f HB/HGF 
methods. Fujii et al. have studied the co-doping of Si and In.168

Hashio et al.169 have applied the VCZ method to grow Si-doped conductive GaAs 
crystals. They examined the relationship between Si and В which are incorporated 
from encapsulant B20 3.
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In the beginning of the development of SI GaAs, crystals were grown mainly by the 
high-pressure (HP-LEC) LEC method. This is because for in-situ synthesis, it is neces
sary to apply inert gas at high pressure in order to prevent the decomposition of the 
GaAs melt. However, the low-pressure LEC (LP-LEC) method was developed with a 
view to low cost production. This is based on using pre-synthesized GaAs material as 
the charge for growth.170

Mo et al. developed an in-situ synthesis LP-LEC method in which GaAs is synthe
sized by As injection into the Ga melt and GaAs crystals can be grown successively 
with melt composition control by As injection. They were able to grow undoped SI 
GaAs crystals reproducibly.171 Elliot et al.76 have grown Si-doped conductive GaAs by 
the LP-LEC method using the As injection process as shown in Fig. 8.21. Marshall172 
has studied the floating shield method (Fig. 8.22) in order to increase the crystal length. 
Wargo and Witt173 have developed an imaging method for measuring the melt surface 
temperature distribution which is applicable to the LP-LEC method.

8.3.3 Vertical Boat Growth Methods

The vertical gradient freezing (VGF) method was first applied to the growth o f GaAs 
by Chang et al.174 in a pyrolytic boron nitride crucible without using seed crystals. The 
successful application of the VGF method was first reported by Gault et al. as reviewed 
in Refs. 175-177 for the growth of 50-75 mm diameter GaAs, using the same furnace as 
shown in Fig. 7.6 for GaP. Following this report, this became a new and promising 
method for GaAs crystal growth.

(1) Various modifications
The studies of VB/VGF methods are summarized in Table 8.5 [178-204]. There have 
been various modifications to these VGF and VB methods. In the first report o f a VGF 
method, As vapor pressure was controlled by using a graphite container during crystal 
growth as shown in Fig. 7.7 (b). In this method, the container is not fully sealed so that 
arsenic loss is expected. Abernathy et al.178 developed the VGF method and the VB 
method successively, where the GaAs melt in a pBN crucible is sealed in a quartz 
ampoule (Fig. 8.23, 8.24). In Fig. 8.25, GaAs crystals grown by Kremer et al.179,180 are 
shown. Hoshikawa et al.181182 developed the LB-VB method (Fig. 8.26), in which ar
senic pressure control is not applied and a B20 3 encapsulant is used to prevent the 
dissociation of arsenic. Bourret et al.183*,84 have developed the VGF method, by using a 
B20 3 encapsulant in a pBN crucible and by controlling the As vapor pressure in a 
sealed quartz ampoule. Okabe et al.185 developed a VGF method in which a small 
amount of B20 3 is used under arsenic pressure control (Fig. 8.27). Frank et al.187 exam
ined the effect o f arsenic vapor pressure on EPD and Amon et al [188] have studied the 
influence of the crucible shape on twinning.

Based on these VB/VGF methods, the diameter of GaAs single crystals has been 
increased from 75 mm to 200 mm, and they are grown industrially.189'194

(8) Low Pressure LEC (LP-LEC) method
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Table 8.5 Crystal Growth of GaAs by the VB and VGF Methods
Method Result Author Year Ref.

VGF First application o f VGF to GaAs Chang et al. 1974 174
VGF 50 mm diameter single crystal growth undoped Gault et al. 1986 175
VGF 75 mm diameter undoped SI <100> single 

crystal, EPD<2500 cm'2 
SI and Si-doped crystals

Clemens et al. 1986
1988

176-
177

VGF 50 mm diameter undoped and In alloyed 
crystals, addition of gallium oxide

Abernathy et al. 1987 178

VB Undoped SI GaAs crystal growth up to 75 mm 
diameter

Kremer et al. 1989-
1990

179-
180

LE-VB Liquid В2Оэ encapsulated VB method, 75 mm 
diameter SI crystals

Hoshikawa et al. 1989
1991

181-
182

DGF 62. 5mm <100> single crystal growth, 
EPDdOOO cm*2

Bourret et al. 1990
1991

183-
184

VGF Undoped SI 80 mm diameter single crystals Okabe et al. 1991 185
LE-VGF Growth of 50 mm diameter low  EPD crystals 

with 15 zone furnace. SI crystals by annealing
Buhrig et al. 1994

1997
198-
199

LE-VB Control o f EL2 by annealing after growth Nakanishi et al. 1995 186
MVGF Effect o f magnetic field  on the suppression 

of Marangoni flow  and striations
Park et al. 1995 202-

203
VGF Effect of As vapor pressure on EPD and 

electrical properties
Frank et al. 1996 187

LE-VGF Growth of low  EPD SI crystals with B20 3 
encapsulant and the addition of Ga^Oj

Frank et al. 1997 200-
201

VGF Effect of crucible shape on twinning Amon et al. 1998 188
VGF Industrial production o f GaAs Liu 1996 189
VB Growth of 100 mm diameter SI crystals Kawase et al. 1996 190

VGF Growth of 100 mm diameter SI crystals under 
optim ized conditions based on simulation

Birkmann et al. 2000 192

VB Growth of 150 mm diameter crystals and 
characterization of their uniformity

Sawada et al. 2000 193

MVGF Growth in a rotating magnetic field Patzold et al. 2002 204
VGF Growth of 200 mm diameter crystals and 

resistivity as a function of carbon content
Stenzenberger 2003 194

VGF: Vertical Gradient Freezing, VB: Vertical Bridgman, LE-VGF: Liquid Encapsulated 
VGF, LE-VB: Liquid Encapsulated VB, MVGF: Magnetic VGF, DGF: Dynamic Gradient 
Freezing

(2 ) Dislocation reduction
It has been proved that VB/VGF methods are very effective in reducing dislocation 
densities. In fact, dislocation densities less than 3000 cm'2 for undoped SI GaAs and 
less than 1000 cm'2 for Si-doped GaAs are reported for 75 mm diameter crystals. Even 
100 mm diameter single crystals with low dislocation densities are reported. The 
mechanism of dislocation reduction has been discussed.195,196

(3 ) Semi-insulating VB /VGF GaAs
The VB/VGF methods are promising not only for conductive GaAs materials but also
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for semi-insulating (SI) GaAs. In fact, the realization o f semi-insulating GaAs and its 
characterization are reported by various authors.185-187-190* 197-201 In many cases, grown 
crysta s do not show semi-insulating properties until after they have been annealed.
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Fig. 8.25 Photographs o f 50 mm and 75 mm diameter VB ingots (from  Ref. 180 with per
mission).

Fig. 8.26 Schematic representation o f the LE-VB apparatus used to grow single crystals o f GaAs 
(reprinted from Ref. 181 with permission, copyright 1989 Elsevier).

The critical condition for obtaining a SI crystal is to decrease the Si contamination in 
grown crystals. In order to realize this condition, the addition o f Ga20 3 and the use of 
B20 3 are important.200*201 When this is brought about, the SI mechanism can be consid
ered as the same as in the case of LEC crystals (Sec. 8.6.2).

(4 ) Magnetic field application
Magnetic fields have been applied to VGF growth in order to suppress the Marangoni
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Fig. 8.27 Schematic drawing o f VGF furnace (from  Ref. 185 with perm ission).
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(5) Simulation

Simulation studies have also been reported for the solid/liquid interface shapes in 
VGF,205 LB-VB,206 and magnetic applied VB.207

8.3.4 Other Methods

Various other methods o f growing GaAs crystals have been studied other than those 
mentioned above, even i f  they have not yet been industrially applied.

Jacob208 tried to grow GaAs single crystals in a conventional LEC furnace, without 
pulling the crystal but by solidifying the melt in the crucible after seeding. This is 
known as the LEK method, the modification of the Kyropoulos method, where the 
encapsulant B20 3 is used to prevent the decomposition of grown ciystals. It was found 
that the dislocation density is decreased because a high thermal stress is not generated 
in the case of the LEK method as it is in the case of the LEC method.

Other melt growth methods including the Floating Zone (FZ),209'211 Vertical Zone 
Melting (V ZM ),212*216 Heat Exchange Method (HEM),217*219 Liquid Encapsulated 
Stepanov (LES)220 and Shaped Melt Lowering (SML)221 methods have been studied for 
the growth of GaAs crystals. In Fig. 8.29, the growth arrangement and growth process 
observed by X-ray transmission for the LES method are shown. The effect of annealing 
on the grown crystals has been studied for the VZM method.215

In order to grow better quality bulk crystals, several solution growth methods such 
as synthesis by the solute diffusion (SSD),222 temperature difference method by con-

calculation o f the melt flow.

holder
GaAs

melt

X - r a y

Fig. 8.29 (a) Schematic illustration o f the growth system for GaAs plate crystal and (b) X- 
ray transmission im age o f a grow ing GaAs plate crystal (reprinted from  Ref. 220 with 
permission, copyright 1988 Elsevier).
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(a )

Fig. 8.30 (a ) Illustration  of the LPEE grow th  apparatus fo r the grow th  o f bulk GaAs 
crystals and (b) photograph of GaAs crystal 1 cm thick w ith  19 mm diameter (reprinted 
from Ref. 228 with permission, copyright 1987 Elsevier).

trolled vapor pressure (TDM-CVP),223’225 constant temperature steady-state (CTSS)226 
and Liquid Phase Electroepitaxy (LPEE)227,228 have been examined. By the LPEE 
method (Fig. 8.30), it was possible to grow thick GaAs crystals as shown in Fig. 8.30
(b) and it was found that dislocations could be eliminated.

Thick epitaxial layers have been grown by the chloride CVD methods and it was 
found that by wafer annealing, they can be converted to semi-insulating material.229'230 
It was also demonstrated that even dislocation-free epitaxial semi-insulating GaAs can 
be obtained by this method using Si-doped dislocation-free GaAs substrates.231

8.4 POST-GROW TH AN N EALIN G  
8.4.1 Ingot Annealing

One of the main application of GaAs is for digital and analog ICs. For this application, 
it is necessary to homogenize the electrical properties o f semi-insulating GaAs.
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Inhomogeneity stems from the accumulation ofEL2 along dislocation lines. In order to 
improve the quality of GaAs, it has been found that ingot annealing is an indispensable 
procedure to be incorporated in the preparation of bulk GaAs materials. Ingot anneal
ing under various conditions has been performed and it is now known that annealing at 
about 850-950 °C for a long period is the best way to ensure good quality. In special 
cases, high temperature ingot annealing is also performed, depending on the device 
structure. The contribution o f ingot annealing to the performance of devices is clearly 
proved by the examination of that performance.

It was first found that ingot annealing is effective in the improvement of the electri
cal properties of GaAs in 1993.232 From that time, many investigations have been un
dertaken in order to optimize the annealing conditions, to clarify the mechanism of 
annealing and to examine the effect of annealing on various properties as seen in Table 
g 6 232-288 jn t^js tabiC) studies on wafer annealing (Sec. 8.1.2) are also summarized for 
convenience. These annealing investigations are also summarized in Ref. 289.

The most important new information gained from these experiments are as follows.
(i) The uniformity o f electrical properties over the wafer is greatly improved by 

ingot annealing at moderate temperatures due to EL2 homogenization.232*234,236,238,240,245,
255

(ii) Appropriate annealing improves not only the electrical properties but also the 
uniformity of photoluminescence.234,238,240,249

(iii) High temperature annealing dissolves arsenic precipitates and EL2, intrinsi
cally existing in conventionally grown LEC-GaAs, and impairs the uniformity of elec
trical properties.232,24 *■255,268- 269-277-286

(iv) Dissolved EL2 and arsenic precipitates regenerate reversibly after moderate 
temperature annealing.241,250,276,277,285

(v) The cooling rate after annealing greatly affects the electrical properties depend
ing on the carbon concentration.237, 258,259, 278,280

Based on these results, multiple-step ingot annealing241,255,274 has been applied and 
as the most sophisticated ingot annealing procedure, three-step ingot annealing268,269 
has been invented, which shows good uniformity even from the viewpoint of IR scat
tering.

8.4.2 W afer Annealing
Wafer annealing is the most recent annealing procedure for improving the uniformity 
o f material quality. It is known that conventionally grown LEC-GaAs has many tiny 
arsenic precipitates as explained in Sec. 8.6.5, due to non-stoichiometry which is inevi
table because the congruent point o f the GaAs phase diagram is deviated toward the 
arsenic-rich side (Fig. 8.31). Since these arsenic precipitates were found to affect the 
device properties and the fabrication yield, a new material fabrication process was re
quired which would reduce their number. For this purpose, wafer annealing has been 
studied as a technology replacing ingot annealing.

Wafer annealing was first applied by various authors240,290,291 to as-cut wafers to 
improve the electrical properties as in the case of ingot annealing. This annealing was 
performed under similar conditions to ingot annealing at moderate temperatures (800-
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Table 8.6 Post Growth Annealing of GaAs

Authors Year Content Ref.

Matsumoto et al. 1982 Im provement of hom ogeneity by w afer annealing 290
Rumsby et al. 1983 First attempt of ingot annealing 232
Yokogawa et al. 1984 Im provement of PL, m obility, resistivity and pinch 233,

-o ff voltage by ingot annealing 234
Martin et al. 1984 EL2 distribution before and after annealing 235
Holmes et al. 1984 Effect of annealing on EL2 distributions 236
Look et al. 1984 Reversibility between sem iconducting and semi- 237

insulating by annealing
Miyazawa et al. 1984 Hom ogeneity im provem ent by W A  at 800 °C 291
Chin et al. 1985 Improvem ent of CL uniform ity by annealing 238
Osaka et al. 1985 Ingot annealing of In-doped dislocation free crystals 239
Lohnert 1986 Im provement of IR absorption, scanning PL, CL and 240

electrical properties by IA  and W A
Lagowski et al. 1986 Observation of inverted thermal conversion (ITC ) 241
Kitagawara et al. 1986 SI conversion after annealing of low  carbon content 242 

GaAs
Ogawa 1986 Effect of melt composition and thermal history 243
Ford et al. 1986 Reversibility between SI and low  resistivity by thermal 244

cycling . . .
Otoki et al. 1986 Change of IR scattering images caused by annealing 245
Osaka et al. 1986 Mechanism of annealing effect for In-doped GaAs 246
Miyazawa et al. 1986 EL2 increase along dislocation lines 247
Look et al. 1987 Reversibility between semiconducting and semi- 248

insulating by annealing
Noto et al. 1986 PL intensity after annealing of In-doped GaAs 249
Kang et al. 1987 EL2 concentration increase as a function o f annealing 250

time
Kanber et al. 1987 Effect of ingot annealing on device performances 251
Kazuno et al. 1987 Behavior of AsGa defects by annealing 252
Jin et al. 1987 Effect o f annealing on dislocation configuration 253
Chichibu et al. 1987 Effect of arsenic vapor pressure during annealing 254
Clark et al . 1988 Uniform ity as a function of annealing temperatures 255 
Kitagawara et al. 1988 EL2 concentrations and arsenic precipitate densities 256-

Reichlmaier et al. 1988 Resistivity drop of low  carbon GaAs and its mechan- 258 
ism

Nakamura et al. 1988 Resistivity change by cooling rate after annealing 259
Asom et al. 1988 Ingot annealing of Bridgman-grown GaAs 260
Stirland et al. 1988 Effect of annealing on etching features and CL 261

homogeneity
Sucht et al. 1988 Stability of ion-implantation annealing for post-growth 262

annealed substrates
Ogawa 1988 Effect of arsenic fraction in the melt and thermal 263

history on electrical properties 
M iyazawa et al. 1988 M odel of defects around dislocations and effect o f 264

annealing
Koschek et al. 1988 CL homogeneity and FET threshold behavior 265 
Taharasako et al. 1988 Homogeneous wafer production by appropriate 266 

____________________________ annealing procedure_________________________ _________ __________
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Table 8.6 Post Growth Annealing of GaAs (continued)
Authors Year Content Ref.

Stirland et al. 1989 Defect structures after annealing 267
Inada et al. 1989 Behavior o f excess arsenic as a function of annealing 268
Kuma et al. 1989 Three-step ingot annealing 269
Chabli et al. 1989 Correlation among dislocations, point defects non- 270

Lee et al.
stoichiometry and thermal history

1989 Relationship between excess As and EL2 271
Markov et al. 1989 Change of electrical properties caused by annealing 272
Fang et al. 1989 Effect o f annealing on deep level behavior 273
Stirland 1990 Defect structure change by two step annealing 274
Molva et al. 1989 Mechanism of microscopic inhomogeneity 275
Otoki et al. 1990 IR scattering centers as a function of annealing 276

Clark et al.
temperatures

1990 EL2 concentrations as a function o f annealing 277

Matsui et al.
temperature

1990 Effect o f annealing temperatures and cooling rate 278
Menninger et al. 1990 Effect o f annealing on CL uniformity 279
Mori et al. 1990 Multiple-step wafer annealing (M W A ) 292
Kano et al. 1990 Effect o f M W A  on surface defects 293
Nakamura 1990 Effect of carbon and annealing on resistivity 280
Kitagawara et al. 1990 Effect o f annealing process on EL2 concentrations 281
Yamada et al. 1990 Behavior o f micro defects in dislocation-free crystals 282
Visser et al. 1990 Microstructure changes after annealing 283
Inoue et al. 1991 PL spectra after various annealing procedure 294
Oyake et al. 1991 Effect o f various annealing procedures on MESFET Vth 295
Suemitsu et al. 1991-

1992
EL2 kinetics during annealing 284-

285
Oda et al. 1992 Mechanism of multiple-step wafer annealing and 

stoichiometry control by wafer annealing
296-
297

Ohkubo et al . 1993 p-type thermal conversion after high temperature 286
annealing

287Priecel et al. 1993 CL images of lightly Cr-doped crystals after annealing
Oda et al. 1993 Effect o f various annealing procedures on Vth of 

MESFETs
298

Imaizumi et al. 1993 Control o f defects and electrical properties of 
chloride CVD epitaxial wafers by wafer annealing

229-
230

Oda et al. 1994 Effect o f M W A on Vth of SRAM ICs 299
Hoffm an et al. 1996 Two-step ingot annealing 288
N oda et al. 1996 Dislocation-free SI GaAs by wafer annealing of 

chloride CVD thick epitaxial wafers
231

950 °C), and was found to have a similar effect as ingot annealing. Since there was no 
specific advantage compared with ingot annealing, this moderate temperature wafer 
annealing was then unnoticed for the reason that wafer-annealed material was less uni
form than ingot-annealed material.

Wafer annealing was later noticed as a technology overcoming the disadvantages of 
ingot annealing and studied extensively.292*299 Mori et al.292 developed a multi-step wa
fer annealing (M W A) process where as-cut wafers are first annealed at high tempera
tures (> 1100 °C) and then annealed at moderate temperatures (950° C). As-cut wafers
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Ga rich [As]
[Ga] ♦ [As] A s rich

same s c a l e P^ase diaSram for the Ga-As system. Liquidus line (1) is illustrated on the
Ref 296 with 1 US • meS 3 *1(lu*dus (2) is illustrated on a larger scale (reprinted from 
Ket. 296 with permission, copyright 1992 Elsevier).

аПС* annea*ed *n 4uartz ampoules with an appropriate arsenic over- 
nocitirm ± ?mP“  higher than 1100 °C. This is done to adjust the material com- 
vannr nha°cS 29? 29б °п * ^  ^ased on arsenic exchange between the material and the 
геаппеяЬЯ C+ a  ^ter process ls not УегУ uniformity so that it has to be 
inp pi о j '  !  I!10- Crate temPeratures as in the case o f ingot annealing for homogeniz- 
material Utl0ns‘ y. M W A process, it was found that nearly stoichiometric 
he nhtain a  eW^[ PreciP*tates and good uniformity o f resistivity o f 5 % can

^oducibly.^.296 This M W A technique was proved to be effective in 
reducing the V ft variation.296-299

to WaS ^ бП aPP^ed even t0 high-purity CVD epitaxial wafers in order
convert conductive epitaxial wafers to semi-insulating ones.229*230 It was found that

concelTntiA1118̂ 0^ ^ 8 СаП be obtained even for lower EL2, carbon and impurity 
various nni / П t 0seuln material. It was also found that the concentrations of 
nealing 231 °  ° S &S an(* Can 8геа%  reduced by wafer an-

8.5 PU R ITY
8.5.1 Carbon
(1) Analysis

tion is higher thl *™p° rtant ^purity for semi-insulating GaAs because its concentra- 
n a о residual donor impurities and it plays an important role in the
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Fig. 8.32 Spectrum o f localized mode and its explanation (T~80K ). (reprinted from Ref. 
301 w ith permission, copyright 1998 American Physical Society).

semi-insulating behavior.300 It is therefore very important to analyze the concentration. 
Even though there is a correlation between the carbon concentration and resistivity, the 
resistivity itself depends not only on the carbon concentration but also on EL2 concen
trations and boron concentrations. It is therefore even more important to analyze the 
carbon concentration precisely by an analytical method.

The concentration o f carbon can be determined by infrared spectrometry, measuring 
the absorption by carbon in localized vibration mode (LVM). As shown in Fig. 8.32, 
there is a peak due to carbon at 582.4 cm'1 consisting of various localized vibrations.301'304 
The analysis o f carbon by FT-IR has been extensively studied by several authors. The 
temperature dependence o f the carbon peak has been studied by Sargent and 
Blakemore.305 Other LVM  lines due to carbon were found and studied.306, 307

Carbon concentration N to be measured by FT-IR can be represented as

Nc = f  a  or f  a A. (8.2)

where, f  is the conversion coefficient, a the absorption coefficient and A the halfwidth. 
Various conversion coefficients have been reported depending on the calibration meth
ods as shown in Table 8.7.308'315 Here, Kitagwara et al.314 measured the conversion 
coefficient for carbon in In-doped GaAs while the others are for undoped GaAs.

As the absolute measurement method, charged particle activation analysis (CPAA)



218 PART 2 III-V  M aterial

Table 8. 7 Various Conversion Coefficients for the Analysis of Carbon by FT-IR
conversion coefficient 

(xlO^cm-3)
absolute concentration 
measurement method

Tem perature Author Year R ef.

24 SSMS Liq. N 2 Brozel 1978 308
31-41 SIMS, SSMS Liq. N 2 Theis 1983 309
11 Hall Effect Liq. N 2 Hunter 1984 310
9.5 ±  0.29 SIMS Liq. N 2 Homma 1985 311
7 ±  1 C PA A Liq. N 2 Kadota 1986 312
8 ±  2 carrier concentration Liq. N 2 Brozel 1986 313
23 ±  10 SIMS Liq. N 2 Kitagawa 1986 314
9.2 ±  2 C PAA , P A A Liq. N 2 Arai et al. 1988 315
11.8 ±  2 C PAA , P A A RT Arai et al. 1988 315

has been applied to measure carbon concentrations in LEC grown GaAs by Wei et 
al.316 and was also applied to their measurement in different LEC growth atmo
spheres.317 Traces o f carbon have been analyzed by means o f 3He-activation,318 
Deutron activation analysis has been performed by Shikano et al.319 Kobayashi et al.320 
have applied SIMS analysis in order to measure the carbon concentration quantita
tively. All these analysis methods were compared for the same GaAs samples.315

There is a large discrepancy in the conversion coefficients as shown in Table 8.7. 
Recently, it has been pointed out that it is necessary to take calibration coefficients for 
each FT-IR by using standard samples whose carbon concentration is determined by 
activation analysis.315 Without this calibration, one can not compare the carbon con
centrations determined by different FT-IR even using the same conversion coefficient.

Round-robin tests for carbon analysis have been performed by Tajima et al.321 and 
Arai et al.315 involving various affiliations, and was also performed among GaAs 
manufacturers322'324 using the reference samples prepared by Arai et al.315Based on 
these round-robin tests, a standardized carbon analysis method by FT-IR has been 
proposed.325

(2 ) Segregation coefficient of carbon

The effective segregation coefficient (kcff) of carbon has been determined as 1.44±
0.08 from the investigation of the 13C concentration distribution along the growth axis 
in С doped LEC GaAs crystals.326 Desnica et al.327-328 have determined the equilib
rium distribution coefficient, kQ, as 3.5, by measuring kcffas a function of pulling rate 
in the LEC method, using measurement by LVM absorption. Complex behavior o f the 
segregation of carbon has been studied theoretically.329 Since carbon forms precipi
tates, not all carbon atoms are active electrically.330-331

(3) Carbon control

The precise control o f carbon concentration is one o f the most important points for 
semi-insulating GaAs production. The factors which affect the carbon concentrations 
have been investigated by various authors.150-329-332 339

It was found that carbon concentration is influenced by the water content in the 
boric oxide, the water vapor content in the inert gas atmosphere, the melt composition
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and the pretreatment o f graphite hot-zones and the presence of a magnetic field during 
crystal growth. The incorporation o f carbon is believed to be due to C02 gas which is 
dissolved into the GaAs melt via the boric encapsulant.

Because of this complex process, the precise control of carbon needs attention to the 
following during crystal growth.

(i) Precise control of the water content in the encapsulant boric oxide within ±  10 
ppmw.

(ii) Appropriate pretreatment of graphite hot-zones, namely pre-annealing before 
crystal growth in order to desorb oxygen and water which will form CO gas by reacting 
with graphite.

(iii) Appropriate control of the graphite heater in order to prevent overheating which 
accelerates the generation o f CO gas.

(iv) Precise control o f the CO gas concentration in the inert gas according to the 
relationship between carbon and resistivity.

Hanning et al.340 have discussed how to control the carbon concentration in the case 
of crystal growth by the VGF method. The substitution of carbon has been analyzed 
thermodynamically by Wenzl et al.341

8.5.2 Boron

Boron was found to affect the electrical properties even though it is an isoelectronic 
element. It was first pointed out that residual boron has an influence on the electrical 
properties, as well as the starting melt composition.342

The effect o f boron on the electrical properties o f semi-insulating GaAs has been 
examined precisely by Osaka et al.343 They showed that the sheet carrier concentration 
after ion implantation and annealing is decreased as a function of the boron concentra
tion. It is explained that boron reduces the Ga vacancy concentration which results in 
the reduction of the SiGa donor concentration. The effect o f boron on the activation 
efficiency was also examined by Morrow.344

The relationship between the lattice parameter and boron as a residual impurity has 
been studied by Okada and Orito.345 It was found that the lattice parameter is reduced as 
a function of boron concentration as shown in Fig. 8.33. The concentration of boron 
can be determined reproducibly by GD-MS. CPAA analysis was also studied for the 
determination of the absolute concentration. Thermodynamically, the relationship be
tween boron and native point defects was analyzed theoretically.341

8.5.3 Oxygen
Oxygen is an unavoidable impurity in GaAs as long as B20 3 is used as the encapsulant 
and the concentration is assumed to be high. The effect of residual oxygen on the con
centration of Si, В and О has been thermodynamically studied for the growth of GaAs 
by 3T-HB and LEC methods35 as shown in Fig. 8.34.

Gatos et al. first pointed out the effect of oxygen on the carrier concentration and 
deep level formation.346 Bourgoin et al.347 have examined the interaction o f oxygen 
with EL2 by DLTS comparing undoped and oxygen doped GaAs. Merkov et al.348 has 
studied various deep levels in GaAs doped with oxygen. Ulrici et al.349 have found an
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Fig. 8.33 Dependence o f lattice parameter on boron concentration in undoped LEC G aAs 
crystal (reprinted from  Ref. 345 w ith  perm ission, copyrigh t 1988 Am erican  Institue o f  
Physics).

LVM line probably due to the Ga-0 bond. CPAA analysis was performed to determine 
the absolute concentration of oxygen. Alt studied the oxygen related LVM  peaks and 
found that the oxygen concentration is o f the order of 1015 cm 3.350 Skowronsld has used 
LVM spectroscopy to study the annealing behavior of oxygen-doped GaAs.351

8.5.4 Others Impurities

The analysis of trace impurities has been examined by SIMS352-353 and the distribution 
of impurities such as B, Si, Cr, Al across LEC-GaAs has been analyzed.

Round robin tests for various impurities have been performed by chemical analysis, 
SSMS and SIMS354 using reference samples involving various affiliations.

The effect o f various impurities on the properties of SI GaAs has been studied and 
the purity of various samples of GaAs and materials such as B20 3 and pBN from differ
ent manufacturers was compared by Markov et al.355

Local vibrational mode adsorption of silicon356 and hydrogen357 have been studied. 
The concentration of hydrogen in LEC GaAs has been determined358 and the interaction 
of hydrogen with defects has been discussed.359-360 The behavior of Cu which can dif
fuse rapidly in GaAs has been studied to clarify its effect on the electrical properties.361, 
362 The segregation of Sn,363 Si364 and Cr365 in LEC grown GaAs has been studied.

Residual impurities in LEC-GaAs are dependent on the holding time o f the melt in 
the molten state before crystal growth, the water content in the encapsulant and the 
purity of the starting materials. The reason why the purity is dependent on the water 
content o f the encapsulant, boric oxide is because there is a reduction-oxidation reac
tion between the GaAs melt and the encapsulant. The relationship has been studied in 
detail by Fukuda et al.366 and Nishio and Terashima.367 Fujii et al.368 examined the ef-
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Fig. 8.34 Theoretical (lines) and experimental (dots) carriers, (a) Si and О concentrations 
fo r  3T-HB system  as a function of m ole fraction o f added Si and 0 2, (b ) Si, В and О 
concentrations fo r  LEC system as a function of mole fraction o f added Si and В or Oz 
(from  Ref. 35 w ith permission).

fects o f crucible materials such a sintered Si3N4, Si3N4 coated quartz, and AIN on LEC- 
GaAs purity. Immenroth et al. have studied the effect o f arsenic purification on the 
purity o f synthesized GaAs polycrystals.369 Seifert et al.370 have studied the effect of 
inert gas pressure on the purity of LEC grown crystals.

8.6 DEFECTS
8.6.1 Dislocations
Dislocations are known to be crucial defects in the application to lasers since they 
propagate dark lines during the operation of lasers.371*372 For conductive GaAs, it is 
important to grow crystals with low dislocation densities. For this purpose, HB and 
HGF methods have mainly been used for the growth of conductive GaAs, and recently 
VB and VGF methods have been replacing them.

For electronic device applications, it was postulated that dislocations greatly affect 
the threshold voltages264,373'379 so that many studies have been performed aimed at de
creasing dislocation densities in the 70's, including In-doping etc.

The density o f dislocations is measured mainly by etching procedures and several 
etchants have been reported. The old etchants only revealed dislocations on (111) 
faces.380,381 The AB etchant found by Abrahams and Buiocchi382 is known to show dis



222 PART 2 III-V  M aterials

locations and precipitates and has a memory effect.383 A modified more sensitive ultra
sonic AB etching method has also been reported.384 A KOH etchant385 is presently 
widely used for counting the dislocation density (etch pit density; EPD). A  mixture o f  
KOH and NaOH has also been found to be a dislocation etchant.386 A sophisticated 
etchant, DLS, has been found to reveal precise dislocation structures.387 The character
istics of various etchants have been reviewed by Stirland and Straughan.388 The study 
of dislocation structures has been carried out using these etchants and comparing the 
results with those from observations using other methods.389-400

In order to establish the method of EPD measurement among various manufacturers, 
EPD round robin tests have been performed by various manufactures.401 The EPD mea
surement standard has also been established by SEMI.402

A system based on the image-processing of the etch pit shape has been established 
or counting the EPD automatically, and is marketed by various equipment manufac

turers. Another automatic EPD measurement method based on infrared transmission 
has been developed.403

Dislocation distribution in various forms of GaAs, such as Si-doped, In-doped, un- 
oped SI LEC GaAs and VGF GaAs has been studied by etching, X-ray topography, 

and photoelasticity.73-404'415
The microscopic observation o f dislocations by ТЕМ has been done in order to 

study the origin of dislocations416-421 Based on these studies, the origin of dislocations 
in GaAs has been discussed by several authors.422 429

The dynamics of dislocations have been studied by various authors.430*438 In order to 
examine the dislocation generation process and to compare the dislocation densities 
educed theoretically with those obtained in grown crystals, various computer simula

tions have been performed,439*442 some of which were explained in Sec. 3.5

8.6.2 Residual Stress

The distribution o f residual stress in LEC GaAs has been studied by Dobrilla and 
Blakemore using an optical method based on photoelasticity.443-444The photoelastic 
method has also studied by Iwaki,445 Zakhaarov et al.446 and Gomi and Niitsu.447

WaS measured by X-ray methods to evaluate residual stress and 
strain. Kuriyama and Satoh applied RBS/PIXE methods to evaluate lattice
strains.450

8.6.3 Lineages

Lineages are line defects due to the accumulation of dislocations451 and their accumula
tion leads to the formation of subgrain boundaries.452 They are observed, for example, 
in LEC GaAs. Even though HB and HGF GaAs have lower dislocation densities, lin
eages are puzzling defects for crystals since in other regions, hardly any dislocations 
can e о served. The origins of lineages have been discussed from the viewpoint of 
dislocation reactions.451

8.6.4 Striations

Ito et a l453 have studied the growth striations o f In-doped GaAs by SIMS. It was found



that the striation of indium is in phase with the concentration variations of В and Si, but 
in antiphase with that o f carbon. Striations have also been studied by a photoetching 
method.454-460

8.6.5 Precipitates

The main precipitates in GaAs are arsenic precipitates which are formed due to non- 
stoichiometry o f GaAs. These precipitates have been studied by many researchers us
ing chemical etching based on AB etchant,382 DSL photoetchant,387 ТЕМ,425 IR 
tomography461 and Raman spectroscopy.462 Using these methods, the observation of 
precipitates in GaAs has been studied by many authors.20,263-275,276,389-417-426̂ 81

Fig. 8.35(a) shows a photograph of arsenic precipitates revealed by AB etching. 
Precipitates are revealed along dislocation lines. The size of these arsenic precipitates 
is determined to be around 500-1000 A by ТЕМ observation (Fig. 5.6). It is known that 
the density o f these precipitates is large in the case of LEC materials compared with 
HB materials.389 The formation kinetics of arsenic precipitates was studied by various 
authors. It was found that they are eliminated by high temperature annealing. They 
however reappear when the crystal is reannealed at medium temperatures. The forma
tion and annihilation of arsenic precipitates thus shows reversible kinetics.

It was also found that the existence of these arsenic precipitates impairs the perfor
mance o f devices.20,482*485 The elimination of arsenic precipitates has been extensively 
studied by various researchers and it was found that they can be eliminated in such a 
way that the device properties become satisfactory by various annealing procedures as 
described in Section 8.5.

It was speculated that the reason why these arsenic precipitates exist in LEC-GaAs 
was due to the deviation o f the congruent-point to the arsenic-rich side.264*275 This 
speculation was supported by an assumption that EL2 itself was related to arsenic pre

(a ) As - Grown (b ) MWA (c ) SI-EPI
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Fig. 8.35 A rsen ic  precip itates revea led  by AB etching, (a ) A s-grow n  substrate, (b ) 
m u ltip le-w a fer-annea led  (M W A ) substrate, (c ) sem i-insulating ep itaxia l substrate, 
(reprinted from  Ref. 230 with permission, copyright 1994 American Institue of Physics)
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cipitation.264 In fact, EL2 and arsenic precipitates can be eliminated by high tempera
ture annealing.20-241-255-268 The fact that the congruent-point is deviated to the arsenic- 
rich side was finally experimentally proved by annealing experiments and by coulom
etric titration analysis.20 Because of this deviation, the appearance o f arsenic precipi
tates is understood to be inevitable for as-grown and ingot-annealed LEC-GaAs.

Precipitate-like defects in V- and Cr-doped GaAs,486 S-doped GaAs,487,488 Si-doped 
GaAs,488,489 and Te-doped GaAs488 have also been studied.

8.6.6 Non-stoichiometry

Since GaAs is a material consisting of two elements, it is important to understand the 
non-stoichiometry. The problem of non-stoichiometry o f compound semiconductors is 
discussed in Sec. 4.2.4. Non-stoichiometry greatly affects the electrical properties as 
explained in Sec. 8.7, so that it is important to control the stoichiometry. The phase 
diagram of GaAs from the viewpoint of non-stoichiometry has been examined theoreti
cally15 and experimentally.16

There have been many reports on the relationship between lattice parameter and 
non-stoichiometry and point defects. There however remain large discrepancird among 
these data.77*490 507 An accurate non-stoichiometry analysis method (Sec. 5.6.6) based 
on coulometric titration has been developed by several authors. This method gives a 
reliable estimation o f non-stoichiometry and has helped in the determination of the 
congruent point.20-508 511

The control of stoichiometry can be performed as follows.
(i) Crystal growth
In order to control the stoichiometry during crystal growth, Inada et al applied ar

senic injection during LEC crystal growth82 and Tomizawa et al. applied arsenic vapor 
pressure directly to the melt without encapsulant.138,139

(ii) Wafer annealing
Oda et al.20 have developed the wafer annealing process as a post growth annealing 

method (Sec. 8.4.2) and found that stoichiometry can be precisely controlled even after 
crystal growth.

(iii) Laser processing
Ruda et al.512 developed a laser annealing process for stoichiometry control after 

crystal growth.

8.6.7 Native Defects and Deep Levels
Native point defects in undoped and doped GaAs have been theoretically considered in 
detail by Hurle,513-514 based on the point defect theory (Sec. 4.2). Bourgoin and 
Bardeleben reviewed native point defects in GaAs.515 Jansen and Sankey516 have calcu
lated the formation energy of point defects in GaAs by an ab-initio pseudo-atomic 
method and showed the concentration of point defects as a function of stoichiometry. 
Wenzl et al.341 and Tan517-518 performed a systematic theoretical calculation of various 
native defects. Point defects in GaAs were also studied by many researchers.519'527

Deep levels which were found in bulk GaAs by deep level transient spectroscopy
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(DLTS),53* 528 540 TSC541551 and other measurement methods552'556 have been studied and 
are reviewed by various authors.557'563 Some o f them are shown in Fig. 8.36.557 
Desnica562 reviewed the deep level characterization on SI GaAs by TSC and other 
methods. The origin o f these defects has been extensively discussed. Look563 has re
viewed important defects in GaAs and discussed their effect on the compensation 
mechanism.

Among various defects, EL2 is the most important since it is indispensable for the 
semi-insulating properties o f GaAs and it greatly affects the resistivity and activation 
efficiency and therefore the threshold voltage of MESFETs.

( I )  EL2

EL2 is the best known deep level in GaAs and many studies have been performed in 
order to clarify the origin o f EL2. The EL2 defect was first referred to as such by 
Martin et al.558 EL2 behavior is reviewed by various researchers.564 570 EL2 have been 
measured by various methods such as DLTS,53* 528 540 absorption571587 and others588'591 
and it has been found that EL2 defects have the following features.571,592
(i) The energy level is located at 0.75 eV below the conduction band.
(ii) The existence of a specific absorption in the near infrared region and its quenching 
behavior.
(iii) Thermal activation energy of 0.8 eV and capture cross section o f 10’13cm'2. The 
capture cross section is temperature dependent.

Based on the absorption properties, the concentration of EL2 can be determined 
from absorption coefficients. Fig. 8.37 shows the correlation between the absorption 
coefficient and the EL2 concentration. The activation energy o f EL2 is given by the 
following equation.

E'elj = 0-759 - 2.37xl0‘4 (eVK*1) (8.3)

The origin of EL2 has been investigated over a lone period by various authors.20,347,
570. 593-650

EL2 was first believed to be related to oxygen.347,593 596 Huber et al.597 however found 
based on measurements by DLTS and SIMS that EL2 has no correlation with oxygen. It 
was also postulated that EL2 was related to dislocations but it was also later found that 
dislocations themselves were not the origin of EL2

EL2 was then believed to be due to intrinsic point defects which involve one or more 
As anti site defects as proposed below.

- Ga vacancy598
- AsGa antisite defects570,5"-601- 607>60g. «is. 620.621.625.628.64o, 661.646,647. eso 
'  A s Ga + As vacancy (V^ ) complex602
“ ASGa +  ^Ga CO^pleX609 
-V  V As 619

V Ga V  As Ga
- complex with several As 622 629 
-Aso .-V G.6H
-As^-Asj defect pair624,630'632-634- 639- 649



In order to explain these various models, EL2 family concepts have been proposed 
by Taniguchi et al.604-610 and by others,605-606-611’6'2-644 in which EL2 is a kind of agglom
erate which takes the form of various defects depending on thermal and other condi
tions. Similar models such as the cluster model,616-637 the atomic model636 and the clus
ter/precipitate model20-642 have been proposed. Suezawa and Sumino642 studied the ki
netics EL2 concentrations by adsorbance measurement as a function of annealing time.

Combining the foregoing large body of work from the viewpoint of point defects 
with the following features of EL2, the nature of EL2 can be explained as related to 
precipitation behavior.

(i) Semi-insulating behavior takes place when the melt composition As/Ga>0.46 
which deviates greatly from stoichiometry. This fact gives rise to the understanding 
that EL2 are formed even when GaAs is Ga-rich. It is however pointed out that the 
congruent point is deviated to the As-rich side and stoichiometric GaAs can be ob
tained from a very Ga-rich melt. It is therefore possible that significant concentrations 
of EL2 can be obtained only when GaAs is As rich. These facts suggest that EL2 is a 
specific defect which is strongly related to precipitates or clusters.

(ii) Moderate temperature annealing homogenizes the distribution of EL2 defects 
which have a large inhomogeneity along dislocation cell boundaries.264 This EL2 ho- 
mogenization is the main reason for the improvement of the uniformity of resistivity.

(iii) EL2 as well as arsenic precipitates are completely eliminated when GaAs is 
annealed at temperatures higher than 1100 °C. This phenomenon was postulated as a 
thermodynamically reversible reaction from a consideration of the phase diagram20-264- 
275.276 ancj was experimentally proved by coulometric titration analysis.20

(iv) EL2 and arsenic precipitates are regenerated by reannealing at lower tempera
tures, typically lower than 1000 °C. This feature is very similar to the formation of 
precipitates and is explained by examining the phase diagram (Sec. 8.6.5) . The forma
tion o f these defects is also explained as a thermodynamic phenomenon. The relation
ship between EL2 and arsenic precipitates has also been discussed and their kinetics 
during annealing has been studied. It was found that the concentration o f EL2 is in
creased as a function o f annealing time at 1000 °C and then decreased.

All o f this behavior suggests that EL2 can be understood as a specific native defect 
formed during the As precipitation process. When excess arsenic atoms have to pre
cipitate according to the phase diagram, they gather as AsGa or other native defects. 
When EL2 are explained as native defects which are formed during As precipitate for
mation, many defect models, EL2 family and cluster models can be understood in a 
unified concept.

EL2 distributions in crystals have been measured by various methods,651'667 such as 
infrared absorption,651 deep level transient spectroscopy (DLTS),652 optical assisted re
sistance profile (OARP)660 and reflectance mirowave prove (RMP).666
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Table 8.8 Deep Levels in GaAs
Level Activation

energy
Capture cross 
section

DLTS peak 
temperature

EL2 0.80 6.6xl0*14 392
EL3 0.60 6.4x10'13 275
EL5 0.37 2.0x10'14 210
EL6 0.35 1.0x10'13 179
EL9 0.215 2.3x1 O’15 137
ELIO 0.18 1.3x1 O’14 109

Fig. 8.37 Variation o f the optical absorption coefficient in undoped n-type materials as a 
function of the concentration of EL2 determined by capacitance methods. Measurement 
at 5K (open circles) and room  temperature (fu ll circles), (reprinted from  Ref. 571 w ith 
permission, copyright 1981 American Institue of Physics)

Hope et al.659 compared theEL2 distribution in dislocation-free crystals with dislo
cated crystals and found a correlation o f the distribution with the long range elastic 
strain. Holmes et al.653-654 showed the symmetric distribution of EL2 in LEC grown 
crystals and its correlation with the stress. They also discussed the correlation o f the 
EL2 distribution with melt stoichiometry. Gray et al.661 showed that the distribution o f 
EL2 is uniform in VGF grown GaAs crystals being independent o f the dislocation den
sity. Fillard et al examined the microscopic distribution of EL2 in the vicinity o f dislo
cations using IR tomography. McCann et al.655 examined the EL2 distribution in Cr- 
doped LEC crystals.

EL2 distributions can be greatly improved by annealing procedures as explained in 
Sec. 8.4. Alt et al 665 found a correlation between the distribution of EL2 and the resis
tivity, the activation efficiency o f Si. The effect of EL2 on the threshold voltage o f 
MESFETs has been discussed by several authors. Dobrilla et al.668 showed the correla-
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tion between the threshold voltage of ion-implanted MESFETs and the EL2 concentra
tion. There was a linear correlation and Vth decreased by 63 meV/Ю15 EL2/cm3. 
Anholt and Sigmon669 discussed the out-diffusion of EL2 during post-annealing after 
implantation and the threshold voltage change.

(2) Other Deep Levels

There are many other deep levels such as EL3, EL5 and EL6 but most of them have not 
been studied as extensively as EL2. It was however found that some of them play im
portant roles in the electrical properties of GaAs in the region of low carbon concentra
tions as explained in Sec. 8.7.2. Regarding these deep levels, stoichiometry dependent 
deep levels in р-GaAs,670 non-radiative recombination centers671 and vacancy-related 
deep levels672 have been studied. Among these levels, EL6 has been found to have a 
very important effect on the electrical properties as much as EL2.242,243

Fang et al.673 identified EL6 as Vr -V. . Levinson identified EL6 as an As_ antisite-
- Ga As Ga

related complex.675 Hashizume and Nagabuchi676 systematically studied the behavior of 
various defects during annealing, and showed that EL6 is reduced by annealing. The 
effect o f ingot annealing on other defects was also studied by several authors242-243 and 
the influence o f EL6 on the annealing behavior has been found as follows.

The electrical properties are converted reversibly between semi-insulating and 
semiconducting by annealing.237 It is known that semi-insulating properties can not be 
held when semi-insulating GaAs with low carbon concentrations is cooled slowly after 
crystal growth or after annealing. Low temperature annealing at around 550-650 °C has 
the effect of increasing the concentration of midgap donors and the resistivity is con
verted to the semiconducting range (103-106 Q cm) when it exceeds the carbon con
centration.242,258-278 This phenomenon is now clearly explained from a Schockley dia
gram by the formation of EL6242 as shown in Fig. 8.44.

8.7 E L E C T R IC A L  PROPERTIES
8.7.1 Doping, Carrier Concentration and Mobility
Various impurities have energy levels as shown in Fig. 8.38. Among these impurities, 
Si and Zn are industrially used as the n-type dopant and the p-type dopant, respectively. 
The segregation coefficients of these dopants are shown in Table 8.9. Mobility as a 
function o f carrier concentration and the effect of various scattering mechanisms (Fig. 
8.39) have been systematically studied.677'682 Electron drift velocity as a function of 
electric field has also been studied in detail.683, 684 Mixed conductivity has also been 
studied as a function of carrier concentrations.685,686 Woods and Ainslie687 have dis
cussed the effect o f oxygen on the silicon contamination and the mobility. Fornari 
made a precise study of the influence of melt composition on the electron mobility of 
Si-doped LEC GaAs.688

8.7.2 Semi-Insulating (SI) GaAs 

(1 ) Mechanism of semi-insulation
The occurrence o f SI GaAs has been known since 1958209 and was studied by electrical
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Fig. 8.38 Ion ization  energies for various impurities in G aAs (from  Ref. 677 w ith permi 
ssion).

Fig. 8.39 Carrier concentration-m obility curves as a function o f the compensation ratio 
(reprinted from  Ref. 679 w ith permission, copyright 1971 Am erican Physical Society).

measurement689 and Z and О co-doping.690 In 1964, it was found that GaAs can be made 
semi-insulating by doping Crto create deep acceptors.691 After that Cr-Oxygen co-dop
ing was found to be more effective for semi-insulation. From that time, Cr-0 doped 
semi-insulating GaAs has been grown by the HB method.

The mechanism of semi-insulation is known to be the compensation between shal
low donor/acceptors and deep donor/acceptors.692'697 In the case o f Cr in Cr-0 doping, 
semi-insulation is due to compensation between Cr and shallow donors.

Undoped semi-insulation occurs as the compensation between shallow acceptors 
and deep donors, which is due to the native defect, EL2 as seen in Fig. 1.14. The 
mechanism of undoped semi-insulation has then been studied.563*694-696*698*714 Based on 
this model, it becomes very important to control the concentrations o f EL2 and carbon 
to obtain reproducibly and stably material whose resistivity is precisely controlled.

This three level model has however been found wanting because s e m i-insulating 
GaAs can not be stably obtained even though EL2 and carbon are controlled. From 
various results based on annealing experiments, it was finally found that another 
middle donor defect, EL6 has an important effect on the semi-insulating mechanism.
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Based on these findings, high purity epitaxial layers which are conductive have been 
made semi-insulating.229*230

- The control o f  EL2
The origin o f EL2 is discussed in Section 8.5. The occurrence of EL2 during crystal 
growth has been studied by many researchers. Holmes et al. found that EL2 concentra
tion is increased as a function of the As/Ga ratio of the melt from which crystals are 
grown as shown in Fig. 8.40, It was also found that various other crystal growth condi
tions affect the concentration of EL2.79*715

It was however found later that these effects of crystal growth on EL2 concentra
tions are not so important since EL2 concentration can be changed reversibly by an
nealing. This was proved using epitaxial layers as shown in Fig. 8.41. Similar behavior 
to that shown in Fig. 8.40 can be obtained just by varying the annealing temperature. 
The only important point is in the manner of growing crystals with nearly stoichiomet
ric conditions.

Since it is found that the threshold voltage depends greatly on the concentration of 
EL2, it is important to control EL2 concentrations from batch to batch.

- Role o f carbon and its control
Carbon is known to be the most important impurity since it determines the electrical 
properties o f semi-insulating GaAs. This is because the semi-insulation is due to the 
compensation o f deep donor EL2 and shallow acceptor carbon. The influence of carbon
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Fig. 8.40 Effect o f melt composition on electrical properties of LEC GaAs (reprinted from 
Ref. 79 w ith permission, copyright 1982 American Institue of Physics).
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ANNEAUNG TEMPERATURE (*C)

(a)
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ANNEAUNG TEMPERATURE (*C)

(b)

Fig. 8.41 Effect o f arsenic vapor pressure on the resistiv ity  (a ) and EL2 concentration of 
w afer-annea led  G aAs ep itax ia l layers (rep r in ted  from  R e f. 229 w ith  perm ission , 
copyright 1993 American Institue of Physics).

on the electrical properties has been investigated by various authors.242,258,259,713,716/728 ^ 
is known that the resistivity is increased as a function of carbon concentration not only 
for LEC-grown crystals259,721*725,726 but also for VGF-grown crystals.194

An example is shown in Fig. 8.42. The mobility is also affected by the carbon con-

CARBON CONCENTRATION (cm- 3 )

Fig. 8.42 Resistivity vs carbon concentration for as-grown (O )  and annealed samples (X  • 
rapid cooling, □ :  slow cooling). Solid lines are theoretical calculations (from  Ref-259 
w ith permission).
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Fig. 8.43 R esistiv ity  and m ob ility  as a function  of annealing tem perature.

centration. It is found that the threshold voltage Ул of MESFETs depends linearly on 
the carbon concentration716 as seen in Fig. 8.46. Carbon is also known to affect the 
thermal conversion behavior.717*71 *•723 It is therefore important precisely to control the 
concentration of carbon and it has been performed as explained Sec. 8.5.1.

When the carbon concentration is lower than l-3x l0 15 cm'3* the resistivity is greatly 
decreased depending on the annealing conditions as seen in Fig. 8.42. It is also impor
tant to know that the mobility is increased as the carbon concentration is decreased but 
when the carbon concentration is lower than 1 0 15 cm'3, the mobility is drastically de
creased. This decrease coincides with a drastic decrease in resistivity. The big reduc
tion in mobility is not yet well understood but it may be related to the breakdown of 
semi-insulating properties which will vary the position of the Fermi level, resulting in 
the variation of the position of the bottom of the conduction band, thus interrupting the 
normal transport of electrons in the conduction band.

- Role o f  other defects - fou r level model
Semi-insulating behavior is in principle determined by the balance between shallow 
donor impurities, shallow acceptor carbon and deep donor EL2 as mentioned above. 
This semi-insulating behavior however can not be determined only by these three lev
els, especially in the case of low carbon GaAs. When GaAs crystals with low carbon
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also found that in converting these semiconducting GaAs crystals with low
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carbon concentrations, after annealing at 950 °C to improve the uniformity, it is neces
sary to cool the crystal at a sufficient cooling rate in order to prevent the formation of 
these middle donor levels .259

8.7.3 Measurement of Uniformity of Electrical Properties
The uniformity of electrical properties over the wafer is an important issue for the 
fabrication of electronic devices of reproducible performance. Various measurement 
methods have therefore been studied to evaluate it. 729*741 Resistivity uniformity of In
doped SI GaAs has been studied by Miyairi et al. n 0

8.7.4 Control of Electrical Properties
It has been proved by many authors that moderate temperature annealing greatly im
proves the uniformity of electrical properties such as resistivity and mobility as ex
plained in Sec. 8.4.1. Microscopic uniformity has mainly been measured by the three 
guard ring method (Sec. 5.5.4) and it is known that the best uniformity achievable is 
less than 5% 20 which is near the detection limit. This uniformity is very important since 
it is directly correlated with the threshold voltage variation of FETs. 742

Precise control of electrical properties can be achieved by stoichiometry control by 
wafer annealing. First step wafer annealing was found greatly to affect the electrical 
properties as a function of temperature and arsenic vapor pressure. When the tempera
ture is increased and arsenic pressure is decreased, the semi-insulating properties are 
lost and it is converted to p-type conductive material. 20- 292 This p-type conversion be
havior is very similar to the p-type conversion as a function of melt composition seen 
in crystal growth .79 The p-type conversion is believed to correspond to non-stoichiom
etry resulting in the decrease of EL2 concentration. It was found that by optimizing 
annealing conditions, semi-insulating properties can be achieved with the composition 
closely approaching stoichiometry, such composition not being achievable by ingot- 
annealing . 20

Uniformity of electrical properties can be improved by moderate temperature an
nealing at 950 °C as in the case of ingot annealing. This uniformity results from the 
homogenization of EL2 as in the case of ingot annealing. This multiple-step wafer 
annealing finally gives the same uniformity of electrical properties as the best ingot 
annealing. 20

8.8 OPTICAL CHARACTERIZATION
8.8.1 Photoluminescence (PL)
Since photoluminescence is a very sensitive method for evaluating GaAs, many studies 
have been performed for the characterization of GaAs. The assignment of various 
peaks is summarized in Table 8.9, based on the report in Ref. 743.

Photoluminescence of EL2 has been studied by various authors744-748 as reviewed by 
Tajima . 591 Out-diffusion of Cr and the 0.839 eV level have been studied by the PL 
method .749 The behavior of other impurities such as Cu, 750,751 O752 and C753 has been 
studied. Kirillow et al. 754 developed a room temperature photoluminescence method for



236 PART 2 III-V Materials

Table 8.9 A ssignm ents of PL peaks in GaAs
Peak (eV) Sym bol A ssig n m en t

Exciton Peaks
1.5153 (F ,X )n=l free exciton , n = l  sta te  o f u p p er polariton  

branch
1.515 (F,X) free exciton , lo w er  p o lar iton  branch
1.5150-1.5145 (Do,X) excited  sta tes  o f exc iton  b ou nd  to neutral
1.5133(6) (D +,X ) exciton  boun d  to io n iz e d  d onor
1.5128 (A o,X), J = l /2 exciton  boun d  to  neutra l accep tor
1.5124 (A o,X), J = 3 /2
1.5122 (A o,X), J = 5 /2

Im purity related peaks
1.4931(2) FB con d u ction  band to C (A s)
1.4915 FB Be(Ga)
1.4911(4) f b , con d u ction  band to M g(G a)
1.4894 FB Zn(G a)
1.4891(2) DAP, neutral d on or to C (A s)
1.4875 DAP, neutral don or to Mg
1.4854 DAP Zn(Ga)
1.4850(1) FB, con d u ction  band to S i(A s)
1.4848 FB C d(G a)
1.4814(6) DAP, neutral d on or to S i(A s)
1.4781-1.479 FB, con d u ction  band to G e(A s)
1.4745(6) DAP, neutral don or to G e(A s)
1.406 FB M n-related
1.356 FB C u-related
1.349

Broad band peaks
0.65
0.68
0.80

determining the indium content.
Macroscopic mapping examination of SI GaAs has also been extensively per

formed .249- 755767 It is known that depending on the improvement in the uniformity of 
the resistivity, PL intensity mapping is also improved. Compared with PL at low tem
peratures, room temperature scanning photoluminescence has been found to be a very 
effective and easy way to evaluate the uniformity. Microscopic mapping has also been 
s^ jie d  in order to study the origin of non-uniformity in the vicinity of dislocations.759.

The effect of annealing on the PL spectra has been extensively studied.234,240,249,294' 
760.772 776 inoue ai 294 showecj how the PL spectra are changed as a function of various 
annealing conditions as shown in Fig. 8.45. It was shown that MWA was the best way 
to yield the most uniform PL mapping.

By looking at the near band-edge emission, mainly that of the carbon related emis
sion BA c (1.49 eV), it was found that the uniformity can be easily detected and this 
technique is applied often in GaAs manufacturing.234,240 249- 294*760- 774 It is known that the 
BA c intensity is increased and the uniformity is improved by moderate temperature
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(b)

F ig . 8.45 PL sp ec tra  at the cen ter  o f v a r io u s  w afers. HT-IA: h ig h -tem p era tu re  in g o t  
a n n e a lin g , M IA: m u lt ip le -s te p  in g o t  a n n ea lin g , H T-W A : h ig h -te m p e r a tu r e  w a fer  
ann ea lin g , MWA: m u ltip le  step  w afer an nealing , (a) PL in ten sity  (IBA) at the peak of BA 
(b ou n d -accep ter) recom bination , (b) PL in ten sity  due to deep  le v e l (from  Ref. 294 w ith  
p erm ission ).

(800-950 °C) annealing. The increase of the BA°C intensity however does not literally 
mean that the carbon concentration is increased. The increase may be based on the 
decrease of non-radiative recombination centers,249 possibly that of arsenic vacancy 
related point defects.294 It is also known that the BA°C intensity becomes very small 
after high temperature (>1000 °C) annealing, about two orders of magnitude smaller 
than that after moderate temperature (800-950 °C) annealing.294 The mechanism of 
photoluminescence homogenization by ingot annealing is not yet fully clarified even 
after many investigations so that a systematic and comprehensive study is required.
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The annealing conditions affect the uniformity of photoluminescence as in the case 
of ingot annealing. By wafer annealing, similar uniformity of photoluminescence can 
be achieved as with ingot annealing.294 The other feature is that CL uniformity can be 
greatly improved in the case of MWA compared with ingot annealing.20-292 In the case 
of ingot annealing, complete homogenization of the microscopic non-uniformity of 
cathodoluminescence can not be achieved, while in the case of wafer annealing, it can 
be completely homogenized. The reason has not yet been clarified, but it seems to be 
due to some defects other than EL2, being the origin of non-uniformity of cathodolumi
nescence .

8.8.2 Cathodoluminescence (CL)
Cathodoluminescence (CL) and electron beam induced current (EBIC) are very sensi
tive methods for evaluating the uniformity of SI GaAs at the far microscopic level. In 
fact, these methods have been applied by various authors.20,777'787 The origin of CL 
contrast has been discussed by Koschek et al.777 and Frigeri and W heyer.399 In many 
cases it is known that non-uniformity is always present, especially along dislocation 
cell boundaries. The effect of defects such as dislocations,435,788 794 striations795 and lin
eages796 have also been studied.

Cathodoluminescence is also a convenient method for examining the effect of an
nealing. This method has a higher resolution than photoluminescence and is convenient 
for examining the microscopic uniformity. In fact, Miyazawa et al.374,797 showed that 
CL non-uniformity correlates with the threshold voltage variation of FETs. CL unifor
mity measurement is therefore a good, easy technique for evaluating the effect of an
nealing and precise studies have been performed by various authors.238,798,799 It is 
known that uniformity can be improved by appropriate annealing238,240,255,279 but it has 
also been found that microscopic non-uniformity is not fully eliminated by ingot an
nealing.292 This implies that CL information may include more information on defects 
other than EL2.265 Only in the case of SI GaAs subjected to multiple wafer annealing 
(MWA) did cathodoluminescence show completely uniform images.20

8.8.3 Others
Brozel et al.651 •800 and Skolnick et al.801 have developed a simple IR transmission 
method for observing inhomogeneities such as striations, and dopant segregations of 
GaAs. Katsumata et al.802'804 developed an IR transmission topography system using a 
video image processor, and have examined IR scattering and transmission images as a 
function of melt composition. Dobrilla and Blakemore805 have developed an IR trans
mittance imaging method for observing the stress field in GaAs wafers. Carlson and 
Witt806 used an IR microscope to determine the carrier concentration in Te-doped GaAs 
and to observe striations. Fillard807 showed that by IR transmission imaging, the distri
bution of EL2° which is anti-correlated with that of EL2+ can be observed. Tuzemen et 
al. have developed a near-band-edge absorption measurement system to study non- 
recombination center distributions.

Ogawa first showed the applicability of LST to GaAs characterization. Katsumata
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et al.809 have studied the scattering mechanism and observed As precipitates and Ga 
inclusions. The correlation between LST images and AB and DSL etched images, as 
regards micro-precipitates has been clarified.461-81°-811 Fillard et al.812 compared LST 
and IR transmission images in In-doped GaAs to study the distribution of EL2 in the 
vicinity of a dislocation.

8.9 DEVICE PROPERTIES
8.9.1 Thermal Stability
Since the decomposition pressure due to arsenic is rather high, when GaAs is annealed 
at moderate temperatures, EL2 based on excess arsenic is out-diffused and the semi- 
insulating properties near the surface region are broken down. This is called thermal 
conversion and it should be suppressed for activation annealing after ion-implantation 
for MESFET fabrications. The detailed mechanism of thermal conversion has been 
studied by various authors.80-723-813*817 This thermal conversion was attributed to out- 
diffusion of EL2, the concentration of which becomes lower than that of the shallow 
acceptor so that the surface region becomes p type conductive after annealing. Ohkubo 
et al.723 examined the effect of carbon on the thermal conversion and concluded that 
thermal conversion is caused not only by the reduction in EL2 but also by the formation 
of native acceptors. It is concluded that the carbon concentration must be somewhat 
higher than that of EL2. If the difference is small, a slight out-diffusion of EL2 easily 
results in thermal conversion.

8.9.2 Activation efficiency
The activation efficiency after Si doping and annealing is important in the production 
of MESFETs. Kiyama et al.818 made an exact study of the relationship between the 
activation efficiency and the crystal quality as a function of the axial position of wa
fers. The role of dislocations,819 boron,344-820 EL2344 and striations821 on the activation 
efficiency has been studied.

8.9.3 Threshold Voltage (Vth) and its Variation
Since control of the absolute value of Vlh is indispensable for the reproducible produc
tion of GaAs MESFETs, the factors which affect the V(h have been extensively studied 
experimentally and theoreti cal 1 y.264-375-668-669-716-822 848 The effect of dislocations, EL2, 
carbon and boron has been studied. It was first pointed out that dislocations affect the 
Vih of FETs.375 Later studies clarified that the inhomogeneity of EL2 in the vicinity of 
dislocations is the main reason for that effect.

From these examinations, it was found that the precise control of EL2 and carbon is 
critical for the high yield production of discrete MESFETs. It should be noted that the 
precise control of EL2 correlates strongly with the precise control of non-stoichiom
etry because under the same post-annealing conditions, the EL2 concentration is de
pendent on the non-stoichiometry.

Beyond the control of the absolute Vth, the variation of Vth is the most important key 
factor for integrated circuit fabrication since the device chip yield depends strongly on
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the oVth 849 Because of this importance, many studies have been performed aimed at the 
reduction of aV th as summarized in Fig. 8.47.298 It was finally found that the best 
achievable variation of less than 10 meV was obtained by appropriate ingot annealing. 
High temperature ingot annealing was also found to increase the microwave device 
fabrication yield.483 This is due to the reduction of arsenic precipitates which greatly 
reduce the device fabrication yield when they land under the gate electrode (Fig. 8. 
8).

The effect of wafer-annealed GaAs on device performance has been examined in 
various circumstances. Oyake et al.295 proved that the threshold voltage variation can 
be improved by using MWA wafers, being comparable to ingot annealing. It was also 
found that the device fabrication yield can be improved for integrated circuit applica
tion.299 This is the most expected effect of wafer annealed material since in the case of 
large scale ICs, a large number of defects such as arsenic precipitates will significantly 
impair the device fabrication yield as happens with silicon oxide in silicon ICs. This 
advantage of wafer-annealed GaAs achieves importance in the case of large scale de
vices rather than discrete devices.

As another feature of wafer-annealed material, it was found that it improves the 
characteristics and the morphology of epitaxial layers, especially in the case of MBE 
grown AlGaAs epitaxial layers.293,298 When wafer-annealed material is used for epi
taxial growth, tiny oval defects due to arsenic precipitates along dislocations, which
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differ from conventional oval defects due to gallium oxides, can be significantly re
duced which naturally improves the device fabrication yield.

8.9.4 Device Yield
Among the factors of bulk properties which affect the device yield, Vth and its varia
tion were recognized as those which are essentially important. It was however later 
found that the arsenic precipitates which inevitably appear in conventional bulk crystal 
growth and ingot-annealing, reduce the device yield to a large extent.484,485 This was 
decisively found by device fabrication studies.485,295 The arsenic precipitates can be 
eliminated by high-temperature ingot-annealing,470,483 three-step ingot annealing288 and 
the MWA method.20,292 For large scale ICs up to 4k SRAM, it was found that the MWA 
process greatly improves the device chip yield.299 
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9. GaSb

9.1 INTRODUCTION
Since the lattice constant of GaSb is fairly large, GaSb is a promising material for 
mixed III-V compounds whose band gaps correspond to wavelengths longer than 1.5 
ц т .1 This is important since transmission loss due to Rayleigh scattering is signifi
cantly low at these wavelengths.2

Quaternary GalnAsSb and GaAlAsSb epitaxial layers on GaSb substrates1-3-4 are 
promising for LEDs and lasers in the range of 2-2.3 ц т 5'7 as are AlGaSb photodetec
tors8-9 at wavelengths longer than 1.5 ц т . InAs/GaSb superlattices are promising for 
ultrahigh speed electronic devices.10 InGaSb Gunn oscillators have also been studied.11 
A recent attractive application of GaSb is for infrared solar cells combined with GaAs 
based solar cells and for thermophotovoltaic cells in order to convert wasted thermal 
energies to electric energies.12

9.2 PHYSICAL PROPERTIES
The physical properties of GaSb have been investigated and they are reported in vari
ous references.13-14 Typical data are shown in Table 9.1.

GaSb has a direct band gap of 0.72 eV at room temperature and a cubic lattice con
stant of 6.095 A which permits the lattice matching with GalnAsSb quaternary materi
als for devices sensitive at long wavelengths. The melting point of GaSb is as low as 
712 °C which is lower than those of other compound semiconductors.

The phase diagram of GaSb has been investigated15 and a typical example is shown 
in Fig. 9 .1.16 Stoichiometric and P-T diagrams have been studied from the theoretical 
calculation of point defects.17 The vapor pressure of Ga and Sb are reported as seen in 
Fig. 9.2.18

Thermodynamical calculations have been made for the system Ga-Sb and Ga-In- 
Sb.20 The effect of oxygen on the formation of G a,03 has been discussed.18

Table 9.1. Physical Properties o f GaSb
C rystal Structure zincb lende
L attice C onstant 6.094 A
D en sity 5.613 g /c m 3
M elting Point 712 °C
Linear E xpansion C oefficient 6.7 xlO'6 /d e g
T herm al C onductiv ity 0.33 W /cm .K
D ielectric  C onstant 15.69
R efractive index 3.82
B andgap at Room Tem perature 0.70 eV
Intrinsic Carrier C oncentration 1014 cm'3
E lectron M obility 7,700 cm 2/V «sec
H ole M obility 1,400 cm 2/V .s e c

265
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The temperature dependence of the lattice constant has been measured and has been 
discussed from the viewpoint of non-stoichiometry.21

9.3 CRYSTAL GROWTH
The growth of GaSb crystals has been reviewed by various authors.22'25 Several crystal 
growth methods used for GaSb are summarized in Table 9.2. Since the melting point of 
GaSb is as low as 712 °C, the main crystal growth methods are CZ and LEC methods 
and they are presently applied in industrial production.

9.3.1 Solution Growth
(1) Solution growth
Solution growth from Ga solution or Sb solution has been performed to grow GaSb to 
examine the electrical properties but the crystals grown are small and are only used for 
characterization of GaSb crystals.26 28

Watanabe et al.29 grew GaSb bulk crystals by a modified CZ method known as the 
solute feeding CZ (SFCZ) method. In this method, GaSb crystals were grown from a 
Ga solution fed from a GaSb source using a two-chamber crucible at a constant tem
perature of 670 °C.

Bischopink and Benz30 grew GaSb layers with a thickness of more than 3 mm and a 
diameter of 15 mm on GaSb substrates from a Ga-rich solution by a vertical Liquid 
Phase Electro Epitaxy (LPEE) method. The growth temperature was in the range of 
550-575 °C and the current density was varied from 5 to 10 A/cm2.

ato m ic  %  Sb

Fig. 9.1 Phase diagram  of GaSb (from  Ref. 16 w ith  perim ssion , copyrright 1958 M cG raw -
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к (deg)

Fig. 9.2 V apor pressu res o f Sb, Sb2, Sb4 and Ga above GaSb(s, 1) for an equim olar m ixture 
of Ga and Sb (rep r in ted  from  R ef. 18 w ith  p erm issio n , cop yrigh t 1986 E lsev ier). The 
dash ed  lin es are ca lcu la tio n s.19

(2) Travelling Heater M ethod (THM)
GaSb single crystals of diameter 10 mm and length 30 mm have been grown by the 
vertical THM method by Benz and Muller.31 A horizontal THM method was also ap
plied to the crystal growth of GaSb. The maximum growth rate of inclusion-free 10 mm 
diameter crystals was 2 .5± 0.5  mm/day at 500 °C. EPD less than 103 cm-2 could be 
obtained. Miiller and Neumann32 have grown GaSb single crystals by the horizontal 
THM by forced convection on a centrifuge arrangement with a gravity 20 times higher 
than earth gravity and found that the growth rate is increased.

9.3.2 M elt Grow th
(1) Bridgman growth
GaSb polycrystals were synthesized by a direct reaction between Ga and Sb and the 
crystallization was performed by a vertical Bridgman method.33 It is however pointed 
out that because of the existence of oxide layers containing Ga20 3, twinning and poly- 
crystals are easily formed.34

Dutta et al.,35*37 using a furnace assembly as shown in Fig. 9.3, examined the factors
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Table 9.2. Crystal Growth of GaSb
M ethod R esults A uthors Year Ref.
CZ D ouble crucible m ethod A llred  et al. 1961 41
CZ D ouble crucible Van der M eu len  1964 42
SG Small crystal from a Ga so lu tion M iyauchi et al. 1965 27
SG, CZ G row th from Sb-rich m elt Reid et al. 1966 28
CZ Effect of grow th  d irection  polarity D asevsk ii 1969 43
THM D iam eter 10 m m , length  30 mm  

grow th  rate is low  (2 .5 ± 0 .5  m m /d a y )
Benz et al . 1979 31

CZ Effect of u ltrason ic v ibration K um agaw a 1980 44
LEC E ncapsulant: NaCl-KCl M iyazaw a et al. 1980 62
LEC E ncapsulant: B20 3+N a1!AlF6 Katusi et al. 1980 64
VB D irect sy n th esis  and crystal grow th H arsy et al. 1981 33
SML P latelet s in g le  crystal grow th  

Encapsulant: NaCl-K C l, <111> sin g le  crystal
M iyazaw a 1982 68

LEC K ondo et al. 1982 65
LEC T e-doped  <100> sin g le  crystal grow th O hm ori et al. 1982 66
CZ G row th under hyd rogen , EPD 102-103cm'2 C ockayne et al. 1982 45
CZ <115>,<112> , <111> d irected  crystal grow th Hirai et al. 1982 46
LEC Effect of the polarity  of <111> seed  crystal on  

tw in n ing
K atsui et al. 1982 64

CZ G row th under hydrogen , 3.5 cm  in d iam eter  
and 6 cm in length

Sunder et al . 1986 47

CZ, LEC C rystal grow th  under hydrogen  atm osphere M oravec et al. 1987 48
CZ G row th under hyd rogen  for <100>, <111> and 

<112> d irection s. Effect of seed  orientation  on  
tw in n in g  occurrence

M oravec et al. 1989 49, 50

LEC T e-dop ed  <111> GaSb w ith  NaCl-KCl encap 
su lant

M atsu m oto  et al.1989 24

VGF <111> crysta ls w ith  10 mm diam eter and 50 
mm in length . EPDclOO c m 2. S o lid ified  frac
tion m easurem ent

G arandet et al. 1989 40

CZ <111> T e-d op ed  s in g le  crystal grow th Stepanek  et al. 1992
1994

34, 52- 
55

CZ Effect of excess o f Sb on the acceptor concen
tration

M oravec 1993 51

CZ S -dop in g Stepanek et al. 1993 56
CZ S olu te feed in g  grow th  from Ga so lu tion W atanabe et al. 1993 29
LPEE G row th of thick AlGaSb and GaSb layers B ishop et al. 1993 30
CZ U p p er-low er crucible technique M o et al 1993 61
VB C rystal grow th  under planar so lid -liq u id  

in terface sh ape
D utta  et al. 1994

1995
35-
37

VB G row th of Ga, xM nxSb crystals Basu et al. 1994 38
CZ C areful reclean ing  of Ga, grow th  of 25 mm  

diam eter <100> sin g le  crystal
O liveira  et al. 1995 60

CZ D o p in e  w ith  Cu, In, Ge, N , S, Se, Те and Mn S estakova et al. 1995 57,58
CZ G row tn under ion ized  h ydrogen  atm osphere  

D ecrease of carrier concentrations
S estak ova et al. 1996 59

HB G row th  of 25 m m  diam eter and 60n mm in 
len gth , EPD <102cm'2.

Sestakova et al. 1996 59

FZ G row th under m icrogravity C roll et al. 1998 69
EGF G row th of ribbon ana rod crystals N icoara et al. 2000 67
VB G row th of N d -d op ed  GaSb crystals Plaza et al. 2002 39
HTHM G row th under 20 tim es earth gravity M uller et al. 2005 32

CZ: C zoch ra lsk i, LEC: L iquid E n capsu lated  CZ, VB: V ertical B ridgm an , VGF: V ertica l 
G ra d ien t F reez in g , SG: S o lu t io n  G row th , THM : T ra v e llin g  H eater  M eth o d , HTH M : 
H orizontal THM , SML: Shaped M elt L ow ering, LPEE: L iquid Phase E lectro-E pitaxy, EGF: 
E d ge-d efin ed , Film -fed G row th
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affecting the melt-solid interface shape and found that high quality crystals can be 
grown with a flat melt-solid interface shape. They also examined the interface shape 
and the growth rate by quenching and etching methods and showed the results agreed 
well with the theoretical prediction .

Basu et al.38 for the first time tried the growth of Gaj xMnxSb which shows semi- 
magnetic semiconducting (SMSC) behavior by the VB method using compositions of 
0<x<0.15. The effect of the Mn concentration was examined.

Since rare earth doped semiconductors show a temperature stable luminescence, 
Nd-doped GaSb bulk crystals have been grown by the vertical Bridgman method39 and 
the effective segregation coefficient and the electrical properties have been examined.

(2) Vertical Gradient Freezing (VGF) method
Garandet et al.40 applied a VGF method combined with a dilatometric method for grow
ing GaSb while measuring the solidified fraction. Dislocation densities below 100 cm*2 
could be obtained.

ф  Interlace-^ Li<»u'd

Solid

(b)

CONE
ANGLE

У
(С)

CONE
ANGLE

T
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CONE
ANGLE

Fig. 9.3 (a) S ch em atic  d iagram  of the furnace and crucib le  assem b ly: (1) N iC r /N iA l  
con tro l th erm o co u p le ; (2) quartz am pou le; m elt; (4) crystal; (5) furnace; (6) furnace  
elem ent; (7) am pou le stem; (8) quartz w ool; (9) quartz crucible holder; (10) sta in less steel 
cou p ler; (1 1 ) s ta in le s s  s te e l lo w e r  rod; (b), (c), (d ) V a rio u s sh a p e s  o f a m p o u le  tip  
(reprinted from  Ref. 35 w ith  perm ission , copyrigh t 1994 E lsevier).
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Fig. 9.4 GaSb crystal grow er u sin g  d ou b le  crucib le m eth od  to e lim in a te  o x id e  (reprinted  
from Ref. 41 w ith  p erm ission  of T he E lectrochem ical S ociety).

(3) Czochralski (CZ) method
For the growth of GaSb crystals, the main method is the CZ method and it has been 
studied by various researchers.41'61

In the CZ crystal growth of GaSb, the main problem is that after the GaSb melts, a 
film of Ga20 3 oxide is formed at the surface of the melt, as predicted by thermodynami
cal analysis.20 This oxide film makes seeding difficult and twinning occurs easily be
cause of the adherence of the film.

To prevent this problem, the double crucible method (Fig. 9.4) has been developed 
where the GaSb melt is made to flow through a hole in the bottom of the inner crucible 
and the oxide film is removed.22*41 It is however known that during crystal growth, 
oxide films are formed again56 and the temperature gradient is so large that twins and 
dislocations are formed easily.

It is known that high-purity argon and nitrogen gas do not prevent the formation of 
oxide scum. To prevent the formation of oxide films, crystal growth has been per
formed by the CZ method under a hydrogen atmosphere.47,48, 51 Oxide films can be 
removed after several days' purging with high purity hydrogen.

Hirai and Obokata46 grew <115>, <112> and <111> direction GaSb single crystals 
by the CZ method using a double carbon crucible under a hydrogen atmosphere, and 
showed that low dislocation density crystals can be grown by the <115> direction 
growth.
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Fig. 9.5 S ch em atic  d iagram  o f the C zoch ra lsk i apparatus for GaSb grow th: (a) quartz  
cru cib le; (2) GaSb m elt; (3) m o ly b d en u m  w ire  co ils; (4) g rap h ite  cylinder; (5) GaSb 
crystal; (6) seed; (7) w ater coo lin g  coils; (8) quartz tube; (9) Kanthal w ire coils; (10) quartz 
am pou le; (11) su lphur; (12) tw o -w a y  cocks; (13) quartz b yp ass (reprinted from  Ref. 57  
w ith  p erm ission , cop yrigh t 1992 E lsevier).

Sunder et al.47 have performed a two-step process for preventing the formation of 
oxide films, and have made systematic studies of CZ crystal growth, investigating the 
role of crystal stoichiometry, crystalline perfection, impurity distribution and interface 
shape on the electrical properties. They have grown GaSb single crystals of diameter 
3.5 cm and length 6 cm reproducibly.

Moravec and Tomm48 compared the CZ method with the LEC method and con
cluded that the CZ method is preferable from the viewpoint of twin-free crystal growth. 
Moravec et al. [49, 50] have grown GaSb single crystals in the direction of <100>, 
<111>, <112> and compared them for poly crystallization and twinning. Another phe
nomenon also examined was that Sb excess in the melt decreases the residual acceptor 
concentration.51

Sestakova et al.34 examined various methods and found that the CZ method without 
encapsulant in a flow of hydrogen is the most suitable method (Fig. 9.5). They grew 
GaSb single crystals by this method doping with Те,52'55 S,56 In and N57 and Cu, In, Ge, 
N, S, Se, Те, Mn.58

Crystal growth under an ionized hydrogen atmosphere without encapsulant was also 
examined and it was found that lower free carrier concentrations could be obtained,
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F ig. 9.6 LEC g r o w th  a p p a ra tu s . T h e q u artz  tu b e  w a s  u se d  to  c o n tr o l te m p era tu re  
distribution  (reprinted from  Ref. 65 w ith  perm ission , cop yr igh t 1982 E lsev ier).

probably by the passivation of residual impurities or defects.59
Oliveira and de Garvalho60 have grown 25 mm diameter GaSb single crystals, with

out using hydrogen, but by thermal treatment of gallium in a vacuum before crystal 
growth to yield a scum-free melt.

Mo et al.61 applied a double crucible technique for growing GaSb crystals from a 
scum-free melt. In this method, the upper crucible is used to trap the scum on the melt 
surface. By this method, a growth cycle of only one-step can be performed instead of 
the conventional two-step growth cycle.

(4) Liquid Encapsulated Czochralski (LEC) method
The LEC method has the advantage that it is possible to remove oxide films and to 
obtain a lower temperature gradient than with the CZ method. It is however important 
to select an appropriate encapsulant. Boric oxide which is mainly used as the encapsu
lant for GaP, GaAs and InP is not appropriate for GaSb. This is because the viscosity of 
B20 3 at the melting temperature is high and bubbles can not easily be removed. The 
removal of oxide film is not effective neither.

In the selection of an appropriate encapsulant, the following criteria must be consid
ered.62

(i) The melting point must be lower than that of GaSb (—712 °C)
(ii) That the viscosity is sufficiently low
(iii) That it does not react with GaSb and does not dissolve GaSb.
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(iv) That the specific gravity is lower than that of GaSb
(v) Transparent when single crystals are grown
(vi) Evaporation is small
(vii) It wets well with GaSb
(viii) It is not toxic.
Katusi et al.63,64used B20 3 with an additive of 3.3 mol % Na2AlF6 aimed at reducing 

the viscosity. They also examined the effect of the polarity of the <111> seed crystals 
and the melt composition on the occurrence of twinning. This method is however lim
ited because when the removal of oxide film is not sufficient, the encapsulant becomes 
opaque.

Miyazawa et al.62-65 developed an encapsulant NaCl-KCl eutectic compound for 
crystal growth (Fig. 9.6). Since theNaCl-KCl eutectic encapsulant has good oxide film 
removing abilities, a eutectic temperature of about 645 °C, a specific gravity of about 2 
g/cm3 and it wets well with GaSb, it would appear to be an ideal encapsulant. It how
ever has the disadvantage that it more or less evaporates under atmospheric pressure. 
By melting back the dislocation free seed crystal, a dislocation-free crystal could be 
obtained.66

Since GaSb has a tendency to generate twinning, it is important to control the melt 
composition with a view to stoichiometry control. Ohmori et al.66 and Matusmoto et 
al.24 in fact grew GaSb single crystals of diameter 50 mm while preventing twinning.

Moravec and Tomm48 compared the above LEC method, with the encapsulant 
B20 3+3.3 mol % Na2AlF6 and NaCl-KCl, with the CZ method in pure hydrogen gas. 
35-50 mm diameter Te-doped GaSb free of dislocations could be obtained by the LEC 
method with a B20 3 encapsulant. They however postulated the advantage of the CZ

F ig . 9 .7  F urnace se tu p , (a) SML grow th  ap paratus and (b) tem p eratu re  p ro file  in  the  
fu rnace (reprinted  from  Ref. 68 w ith  perm ission , copyright 1982 E lsevier).
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method from the viewpoint of crystal growth yield.
With the LEC method it is however pointed out that an oxide layer is formed be

tween the encapsulant and the GaSb melt which sticks to the seed crystal and cause the 
local freezing.

(5) Others
GaSb crystals shaped as ribbons and rods were grown by pulling from the melt using a 
non-wetted floating shaper to control the crystal cross section shape and size.67 Graph
ite was used as the shaper and the crucible material since it does not react chemically 
with molten gallium antimonide.

A novel Shaped Melt Lowering (SML) technique was first applied to GaSb by 
Miyazawa.68 In this method, a shaped crystal is pulled down from the crucible using a 
seed crystal as seen in Fig. 9.7. Undoped and Te-doped platelet GaSb single crystals 
were grown with a pulling down rate of 18 mm/h.

9.3.3 V apor Phase G row th
It is found that the Piper-Polish method is not effective in the crystal growth of GaSb 
because of its low vapor pressure.70 When transport agents such as Gal3 and Sbl3 are 
used in the vapor phase method, the growth rate is increased one order of magnitude 
but is still too low for industrial production.22

Shen et al.71 applied the closed tube vapor phase growth method using iodine as the 
transport agent in order to grow GaxAlj xSb single crystals on GaSb substrates at 550- 
580 °C, and obtained smooth GaAlSb layers on (111)A and (100) GaSb substrates.

9.3.4 Doping
Distribution coefficients of various dopants are summarized in Table 9 . 3.22,72,73 These 
data were mainly obtained from the electrical measurement of crystals grown by the 
CZ method. Other doping studies were mainly performed by Sestakova et al.34,52 59 us
ing the CZ method in a hydrogen atmosphere.

The relationship between the distribution coefficient and growth parameters such as 
melt composition, growth rate and crystal orientation has been extensively discussed.47

T able 9.3 D istrib ution  C oefficien ts

Im purity D istribution  C oeffic ien t
Zn 0.16-0.3
Cd <0.02-0.02
In ~ 1
Si 1
Ge 0.08-0.2
Sn 0.0002-<0.2
A s 2-4
S 0.06
Se 0.18-0.4
Те 0.32-1
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9.4 CH ARACTERIZATIO N
9.4.1 Purity
When eutectic NaCl-KCl is used as the encapsulant, Na, К and Cl are incorporated in 
grown crystals in amounts of several ppm. Impurities such as Al from the source Ga 
material and Ca and S which are found in NaCl and KC1 are also incorporated in grown 
crystals.

9.4.2 Defects
(1) Dislocations
Since GaSb has a higher critical yield stress than other III-V materials as explained 
Sec. 1.7.3, it is much easier to get low dislocation densities than with other III-V mate
rials."'

As dislocation etchants, H20 2:HCI:H20= 1 :1:274 and HN03:HF : CH3COOH = 2:1:275 
were first used but lately, Brown et al.76 found that HC1:H20 2 = 2:1 is a useful etchant 
since it reveals two types of dislocations and also striations. Kondo et al.65 showed that 
dislocations on the (111) Ga face can be revealed as triangular etch pits by etching with 
2%Br-methanol after mirror etching by HF: HN03: CH3COOH= 1:9:20. The one-to-one 
correspondence between etch pits and dislocations is confirmed by X-ray topography.65 
Another dislocation etchant is a modified CP4 etch which is H N 03:CH3C 00H : 
HF:H20  = 5:3:3:11 by which dislocations on (111) Ga and (11 l)Sb can be revealed.40 
Cockanye et al.45 revealed dislocations on the (100) surface using a concentrated 
HC1:H,0, = 2:1 etchant. HCI:H,02:H20= 1 :1:2 is also used as an EPD etchant.

When dislocation free crystals are used as seed, propagated dislocations take place 
from the seed crystal. This may be due to thermal shock on the occasion of seeding. 
Melt-back and necking procedures were effective in preventing these propagated dislo
cations and dislocations fewer than 10 cm*2 could be obtained.65 When Те-doping is 
performed, dislocation free less than 1 cm*2 is realized.66

Undoped CZ grown GaSb has dislocation densities of 102-103cm*3. It is found that 
high Те doping ( ^  1019 cm*3) is effective in reducing the dislocation densities to the 
level of less than 102cm*2.45 Те thus has an impurity hardening effect.

In the case of <100> crystals, dislocations are mainly generated at the interface be
tween the seed crystal and the melt, and propagated along (111) directions. It was 
found that no dislocations are generated during crystal growth.45

Heinz77 showed that dislocations can be reduced by post growth annealing. They 
have annealed Zn doped (100) HGF-GaSb substrates at 680 °C for various durations 
and found that the initial dislocation density of about 2000 cm*2 was reduced 50 % to 
less than 2000 cm*2 (Fig. 9.8). The reduction of dislocations may be due to the annihila
tion and coalescence of dislocations by an enhanced dislocation movement under ther
mal stress during annealing.

Omri et al.78 studied the plastic deformation of GaSb and examined the movement 
and structure of dislocations. Anthony et al.79 showed that the dislocation density of 
GaSb substrates largely affects the lifetime of Ga(As,Sb) active layers grown on the 
substrate for 0.87 mm AlGaAs DH lasers. For Ga(As,Sb) active layers on high disloca-
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F ig. 9.8 V a ria tio n  o f etch  p it  d e n s ity  as a fu n c tio n  o f v a r io u s  a n n ea lin g  t im e s  at an 
an n ealing  tem p era tu re  of 680°C  (reprinted from Ref. 77 w ith perm ission, copyright 1993 
Taylor & Francis).

tion density substrates, dark line defects (DLD) formed very rapidly and the lifetime 
decreased three orders of magnitude for an increase of dislocation density of one order 
of magnitude.

(2) Striations and facets
Thono et al.80 have observed striations in undoped GaSb single crystals grown by the 
LEC method. Striations could be observed by X-ray diffraction topography and etching 
technique. The origin of observed rotational and non-rotational striations was dis
cussed.

Van der Meulen81 first pointed out the effect of facets on the electrical conductivity. 
Kumagawa et al. has studied systematically the formation of microfacets in GaSb 
single crystals.44-82'88 He discussed the transition of microfacets to macrofacets and the 
role of impurities.

(3) Point defects
Van der Meulen first showed that the complex defect VG#GaSb is the origin of the re
sidual acceptor in GaSb. Allegre et al.89,90 have shown how this complex defect is 
formed during an annealing experiment. Brescansin and Fazzio91 have made a theoreti
cal study of single vacancies in GaSb. Shaw92 studied the diffusion of In in GaSb from 
the viewpoint of the diffusion mechanism involving divacancies. The behavior of 
structural defects in ternary compounds such as GalnSb and AlGaSb has also been 
studied.90 Ling et al have studied the role of VGa as acceptors using positron annihila
tion and PL measurement.93 Edelin and Mthiot17 have calculated thermodynamically 
the concentrations of defects such as vacancies and anti-site defects and constructed 
the precise phase diagram.
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Polyakov et al. have studied the effect of hydrogen treatment on deep level passivation 
using the DLTS technique.94 Hubik et al.95 studied the deep levels in CZ-grown GaSb 
crystals doped with sulphur. They found sulphur related DX-like centers.

9.4.3 Electrical Properties
(1) Carrier concentration and mobility
Impurities in undoped GaSb are less than 0.1 ppma even though Si is in the range of 
0.2-0.4 ppma, which is the contamination from the quartz crucible. Grown crystals 
have p-type conductivity and the residual acceptor is believed to be due to SbGa antisite 
defects89 or VGaGasb81 Undoped GaSb is p-type with carrier concentrations of (1.5-
1.7)xl017 cm'3, Hall mobilities of 550-800 cm2/V sec and resistivity of 10'2-(5-9)xl0'2 
Q cm.50-57 70

Increasing the carrier concentration has been attempted by several methods. The 
first is doping donor impurities such as S, Se and Те etc. to compensate residual accep
tors52 but this method gives uneven carrier concentrations.96 By growing from a non- 
stoichiometric melt, carrier concentrations of about 5 x l0 16 cm'3 were realized.97 
Growth under an ionized hydrogen atmosphere makes it possible to obtain relatively 
high resistivity because of the passivation of acceptors by hydrogen.54-80-98 Sestakova et 
al.98 found that when GaSb crystals are grown under ionized hydrogen, the resistivity is 
increased one order of magnitude which is ascribed to hydrogen passivation of residual 
acceptors.

Те is doped as an n-type dopant. In <111> oriented grown crystals, there was non- 
uniformity due to facetting but <100> oriented grown crystals showed uniform carrier 
concentration distribution.59

Undoped GaSb shows carrier concentrations of the order of 1.7xl017 cm 3 with ac
ceptors.54 These acceptors are identified as VGaGaSb complexes which have a double 
ionized structure.42

To reduce acceptor concentrations, various attempts have been made.
(i) Doping with S, Se, Те, Cu, In, Ge, Mn, N for compensating these acceptors56-59
(ii) Growth from a non-stoichiometric melt97
(iii) Growth using ionized hydrogen55,98
The detailed study of the energy levels of various residual acceptors has been exten

sively carried out by Nakashima99 and Meinardi et al.100 and Baranov et al.101 examined 
the effect of structure defects on the electrical properties.

9.4.4 Optical Properties
Photoluminescence spectra of undoped,102 Te-doped,102'106 Zn-doped,102 Mn-doped105 
and In-doped106 GaSb have been studied and the various peaks have been identified as 
seen in Table 9.4.100-102-106 A typical photoluminescence spectrum is shown in Fig. 9.9.

Chioncel et al.107 have used cathodoluminescence for studying the plastic deforma
tion behavior of GaSb. It was found that the quenching of the luminescence represents 
the increase of defect band A and of the 730 eV band related to the V0eGasbTesb centers.

(4) Deep levels
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Table 9.4. A ssignm ents of Photolum inescence Lines of GaSb
Line h v  (m eV) A ssign m en t

FE 810 Free exciton  (Eex = 2 m eV )
D 803 Sh allow  acceptor (Ea = 9 m eV )
BE 795.5 B ound exciton
A 777.5 B ound-accep tor tran sition , Ea = 33 m eV  

N a tiv e  defect (s in g le  charged state)
BE-LO 766 BE p honon  rep lica  (h w  = 29 m eV )
В 757 B and-acceptor tran sition , Ee = 55 m eV
A-LO 748.5 P honon  replica o f lin e  A  (hu = 29 m eV )
B-LO 729.4 P honon  replica o f lin e  В
С 710 B and-acceptor tran sition , Ec = 100 m eV

9.5 A PPLICATIO NS
Milnes and Polyakov13 reviewed the physical properties of GaSb and its various appli
cations. Lines2 and Law et al.108 also reviewed the application of GaSb substrates.

9.5.1 Photonic Devices
(1) LEDs and lasers
Quartemary GalnAsSb and GaAlAsSb devices based on GaSb are sensitive in the mid- 
infrared wavelength range of 2-2.3 ц т  (Ref. 3) so that they are promising as infrared 
LEDs and lasers.5,6 In fact, various lasers have been made.5*6,109' ,n Motosugi and 
Kawawa5 have made AlGaAsSb/GaSb DH lasers on Te-doped п-GaSb substrates by 
the LPE method. Kano and Sugiyama have fabricated GalnAsSb/GaSb DH lasers oper-

W A V E L E N G T H  f )

1.75 1.70 1.65 1.60 1.55

PHOTON ENERG Y ( e V  )

Fig. 9.9 PL spectra of un d op ed  р -GaSb (reprinted  from  Ref. 106 w ith  p erm ission , c o p y 
righ t 1992 E lsevier).
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(2) Photodetectors
Quarternary GalnAsSb and GaAlAsSb grown on GaSb substrates are also promising 
for long wavelength photodetectors. Law et al.108 showed the possibility of applying 
GaAlAsSb material on GaSb substrates as light emitters and detectors in the 1.2-1.7 
M-m region.111 Sukegawa et aL11 have made a photodiode with the n-AlxGal xSb/p-GaSb 
structure on a р-GaSb substrate. Capasso et al.8 have fabricated GaSb mesa photo
diodes with AlxGal xSb windows. Jun et al.113 reported GalnAsSb/GaSb pin photode
tectors sensitive to the wavelength of 2.4 ц т . GaSb based avalanche photodiodes have 
also been investigated by several authors.114,115

9.5.2 Electronic Devices
(1) High speed electronic devices
GaSb based HBTs, HETs and MODFETs have been reported. Even complementary 
HFETs have been reported. Esaki116 has proposed a InAs/GaSb based super lattice 
structure for ultra high speed electronic devices.

(2) Gunn diodes
Segawa et al.11 showed Gunn diode oscillations in GaxInj xSb (x = 0.82, 0.91) LPE 
epitaxial layers on GaSb (100) substrates. A peak/valley ratio of about 2 was obtained.

(3) Tunneling diodes
Kang and Ко117 fabricated planar tunneling diodes on (111) GaSb substrates. A peak to 
valley current ratio of eight was obtained routinely, with a maximum value of eighteen. 
The peak current gauge factor was in the range of 180 to 240, higher than the highest 
gauge factor obtained for Si or Ge devices. GaSb planar tunneling diodes are thus 
promising for strain gauges or pressure transducers.118 Fay et al.119 reported logic cir
cuits which operate at 12 GHz based on a InAs/AlSb/GaSb resonant interband tunnel
ing diode (RITD ).

9.5.3 Solar Cells
Gruenbaum et al.120 fabricated GaSb infrared solar cells to be mechanically stacked 
with GaAs solar cells. The efficiency of these GaSb solar cells was 6 % under a GaAs 
filter and was found to be very radiation resistive. Andreev et al.121 have reported a 
solar cell with a high efficiency up to 11.3 %.

9.5.4 Thermophotovoltaic (TPV) Generators
Photovoltaic cells based on GaSb have a maximum energy conversion in the long 
wavelength region in the range of 2-4 ц т  so that these cells are applicable for power 
generation from flames and other sources which generate heat. In fact, GaSb 
thermophoto-voltaic cells have been realized122 and it has been demonstrated that high

ating at 2.0 \im CW operation (at 80K) by the LPE method.
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power could be generated from a candle flame, Bunsen burner flame, room heater and 
from exhausted heat. This application suggests a future possibility for new energy 
sources and helps the environmental problem. The cost performance of GaSb TPV sys
tems was calculated against Si and it was found that they are effective at lower emitter 
temperatures than Si TPV systems.123
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10. InP
10.1 INTRODUCTION
Since the transmission losses in quartz optical fibers has been reduced by reducing the 
numbers of hydroxyl (OH) groups, the minimum loss can be obtained at around 1.3 ц т  
and 1.55 ц т .1 These are therefore the wavelength region used for fiber communica
tions. For quaternary InGaAsP III-V alloys in these wavelength regions, InP is an in
dispensable material since it has good lattice matching with these alloys as seen in Fig. 
1.12. InP is therefore a key material for the production of InP photonic devices such as 
laser diodes (LDs), light emitting diodes (LEDs) and photodetectors for this type of 
communication.2

InP is also promising for high frequency devices such as high-electron-mobility 
transistors (HEMTs) and hetero-bipolar-transistors (HBTs). Because the carrier con
centrations and the electron mobilities are large enough in InGaAs layers lattice- 
matching to InP, these InP-based devices can be used in the frequency range exceeding 
several tens of GHz.3 These devices are expected to be useful in new applications in 
millimeter wave communications, anticollision systems and imaging sensors.4 Opto
electronic integrated circuits (OEICs) with the integration of lasers, photodetectors and 
amplifiers are indispensable for second generation communication systems working at 
40 Gb/sec.5

Since InP has a band gap of around 1.4 eV with a high energy conversion efficiency, 
it is also promising for solar cells especially for space satellites, because of its high 
resistivity against radiation.6 In fact, InP based solar cells with p-n junctions have been 
fabricated for a space satellite.7

For the above applications, there are variously doped InP substrates commercially 
available as shown in Table 10.1. Sn-doped and S-doped n-type InP are for laser diodes 
and S-doped n-type InP is for photodiodes. Impurity hardening renders S-doped InP 
dislocation-free and makes it indispensable for photodiodes because dislocations in
crease the dark current in photodiodes.8 For high power laser diodes, p-type Zn-doped 
InP is preferred and for solar cell applications, lightly Zn-doped InP is used. Fe-doped

T able 10.1 V arious T ypes of InP and their A p p lication s
D opant Concentrations EPD Applications

Sn 0 .5 -6 x l0 18 c m 3 <5x104 cm*2 laser d iod es , LEDs
S > = 4 x l 018 cm*3 

>6.5 cm 2 (<500 cm'2)
no d islocation  area p h o to d io d es

Zn > = 4 x l0 18cnr3 <5x103 cm*2 high pow er laser d iod es
г-бхЮ ^спг3 <5x104 c m 2 solar ce lls

Fe г-в хЮ ^ ст -3 < 5x104 cm'2 electron ic d ev ices
U n d op ed (<1016cm*3) < l x l0 5cm'2 source m aterial for LPE

(F e< 2 .5 x l0 ,5cm*3) <5x104 cm*2 electron ic d ev ices

285
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semi-insulating InP is indispensable for high frequency electronic devices such as 
HEMTs and HBTs. Semi-insulating InP may also find its application even for photonic 
devices with higher transmission rate than 40 GHz/sec because of the necessity to re
duce parasitic noise.9-10

The development of InP, crystal growth, characterization and devices are reviewed 
in Refs. 11-15.

10.2 PHYSICAL PR O PER TIES
The main physical properties of InP are summarized in Table 10.2. More detailed data 
can be found in Refs. 12 and 16.

Fig. 10.1(a) shows the pressure-temperature (P-T) phase diagram and Fig. 10.1(b) 
shows the composition-temperature (X-T) phase diagram of InP.17-18 The detail of these 
phase diagrams has also been studied and discussed from the viewpoint of defect for
mation.19,20 The non-stoichiometric region of InP is not yet well known but a prelimi
nary study by coulometric titration analysis21 showed that the deviation of the composi
tion is quite small in the case of InP, compared with the case of GaAs (Sec. 8.6.6). It is 
predicted that this could be the reason why InP does not show many precipitates with 
native defects such as EL2 in GaAs.22

InP is one of the compound semiconductors whose stacking fault energy is small as 
shown in Fig. 1.24. In the crystal growth of InP, twinning occurs much more easily 
than with GaAs and GaP, and this is a serious difficulty with InP crystal growth.

The resolved shear stress is a factor which predicts the ease of the dislocation gen
eration as explained in Sec. 1.7.3. Among various compound semiconductor materials, 
InP has a lower resolved shear stress as seen in Table 1.11. This is one of the reasons 
why the growth of low dislocation density InP single crystals is difficult.

The hardness of InP is lower than that of Si, GaP and GaAs. This is the main reason 
why InP is more brittle than Si, GaP and GaAs and the thickness of InP wafers is speci
fied to be greater than that of Si. The dimensions of InP wafers are standardized by 
SEMI International.23

T able 10.2 P hysica l P roperties o f InP
Crystal Structure 
Lattice C onstant 
D ensity  
M elting Point
Linear Expansion Coefficient
Thermal C onductivity
D ielectric Constant
Refractive index
Bandgap at Room Temperature
Optical Transition Type
Intrinsic Carrier Concentration at R.T.
Electron Mobility at R.T.
H ole M obility at R.T.
Intrinsic R esistivity

zincblende
5.869 A
4.8 g /c m 3
1062 °C
4 .5xl0'6/d e g
0.70 W /cm -K
12.5
3.45
1.35 eV
direct
2x107 cm-3
4500 cm2/V .sec
150 cm2/V .se c
8 x l0 7Q .cm
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Fig. 10.1 Phase d iagram s of InP (from  Ref. 17 w ith  perm ission), (a) P-T phase diagram, (b) 
X-T p h ase diagram .

The drift velocity of InP under a strong electric field is greater than those of GaAs 
and Si as seen in Fig. 1.22 so that InP is believed to be a good material for higher speed 
devices.24 InP has quite high thermal conductivity so that InP is a good material for 
electronic devices from the viewpoint of power dissipation. The precise thermal con
ductivity as a function of temperature is discussed by Jordan.25

InP has another advantage in having lower localized state densities than those of 
GaAs, so that it is also promising for metal-insulator-semiconductor FETs (MISFETs) 
and metal-oxide-semiconductor (MOSFETs).26

10.3 CRYSTAL GROWTH
The polycrystal synthesis and crystal growth of InP have been reviewed by several 
authors as seen in Refs. 13, 22 and 27-33.



288 PART 2 III-V MATERIALS

InP has a high decomposition pressure of about 27 atm. so that it is difficult to synthe
size InP polycrystals directly from indium and phosphorus in the crystal growth fur
nace. Polycrystals must therefore be pre-synthesized prior to crystal growth. Various 
methods such as synthesis by solute diffusion (SSD), horizontal Bridgman (HB), hori
zontal gradient freezing (HGF) and phosphorus injection methods have been studied in 
order to synthesize polycrystals (Table 10.3).

(1) Solute Solution Diffusion (SSD) method
The SSD method (Sec. 5.3.3), first proposed for GaP crystal growth has been applied to 
InP polycrystal synthesis.31,34-46 A typical furnace configuration for this method is 
shown in Fig. 10.2.31 In the SSD method, InP crystals are grown at lower temperatures 
(900-1000 °C) from an indium rich solution. From the bottom reservoir with a lower 
temperature, phosphorus is supplied as the vapor and is dissolved in the indium melt. 
InP crystals are grown from the bottom of the crucible and the lack of phosphorus in 
the melt is supplied from the vapor phase. Since crystals can be grown at lower tem
peratures, silicon contamination from the quartz ampule can be minimized. Other im
purities with segregation coefficients less than unity can be accumulated in the solu
tion so that high purity crystals can be grown. In fact, very low carrier concentrations 
of the level of 1014cnrr3 are reported.31,43 The growth rate of this method is however 
very low since the diffusion of phosphorus in the solution is very slow.

(2) H orizon tal Bridgm an (HB) and H orizon ta l G radient F reezing (HGF) 
methods
HB and HGF methods have been extensively studied by various researchers19,31,47 63 
from the earliest stages of InP crystal development. In these methods, phosphorus va
por is made to react with the indium melt to be synthesized. When the temperature of 
the indium melt is higher than the melting point of InP, phosphorus vapor is absorbed 
in the indium melt till all of the indium melt is converted to InP melt. Since the tem
perature of the indium melt is higher than the melting point, the synthesis rate is quite 
high but the contamination by silicon from the quartz ampoule is significant.

The HB method with three heater zones as shown in Fig. 10.3 was developed in 
order to overcome this disadvantage of the former HB/HGF methods. Indium in a boat- 
type crucible and red phosphorus block are charged and vacuum-sealed in a quartz 
ampoule. The ampoule is then heated under the temperature distribution as seen in Fig. 
10.3. Phosphorus vaporized from the one side of the ampoule is dissolved into the 
indium melt up to its solubility. In the RF heating region, where the temperature is the 
highest but still lower than the melting point of InP, the phosphorus content is in
creased because of its higher solubility. InP polycrystals are precipitated from the in
dium solution at the end of the boat and are grown with the translation of the ampoule. 
An inert gas such as nitrogen or argon at an overpressure of up to 40 atm. is applied to 
prevent the rupture of the quartz ampoule during synthesis. This method is presently 
adopted as the industrial synthesis method because of its reasonable synthesis rate and

10.3.1 Polycrystal Synthesis
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Table 10.3 Polycrystal Synthesis of InP
Method Result Author Year Ref.
HGF First sy n th esis  report of InP
HGF Sm all sca le  sy n th esis
HGF D irectional freezin g  at 950 °C
HGF S yn th esis  by grad ien t freezing
SSD First ap p lica tion  of SSD m ethod to InP
SSD 3 x l0 14cm  3 < C /C  < 2x016cnv3
SSD Large d iam eter polycrystal w ith  low  C /C
H G F /H B  S yn th esis  by tw o -zo n e  furnace
HB C /C = 6 .8 x l0 14 cm'3
DS First app lica tion  o f P -injection m ethod to InP
SSD C /C = 6 .4 x l0 14 cm'3 after In baking  
HGF 150 g sy n th esis  w ith  C /C = 2 -5 x l0  cm'3 
HGF Rapid sy n th esis  up to 2 kg w ithin tw o hours 
HB Three zo n e  HB m ethod for 1.6 kg InP synthesis  
HB R eduction  o f Si contam ination
DS 1 kg po lycrysta l sy n th esis  by P-injection
HB Purity im provem ent by pre-baking of indium
DS S yn th esis  by p h osp horus injection
DS P olycrysta l InP syn th esis  by the P-injection

m ethod
HB Effect o f sy n th esis  con d ition s on the purity of

sy n th esized  InP 
HGF C / C ~ l x l 0 15 c m 3by p resynthesis purification  
HGF Effect o f sy n th esis  con d ition s on the purity of 

sy n th esized  InP 
HGF C /C < 5 x l0 15cm*3, 1.6 kg, 10-20 m m /h r  
SSD G row th-rate controlled  SSD m ethod  
SSD P -type InP d oped  w ith  Mg, Ca and Zn 
SSD Preparation of Fe-doped sem i-insu lating  InP 
SSD C / C ~ l x l 0 14 cm’3 after prebaking of sources  
HB C /C = l-3 x l0 15cm ‘3 by using pBN boats 
SSD D ep en d en ce  of grow th  rate on grow th  

tem perature and tem perature gradient 
SSD G row th rate as a function  of tem perature 
DS 3 kg sy n th esis  by P-injection
SSD G row th of u nd op ed  n-type and Z n-doped  

p-typ ed  InP
SSD Id en tifica tion  of sh a llow  donors as Si and S 
HGF U se of sandb lasted  quartz boat, C /C < 5 x l0 15cm*3 
DS L iquid phosp h oru s encapsu lated  m ethod
DS 10-11 kg large scale syn th esis by P-injection
SSD C alcu lation  of d iffu sion  constant of ph osphorus  
DS S im ulation  an a lysis of P-injection syn th esis
SSD S yn th esis by usin g  g lassy-carbon crucibles 

in In melt
DS Large-scaled P-injection synthesis furnace with

successive crystal grow th facility 
DS P-injection synthesis in a magnetic LEC furnace

w ith 3 kg charge

Richman 1962 47
Bachmann et al.1974 19, 48
A ntypas 1977 49
Henry et al. 1978 50
M arshall et al. 1978 34
Y am am oto et a l.1978 35
Sugii et al. 1979 36
Iseler 1979 51
Barthruff et al. 1979 52
W ardill et al. 1980 64
Kubota et al. 1981 37
Bonner 1981 53
A llred et al. 1981 54
Rum sby et al. 1981 55
Y am am oto et a l.1981 56
Farges 1982 65
A dam ski 1982 57
T ongnien  et al. 1982 66
H yder et al. 1983 67

A dam ski 1983 58

Bonner et al. 1983 59
C oquille et al. 1983 60

W ardill et al. 1983 61
Kubota et al. 1984 38
Kubota et al. 1984 39
C hung et al. 1984 40
O hoka et al. 1985 41
K usum i et al. 1985 62
A ikaw a et al. 1985 42

K ainosho et al. 1985 43
Sasaki et al. 1985 68
Siegel et al. 1986 44

Kubota et al. 1986 45
Y oshida et al. 1987 63
Inada et al. 1987 69, 70
D ow lin g  et al. 1988 71
Oda et al. 1990 29
Prasad et al. 1994 72
M iskys et al. 1996 46

B liss et al. 2001 73

H iggins et al. 2000-
2001

74-
75

SSD: S o lu te  S o lu tio n  D iffu sio n , HB; H orizon ta l B ridgm an , HGF: H orizon ta l G radient 
F reezing , DS: D irect S ynth esis
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the prevention of silicon contamination.
The stoichiometry of synthesized InP polycrystals is critical for InP single crystal 

growth. When the InP polycrystal is indium-rich, the composition of the InP melt in the 
LEC growth becomes indium-rich and it becomes difficult to grow single crystals be
cause of supercooling. The stoichiometry can be analyzed by coulometric titration 
analysis. It is known that stoichiometric InP polycrystals can be obtained by optimiz
ing the conditions of synthesis.22

Yoshida et al.63 developed a horizontal gradient freezing (HGF) method for poly
crystal synthesis and crystal growth. InP polycrystals were synthesized from indium 
and red phosphorus in a quartz boat which was sandblasted and thermally finished to

Temperature (’C)

Fig. 10.2 S o lu te  S o lu tio n  D iffu sio n  (SSD) m eth od  (reprinted  from  Ref. 31, w ith  p erm iss
ion , cop yrigh t 1990 E lsevier).

/
r.f.C o il Heater

L
ООО

Boat
In InP ,

У///Л W Ampoule

Fig. 10.3 H orizontal B ridgm an m ethod  (reprinted  from  Ref. 31 , w ith  p erm issio n , c o p y 
right 1990 E lsevier).
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Fig. 10.4 Schem atic d raw ing of p h osph orus injection system  (reprinted from Ref. 75 w ith  
p erm ission , cop yrigh t 2001 E lsevier).

prevent the synthesized InP polycrystal sticking to the quartz surface and Si contami
nation from the quartz boat. Carrier concentrations less than 5x1015 cm*3 could be ob
tained even though the quartz boat was used.

(3) D irect Synthesis (DS) methods
Direct synthesis methods in which phosphorus is injected into the indium melt in high 
pressure vessels are promising methods with the potentiality to replace the HB method 
because of the higher growth rate and the lower production cost, and they have been 
extensively studied.64*75 In the injection method, phosphorus reacts with indium very 
quickly so that the rapid polycrystal synthesis is possible. It also lends itself easily to 
increasing the scale of production, so that the method is very promising for future 
large-scale production. In fact, Bliss et al.73*75 have developed a new system for this 
purpose (Fig. 10.4).

Inada et al.69,70 invented a direct synthesis method in which indium is reacted with 
white phosphorus which is circulated in the furnace as vapor/liquid transformation 
(Fig. 10.5). After the synthesis, crystal growth can be performed in the same furnace. 
In this method, indium and phosphorus are charged in a crucible, the top of which is 
covered by a thermal shield. Phosphorus vaporized from the crucible during heating 
deposits on the wall of the shield as white phosphorus which is in the liquid state in this 
temperature range. Liquid phosphorus then drops down into the indium melt and phos
phorus which does not react with the liquid indium thus circulates in the furnace till all
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Fig. 10.5 S ch em atic  d iagram  of th e fu rn ace  for th e liq u id  p h o sp h o r u s  en ca p su la ted  
C zoch ra lsk i (LPCZ) m eth o d  (rep r in ted  from  Ref. 69 w ith  p e r m iss io n , c o p y r ig h t 1987 
A m erican In stitu e o f P h ysics).

indium reacts to form InP. The residual liquid phosphorus plays a role as an encapsu- 
ant to prevent the decomposition of the synthesized InP. After the synthesis is com

pleted, the crystal growth is performed in the furnace directly without interruption for 
cooling.

10.3.2 Single C rystal G row th
The crystal growth of InP has been performed by several methods such as the LEC 
method, modified LEC method, vapor pressure-controlled LEC (VLEC) method, VGF 
method and the HB/HGF method. These studies are summarized in Table 10.4 .

(1) Liquid Encapsulated Czochralski (LEC) method
Mullin et al. 6*77 first applied the LEC method to the crystal growth of InP and then the 
conventional LEC method became the main growth method 49*55*66*78-94 The diameter of 
crystals has also been increased. The growth of 75 mm diameter single crystals has 
been achieved with and without magnetic field application.83* 85 LEC growth has also 
been performed using directly-synthesized InP polycrystals.65*67*69*71 Synthesis by 
phosphorus injection and successive direct crystal growth methods have also been 
studied. * 3 75 Prasad et al.72 made a theoretical hydrodynamic consideration of synthe
sis by phosphorus injection and the direct crystal growth process. Based on these pre- 
lminary works, Bliss et al. developed an in-situ synthesis and crystal growth system, 

being able to grow crystals of diameter up to 150 mm.73*75 The growth of 150 mm diam
eter single crystals has been reported.91 Computer simulations of the effect of gas flow
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Table 10.4 Crystal Growth of InP
Method Result Author Year Ref.

LEC First crystal growth of InP by the LEC method Mullin et al. 1968 76
LEC Effect of growth parameters on the crystal perfection and 

electrical properties
Mullin et al. 1970 77

LEC Growth of undoped, Zn-doped and Cd-doped crystals Bachmann et al 1975 78
LEC Twin-free <100> single crystal growth with a diameter 

increase angle less than 19.68°
Bonner 1980 79

LEC Growth of dislocation-free crystals by the necking Shinoyama et al. 1980 80-
procedure 1981 82

LEC Single crystal growth with 80 mm diameter and 3 kg weight Rumsby et al. 1981 55
LEC Direct synthesis of polycrystals by P-injection and the 

successive crystal growth
Farges et al. 1982 65

DS-LEC Phosphorus injection synthesis and in-situ crystal growth Tong-nien et al. 1982 66
DS-LEC Direct synthesis of polycrystals by phosphorus injection 

and the successive crystal growth
Hyder et al. 1983 67

LEC Effect of crystal growth conditions on the purity of grown 
crystals

Coquille et al. 1983 60

DS-LEC LEC growth from polycrystals synthesized by P-injection Sasaki et al. 1985 68
LEC 75 mm diameter <100> Sn-, S-doped single crystals Katagiri et al. 1986 83
VGF First growth of InP by the VGF method Gault et al 1986 116
VCZ 50 mm diameter InP under dT /d=30 "C/cm, EPD=2xl03cnv2 Tada et al. 1987 103
LEC 50 mm diameter dislocation-free crystals by S-doping Farges et al 1987 84
VGF 50 mm diameter < lll> In P , EPD=several 10Jcnr2 Monberg et al. 1987 117, 118
LPCZ Crystal growth by the CZ method with encapsulation by Inada et al. 1987- 69-

liquid phosphorus 1990 70
DS-LEC 10-11 kg large scale synthesis by P-injection Dowling et al. 1988 71
HGF (100) grain of about 40x30 mm Yoshida et al. 1988 63
MLEC 75 mm diameter Fe-doped InP under magnetic field Hofmann et al. 1988 85
VGF/DGF 50 mm diameter <111> Fe-doped InP with low EPD Monberg et al. 1988 119

VGF/DGF 50 mm diameter <111 > Zn-doped InP, doping level less 
than 10,scm'3

Monberg et al. 1989 120

VGF/DGF Details of the VGF/DGF furnace configuration Monberg et al. 1989 121

MLEK Growth of 70 mm diameter crystals under magnetic field Ahern et al. 1989 141-
1989 142

VCZ Low EPD 50 mm diameter crystals grown by phosphorus Tatsumi et al. 1989 8, 104

vapor pressure application
1991 73, HO-PC-LEC Low EPD 75 mm diameter crystals grown by phosphorus Kohiro et al.

vapor pressure application 1996 112

VGF <100> InP crystal growth with a double-wall crucible Ejim et al. 1991 122

containing CdCl2
Schafer et al. 1991 138HGF <100> 22x6 mm crystals with stoichiometry control

VGF Elliptical <111> InP crystal growth with EPD < 50 cm 2 Shahid et al. 1991 123

LE-VB Growth in open am poules using B2Oj encapsulant Fornari et al. 1991 124

MLEK Effect of magnetic field on EPD and Sn concentration Bliss et al. 1991 143-

distribution 1993 144

VCZ Low EPD 75 mm diameter crystals grown by phosphorus Hosokawa et al. 1992 105

vapor pressure application
Hirano et al. 1992 97TB-LEC Thermal baffle application for EPD reduction

VB Liquid encapsulated VB method using the same diameter 
seed crystal

Matsumoto et al. 1993 125
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Table 10.4 Crystal Growth of InP (continued)
Method Result Author Year Ref.
VGF Growth in a multiple heater furnace, prevention of twinning Muller et al 1993 126
TB-LEC Application of a double thermal baffle with an outer thermal Hirano et al. 1995 98-

insulator for EPD reduction 1999 102
VGF Numerical simulation for VGF crystal growth with the same 

diameter seed crystal
Zemke et al. 1996 127

VGF Numerical sim ulation of interface curvature for VB crystal Rudolph et al. 1996 128
growth with the same diameter seed

VGF First report on <100> oriented single crystal growth Liu 1996 129
LEC Growth using glassy carbon crucibles de Oliveira 1996

1998
86-
88

LEC Growth using a double crucible system Fornari et al. 1996 89
MLEK Fabrication o f a large scaled direct synthesis and LEC 

crystal growth system
Bliss et al. 1998 73

VCZ Single crystal growth of 100 mm diameter <100> InP H osokawa et al. 1998 107, 108
VGF Single crystal growth of 75 mm diameter <100> InP Young et al. 1998 130, 131
VGF Single crystal growth of 100 mm diameter <100> InP, Asahi et al. 1998 132-

EPD=2000 cm * 1999 135
LEC Fragility of 75-100 mm diameter InP wafers Ware 2000 90
HB Effect of boat material and phosphorus vapor pressure Shimizu et al. 2000 139, 140
PC-LEC D islocation free 75 mm diameter Fe-doped single crystals Noda et al. 2001 113-115
MLEC Phosphorus injection synthesis and LEC growth under H iggins et al. 2000- 74-

magnetic field 2001 75
LEC Growth of 150 mm diameter single crystals Sato et al. 2003 91
LEC, VCZ Comparison of various crystal growth methods Kawase et a l . 2004 109
DS-LEC P-injection synthesis and growth of 100 mm diameter 

single crystals
Zhou et al. 2004 92

LEC Growth of 75-100 mm diameter single crystals Sun et al. 2004 93
LEC Growth from a phosphorus-rich m elt Sun et al. 2004 94

LEC: Liquid Encapsulated Czochralski, MLEC: Magnetic LEC, DS-LEC: Direct Synthesis and LEC, PC-LEC: 
Pressure-Controlled LEC, TB-LEC: Thermal Baffle LEC, VCZ: Vapor pressure controlled Czochralski, VGF: 
vertical gradient freezing, DGF: D ynam ic G radient Freezing, VB: Vertical Bridgm an, HGF: H orizontal 
Gradient Freezing, HB: Horizontal Bridgman, LEK: Liquid Encapsulated Kyropolous, MLEK: Magnetic LEK, 
LPCZ: Liquid Phosphorus encapsulated Czochralski

on the melt flow and S/L interface, and the thermal stress and dislocation distribution 
during LEC crystal growth have also been performed.95,96

(2) Improved LEC method
To reduce the dislocation density, modified LEC methods have been developed, such 
as Thermal Baffle LEC (TB-LEC) methods, in which thermal baffles are used to reduce 
the temperature gradient in the furnace (Fig. 10.6).97*102 Since the upper part of the melt 
crucible is covered by thermal baffles, the axial temperature gradient can be reduced as 
well as the radial temperature gradient. When the axial temperature gradient is re
duced, the temperature of the surface of the boric oxide encapsulant is increased so that 
it promotes the decomposition of phosphorus from the surface of the growing InP crys
tal. The decomposition of phosphorus however can be prevented because of the ther
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outer thermal baffle

thermal
insulator

(a) (b) (c)
Fig. 10.6 V arious therm al baffle s tru c tu re  for TB-LEC m ethods (from Ref. 133 w ith 
permission), (a) Single therm al baffle, (b) double thermal baffle, (c) double thermal baffle 
with outer therm al insulator.

mal baffle from which the effusion o f phosphorus vapor is suppressed due to the small 
outlet cross section over the thermal baffle.

(3) Vapor-Pressure-Controlled LEC (VLEC) methods
VLEC methods, such as the Vapor-pressure-controlled Czochralski (VCZ) method8,103* 
109 and the Pressure-Controlled LEC (PC-LEC) method have been developed110'115 to 
reduce dislocation densities. In these methods, the phosphorus vapor pressure is ap
plied from the phosphorus reservoir during crystal growth as shown in Fig. 10.7(b), in 
order to prevent the dissociation o f phosphorus from the surface of growing crystals. 
Because decomposition can be prevented by the applied vapor pressure, the axial tem
perature gradient can be decreased as seen in Fig. 10.7. This decrease leads to the re
duction of dislocation densities as explained in Section 2.3. Fig. 10.8 shows a 75 mm 
diameter InP single crystal grown by the PC-LEC method. Hosokawa et al. have ap
plied the VCZ method to the growth of 100 mm diameter single crystals.107'109 Noda et 
al. developed the PC-LEC to grow Fe-doped semi-insulating (SI) crystals with hardly 
any dislocations.113*115

(4) Vertical Gradient Freezing (VGF) and Vertical Bridgman (VB) methods
The VGF/VB methods for InP have been developed by the ATT group and others.116'123 
It is reported that low dislocation density crystals can be grown as shown in Table 10.7. 
The growth was however limited to <111> oriented crystals because twinning readily 
occurs. To grow <100> oriented crystals, the use of an ellipsometric crucible and of 
CaCl2 material around the outside of the crucible have been examined.122- 123 The same 
diameter seed crystal as that of grown crystals is applied to prevent twinning125 and the
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Mechanical
Sealing

Lower
Shield

Reservoir

Temperature Fluctuation (±°C) Temperature (°C)

(b)

Fig. 10.7 P ressu re-C on tro lled  LEC (PC-LEC) m ethod  (rep rin ted  from  Ref. 112 w ith  
perm ission , copyright 1996 Elsevier), (a) Furnace configuration  and (b )T em perature  
fluctuations and distributions for conventional LEC m ethod and PC-LEC m ethod.

process has been examined by numerical simulation.127-128 It is reported that <100>  
oriented single crystals have been obtained.129 The perspective o f VGF/VB methods 
has been reviewed by Muller.126 The difficulty of growing <100> oriented InP single 
crysta s has however been finally overcome by the growth o f 75 mm diameter single 
crystals and 100 mm diameter single crystals.132'135 Fig. 10.10 shows a 100 mm diam
eter single crystal of length 80 mm grown by the VGF method using a six-heater zone 

rnace. is success is mainly thanks to precise temperature control using six heaters



InP 297

Fig. 10.8 75 mm diam eter long (240 mm) InP single crystal grown by the PC-LEC method 
(reprinted from Fig. 17 at p. 36 in Ref.22 with permission).

(Fig. 10.9) and the reduction of temperature fluctuations which is effective in prevent
ing twinning as mentioned in Sec. 4.4. Simulations for VB methods have been per
formed.136*137

(5) H orizon ta l Bridgm an (HB) and H orizontal Gradient Freezing (HGF) 
methods
The HGF method has been applied to the synthesis o f InP polycrystals and the succes
sive crystal growth by Yoshida et al.63 A large grain o f 40x35 mm could be obtained 
but the entire single crystal could not be obtained. Using 22 mm inner diameter am
poules, Schafer et al.138 obtained <100> oriented single crystals by the HGF method. 
Shimizu et al.139,140 have grown InP crystals by the HB method and studied the effect of 
boat material and the phosphorus vapor pressure on the dislocation density.

In the HB/HGF furnaces, wide temperature fluctuations and strong convection in the 
melt occur because the melt surface and the solid/liquid interface are always exposed to 
high pressure gas of several tens of atmospheres. This high pressure causes strong gas 
convection which influences the solid/liquid interface exposed to the melt surface and 
makes it difficult to grow single crystals.

(6) Other Methods
As mentioned in Section 10.3.1, Inada et al.69*70 invented a simultaneous polycrystal 
synthesis and crystal growth method. In this method, indium and phosphorus are di
rectly synthesized in a Czochralski crystal grower and crystals are grown successively 
in the same furnace. Liquid phosphorus covering the InP melt plays the role of encap
sulant instead of B20 3 during crystal growth. <111> oriented 20 mm diameter single
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high -pressure vessel

Fig. 10.9 Schematic diagram  of a high-pressure VGF furnace w ith m ultiple heaters (from 
Ref. 134 with permission).

tail

20m m
seed

Fig. 10.10 100-mm diam eter single crystal grow n by a h igh-pressure VGF m ethod and 
wafers (from Ref. 134 with permission).
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The Liquid Encapsulated Kyropolous (LEK) method was also studied.,4b144 A mag
netic field was applied in order to reduce the temperature fluctuation. In this method, 
crystal growth is performed in the crucible without pulling the seed crystal so that a 
lower axial temperature gradient can be realized as in the case of the VGF method. 50- 
75 mm diameter <100> oriented single crystals have been grown by Bliss et al.143-144 
They reported the characteristic dislocation densities, growth interfaces and impurity 
segregations.

10.3.3 Prevention of Twinning
Since the stacking fault energy o f InP is lower than for GaAs and GaP as shown in 
Table 1.11, twinning takes place very easily during crystal growth. Various crystal 
growth factors which affect the occurrence of twinning have been discussed in Section 
4.4. Bachmann et al. pointed out that twinning is due to the entrapped gas bubbles 
between InP and B 20 378

Tono and Katsui145 used X-ray topography for observing twin formation in LEC- 
grown InP crystals and found that twin crystals are formed by a 180° angle rotation 
around the <111 > axis. By micro Raman scanning spectroscopy, it has been shown that 
fluctuation of stoichiometry is the origin of twin formation.146 Twinning occurrence in 
the initial stage o f InP crystal growth has been examined by Wei147 and the mechanism 
has been discussed. By synchrotron white beam X-ray topography, Chung et al.148 also 
examined the occurrence of twinning. They basically showed that the prediction by 
Hurle149 is correct in certain cases but also showed a new twin formation mechanism. 
Using magnetic field LEC (MLEC) grown crystals, the origin of twins has been studied 
system atically.150- 151 Han and Lin152 have discussed stress, non-stoichiometry and 
inhomogeneous impurity distribution as the origin of twinning. Antonov et al.153 have 
discussed the possibility o f twinning being due to the transition from a dislocation-free 
mechanism region to one where the dislocation growth mechanism depends on the 
crystal diameter.

The prevention of twinning has been attempted by Yoshida et al.154 by enlarging the 
shoulder part o f the crystal as flat as possible in the LEC crystal growth using a low 
pulling rate just after seeding. This high growth rate can prevent twinning. This may be 
because when the growth rate is made quite high, the fluctuation of the interface posi
tion due to the temperature fluctuation is reduced since the interface position itself 
moves quickly due to the high growth rate. The disadvantage of this method may be the 
occurrence o f polygonization because of the insufficient dissipation o f the latent heat 
of solidification during crystal growth.

In order to prevent twinning in the VGF method, a large diameter seed crystal, the 
same diameter as the grown crystal has been applied in the VGF method by Matsumoto 
et al.12S and Zemke et al.127 They showed that twin-free <001> oriented single crystals 
can be obtained. This method seems to be reasonable from the viewpoint of the three 
phase equilibrium (Sec. 4.4). Since the seed crystal has the same diameter as the grown 
crystal, the contact angle between the solid and the environment gas phase 0SG and that

crystals could be successfully grown.
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between the solid and the liquid 0SL are constant during crystal growth while in the 
shoulder part of LEC and VGF methods, they are not constant. This arrangement there
fore seems to make the factor control more easily.

When the vapor pressure-controlled LEC (VLEC) methods such as PC-LEC and 
VCZ methods are used, twinning occurs more readily because the axial temperature 
gradient is decreased so that the solid/liquid (S/L) interface fluctuation distance be
comes large when the temperature fluctuation is the same as the LEC method. In these 
methods, in order to minimize the S/L interface distance, it is essential to reduce tem
perature fluctuations to prevent twinning. In fact, in the PC-LEC method, the tempera
ture fluctuation is reduced from 1.3 °C to less than 0.2 °C at the S/L interface111,112 and 
75 mm single crystals without twins could be reproducibly grown. Hosokawa et al.107, 
108 showed that the temperature fluctuation in the VCZ method can be reduced from 1 
°C to 0.5 °C to grow 100 mm diameter single crystals.

In the case o f VGF methods, the axial temperature gradient becomes even smaller 
and the S/L interface distance much larger. In fact, the growth o f <100> oriented InP 
single crystals becomes difficult. In order to grow< 100> oriented 100 mm diameter 
InP single crystals, Asahi et al. examined the gas flow in the VGF furnace by a com
puter simulation and found that the gas flow is greatly affected by the furnace configu
ration.132135 They also showed that the temperature fluctuation in the VGF furnace can 
be reduced from 0.2 °C to 0.03 °C by improving the furnace configuration. After this 
improvement, it beocmes possible reproducibly to grow < 100> oriented 100 mm di
ameter InP single crystals.

10.3.4 Reduction of Dislocation Densities
The reduction o f the commonest defects, dislocations, is one of the key issues in InP 
crystal growth. The effect of dislocation densities is twofold. Firstly, in InP based pho
todetectors, it is known that dislocations are the cause o f high current leakage.8 Sec
ondly, high dislocation densities exceeding 5 x l04cm'2 are undesirable from the view
point of wafer warpage and brittleness. This is more critical for large diameter wafers 
since the breakage of InP wafers becomes significant during device processing.

Dislocation densities can be reduced by two methods, by impurity hardening and by 
reducing the temperature gradient as explained in Sec. 4.3.3 and Sec. 3.5 respectively. 
The first is achieved by doping appropriate impurities and the second is achieved by 
various crystal growth methods.

(1) Impurity hardening
In the case of InP, it is known that S, Zn, and Те are very effective in reducing disloca
tion densities.84,155* 156 Some studies of the effect of isoelectronic impurities such as Ge, 
Ga, Sb and As have also been carried out.157*162 These isoelectronic impurities have 
been examined to see if  dislocation densities can be reduced without any change in 
electrical properties, aiming at semi-insulating Fe-doped InP whose dislocation densi
ties are similar to undoped InP.

Industrially, only S-doped and Zn-doped InP are commercialized as dislocation-free
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Fig 10.11 Average etch pit density (EPD) and dislocation-free (DF) area of (a) S-doped 
and (b) Zn-doped InP (from Ref. 13 with permission).
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n-type material and p-type material, respectively. The effect o f S-doping and Zn-dop- 
ing on the reduction of dislocation densities is shown in Fig. 10.11 as a function of 
dopant concentrations. For 75 mm diameter InP, it is known that a very large disloca
tion-free area can be obtained as seen in Fig. 10.12.

Si-doping has not been successful because Si is gettered as S i0 2 in the encapsulant 
B20 3and sufficient doping can not be achieved. The other disadvantage is due to the 
possibility o f amphoteric behavior o f Si. Cd is expected to be an effective p-type 
dopant compared with Zn since it has a lower diffusion coefficient.162

The effect of co-doping, e.g. with Zn+S, Ga+Sb, Ge+S, Ga+As, Ga+As+Sb, Fe+Ge, 
Cd+S, has also been examined extensively.163'169 In this co-doping, various effects have 
been pursed. One is to use two dopants, one of which has a segregation coefficient less 
than unity and the other of which has a segregation coefficient larger than unity. The 
dislocation densities can be then reduced to the same extent along the crystal growth 
axis with one dopant compensating for the effect of the other. Improving carrier con
centration consistency along the crystal growth axis has also been attempted by the co
doping method.

The reduction o f dislocations by impurity hardening in InP has been theoretically 
analyzed by Jorden et al.170 based on the quasi static state (QSS) heat transfer/thermal 
stress model as explained in Sec. 3.5.

(2) Reduction o f  temperature gradient
The dislocation distribution in LEC grown crystals has been studied based on the QSS 
model and the Haasen model.171’173 Muller et al.173 have studied systematically the effect 
of the temperature distribution in crystals on the dislocation density distribution.

As explained in Section 3.5, lowering the temperature gradient is effective in lower
ing the dislocation densities. In fact, Shinoyama et al.81 showed the relationship be
tween the axial temperature gradient (dT/dz) and the critical diameter Dcfor obtaining 
dislocation free crystals as

(dT/dz) Dc = 124 d egcm . (10.1)

The temperature gradient can be reduced in three ways. The first simple way is to 
use some thermal baffles on top o f the heat insulating zone surrounding the crucible as 
in the TB-LEC methods. By this method, dislocation densities o f the level of 200-5000 
cm 2 for 50 mm diameter Sn- and Fe-doped InP can be achieved and dislocation-free 
crystals can be grown with lower S or Zn concentrations.

The second method is to apply the phosphorus vapor pressure directly during crystal 
growth as in the PC-LEC and VCZ methods. It is known that by reducing the axial 
temperature gradient, the dislocation densities can be decreased as shown in Fig. 10.13, 
even in the case of 75 mm diameter single crystals. Hoshikawa et al.have grown 100 
mm diameter single crystals by the VCZ method under a magnetic field and could 
obtain dislocation densities of the order o f (0.4-1.7)xl04 cm 2.107 Noda et al.114,115 have 
shown that even dislocation free Fe-doped single crystals 75 mm in diameter can be 
grown.
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Fig. 10.13 A verage d islocation  densities  for crystals grow n by a conventional LEC 
method and by the PC-LEC m ethod (reprinted from Ref. 112 with permission, copyright 
1996 Elsevier).

Fig. 10.14 R elationship  betw een the average dislocation density  (EPD) and the axial 
tem perature gradient among various crystal growth methods (reprinted from Fig. 25 at p. 
47 in Ref.22 w ith permission).

The third method is to use the VGF/VB methods where crystals can be grown di
rectly in the crucible in which the axial temperature gradient can be decreased. Using 
the VGF/VB methods, a lower axial temperature gradient than that using the LEC/PC-
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LEC methods can easily be obtained so that lower dislocation densities than those us
ing the LEC/PC-LEC methods can obtained (Fig. 10.14). The VGF method has been 
applied to 75 mm and 100 mm diameter crystal growth131,132 and it was found that 
<100> oriented single crystals could be grown with low dislocation densities.

10.3.5 Crystal Growth with Various Dopants
Various types of doping are performed to produce n-type, p-type and semi-insulating 
InP. For each type of doping, it is important to know the segregation coefficient. These 
data19,51,62,16°*161*169*174'178 are summarized in Table 10.5.

For n-type InP, Sn and S doping are common in industrial production. Since Sn does 
not have any impurity hardening effect, Sn-doped InP grown by the conventional LEC 
method has a dislocation density in the range o f l-3 x l0 4 cm 2.31 N-type S-doped InP is 
used not only for laser diodes but also for photodetectors. For photodetectors, S-doped 
InP is valuable since these devices need dislocation-free materials to prevent leakage 
current caused by dislocations. Since sulphur has an impurity-hardening effect, dislo
cation-free materials can easily be obtained as shown in Fig. 10.11(a) as well as in
creasing the carrier concentration.

For p-type InP, Zn is mainly used for industrial production aiming at applications in 
high power laser diodes. Zinc also has an impurity hardening effect as does sulphur and 
is also effective in reducing dislocation densities. The relationship between the dislo
cation-free area and carrier concentration is shown in Fig. 10.11(b).

S however has rapid diffusivity and Zn stimulates the out-diffusion o f Fe. In order to 
overcome these disadvantages, Cd has been examined as another dopant for conductive 
InP178 but has not yet reached industrial production.

For semi-insulating InP, since undoped InP is n-type conductive due to residual do
nor impurities and native defects, it is necessary to dope deep acceptors such as transi
tion metal impurities such as Fe, Co and Cr. Among them, Fe is an important dopant for

Table 10.5 Segregation Coefficients
Im purity Segregation Coefficient A uthor Year Ref.
Fe T.6xl 0*3 Lee et al. 1977 174

2x10-* Iseler 1979 51
2.5x10-* Cockayne et al. 1981 175
1-4Х10*4 Cockayne et al. 1981 175
2.9-4.7Х10-4 Kusumi et al. 1985 62

Sn 2x10-2 M ullin et al. 1972 176
S 0.5 Mullin et al. 1972 176
Zn 8x10-3 Mullin et al. 1972 176

0.7 Bachmann et al. 1974 48
Cd 0.16 Fornari et al. 1991 169, 177
Mg 0.20 Kubota et al. 1984 178
Ca 0.025 Kubota et al. 1984 178
Ga 2.5-4.0 Katsui et al. 1986 160
Al 3.0 Tohno et al. 1986 161
Sb 0.12 Tohno et al. 1986 161
As 0.4 Thono et al. 1986 161
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industrial production51-174,175-179-183 because of its high solubility limit compared with 
Co and Cr which have lower solubility limits.184- 185 Semi-insulating properties can be 
obtained when the Fe-doping level is higher than lx l0 16cm'3. It is known that Fe pre
cipitates are segregated when the concentration exceeds Ix l0 ,7cnr3180

It has been found that semi-insulating InP can be prepared by Ti-doping.186-187 Since 
Ti acts as a deep acceptor, it is necessary that the main residual impurity in InP is a 
shallow acceptor if  semi-insulating properties are to be achieved. In order to realize Ti- 
doped semi-insulating InP, it is necessary to dope shallow acceptors such as Zn, Cd, Be 
with Ti because the conductivity o f undoped InP is n-type due to impurities and de
fects. Cu doping is also reported to make InP semi-insulating.188

These dopants show macroscopic and microscopic inhomogeneities. The former is 
mainly due to the solid-liquid interface shape determined by the crystal growth method 
and growth conditions. The latter inhomogeneity is caused by temperature fluctuations 
and is revealed as striations. These inhomogeneities have been investigated by various 
methods.189'202 Since these dopant inhomogeneities give rise to fluctuations in electrical 
properties and influence the properties of devices, it is best to minimize them.

10.4 CHARACTERIZATION
10.4.1 Purity
Various approaches towards improving the purity of InP have been tried, such as In 
baking,203 usage of AIN crucibles,204 pre-encapsulation of starting material205 and im
provement o f polycrystal synthesis.31 Quantitative trace analysis o f InP has also been 
performed by secondary ion mass spectroscopy (SIMS)206 and glow discharge mass 
spectroscopy (GD-MS).207-208 In the early days of InP crystal production, all manufac
turers found agglomerated defects which were called " grappes ". They looked like 
bunches of grapes after etching for the measurement of etch pit densities as explained 
in Sec 10.4.2. These defects however could be eliminated by purifying the raw materi
als such as metal sources and polycrystal sources as explained. These defects may 
therefore be due to some impurities present at very low concentrations which can not 
be detected by state-of-the-art analysis technologies. The behavior of hydrogen in InP 
and its effect on the electrical properties has been studied by various authors.209-210

10.4.2 Defects
(1) Dislocations and residual stress
Various etchants for revealing dislocations are summarized by Adachi211 and some of 
them212*226 are shown in Table 10.6. Dislocations in InP can be revealed by the Huber 
etchant217 or the AB etchant used for GaAs.213 BCA solutions225-226 are found to be ef
fective in determining the inclination o f the dislocation line. The correlation between 
lattice defects and etch pits has been studied using X-ray topography, ТЕМ and cathod
oluminescence.227- 228

Automatic measurement o f etch pits has been examined by Peiner et al.224 for vari
ous etchants and it was found that automatically counted EPD is in good agreement 
with the naked-eye measurement for most etchants.
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Table 10.6 Etchants for Dislocation Measurement
Etchant Author Year Ref.

20 HC1 + 10 H N 0 3 +0.25 Br2 Clarke et al. 1973 215
Tuck et al. 1973 216
H uber e ta l .  1975 217
G ottschalch et al 1979 218
Akita et al. 1979 219
Brown et al. 1980 220
Brown et al. 1980 220

various etchants
2 H3P 0 4(85%)+1 HBr(47%) (Huber etchant) 
H3PO,
1 HBr + 60 CH3COOH 
1 HBr + 2 H3P 0 4 (solution H) 
lg  C r0 3 + 8mg A gN 03 in 2 m l H20  + 1ml 47% 
HF (AB etchant)
1 H N 0 3 + 3HBr
20 HBr + 2H20 2 + 20 HCl +20 H.O 
2.5 HBr + 1 C2H5OH
1 HBr(47%) + 1 HC1(37%) + 10 CH3COOH 
20 HBr(47%) + 0.5 H20 2(30%) + 20 HC1(37%)
+ Ю Н .О
20 HBr(47%) + 2 H N 0 3(65%) + 20 HC1(37%)
3 HBr + 1 CH3OH
HBr + K2C t20 7 + (BCA solution)

Chu et al.
Huo et al. 
N ishikaw a et al. 
Peiner et al. 
Peiner et al.

Peiner et al. 1992 224
Peiner et al. 1992 224
W eyher e ta l . 1994 225,226

1982 221
1989 222
1989 223
1992 224
1992 224

Thono et al.229 used X-ray diffraction topography to examine the propagation of dis
locations from the seed crystal to the grown crystal and found that most dislocations 
from the seed crystal go throughout the crystal to its periphery but the dislocations 
nucleated at the crystal periphery propagate into the crystal and are multiplied.

Yonenaga et al.230 measured the velocities o f a, p and screw dislocations for vari
ously doped InP and found that Zn doping retards the motion o f all types o f disloca
tions while S doping retards the motion of b and screw dislocations and enhances the 
motion o f a dislocations. The mechanical strength of Ge-doped InP has been examined 
by Brown et al.159 Azzaz et al.,231 Muller et al.232 and Volkl et al.233,234 and Luysberg235 
reported the plastic deformation behavior o f InP. The hardness o f various forms o f InP 
has been examined by various authors.236'238

Yamada et al.239-241 examined the residual stress in various forms o f InP and found 
that it is very dependent on the crystal growth conditions. Since the brittleness o f InP 
becomes a serious obstacle to the application of InP wafers in electronic devices, the 
elucidation o f the origin of residual stress and the clarification o f the relationship be
tween dislocations and residual stress is becoming very important.

(2) M icrotwins
Microtwins are defects which appear in bulk crystals as parallel twin planes close to
gether. These microtwins exist in the bulk in isolation with lengths ranging from sev
eral microns to several millimeters. These microtwin defects seem to be a kind of large 
stacking fault defect and may be caused by temperature fluctuation.

(3) Precipitates
In the early days of InP crystal growth, there were many precipitates in InP. They were
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known as grappe defects or clusters.220*242 249 The origin of these precipitates was not 
clear and they were believed to be impurity and/or dislocation related. Cockayne et 
al.247 postulated that these grappe and cluster defects could be eliminated by controlling 
the moisture of B20 3 and by controlling the stoichiometry of the melt. It was found that 
when high purity polycrystals were used for single crystal growth, the density of pre
cipitates was greatly decreased as explained in Sec. 10.4.1. It was also found that when 
pBN crucibles were used instead of quartz crucibles, the density of precipitates were 
reduced. Hirano et al.250 found that if  the melt before crystal growth was left for a 
prolonged period before crystal growth, the density was reduced. He also found that the 
density in the grown crystals decreases from the top part to the tail part. Kohiro et al.251 
showed by coulometric titration analysis that S-type pits seemed to be related to the 
stoichiometry o f the InP melt.

Other precipitates formed in variously doped InP have been observed for Fe-dop- 
in g  i74. 252-254 V-doping,255 Ti_? Cr_ Ni_doping,256 Zn-doping,257-259 Sn-doping,259 Cd, S- 
co-doping,260 Co-doping261 and C-precipitates.262

(4) Native defects
Native defects such as vacancies,263'265 interstitials,265 antisite defects266*267 and various 
complexes268-269 have been studied by various methods and have been theoretically ana
lyzed.270*271

Kainosho et al.272 found that carrier concentrations after Si ion implantation are 
greatly increased and may exceed the net Si concentration under conditions where 
phosphorus dissociation may take place. This implies that phosphorus vacancies will 
play an important role in the electrical properties of InP. Inoue et al.273 also found that 
the carrier concentration is greatly decreased by appropriate annealing, which implies 
native defects play an important role in InP.

(5) Deep levels
Deep levels in InP are investigated by various methods. In Fig. 10.15, deep level mea
surement by deep level transient spectroscopy (DLTS) is summarized.274 In Table 10.7, 
various impurity deep levels so far reported are summarized.51* 186-275*282 Among these 
deep levels, the 0.4 eV peak is an important one since it appears during annealing and 
was considered to be the origin o f semi-insulating behavior.

Zozime et al.282 have measured deep levels related to dislocations. Backhouse et 
al.283 analyzed the temperature dependence of low-frequency current oscillation and 
found a deep level with an activation energy of 0.47 eV. The effect o f annealing on 
deep levels has been examined by Paris et al.284 Fang et al. have measured deep levels 
in semi-insulating InP by TSC measurement.285,286

10.4.3 Electrical Properties
(1) Carrier concentrations
The relationship between the carrier concentration and mobility was calculated by 
Walukiewicz et al.287 as shown in Fig. 1.17. Undoped InP is known to show n-type
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(a)

(b)
Fig. 10.15 Various deep levels in InP (from Ref. 274 w ith perm ission), (a) Electron traps 
and (b) hole traps.

Table 10.7 Deep Levels due to Im purities in InP
Im purity Energy Level (eV) C onductivity Type Author Year Ref.
Au Ec-0.55 deep donor Parguel et al. 1987 278
Fe Ec-0.65 deep acceptor Iseler 1979 51
Cr Ec-0.39 deep acceptor Iseler 1979 51

Ev+0.56 deep donor Toudic et al. 1988 279
Ni Ev+0.48 deep acceptor Korona et al. 1990 281
Ti Ec-0.62 deep donor Iseler et al. 1986 186
Co Ev+0.32 deep acceptor Skolnick et al. 1983 275

Mn
Ev+0.24 deep acceptor Rojo et al. 1984 276
Ev+0.22 deep acceptor Lambert et al. 1985 277

V Ev+0.2 deep donor Delerur et al. 1989 280
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Carrier concentration ( c m " 3 )

Fig. 10.16 R elationship betw een m obility and carrier concentration (from Ref. 29 with 
perm ission, copyright 1990 R outledge/Taylor & Francis Group). Theoretical data (solid 
lines) are from Ref. 287 with perm ission.

conductivity and it is believed to be due to silicon incorporation from quartz material 
when the carrier concentration is high.288

When the carrier concentration is less than 1015cnr3, the carrier concentration seems 
not to be determined by silicon impurity alone. When single crystals with carrier con
centrations o f 2-4x1015 cm-3 are annealed at 620 °C, the carrier concentration is drasti
cally decreased down to 5 x l0 14 cm*3.273 This fact seems to imply that the carrier concen
tration is determined by native defects such as phosphorus vacancies which will be 
reduced by appropriate annealing conditions.

The purity of polycrystals grown by the three-zone HB method is dependent on the 
conditions o f synthesis. The purity of polycrystals has been improved as shown in Fig. 
10.16 by changing the conditions of synthesis. The carrier concentration exceeds 1016 
cm-3 when quartz boats are used. The carrier concentration could however be de
creased to the level of 1015 cm'3 when pBN boats are used. Even carrier concentrations 
of the order o f ~ 5 x l0 14cm'3 have been obtained under optimized conditions of synthe
sis. This carrier concentration level is similar to the purity level of SSD polycrystals 
and InP epitaxial layers prepared by liquid phase epitaxy.288 Because o f the good lin
earity between carrier concentrations and spark source mass spectroscopy (SSMS) 
analysis results, it is concluded that the impurity which dominates the carrier concen
tration is silicon in the case of carrier concentrations higher than 1015cm 3. Thê  origin 
of the silicon contamination is considered to be the quartz ampoule material.-89 It is 
predicted that silicon is involved in the grown polycrystals as high vapor pressure SiO 
gas.

(2) Fe doped semi-insulating InP
Semi-insulating InP is industrially produced by Fe doping with high Fe concentrations 
exceeding 1016 cm*3 (>0.2 ppmw).173*290*291 Zach has discussed in detail the mechanism 
of the semi-insulating behavior of Fe-doped InP292*293 and has concluded that since

HB(SiO 2 boats) 
HB(pBN boats)
HB( Improved)
LPE by Amano et al. _
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some of the Fe atoms are ionized and compensate shallow donors, a larger amount of 
Fe is necessary. This is the reason why the concentration o f Fe is about one order of 
magnitude higher than that of shallow donors. The electrical properties of Fe-doped 
InP have been studied in detail by Kim et al.294 and Fomari et al.295 The redistribution 
phenomenon seen with annealing has been studied and discussed.296*298

High Fe concentrations are however undesirable from the viewpoint of device per
formance and reliability. The disadvantages of Fe-doped InP are manifold as follows.

(i) Fe concentrations themselves change along the crystal growth axis299 because of 
the low segregation coefficient o f Fe of the order of lO'MO*4, as explained in Sec. 3.4. 
The Fe concentration therefore changes in wafers from top to tail o f one single crystal 
ingot.

(ii) When Si ions are implanted into Fe-doped InP, the activation efficiency of im
planted Si is greatly decreased as the Fe concentration is increased.272 The decrease of 
the activation efficiency is significant when the Fe concentration exceeds 0.2 ppmw.

(iii) Fe atoms diffuse out from the substrate into the epitaxial layer, depending on 
the epitaxial growth conditions, and impair the properties of the epitaxial layer.300

(iv) The out-diffusion o f Fe is stimulated when Zn-doped layers are epitaxially 
grown on Fe-doped substrates.301

(v) Through high-resolution scanning photoluminescence, bright spots are often 
seen in Fe-doped substrates.302

(3) Low Fe-doped semi-insulating InP produced by annealing
A desirable objective therefore is to realize undoped or extremely low Fe-doped semi- 
insulating InP with Fe concentrations lower than 0.2 ppmw. High resistive nominally 
undoped InP of 3.6x105 П ет  was first obtained by Klein et al. after annealing undoped 
conductive InP at 900-950 °C under 6 bars of phosphorus overpressure.303 It was also 
shown by Hirano et al.304,305 that high resistive InP of about 105 Qcm can be obtained 
when slightly Zn-doped InP is annealed at 650 °C for 3 hrs. Hofmann et al.306 first 
obtained semi-insulating InP with resistivity higher than 107П ст  by annealing high 
purity undoped InP at 900 °C under 5 atm. phosphorus overpressure. Hirt et al.307 and 
Kiefer et al.308 have studied the effect o f phosphorus overpressure on the resistivity 
from the viewpoint of the decrease of intrinsic donor Vp. Kainosho et al.309 also showed 
that whole 50 mm diameter semi-insulating InP wafers can be obtained by annealing 50 
mm diameter undoped InP wafers at 900 °C under 15 atm. phosphorus overpressure.

After this preliminary work, many studies have been carried out in order to produce 
high-quality InP. These studies however clarified the difficulty of preparing semi-insu- 
lating InP reproducibly. Hirt et al.307 showed that the reproducibility depends on the 
purity o f the starting InP materials. It was also found by Fornari et al.310'312 that the 
reproducible preparation of semi-insulating InP is possible when InP is annealed in a 
vacuum. Under high phosphorus vapor pressure, it was found that slight contamination 
by Fe occurs during annealing.313-314 The poor reproducibility was also found to be due 
to contamination by Cr and Ni from phosphorus during annealing.315,316 Based on these 
extensive studies, it is now possible to prepare semi-insulating InP reproducibly by 
annealing InP wafers with extremely low Fe concentrations under lower vapor pres
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Fig. 10.17 R elationship betw een resistivity and Fe concentration for Fe-doped InP and 
annealed InP (from Ref. 13 with permission).

sure.316-320 As shown in Fig. 10.17, semi-insulating InP with Fe concentrations less that 
0.2 ppmw becomes possible and the preparation becomes reproducible when one ap
plies one atm. phosphorus vapor pressure instead of 25 atm. phosphorus vapor pressure 
to prevent the contamination detrimental to the semi-insulating behavior.318 Semi-insu- 
lating VGF InP was also obtained by Hirt et al. using the annealing procedure.321

The resistivity of the semi-insulating InP thus prepared however is not uniform to a 
satisfactory degree.316 In order to overcome this disadvantage, the Multiple-step Wafer 
Annealing (MWA) process (Sec. 8.4.2) was applied to InP by Uchida et al.318-322-323 The 
process consists o f two steps, the first step annealing to convert conductive wafers to 
semi-insulating and the second step annealing to improve the uniformity of resistivity. 
By increasing the phosphorus overpressure up to 30 atm., it was found that the unifor
mity of both resistivity and mobility could be greatly improved. In Fig. 10.18, the uni
formity of electrical properties of 75 mm diameter InP wafers subjected to the MW A 
process is shown.

In order to overcome the segregation of Fe during crystal growth, direct Fe doping 
by wafer annealing has been developed. It was first shown that Fe can be doped from a 
phosphide vapor atmosphere during annealing.317 This first suggestion was applied to 
wafers larger than 50 mm in diameter by Uchida et al.324 They showed that the Fe 
doping level is a function of the Fe/P molar fraction in the ampoule. It was found that 
Fe doping can be achieved efficiently when the phosphide vapor o f composition of 
FeP2 is formed during annealing

The mechanism o f semi-insulating behavior has been extensively studied by various 
methods such as the Hall effect,306 TSC,325*326 deep level transient spectroscopy
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Fig. 10.18 U niform ity  of re s istiv ity  and m obility  of sem i-in su la ting  InP after w afer 
annealing (reprinted from Ref. 323 w ith perm ission, copyright 1998 TMS).

(DLTS),327- 328 PICTS329 and PL measurements.308,309-330 The following four mechanisms 
are proposed based on these examinations.

(i) A slight amount of Fe is activated by annealing and the concentration o f shallow 
donors which may be mainly native defects such as phosphorus vacancies, is decreased 
to a level less than the concentration o f activated Fe.313*314*331

(ii) Shallow donors due to the complex defect (hydrogen-indium vacancy) can be 
eliminated by annealing to a point lower than the concentration o f residual Fe.332

(iii) Indium related defects which act as shallow acceptors are created under low  
phosphorus vapor pressure annealing and they compensate residual shallow donors.311-
312

(iv) Phosphorus antisite defects which act as deep donors are created upon annealing 
and are compensated by shallow or deep acceptors.333

10.4.4 Optical Properties
In Table 10.8, the main photoluminescence (PL) peaks334*336 are summarized.

The exciton peaks are data from Refs. 273, 337-340. As shown in Fig. 10.19, when 
the carrier concentration o f polycrystal InP is decreased, the PL peaks resolve better. 
When the carrier concentration is less than 1015cm*3, even free exciton peaks can be 
observed. It was also found that in LE-VB crystals, strong band to band recombination 
can be observed due to low dislocation densities.341

I 1 I I I 1 I 1 r

Mobility Variation = 2.9 %

J_____I_____ I_____i____ I_____ I_____■ i ■_____ I_____L

Resistivity Variation = 8.3 % 
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Table 10.8 Photolum inescence Data for InP
Peak (eV) Notation Assignment

Exciton Peaks
1.4188 C W U Free exciton, n=l state of upper polariton branch
1.4185 (°о»Х)„.5 Exciton bound to neutral donor
1.4183 (D0>X)nM Exciton bound to neutral donor
1.4178 (D0,X)n.3 Exciton bound to neutral donor
1.4176 Exciton bound to neutral donor
1.4173 Exciton bound to neutral donor
1.4168 (A0,h) neutral donor to hole
1.4166 (D\X) Exciton bound to ionized donor
1.4144 (A0,X) Exciton bound to neutral acceptor
1.4142 (A0,X) Exciton bound to neutral acceptor

Impurity related peaks
1.40 Surface state unidentified
1.3988 BA Ge
1.386 BA S iP
1.384-1.380 BA С
1.3833 DAP
1.381 DAP Siln
1.3785 DAP Mg
1.3783 DAP Al
1.3782 DAP Be
1.378 DAP Ca
1.3755-1.3790 DAP С
1.3732 DAP Zn
1.35 Defect-induced Cu
1.369 Cd

Deep level related peaks
1.27-1.28 Point defect-oxygen complex
1.21 Acceptor, V(In) or Si
1.14 Acceptor, V(In) impurity
1.10 Ge, Fe
1.08 Acceptor, D-A complex
0.99 Donor, V(P) impurity
0.75 Unknown
0.35 Fe

Residual donor identification has been done using PL measurement for InP single 
crystals and S and Si are found to be the main donors in InP.342

Peaks due to acceptor impurities have also been identified.343'349 There are several 
Donor-Acceptor (D-A) pair peaks depending on acceptor impurities.39, м7,350'352 It is 
known that three peaks can be observed due to Zn, Mg, and Ca for polycrystalline raw 
materials, but in grown single crystals, only Zn peaks are observed. The explanation 
proposed is that Mg and Ca are gettered in the encapsulant B20 3 during crystal 
growth.348

For Sn-doped, S-doped InP, several PL spectra are reported and the PL intensity 
distribution across the wafer has been examined.353 The PL spectra for semi-insulating 
(SI) Fe-doped InP have been examined by various authors. In the case of semi-insulat-
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Fig. 10.19 PL spectra of various types of polycrystalline InP (reprin ted  from Ref. 31 w ith 
perm ission, copyright 1990 Elsevier).

ing Fe-doped InP, very broad peaks due to the recombination through Fe impurities are 
observed.354

The effect o f annealing on PL spectra has been extensively studied.273*284,330,355 When 
undoped conductive InP single crystals are annealed, it is found that free exciton peaks 
which are not distinct for as-grown crystals become clear as a function of the annealing 
temperature. Undoped semi-insulating InP shows a very fine spectrum which competes 
with the best data ever reported for high purity MOCVD InP with carrier concentra
tions of the order of several 1014cm*3.273

Annealed InP shows very interesting features in its photoluminescence spectra. 
Makita et al.356*358 reported that annealed materials show highly resolved photolumines
cence spectra after high temperature annealing. It has been shown that the resolution 
improves with decreasing Fe concentrations. In their data, very strong peaks due to 
phosphorus vacancies can be clearly seen. Uchida et al.330 found that during multiple-
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step wafer annealing to prepare highly uniform semi-insulating InP with extremely low 
Fe-doped InP, after the second step of annealing, a peak due to phosphorus vacancies is 
greatly decreased.

Carrier lifetime and surface recombination velocities have been studied from the 
temperature dependence o f time-resolved PL.359 PL is also known to be sensitive to the 
surface state o f InP.360*365

Scanning PL has been used to examine the inhomogeneity o f variously doped 
InP.366*367 Room-temperature scanning PL was found to be effective in evaluating the 
surface quality and the inhomogeneity over wafers.368-369 A PL topography system has 
also been developed to examine the propagation of defects from substrate to epitaxial 
layers, as demonstrated in the case of InGaAsP/InP.370 Polishing damage can also be 
observed by room temperature PL.371 Cathodoluminescence is also a high resolution 
effective technique for observing the inhomogeneity with a high resolution.372 Re
cently, a near-infrared (NIR) transmittance technique has been developed to observe 
the homogeneity of large diameter InP substrates.373

10.5 APPLICATIONS
10.5.1 Substrates for Epitaxy
Since InP is a material difficult to polish and is used as a substrate for epitaxial growth 
for high grade devices such as high speed optoelectronics, the polishing technique is 
important for its application. In fact, high quality polishing has been described in sev
eral reports.31,208,374'379 The damaged layer after polishing has also been evaluated by X- 
ray diffraction,31, 380,381 Makyo topography,382 photoluminescence (PL)365 and etch
ing.383*386 Surface cleanliness o f polished substrates and etched substrates has been 
evaluated by X-ray photoemission spectroscopy (XPS),387, 388 ion scattering spectros
copy (ISS) and Auger electron spectroscopy (AES),389 PL,390 IR spectroscopy,391 con
tact angle measurement31,392 and time o f flight SIMS (TOM-SIMS).393,394 The surface 
quality after polishing can be protected by appropriate surface oxide formation.395

The relationship between the quality o f the substrate and the epitaxial surface is 
therefore very important. In order to examine the quality of substrates for various epi
taxial growth processes such as liquid phase epitaxy (LPE), metalorganic chemical va
por deposition (MOCVD), molecular beam epitaixy (MBE), epitaxial growth has been 
performed and the quality examined by various characterization methods such as PL30‘ 
and etching.385,386

Katsura et al.396 found that after appropriate substrate polishing and cleaning, the 
quality o f InAlAs/InGaAs epitaxial layers for high electron m obility transistor 
(HEMT) structures is better than that obtained by using substrate pretreatment at the 
side of epitaxial growers.

Nakamura et al.397 found that the very slight off-angle is very important for high 
quality epitaxial growth by MOCVD. When the normal orientation is within 0.02 de
grees o f <100>, many hillocks are formed. They found that a very slight off-angle 
greater than >0.05 degrees abolishes the formation o f hillocks, a greater off-angle than 
that reported by other researchers.
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In thick epitaxial layers grown on Fe-doped substrates, slip-like defects were often 
observed even though they were not observed in the substrates themselves. These 
slipline-like defects are attributed to Fe precipitates in the substrate which cause a local 
thermal stress during epitaxial growth.302

10.5.2 Optoelectronic Devices
InP is becoming a more and more important materials for optoelectronic devices such 
as laser diodes2,398'400 and pin-PDs401 and APDs402*405 for wavelengths o f 1.3 ц т  and
1.55 jim for optical fiber communications. Even infrared LEDs for this wavelength 
have been studied.406,407 The strong demand for internet systems with bit rate informa
tion exchange higher than 40 Gb/s needs semi-insulating substrates even for laser di
odes and photodetectors.408 OEICs based on InP lasers and detectors have also been 
developed.5,409"411 Terabit/sec communication systems are also in the future target.

The other possible applications o f InP optoelectronic devices are interconnection 
using optical devices. In fact, many studies have been performed for these applications.

There are trials to fabricate visible LEDs using II-VI layers412 and long wavelength 
detectors using GaSb layers413 and GalnAs/GaAsSb layers414 on InP substrates.

10.5.3 High Frequency Devices
InP has the highest drift mobility compared with silicon and GaAs as shown in Fig. 
2.22 and InP was expected to be useful for high frequency devices and MESFETs415’418 
and MISFETs26,419,420 have been extensively studied in the past. Since localized states 
in the metal-insulator interface are smaller for InP than for GaAs, MISFETs were ex
tensively studied. The formation of a stable Schottky contact was difficult in the case

(a)

20 nun

Ag/Pd /—  AR coating (Sis^/ZnS)

/ • - - - - " X - ...................... ...........
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ГТ771 0.2-0.3 urn

р-InP Substrate

Ag/Ag-Zn

Fig. 10.20 Schematic diagram  of (a) front surface and (b) cross section of a InP solar cell 
(reprinted from Ref. 7 w ith permission, copyright 1988 IEEE).
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of InP, probably because the surface native oxide is unstable so that MESFETs seemed 
to be impossible. Sawatari et al.421,422 however showed that the formation of a very thin 
atomic layer o f another metal oxide could make stable Schottky contacts and allow 
reproducible MESFET fabrication. These MISFETs and MESFETs have not however 
reached industrial production.

On the other hand, MOCVD and MBE epitaxial growth technologies have been 
quickly developed and high frequency high electron mobility transistors (HEMTs),423, 
424 hetero bipolar transistors (HBTs),425*426 microwave/millimeter wave monolithic ICs 
(MMICs)427*430 and optoelectronic ICs (OEICs)409'411 have been developed based on 
these epitaxial layers. The highest cutoff frequencies exceeds 500 GHz. These InP 
based electronic devices are expected to find applications in high-speed fiber commu
nications and anticollision radars.430

10.5.4 Solar Cells
InP is a promising candidate for solar cells6 since the bandgap of InP is 1.4 eV and it is 
expected to have a high energy conversion efficiency as explained in Sec. 6.4. InP is 
also known to be highly resistive to radiation damage431 so that it is expected to be a 
good solar cell materials for space satellites.6,432 Because of these possibilities, there 
have been many studies of InP solar cells. Okazaki et al.7 succeeded in fabricating InP 
solar cells with a simple diffusion p-n structure with a conversion efficiency of about 
17% (Fig. 10.20). Spitzer et al.433 have fabricated homo epitaxial solar cells by 
MOCVD epitaxial growth with a conversion efficiency of about 20.4 %. Solar cells 
with InGaAs/InP layers on InP substrates have also been studied.434
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11. InAs

11.1 INTRODUCTION
InAs is a narrow bandgap semiconductor and is useful in very high speed electronic 
devices. It is also used as a substrate for infrared detectors and Hall devices and used as 
source material for multinary compound epitaxial growth.1

11.2 PHYSICAL PROPERTIES
The physical properties of InAs2-3 are summarized in Table 11.1. The melting point of 
InAs is 943 °C, rather low compared with other III-V materials. The bandgap is as low 
as 0.356 eV and electron mobility is as high as 33,000 cm2/V-sec so that it can be 
expected to be a good material for long wavelength photodetectors and high speed 
electronic devices. The phase diagram of InAs is as shown in Fig. 11.1.4,5 The decom
position pressure of InAs is as low as 0.33 atm. at the melting point.6 The thermo
electrical properties of InAs have been evaluated and found to be 210-310 jiV/K.7

11.3 CRYSTAL GROWTH
11.3.1 Melt Growth
InAs is industrially grown by the Liquid Encapsulated Czochralski (LEC) method us
ing B20 3 as encapsulant. At the melting point, the viscosity of B20 3 is sufficiently low 
so that it does not affect the crystal quality. Indium and arsenic are charged and can be 
synthesized directly and crystals are grown as in the case of GaAs. It is also possible to 
charge polycrystal material and to grow single crystals.

Since the stacking fault energy o f InAs is lower than that o f GaAs and GaP (Sec.
1.7.2), it is easily twinned. In order to prevent twinning, it is necessary to pay attention 
to various factors as explained in Sec. 3.4.

Table 11.1 Physical Properties of InAs
Crystal Structure zincblende
Lattice Constant 6.058 A
Density 5.667 g /cm 3
Melting Point 943 °C
Linear Expansion Coefficient 5.19 xlO’V deg
Thermal Conductivity 0.26 W /cm .K
Dielectric Constant 14.55
Refractive index 3.52
Bandgap at Room Temperature 0.356 eV
Intrinsic Carrier Concentration 1.25xl015/cm 3
Electron Mobility 33,000 cm2/V .sec
Hole Mobility 460 cm2/V .sec
Conductivity 0.2 Q-cm
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Fig. 11.1 Phase diagram  of InAs (from Ref. 4 w ith perm ission).

(i) Elimination o f scum on the melt surface
(ii) Crystal shape control
(iii) Control o f the solid-liquid interface shape
(iv) Reduction o f temperature fluctuation
(v) Stoichiometry control
Growth o f 50 mm diameter InAs has been reported by Matsumoto8 and Iwanami et 

al.9 A typical InAs single crystal is shown in Fig. 11.2.

Fig. 11.2 Typical InAs single crystal grown by the LEC m ethod.9
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M i Zn Cd Si Ge Sn S Se Te“
0.70 0.77 0.13 0.40 0.07 0.09 1.0 0.93 0.44

Table 11.2 Segregation Coefficients k0

11.3.2 Solution Growth
W olff et al.10 have grown InAs crystals from indium solvent containing 10-20 at.% 
arsenic. In order to grow crystals, a very slow freezing rate less than 1 mm/hr was 
required.

11.3.3 Vapor Phase Growth
Antell and Effer11 have grown InAs crystals using InCl3 and Inl3 as the transport re
agent in the temperature range of 830-840°C, with the starting materials held at 875- 
890 °C. Holonyak12 has grown InAs crystals using ZnCl2 as the transport reagent and 
obtained p-type crystals from n-type starting materials.

11.4 CHARACTERIZATION
11.4.1 Purity
Segregation coefficients of various impurities have been measured by electrical prop-

Distance from the center (mm)

Fig. 11.3 Typical dislocation distribution along <-1-10) direction in <100> oriented 50 
mm diam eter InAs single crystal grown by the LEC m ethod.9

Table 11.3 Purity of Typical InAs Single Crystal (reprinted from Table 6.6 at
p. 176 in Ref. 8 with permission). ___________ _____ _____ (ppmw)

В Mg Si S Zn Cd Sn Mn Cu
0.004 0.009 0.03 0.03 ND ND ND ND ND

ND: not detected
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Fig. 11.4 Relationship betw een Hall mobility and carrier concentration of n-type InAs at 
77 К (a) and 300 К (b) (from Ref. 16 with permission). The lines are calculated curves. The 
detail of this figure is explained in the reference.

erty characterization and were determined13 as shown in Table 11.2. The systematic 
purification process o f InAs has been reported by Enright.14 The lowest carrier concen
tration after appropriate purification was 1 .3 x l0 16 cm*3.15 A typical purity o f InAs 
grown by the LEC method is shown in Table 11.3.8 The main impurity in InAs is sul
phur since its vapor pressure and segregation coefficient are close to those o f arsenic so 
that it is difficult to eliminate it in the purification process before crystal growth. The 
purity o f InAs is however o f a high order and the carrier concentration is not predomi
nantly determined by any specific impurities.8

______Table 11.4 Ionization Energies of Shallw Acceptors________ _
Sn Ge Si Cd Zn
0.01 0.014 0.02 0.015 0.01_______ _
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The dislocation density can be measured by etching with conc HC1
on (100) surfaces and with an etchant (HF:HN03:H20  = 1:1:2) on П i n  Ш̂ 0Г *,m!n'
13.3 shows the dislocation density distribution for a <100> oriented 5 0 °  a êS * F'g‘ 
InAs single crystal. The average dislocation density was about 2xl04cm-2lm lameter

11.4.3 Electrical Properties
The relationship between mobility and carrier concentration is shown in Fig 1 1 4  '« 
The carrier concentration is not determined by residual impurities but by point defects 
whose concentration varies according to annealing conditions.17*19 Hilsum et a l20 21 
showed that copper introduced from quartz materials is the impurity which is moved 
between the matrix and dislocation traps by annealing. The drift velocity as a function 
of the electric field was calculated by Brennan and Hess.22 Ionization energies of shal
low donors such as Se, S, Те, Ge, Si, Sn and Cu were as low as 0.001 eV and those of 
shallow acceptors23-24 are as shown in Table 11.4. Commercially, Zn is used as the 
dopant for p-type crystals and S for n-type crystals, with the highest carrier concentra
tion reaching 3 x l0 18cm*3.

11.5 APPLICATIONS
InAs is used as a substrate for infrared detectors in the wavelength range of 1.0-3.8 
ц т .25'27 InAs photodetectors based on photodiode structures are industrially commer
cialized for applications in laser warning receivers, process control monitors, tempera
ture sensors, pulsed laser monitors, infrared spectroscopy and power meters.28,29 It is 
also used as a substrate for mid-ER lasers and LEDs based on InAsSbP layers.30 InAs is 
also a sensitive material for Hall devices. Various types of Hall sensors have been 
commercialized.31,32 InAs is used as a high purity source material for the multinary 
compound epitaxial growth o f InGaAsP.
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12. InSb

12.1 INTRODUCTION
InSb has a small bandgap of 0.18 eV and is sensitive to longer wavelengths of the 
region of 3-5 ц т  so that it is a promising material for infrared detectors.1*5 It is also an 
important substrate material for infrared detectors in the 9-12 ц т  long wavelength re
gion.1 Since the effective mass of electrons of InSb is very low and therefore the elec
tron mobility very high, InSb is an important material for Hall devices5'8 and magne- 
toresistance d ev ices.9 The crystal growth o f InSb is reviewed by Liang10 and 
Matsumoto.11

12.2 PHYSICAL PROPERTIES
InSb has a small bandgap and low effective mass so that it has a large electron mobility 
up to 78,000 cm2/V-sec. This is the reason why InSb is a very interesting material for IR 
detectors, Hall devices and magnetoresistance devices. The main physical properties of 
InSb can be found in Ref. 12 and some data are summarized in Table 12.1. The phase 
diagrams of InSb have been reported in Refs. 13 and 14, and a typical X-T phase dia
gram is shown in Fig. 12.1. In and Sb self-diffusion coefficients have been measured in 
the temperature range o f 400-500 °C by the radioactive tracer diffusion method.15 The 
self-diffusion coefficient of In is

D (cm2/sec) = 6.0xlO 7 exp[-(1 .45±0.09) eV/kT] (12.1)
and that o f Sb is

D (cm2/sec) = S JSxlO ^expf-O ^l ± 0 .08 ) eV/kT], (12.2)

12.3 CRYSTAL GROWTH
12.3.1 Synthesis and Purification

Table 12.1 Physical Properties of InSb
Lattice Constant 6.48937 A
Density 5.775 g /cm 3
Melting Point 525 °C
Linear Expansion Coefficient 5.37 x l0  6/K
Thermal Conductivity 0.18 W /cm-K
Dielectric Constant 17.72
Refractive index 4.0
Bandgap at Room Tem perature 0.180 eV
Intrinsic Carrier Concentration 2.04x1016 /cm 3
Electron Mobility 78,000 cm2/V .sec
Hole Mobility 850 cm2/V .sec
Intrinsic Resistivity 4.5xl0‘3Q*cm
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Fig. 12.1 Phase diagram  of InSb (from Ref.14 w ith perim ssion, copyright 1958 McGraw- 
Hill).

The synthesis o f InSb can be easily performed by reacting pure In and Sb metals di
rectly together. However, special attention must be paid to avoid oxidation. This is 
because the oxides of In and Sb form easily and are difficult to reduce. After synthesis, 
the purity of InSb can be improved by zone-melting. Since Zn, Те and Cd are impuri
ties difficult to remove by zone-melting,16 attention must be paid to the purity of the 
starting material metals with respect to these impurities. It is also reported that vacuum 
treatment is very effective in removing volatile impurities such as Cd.17

12.3.2 Crystal growth
Large diameter InSb crystals are mainly grown by the Czochralski (CZ) method but 
various other methods have been applied as shown in Table 12.2.

(1) Solution growth
Simple solution growth has been performed but is reported to be ineffective in growing 
single crystals.18 Benz and Muller19 applied a horizontal THM and could obtain a single 
crystal of 10 mm diameter and 23 mm length. The maximum growth rate for inclusion- 
free crystals was 2.5 ± 0 .5  mm/day.

(2) Horizontal Bridgman (HB) and H orizontal Zone Melting (HZM) methods 
The HB method, combined with zone refining for purification has been applied to InSb 
single crystal growth.20 Since InSb has a strong tendency to grow along the <111> axis, 
single crystals can be grown by self-seeding, with a high growth rate of 2 mm/min 
without twinning.10 It is reported that high purity material with mobility exceeding Ю6 
cm2/V -sec and a carrier concentration o f 1 .2xl013cm*3 could be obtained by the HZM
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Table 12.2 Crystal Growth of InSb
Method Result Authors Year Ref.
HZM Growth of hihg purity crystals Vinogradova et al. 1959 21
CZ Growth of InSb in the <111> polar direction Gatos et al. 1960 28
CZ Se-doped InSb with the double crucible method Allred et al. 1961 29
HZM Seed orientation and tw inning Miller et al. 1961 22
DC Diffusion-controlled steady-state segeragtion in 

space
Witt et al. 1975 39

THM 10 mm diam eter crystals of length 30 mm Benz et al. 1979 19
CZ Effect of rotation conditions on the strain 

form ation
Miller 1979 30

CZ Effect of ultrasonic wave application Kumagawa et al. 1980 31
HZM Growth of high purity InSb by in-situ synthesis Ohno et al. 1982 23
CZ Uniform carrier concentration using inclined seed Terashima 1982 32

CZ
crystals for <111> oriented single crystal growth
D iam eter control by a colling plot Burstein et al. 1984 33

CZ Crystal grow th of 40 mm diam eter with 350 mm Matsumoto 1989 11

DS
length
Growth in space satellite Zemskov et al. 1991 41

MCZ Magnetic field application on the recombination 
characteristics

Vekshina et al. 1992 34

DS Growth in a cnetrifuge appartus in reduced 
gravity

Derebail et al. 1992 42, 43

SHM Te-doped InSb with diffusion-controlled segre Ostrogorsky et al. 1993 38
gation of Те

DS A pplication of ACRT Zhou et al. 1993 26
VB Radioactive visualization of the growth interface Campbell et al. 1995 24
CZ Effect of ultrasonic vibration Kozhemyakin 1995 35
CZ Segragation control using floating crucibles Lin et al. 1995 36
VGF Growth in aergel crusibles for visualization Tscheuschner et al.

1999 27
VB Growth of inclusion-free InSb crystals Mohan et al. 2000 25
DS Detached solidification of Ga-doped InSb growth Wang et al. 2004 44

HB: H orizontal B ridgam an, HZM: H orizontal Zone M elting, VB: Vertical Bridgman, 
VGF: V ertical G rad inet Freezing, CZ: Czochralski, MCZ: M agnetic field CZ, THM: 
Traveling Heater M ethod, DS: Direct Synthesis, SHM: Submerged Heated Method

method.21 Dislocation densities are normally high up to 10M 06cnr2, but it is also re
ported that low dislocation density InSb crystals can be obtained.10

Crystal growth by horizontal zone melting in a vacuum has been performed by Ohno 
et al.23 and n-type crystals with carrier concentration 1013- 1014 cm'3 and having maxi
mum mobility o f 8x10s cm2/V s have been obtained.

(3) Vertical Bridgman (VB) and Vertical Gradient Freezing (VGF) methods 
Campbell et al.24 used X-ray radioscopy to examine the shape of the solid-liquid inter
face during crystal growth by the VB method of Te-doped InSb. Because of the density 
difference between the melt and the solid, the shape of the solid-liquid interface could 
be observed in real time as the difference in contrast.
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Fig. 12.2 VGF m ethod w ith an aerozol crucible for the in-situ observation of the interface 
shape during crystal grow th (from Ref. 27 w ith perm ission).

Mohan et al.25 examined factors which affect the formation of inclusions, such as 
synthesis temperature, synthesis time, thermal gradient, ampoule lowering rate and 
ampoule geometry, and worked out the optimal conditions to minimize inclusions.

The effect o f the accelerated crucible rotation technique (ACRT) on the shape of the 
solid-liquid interface has been studied for crystal growth by the VB method.26 The 
variation o f the growth rate was examined from the viewpoint o f the heat transfer pro
cess across the interface.

Tscheuschner et al.27 developed a VGF furnace, equipped with an IR-CCD camera, 
using an aerogel crucible (Fig. 12.2) in order to observe the crystallization front, and 
demonstrated its effectiveness in crystal growth.

(4) Czochralski (CZ) method
Since the melting point o f InSb is low (525 °C) and the dissociation pressure is very 
low (<10'5atm.), no encapsulant is necessary for the Czochralski method. Various CZ 
growth results are summarized in Table 12.2.

In <111> oriented crystal growth, the polarity of the seed crystal is very important 
as pointed out by Gatos et al.28 When a seed crystal with a <111>B face with Sb atoms 
is used, single crystals can be grown, while when a seed crystal with a < 111>A face 
with In atoms is used, twinning and poly crystallization occur easily.

Single crystals with orientations <111> and <110> doped with Se have been grown
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using a CZ furnace [29] as shown in Fig. 9. 4, the same as for GaSb crystal growth. 
InSb has a strong tendency to grow along the <111> direction and twinning and lineage 
easily occur for < 1 10> and <100> oriented crystal growth.

It is reported by several researchers11-29 that when crystals are grown in the <111> 
direction, a strong radial segregation of impurities occurs. This is thought to be due to 
the strong <111> facet growth because the segregation coefficient is greater in a facet 
region than that in a off-facet region. It has also been shown that the inhomogeneity 
due to <111> directed growth can be eliminated when <311> oriented crystals are 
grown.11

Matsumoto11 pointed out that InSb crystals can be grown directly from the InSb melt 
without any encapsulant but the scum on the melt makes crystals in which twins readily 
form. They showed that prebaking under hydrogen can eliminate the scum and have 
grown a crystal o f diameter 40 mm and length 350 mm. The dislocation density was 
less than 2 .5 x l0 2cnr2 in all regions.

Miller,30 using X-ray anomalous transmission topography, studied the effect of the 
rotation of crystal and crucible on the strain configuration in Te-dope crystals grown 
by the CZ method and discussed the mechanism of strain formation. Kumagawa et al.31 
applied ultrasonic wave during crystal growth and found that the effect was to eliminat- 
e the facet region and homogeneous crystals were grown.

InSb single crystals have been grown by the CZ method in high purity nitrogen gas

WEIGHT

h e a t f r  m

THERMOCOUPLE

PULl.ING & 
ROTATION

INSULATOH

<a) <b)

Fig. 12.3 Segregation control in Czochralski pulling with a floating crucible having a very 
long melt passageway to suppress dopant back diffusion: (a) a graphite floating crucible; 
(b) a quartz floating crucible (reprinted from Ref. 36 w ith perm ission, copyright 1962 
Elsevier).
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Fig. 12.4 D opant concentration profiles in  an InSb crystal grown w ith the graphite cruci
ble. (a) axial; (b) radial (reprinted from Ref. 36 w ith permission, copyright 1995 Elsevier). 
The dashed line represents axial segregation by conventional Czochralski pulling.

containing 10 % hydrogen.32 It was found that high quality crystals could be grown 
using a seed inclined 5-10 degrees from the [111] to the [110] direction.

Bumstein et al.33 showed a simple diameter control method based on programming 
the cooling from a calculation of mass balance and applied this method to the growth of 
50 mm diameter InSb crystals.

Vekshina et al.34 studied the effect of the application of a magnetic field on the elec
trical properties. The application o f a transverse magnetic field o f 1 .5x l03 A/m was 
found to be effective in reducing the concentration of structural defects, thus increasing 
the lifetime and mobility of carriers.

Cd-doped InSb single crystals were grown from a floating crucible in order to obtain 
uniform Cd concentrations in crystals36 as shown in Fig. 12.3. The floating crucible 
method allows feeding and pulling to occur simultaneously automatically. It was found 
that Cd can be doped uniformly along the axial and the radial directions for a crystal o f
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Fig. 12.5 Schematic draw ing of the experim ental apparatus for crystal growth by the 
Subm erged H eater M ethod (SHM) (reprin ted  from Ref. 38 w ith perm ission, copyright 
1993 Elsevier).

length 19 cm and diameter 1 cm as shown in Fig. 12.4.
Simulation o f Czochralski (CZ) growth has been performed by Bouhennache et al.37 

and the temperature distribution, thermal strain in growing crystals, heat distribution in 
the crucible and meniscus shape have been analyzed.

(5) Other M ethods
The Submerged Heater Method (SHM) was applied to the growth of Te-doped InSb 
crystals as shown in Fig. 12.5.38 It was found that diffusion-controlled steady state seg
regation could be achieved for Te-doped crystal growth.

The crystal growth of InSb by directional freezing in microgravity has been per
formed and the effect o f microgravity was studied39 and the result was analyzed for the 
effect on thermal convection.40 Te-doped InSb was grown in a space satellite.41 Un
doped, Te-doped and Se-doped InSb crystals were grown in spacecraft and in a large 
centrifuge42,43 and the numbers o f grain boundaries, twins and striations were examined 
as a function o f acceleration, compared with crystal growth on the ground. Detached 
solidification o f Ga-doped InSb on earth has been examined by using ampoules coated 
with hexagonal boron nitride.44
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Table 12.3 Segregation C oefficients

Im purity Segregation Coefficient

Те 0.54-4.2
Se 0.17-1.9
Cu 6.6x10^
a 8 4.9x10 5
Au 1.9xl0*6
Zn 2.3-3.52
Cd 0.26
Ga 2.4
Sn 5.7x1 O'2
Tl 5.2x10"*
P 0.16
As 5.4
Fe 4.0x1 О*2
Ni 6.0x10‘5
S 0.1

12.3.3 Doping
Segregation of various impurities in InSb has been studied27,45*47 and their segregation 
coefficients have been determined as in Table 12.3.

12.4 CHARACTERIZATION
12.4.1 Defects
(1) Dislocations
The orientation of an InSb single crystal can be determined by an etching procedure.48 
Dislocations in InSb can be revealed by EPD etchants as 5 H N 03 + 2 HF + 6 H^O + 20- 
50% lactic acid and 1( 48% HF) + 2 (30% H20 2) + 2 H20 .32 Modified CP-4 etchant (2 
H N 03 + 1 HF + 1 glacial CH3COOH) can reveal а -dislocations and the etchant, 1 (30% 
HL̂ Oj) + 1 (48% HF) + 8 H20  + 0.4% n-butylthiobutane can reveal (S-dislocations.49

The typical dislocation density for CZ-grown InSb is less than 2 .5x l02cnr2,n which 
is a very low level compared with other compound semiconductors. This is due to the 
high critical resolved shear stress (CRSS) o f InSb. The effect o f inclusions on the dis
location density has been studied,49 comparing space-grown crystals with CZ-grown 
crystals.

Since it is easy to obtain dislocation-free InSb single crystals, many studies have 
been performed to measure dislocation velocities by observing plastic deformation by 
applying stress on these crystals.

In III-V materials, 60° dislocations such as a  and p dislocations exist as first found 
by Haasen.50 As shown in Fig. 4.7, a  and p and screw dislocations are related and their 
relationship has been studied by etching techniques.51 The velocity o f these disloca
tions has been measured by the etching method,52*55 stress-strain curve measurement,56* 
59 ТЕМ observation60 and the bending test.61*67
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The velocity o f various dislocations has been measured as a function of temperature 
and it was found that the velocity of a  dislocations is 102 to 103 times faster than f$- and 
screw dislocations. The activation energies of dislocation motion for a - and p-disloca- 
tions were 0.6 eV and 1.1 eV respectively.

The effect o f annealing on the screw dislocation velocity was also studied and dis
cussed from the viewpoint o f the interaction of point defects with dislocations.64'67 Op
tical properties such as absorption spectra of plastically deformed InSb were studied 
and the effect o f dislocations was discussed.68 The ductile-to-brittle transition tempera
ture was measured by the micro Vickers hardness method and was found to be 0-100 
0 C  69

Miiller and Jacombson70 have grown a crystal with grain boundaries consisting of a 
and p dislocations using A[111] and A [-1 -1 -1 ] oriented seed crystals. They have stud
ied the current flow through these grain boundaries and found that dislocations behave 
as acceptors and donors.

(2) Microtwins
Vanderschaeve and Calliard71 have submitted InSb single crystal samples to tensile 
strain in the temperature range of 443-593 К and observed microtwin formation by 
ТЕМ. Through an analysis o f dislocation formation, the mechanism of twinning was 
discussed.

(3) Facets and striations
It is known that in the CZ growth of InSb, strong facets are formed due to the facet 
formation mechanism.11,72,73

Witt and Gatos74 were the first to apply interference contrast microscopy to investi
gating the formation o f striations and found the existence of six types o f striations, 
three rotational striations and three non-rotational as explained in Sec. 4.7. Morizane et 
al.75'77 have studied impurity striations in the CZ growth o f InSb in an experimental 
arrangement where the thermal and rotational axes did not coincide and theoretically 
analyzed the resulting striations. Utech and Flemings78 have shown that the application 
of a vertical magnetic field is effective in eliminating the formation of striation bands 
during the HGF growth of Te-doped InSb crystals.

Miller28 has studied the striation in CZ grown crystals using X-ray anomalous trans
mission topography and discussed growth striation and the residual strain existing 
mainly in the core region.

Hayakawa et al.79, 80 have explained striation phenomena using a two-dimensional 
model and developed a CZ growth method using alternate rotation in order to minimize 
dopant striations.

(4) Deep levels
Kosarev et al. [81] have analyzed the Hall measurement data and deduced the concen
trations o f deep carriers. Deep levels were studied by DLTS.82'84 Volkov et al.83 have 
measured deep levels for n-type InSb and Ge-doped p-type InSb at temperatures of 4.2-
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Table 12.4. Deep Levels in InSb (from Ref. 83 w ith perm ission)
Energy Level C apture cross sections (cm2) Trap concentration
(eV) Electrons (on) Holes (a p) (cm'3)

Electron traps
n-type El E-0.120 5 x l0 16 5x l0 12

E2 Ec-0.101 2 x l0 14 lxlO 13
p-type E Ec-0.015 lx lO 13

Hole traps
n-type HI Ev+0.050 3x10" 5x l012

H2 Ev+0.010 2x1 O'17 2x1012
p-type H3 Ev+0.100 6x10'17 2xl013

H4 Ev+0.108 2x10“ 2x l013
H5 Ev+0.120 9x10“ 1.5xl013
H6 Ev+0.047 4x10-“ 4x1012
H7 Ev+0.020 4x l012

300 K. Electron traps at E -0.120 eV and E -0.101 eV have been observed. Littler85 has •  ̂ - 
applied a magneto-optical method to determine various deep levels and summarized 
his and previous data.

12.4.2 Electrical Properties
Since InSb has a very small bandgap, it has a relatively high intrinsic carrier concentra
tion ( l -2 x l0 16 cm*3). Electron and hole mobilities have been measured as a function of 
carrier concentration as shown in Fig. 12. 6 .10 The radial segregation o f impurities dur
ing crystal growth makes for a large difference in mobility from the center to the edge 
by a factor o f 10. Energy levels o f various shallow impurities so far reported12 are as 
shown in Table 12.5.

Otsuka86 calculated electron scattering by impurities using a simplified square well-

Table 12.5 Energy Levels of Shallow Im purities
Type Im purity Energy level (eV)
n Те 0.05
n Se 0.15
n S 0.25
p Cd 0.00986
p Zn 0.0091
p Ge 0.00925
p Cr 0.07
p Mn 0.0095
p Fe 0.0013
p Co 0.008
p Cu° 0.028
p Cu- 0.056
p Ag° 0.0298
p Ag- 0.056
p X 0.120
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Fig. 12.6 Electron (a) and hole (b) mobilities at 77 К as a function of carrier concentra
tion.10

ог-hump potential model and showed that the scattering cross-section by a screened 
acceptor is much smaller than that by a screened donor. The donor to acceptor ratio of 
the cross section oJo& amounted to 550.

The electrical resistivity of Mn-doped and Ge-doped p-type InSb has been measured 
with high acceptor concentrations of 4 .5x l016-2 x l0 17cm'3 and the metal-insulator tran
sition was reported.87 Magnetoresistance and transverse magnetophonon resonance88 
have been measured for crystals grown by the horizontal zone melting (HZM) method.

12.5 APPLICATIONS
12.5.1 Optical Devices
(I) Focal-plane array (FPA) detectors
InSb based focal-plane array (FPA) detectors are sensitive to near the infrared wave
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length region (1-5.5 цгп) and various array devices have been developed.89 100 One di
mensional InSb FPAs89 employing line scanning to obtain two dimensional images 
have been used in thermal imaging, earth resources remote sensing, a visible infrared 
mapping spectrometer for Mars observation and night-vision instruments. One dimen
sional FPAs have limited sensitivity. Two dimensional InSb staring FPAs have been 
developed from 8x8 pixels,90 128x128 pixels97’99 to 1024x768 pixels100 cameras in the 
3-5um range for thermal sensing, IR astronomy94*96 and night vision systems.98 Treado 
et al.101 and Lewis et al.102 showed the application of (FPA) detectors to an absorption 
spectroscopic microscope sensitive in the range o f 1-5.5 ц т .

(2) Photodetectors
InSb,103 InAsSb104 and InTlSb6 are good materials for long wave length photodetectors. 
Su et al.105 examined the 1/f noise for InSb photodiodes as a function o f temperature, 
gate bias, diode voltage, junction area and photon flux and discussed the origin o f 1/f 
noise.

12.5.2 Electronic Devices
Р channel MOS transistors were fabricated using n-type InSb substrates and a threshold 
voltage o f -3 V  with an effective hole mobility o f 330 cm2/V- s was reported.106 Calster 
et al.107 have developed thin film transistors using InSb films on glass substrates. 
Margalit et al.108,109 showed a field induced tunneling diode based on InSb. There is a 
promising future possibility o f InSb replacing Si in MOS devices.110

12.5.3 Sensors and Others
InSb thin films on GaAs substrates are used as Hall sensors in mass production.m*112 
Woelk et al.113 showed the large scale production of position sensors for automobile 
engines, based on InSb thin films on GaAs wafers. Ghoshi et al.114 showed that a (111) 
InSb crystal can be used as an X-ray monochromator and showed that it has a strong 
reflecting power and high resolving power. Its low thermal expansion coefficient 
(4.9xlO*6/C) and chemical stability facilitates the high precision measurement o f radia
tion from 14Si to 92U (Ma). Nesmelova et al.115 showed that InSb is promising as a small, 
quick-response medical thermometer. The operating principle is based on the tempera
ture dependence o f the electrical resistance in the intrinsic conductivity region.
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13. CdS
13.1 INTRODUCTION
After the photovoltaic effect was first observed by Reynolds et al.,1 much interest was 
focused on CdS. CdS is a material which is o f importance in phosphors and 
photoconductors. Since the bandgap of CdS is 2.38 eV and of direct transition type, it is 
a candidate for green light photoelectric conversion devices. CdS is also promising for 
lasers so that the growth of large single crystals have been attempted.

13.2 PHYSICAL PROPERTIES
Typical physical properties are shown in Table 13.1.2*6 Precise melting point and vapor 
pressures were determined by Addamiano et al.7,8

The phase diagram of CdS was reported by Woodbury9 as shown in Fig. 13.1. The 
lattice parameter o f CdSxSej x has been measured by Al-Bassam et al.10

Vaporization o f CdS has been studied precisely by Somoijai et al.,11*14 considering 
doping, surface, temperature and light exposure. The dependence of the vaporization 
rate on the orientation of the basal planes was also studied.15 These fundamental studies 
became the basis for the vapor phase growth of CdS.

13.3 CRYSTAL GROWTH
Since CdS has quite a high melting point and decomposition pressure, it is mainly 
grown by vapor phase growth methods but other methods have also been examined as 
shown in Table 13.2.

13.3.1 Melt Growth
The first experiment to melt CdS in a high pressure furnace was carried out very long

Table 13.1 Physical Properties of CdS
Crystal Structure w urtzite
Lattice Constant a=4.1368 A 

c=6.7163 A
Density 4.82 g /cm 3
Melting Point 1475 °C
Linear Expansion Coefficient 5.0-6.5xl0'6 / deg (± c) 

2.5-4.0x10** /d e g  (//c)
Thermal Conductivity 0.3 W /cm .K
Dielectric Constant 10.33 (//), 9.35 (_L)
Refractive index 2.674
Bandgap at Room Temperature 2.38 eV
Optical Transition Type direct
Intrinsic Carrier Concentration 16.7xl015 / cm3(1173 K)
Electron Mobility at R.T. 350 cm2/V .sec
Hole Mobility at R.T. 15 cm2/V .sec

355
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Fig. 13.1 Phase diagram  of CdS (reprin ted  from Ref. 9 w ith perm ission, copyright 1963 
American Chemical Society).

time ago.16 Medcalf et al.17 grew CdS single crystals by the VGF method using a high 
pressure furnace as shown in Fig. 13.2. The temperature is raised to 1500 °C under an 
At atmosphere o f 1500 psi, and the furnace is cooled down to grow crystals. Crystal 
growth was performed under various pressures and it was found that when the pressure 
went down to 250 psi, only poly crystalline ingots were obtained. The segregation coef
ficients o f various impurities during growth were measured as shown in Fig. 13.3.

Fischer18 20 has grown CdS single crystals using a high pressure furnace by a soft 
ampoule method as shown in Fig. 13.4. In this method, a quartz ampoule is covered by 
a graphite susceptor so that the softened ampoule can be used even at high temperatures 
up to 1500 °C.

Kobayashi et al.21 have grown CdS single crystals weighing 50 g, at a temperature of 
about 1400 °C by lowering the crucible at a rate of 3-20 mm/hr.

13.3.2 Solution Growth
Rubenstein24 has measured the solubility o f CdS in Sn and has grown CdS single crys
tals with the process shown in Fig. 13.5, at temperatures o f 800-900 °C with a tempera
ture difference between the surface o f the solution and the bottom o f the ampoule. 
Crystal growth was performed without any seed crystal and grown crystals were plate
lets of 4x4x2 mm3 or rods of 2x2x6 mm3. Crystal growth was also performed from lead, 
cadmium, and the eutectics of Cd-Bi-Pb-Sn and Bi-Pb-Sn.

Aoki et al.25 27 have grown CdS single crystals from a Те solvent. The solubility of 
CdS in Те was measured and CdS was grown from solution at temperatures o f 700- 
1000 °C with a cooling rate of 15 °C/hr. CdS single crystal platelets several mm in size 
were obtained.
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Table 13.2 Crystal Growth of CdS
Method Results Author Year Ref.
HP-VGF First melt growth of CdS Tiede et al. 1920 16
DS Direct synthesis by the reaction of Cd vapor with 

H2S
Frerichs 1947 28

PVT Sublimation growth under inert gas Stanley 1956 30
PVT Sublimation growth under Нг H2S Grillot. 1956 31
HP-VGF Growth under various Ar pressures (250-1500 psi) Medcalf et al. 1958 17
PVT Morphology of sublimation grown crystals Reynolds et al. 1958 32
PVT Growth of 20 mm3crystals Green et al. 1958 33
PVT Growth under H2S or argon atmosphere Boyd et al. 1959 34
PVT Vaporization of CdS powders Nishimura et al. 1959 35, 36
HP-VB Soft ampoule method for preventing ampoule Fisher 1959 18-

failure 1961 20
VG Direct synthesis from elements. Growth of CdZnS Vitrikhovskii et al. 1960 29
CVT Growth using iodine as the transport reagent Nitsche 1960 57-

-1962 60
PVT Sublimation in a vertical furnace Fujizaki et al. 1960 37
PVT Self-sealing sublimation method Piper et al. 1961 38
HP-VB Growth of 50 g crystals under 76 atm. Kobayashi 1966 21
PVT Modified Piper-Polish method Clark et al. 1966 39
CVT Thermodynamical principle of CVT method Shafer et al. 1966 61
HP-VB High pressure furnace arrangement Kozielski 1967 22
PVT Direct synthesis of CdS from the elements and Hemmat et al. 1967 40

PVT growth in a closed system
1968 24SG Solubility in Sn, Cd, Bi. Growth of small crystals Rubenstein

PVT Growth in a vertical furnace with sulphur Clark et al. 1968 41
vapor pressure control

1968 42PVT Growth with sulfur vapor pressure control Fochs et al.
PVT Growth of ZnCdS measuring 15x3x4 mm3 Indradev et al. 1968 43
PVT Theory of growth rate and comparison with Ballentyne et al. 1970 44

experimental result
1970 62CVT Growth of Cd, Zn S using iodine as the reagent Cherin et al.

open PVT Sublimation under various atmospheres Corsini-Mena et al. 1971 45
PVT Contactless growth in vertical and horizontal Markov et al. 1971 46

arrangements
Blanconnier et al. 1972 47PVT Vertical PVT growth of crystals measuring 

several cm3
HP-VB Composition analysis after melt growth Kikuma et al. 1973 23
PVT Theory of growth rate and comparison with Tempest et al. 1974 48

experimental result
1978 49PVT 40 mm diameter crystal growth by a seeding method Dierssen et al.

SG Growth of plate-like crystals from Те solution Aoki et al. 1979 25-
1982 27

PVT Effect of Cd and S vapor pressures on the growth 
rate

Mochizuki et al. 1979 50
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Table 13.2 Crystal Growth of CdS (continued)
Method Results Author Year Ref.
PVT Contamination by C 02 from silica capsule Russel et al. 1979 51
PVT Modification of Piper-Polish method Morimoto et al. 1982 52
PVT Theory of growth rate and comparison with 

experimental result
Su et al. 1987 53

PVT Growth in a three-zone furnace Su et al. 1990 54
CVD Subatomical CVD for large area window material Goela et al. 1988 63
PVT Growth of CdS0 99Te001 crystal Korostelin 1996 55
PVT Growth of Cr-doped CdS08Se02 crystals Roy et al. 2004 56
HS Growth CdS nanocrystals N ie et al. 2004 64

13.3.3 Vapor Phase Growth
(1) Direct Synthesis (DS) method
In the early days of the crystal growth of CdS, a dynamic crystal growth method was 
applied in which hydrogen sulfide and a carrier gas were passed over heated cadmium 
metal.28 By the reaction between hydrogen sulfide and cadmium metal, cadmium sul
fide was prepared and deposited as single crystals in a cooler position of the reaction 
tube. This method however gives only small crystals such as ribbons and platelets. 
Vitrikhovskii et al.29 haveJ r grown CdS and Cdj xZnxS crystals by the direct reaction of 
elemental vapors.

(2) Physical Vapor Transport (PVT) method
Stanley30 has used a dynamic method in which a carrier gas is passed over heated cad
mium sulfide powder. This method gives plate like crystals. Based on a method of

Insulation

Insulator 

Argon inlet

Heating
elem ent

F ig. 13.2 D esig n  of furnace u sed  for the grow th  o f CdS crysta ls from  the m elt (rep r in ted  
from  Ref. 17 w ith  perm ission  of T he E lectrochem ical Society).

Sight gli

Electrodes

Jacket 

Pressure shell
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F ig . 13 .3  E xp er im en ta l co n cen tra tion  p ro file s  for seg reg a tio n  fo"hem ical
freez in g  of C dS m e lt (rep r in ted  from  Ref. 17 w ith  p erm ission  of The E lectrochem ical

Society).

F ig . 13 .4  H ig h  p r e ssu r e  B rid gm an  £ ™ * c e ‘ t e r m ^ i o / o A h V m e ^ t r o c h e m i c a l  
am p ou le"  m eth o d  (rep r in ted  from  R ef. 20 w ith  p erm iss i
S ociety ).
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Fig. 13.5 S o lven t transport grow th  o f CdS crysta ls (reprin ted  from  R ef. 24 w ith  perm iss
ion , cop yrigh t 1968 E lsevier).

Grillot,31 Reynolds and Greene32 have tried to grow CdS crystals by placing a CdS 
charge at one end of a quartz tube, the other end of which served as a substrate in a flat 
plane. The charge was heated at 1250 °C and the substrate was held at about 1150 °C. 
Large grains in excess of 50 g which were proved to be single crystals by X-ray mea
surement could be obtained.

b---------------------------------------- --------------------------------------------- -I

F ig. 13.6 C ross section  of vapor phase transport grow th  furnace. A: quartz back up d isc , 
B: quartz cup, C: CdS p ow der, D: quartz liner, E: m u llite  tube w ith  one end grou n d  to  
pit, F: ground g lass vacu um  cap (reprinted  from  Ref. 33 w ith  perm ission , cop yrigh t  
1958 A m erican  Institue of P hysics)
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Fig. 13.7 P o sit io n  o f the am p ou le relative to the tem perature profile at various stages of 
PVT crysta l g r o w th  (rep r in ted  from  R ef. 40 w ith  p erm iss io n  o f The E lectroch em ical 
Society).

Greene et al.33 obtained CdS single crystals as large as 20 cm3 by the sublimation 
method shown in Fig. 13.6. The center zone was heated at about 1250-1300 °C and the 
growth zone was heated at about 1135-1175 °C under various reduced gas pressure of 
K^S, or N2. CdS powder was sealed under H^S or argon pressure of 1 atm. or less and 
heated by using a three-zone furnace at a maximum temperature of 1250 °C.34 It was 
found that various types of crystals, depending on the temperature gradient, could be 
obtained.

Piper and Polish38 first applied their PVT method (Fig. 2.15) to the crystal growth of 
CdS and obtained single crystals of a few cm3 in size. In this method, self-sealing is 
performed after evacuation.

Hemmat and Weinstein40 have synthesized CdS material directly in a closed system 
as shown in Fig. 13.7 and have grown crystals 9 cm in length and 25 mm in diameter 
successively in the same closed tube.

Clark and Wood41 modified the former PVT method by putting a reservoir of Cd or 
S in order to control the vapor pressure during crystal growth. Fochs et al.42 applied a 
vertical PVT method in which vapor pressure is controlled by using a reservoir as 
shown in Fig. 13.8. The feature of their method is that a small orifice is placed between 
the CdS charge and the crystal growth region to ensure that the crystal growth region is
hotter than the charge region.

Ballentyne et al.44 and Tempest et al.48 examined the growth kinetics theoretically 
and compared the theory with the experimental result of the growth of CdS. Markov 
and Dabilov46 applied a contactless PVT method to CdS crystal growth in vertical and 
horizontal arrangements.

Dierssen et al.49 used a semi-closed system as seen in Fig. 13.9 and have success-
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TEMPERATURE

Fig 13.8 T em p era tu re  p ro file  and sch em a tic  d iagram  o f s i lic a  ca p su le  in  fu rn ace . (1) 
Гг™” 16* ™°( T' (2) ca p illa ry , (3) C dS crysta l, (4) o r ifice  , (5) C dS charge, (6) r eserv o ir  
(reprinted from  Ref. 42 w ith  p erm ission , cop yrigh t 1968 E lsev ier).

fully grown <0001> directed 40 mm diameter single crystals using a seeding method
\ Щ- ) For the seed crystal, a CdS single crystal wafer was prepared from crystals 
grown by the seed-cup method.

Mochizuki and Igaki50 studied CdS single crystal growth by sublimation using 
nor s method and showed that the growth rate was a function of partial vapor pressure

of sulphur and cadmium as shown in Fig. 13.11.
Morimoto et al.52 applied a modified Piper-Polish method, in which the furnace it-

movec* through a sealed ampoule and studied the impurities in grown crystals 
by SIMS analysis. б j

Su53 studied the vapor transport growth o f CdS experimentally and compared the 
resu ts wit theoretical considerations in order to clarify the effect of various factors on 
the growth rate. They also studied growth in a three-zone furnace.54

, , ° ? ^ eo2 crystals doped with Cr (Fig. 13.12) were grown by the self-seeded PVT 
method in a vertical configuration at a temperature of 950 °C. This crystal has been 
grown for near and mid-Ш. tunable laser applications.56

(3) Chemical Vapor Transport (CVT) method
Chemical vapor transport using iodine as the transport reagent was first applied to CdS
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Ar

Fig. 13.9 C ross section  throu gh  PVT grow th  assem bly (reprinted  from Ref. 49 w ith  per
m issio n , cop yrigh t 1978 E lsevier).

F ig. 13.10 Scale v iew  o f CdS b ou le  grow n  in  the (0001) d irection  (reprinted from  Ref. 49  
w ith  p erm ission , copyrigh t 1978 E lsevier).
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(a)

(b)

F ig . 13.11 T ra n sp o rt rate as a fu n c tio n  o f (a) S2 p a rtia l p ressu re  and  (b) C d p a rtia l 
pressu re w ith  fixed  AT (10 K)( from  Ref. 50 w ith  p erm ission ).

by Nitsche.57-60 Schafer and Odenbach61 also studied the growth of CdS by the same
method. Cherin et al.62 prepared Cd, Zn S materials by the iodine transport CVD 
method. x
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Fig. 13.12 C r-doped  C dS08Se05 crystal grow n by se lf-seed ed  PVT m ethod (reprinted from  
Ref. 56 w ith  p erm ission , cop yrigh t 2004 E lsevier).

13.3.4 Other Methods
Large polycrystals of CdS can be prepared by the CVD method.63 This method is how
ever limited to growing polycrystalline materials for infrared-optical applications. Nie 
et al.64 have synthesized CdS nanocrystallites by the hydrothermal synthesis method.

13.4 CHARACTERIZATION
13.4.1 Defects
(1) Dislocations
Dislocation densities can be measured by counting the etch pits revealed by HPC 
etchant40 (35% phosphoric acid saturated with C r03 with 65 % HC1). Typical disloca
tion densities for PVT CdS single crystals are l-2xl04cm'2.54

(2) Deep levels
Grill et al.65 have found various electron traps with activation energies of Ec-0.21 eV, 
Ec-0.2 7eV, Ec-0.33 eV, Ec-0.42 eV, Ec-0.47 eV, Ec-0.625 eV, Ec-0.735 eV in low 
resistive CdS crystals, and Verity et al.66 reported two electron traps at Ec-0.50 eV and 
Ec-0.31 eV by DLTS.’

13.4.2 Electrical Properties
Because of the self compensation mechanism (Sec. 4.2.5), CdS is of n-type conductiv
ity and it is difficult to obtain p-type conductive material. The temperature dependence 
of electron mobility has been measured as shown in Fig. 13.1367 and the dependence on 
the carrier concentration is as shown in Fig. 13.14.68 The effect on the resistivity of
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Fig. 13.13 T h eoretica l e lec tron  drift m o b ility  (so lid  cu rve) o f p u re  C dS com p ared  w ith  
experim ental H all m ob ility  data (reprinted  from  Ref. 67w ith  p erm issio n , cop yrigh t 1975 
E lsevier).

F ig. 13.14 R oom  tem perature electron  m ob ility  of CdS as a fu n ction  o f e lectron  co n cen 
tration  (from  Ref. 68 w ith  p erm ission ).

annealing under S overvapor has been studied by Susa et al.69 The energy levels of 
donors and acceptors of CdS are determined6 as shown in Table 13.3.
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Table 13.3 Energy Levels of Donors and Acceptors in CdS
Im purity D onor or 

A cceptor
Energy leve l from  
con duction  band (eV)

Energy level from  
valence band (eV)

A g A 0.260
A s A 0.750
Br D 0.0325
Cl D 0.0327
Cu A 1.100
F D 0.0351
Ga D 0.0331
I D 0.0321
In D 0.0338
Li D 0.028

A 0.165
N a A 0.169
P A 0.120

13.4.3 Optical Properties
Edge emission characteristics have been discussed by Lambe et al.70 Shionoya et al.71 
observed luminescence attributed to excitonic molecules as shown in Fig. 13.15. Susa 
et al.69 have studied the effect of annealing in Cd or S vapor on the photoluminescence

W A V E L E N G T H  ( n m )

F ig. 13.15 L u m in escen ce  sp ectra  o f a CdS crysta l at 1.8K u n d er  337.1 nm  laser  lig h t  
excita tion  as a fu n ction  of laser excitation  pow er (reprinted from Ref. 71 with permission, 
copyright 1973 Elsevier).
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PHOTON ENERGY eV 
2.5350 2.5400 2.5450 2.5500

Fig. 13.16 R ep resen tation  of som e b ound  exciton  em ission  lin e s  seen  from  a CdS crystal.73

of melt-grown and PVT-grown crystals. Bouchenaka et al.72 compared the lumines
cence spectra of bulk CdS crystals with epitaxially grown CdS. Typical edge emission 
lines are as shown in Fig. 13.16.

13.5 APPLICATIONS
As shown in Fig. 6.. 15, photoconductive devices using CdS polycrystalline films are 
produced industrially for camera sensors. CdS crystals were considered good material 
for green light lasers and much work went into putting this into practice but in vain and 
the activity has presently ceased.74,75 Since it is difficult to fabricate pn junction de
vices, MIS light emitting diodes have been studied using CdS single crystals.76 A struc
ture such as Au-SiOx-CdS has been fabricated, paying attention to surface contamina
tion and green light emitting devices have been demonstrated. Their efficiency was 
however limited.
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14. CdSe
14.1 INTRODUCTION
CdSe whose band gap is 1.70 eV is an interesting material for solar cells, photodetec
tors, optoelectronics, light amplifiers, electrophotography, light emitting diodes, lasers 
and photoelectrochemical cells. There are however very few studies of the bulk growth 
of CdSe even though its melting point is rather low (1239 °C).

14.2 PHYSICAL PROPERTIES
The physical properties of CdSe are shown in Table 14.1.1-5 The phase diagram is as 
shown in Fig. 14.1.6 Al-Bassam et al.7 have measured the lattice parameter of CdSxSe, x 
as a function of the composition.

14.3 CRYSTAL GROWTH
Various methods of crystal growth are summarized in Table 14.2.8*25

14.3.1 Melt Growth
Heinz and Banks8 have grown a CdSe single crystal weighing 17 g using a high pres
sure VGF method, as shown in Fig. 14.1. Libicky9 applied a zone refining method for 
the growth of CdSe.

14.3.2 Solution Growth
The Temperature Gradient Solution Growth (TGSG) method with excess Se has been 
applied to the growth of CdSe crystals13,14 and crystals 14 mm in diameter and 30-40

Table 14.1 Physical Properties of CdSe
Crystal Structure 
Lattice Constant

w urtzite

D ensity  
M elting Point
Linear Expansion Coefficient
Thermal C onductivity
D ielectric Constant
Refractive index
Bandgap at Room Temperature
Optical Transition Type
Intrinsic Carrier Concentration at R.T.
Electron M obility at R.T.
H ole M obility at R.T.
Intrinsic R esistiv ity__________________

a = 4.2985 A 
с = 7.0150 A 
5.684 g /c m 3 
1239 °C
4.4xl0"6/d e g
0.09 W /cm -K
10.65 ( / / ) ,  9.70 (JL)
2.6448
1.74 eV
direct
6x10'3 cm-3 (800 K) 
650 cm2/V sec  
50 cm2/V sec  
lx l0 3Q»cm (800 K)

371
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Fig. 14.1 P hase D iagram  of C dSe (reprinted  from  Ref. 6 w ith  p erm iss io n  o f T h e E lectro
chem ical Society).

T able 14.2 C rystal G row th  of C dSe _________ __________

Method Results Author Year Ref.

DR Reaction of Cd vapor with H2Se Frerichs 1947 17
VGF Growth of 17 g crystals under 150 lb /in 2 Heinz et al. 1956 8
CVT Growth using iodine as the transport reagent Nitsche 1960 18,

1961 19
HPVT Effect of vapor pressure on the growth rate Hoschl et al. 1965 20
ZM Synthesis of CdSe and growth by zone melting Libicky et al. 1967 9
SG Solubility in Sn, Cd, Bi. Growth of small crystals Rubenstein 1968 12

TGSG Growth from Se excess solution Steininger 1968 13

Open PVT Sublimation under various atmospheres Corsini-Mena et al. 1971 21
HP-VB Composition analysis after melt growth Kimura et al. 1973 10

PVT Crystals measuring 17 т т ф  x 40mm by the 
Piper-Polish method

Hatano et al. 1975 22

PVT Growth of 30 g crystals of radiation detector Burger et al. 1983 24
grade

1984 14TGSG Crystals measuring 14 т т ф  x 30-40 mm Burger et al.
SG Growth of Cr-doped CdSe from Se solution Ndap et al. 1984 15
PVT Growth of CdSej xSx mixed crystals Al-Bassam et al. 1994 7
SSSR Self-sealing growth under 5-7atm N 2 overpressure Fitzpatrick et al. 1986 11
PVT Growth of Cr-doped crystals (8x8x10mm3) Schepler et a.l 1997 25
SG Growth of Cr and Co-doped CdSe from Se 

solution
Adetunji et a.l 2002 16

VGF: Vertical Gradient Freezing, HP-VB: High Pressure Vertical Bridgman, ZM: Zone Melting, SG. 
Solution Growth, TGSG: Temperature Gradient Solution Growth, DR: Direct Reaction, PVT. 
Physical Vapor Transport, HPVT: Horizontal PVT, CVT: Chemical Vapor Transport, SSSR: Self
sealing Self-Releasing
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Fig. 14.2 H igh  p ressu re Bridgm an furnace for the grow th of CdSe crystals (reprinted from  
Ref. 8 w ith  p erm ission , cop yrigh t 1956 A m erican Institue o f P hysics).

mm in length have been routinely obtained.
Cr- and Co-doped CdSe crystals with doping levels of 4000 ppm were grown by the 

gradient freezing solution growth method from high temperature selenium solutions in 
order to prepare tunable mid-IR laser materials.15' 16 The segregation coefficients of Cr 
and Co have been determined.

14.3.3 Vapor Phase Growth
Frerichs17 has grown CdSe crystals by reacting Cd vapor with K^Se gas. Nitsche18' 19 
have grown CdSe crystals by the CVT method using iodine as transport reagent. Grown 
crystals were however small only measuring a few mm3.

Hatano et al.22 have grown CdSe crystals with 17 mm in diameter and 40 mm in 
length by the Piper-Polish method (Fig. 2.13). They examined the effect of the ampoule 
travelling speed and annealing on the resistivity of the crystals grown.

Al-Bassam et al.7 have grown CdSxSe1 x mixed crystals at a temperature of 1165 °C 
by the Clark and Woods vapor phase method23 and by the Piper-Polish method (Fig. 
2.13). Burger et al. have grown CdSe crystals weighing about 30 g by the unseeded 
PVT method.

14.4 CHARACTERIZATION
Because o f the self compensation mechanism (Sec. 4.2.5), CdSe is o f n-type conductiv
ity and it is difficult to obtain p-type conductive material. The earner concentration is 
mainly determined by Se vacancies. Tubota26 has studied the electrical properties of
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TEMPERATURE 1*К I

Fig. 14.3 T em p eratu re  d ep en d en ce  o f th e  H all m ob ility  in  sev era l form s o f n -ty p e  C dSe  
(reprinted from  Ref. 27 w ith  p erm ission , cop yrigh t 1967 E lsev ier).

CdSe crystals doped with various impurities such as Cu, Ag, Cd, In, Pb, Sn. The energy 
levels of Li and P acceptors are determined as 0.109 and 0.083 eV from the valence 
band, respectively.5 The temperature dependence o f Hall mobility is as shown in Fig. 
14.3. Shionoya et al.28 observed luminescence attributed to excitonic molecules.

14.5 APPLICATIO N S
CdSe doped with Cr2+ is very promising for solid-state tunable lasers in the mid-IR 
region.25-29*30 These lasers are expected to be useful for applications in remote sensing, 
environmental monitoring and surgical applications. CdSe is also promising for radia
tion detectors (Table 6.3). Burger et al.24 have fabricated radiation detectors using PVT 
grown CdSe crystals o f high resistivity obtained by heat treatment.
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15. CdTe
15.1 INTRODUCTION
CdTe and Cd, xZ nT e are materials which are mainly used as substrates for the epitaxial 
growth of Hg, xCdxTe (MCT) in applications for far infrared detectors.1'5 CdTe is also a 
promising material for use in radiation detectors16'8 since it has high stopping power 
and it can be made to have high resistivity at room temperature. CdTe is also promising 
for solar cells6,9'10 because the bandgap is appropriate to obtain a high conversion effi
ciency. Other applications o f CdTe are in electro-optical modulators,11 infrared win
dows12 and photorefractive materials.13

Even though CdTe and related materials thus have a range of practical applications, 
the growth o f these materials was difficult and it was a long time before large crystals 
with good qualities could be grown. This difficulty of growing high-quality large 
single crystals prevented the development of many devices based on CdTe and related 
materials. Crystal growth technologies for CdTe and related materials have rapidly de
veloped in the last few decades. Large single crystals exceeding 100 mm diameter can 
now be grown. These circumstances allow CdTe and related materials to be applied 
industrially in the above mentioned applications.

15.2 PHYSICAL PROPERTIES
The physical properties of CdTe1,2,14*19 are summarized in Table 15.1. Since the melting 
point (1092 °C) is relatively low and the dissociation pressure is close to one atmo
sphere, CdTe crystals can be grown in atmospheric pressure furnaces by using quartz 
ampoules.

Since CdTe has a wide band gap (1.49 eV), relatively high mobility (цп~ 1 0 3, цр~  
102cm2/V s), a wide transmission range (1-30 ц т), a very low optical absorption coef
ficient (0.005 ± 0 .0 0 2  cm'1 at 10.6 ц т ) and a large photoelectric coefficient (18xl0'12 
m/V), a piezoelectric coupling coefficient К of about 0.026 and emission in the infra
red region (1.34, 1.41, 1.49 eV), CdTe is a promising material for the applications 
referred to above.

The phase diagram of CdTe is shown in Fig. 15.1. The phase diagrams of CdTe and 
related materials have been investigated by various authors20 33 in the past. It is known 
that the congruent point is shifted to the Те-rich side and therefore precipitation occurs 
very often in the growth o f CdTe crystals. Steininger et al.22 and Vydyanath et al.*-9 
examined the vapor phase equilibria for the Cd, xZnxTe alloy system. Yu et al.30 exam
ined the phase diagram for the Hg-Cd-Zn-Te system. The phase diagram of Cd-Mn-Te 
has also been studied.33 The vapor pressure of CdTe has also been investigated.34

Because o f the physical properties as shown in Table 15.2 which is extracted from 
Chapter 1, CdTe is a material o f which it is difficult to grow high-quality single crys
tals for the following reasons.

377
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Table 15.1 Physical Properties of CdTe
Lattice C onstant 6 .482 A
D ensity 5.86 g /c m 3
M elting Point 1092 °C
Linear E xpansion  C oeffic ien t 4 .9 x l0 '6 / d eg
Therm al C on d u ctiv ity 0.075 W /c m .K
D ielectric  C onstant 10.3
R efractive index 2.91
Bandgap at Room  T em perature 1.52 eV
O ptical T ransition  T ype direct
Electron M obility 1,200 cm 2/V * se c
H ole M obility 100 cm 2/V * se c

(i) The thermal conductivity at the melting point is low so that the dissipation of heat 
during the solidification o f the melt is difficult. Because of this difficulty, a convex 
solid/liquid interface can not easily be achieved in the melt.

(ii) Since the critical resolved shear stress is low as discussed in Sec. 1.7.3 and in 
Refs. 35 and 36, dislocations are easily generated by thermal stress. Dislocation densi
ties in CdTe higher than 106cm 2 are commonly observed for this reason.

(iii) Twins are easily formed because the stacking fault energy is very low as dis
cussed in Sec. 1.7.2 and in Ref. 37.

The lattice constants o f solid solutions, CdTe-HgTe, CdTe-ZnTe and HgTe-ZnTe 
have been measured by Woolley et al.38 The relationship between the lattice constant of 
C d ,Z n T e  (CZT) and Hg, yCdyTe (MCT) is shown in Fig. 15.2.39 For 10 ц т  far infra
red detectors, MCT material with x = 0.8 has an appropriate bandgap for this wave
length.40-41 It is seen from Fig. 15.2 that CZT of composition with x = 0.96 has a lattice 
constant close to this MCT composition. For this reason, Cdftft*ZnnnT e is mainly pro-
- - A * 0.96 0.04 *  4

duced at present as a substrate for MCT epitaxial growth, much more often than pure 
CdTe.

The diffusion constant o f chalcogens,42 phosphorus43 and chlorine44 have been mea
sured. The hardness of CdTe has been measured by Hwang et al.45 The thermal conduc
tivity has been measured by Jougler et al.46 and it was found to be very low.

15.3 CRYSTAL GROWTH
Various crystal growth methods have been investigated for CdTe and related crystals. 
In the early days, the sublimation method, THM, solution VB method, and the solvent 
evaporation method were most often investigated. This was because the rupture o f

____________  T able 15. 2 Properties of V arious S em iconductor M aterials
M aterial M elting Therm al C ritical R eso lved  Stack ing Fault 
___________P oint (°C) C on d u ctiv ity  (W /cm »K ) Shear Stress (M Pa) E nergy (e r g /c m 2)
Si 1420 0.21 1.85 70
Ge 960 0.17 0.7 63
G aA s 1238 0.07 0.4 48
InP 1070 0.1 0.36 20
CdTe 1092 0.01 0.11 10
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W
Fig. 15.1 P h ase  d iagram s o f CdTe. (a)X-T diagram  and (b) P-T d iagram (reprm ted  from  
R ef. 24  w ith  p e r -m is s io n , co p y r ig h t 1980 A lC hE) and (c) n o n -s to ic h io m e tr ic  ran ge  
(rep rin ted  from  Ref. 1 w ith  p erm ission , copyright 1980 E lsevier)

C d Ta H gTe

(M CT). It is  seen  that the ap prop ria te  co m p o sitio n  w* from  R ef 39 with
c o m p o sitio n  o f MCT (y=0.8) for 10 ц т  far infrared d etectors (reprinted from
permission, copyright 1986 Elsevier).

. . Wcom m on
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quartz ampoules was a concern and the purity of the source materials Cd and Те was 
not sufficiently high. More recently, vertical Bridgman, vertical gradient freezing and 
horizontal Bridgman methods are more often investigated because of the development 
of the purification process of the raw materials and of improvements in the method of 
synthesis. The physical vapor transport method is however still extensively studied 
because of its advantage in growing low dislocation density materials. For materials 
applicable to radiation detectors, THM is a prominent crystal growth method but the 
VB method has been further examined for growing high resistive materials. These 
crystal growth methods have been reviewed by various authors.1,47'55

15.3.1 Melt Growth
(1) Vertical Bridgman (VB) and Vertical Gradient Freezing (VGF) methods 
CdTe is easily grown by the VB and VGF methods. These methods have been exten
sively studied over a long period because they offer the possibility of growing large 
crystals. In Table 15.3, most of the results of VB and VGF methods are summarized.56" 
170 By using these methods, crystals of diameter exceeding 100 mm can be grown.
- Vertical Bridgman (VB) method
Kyle et al.57 have grown CdTe single crystals using a modified VB method in a furnace 
as shown in Fig. 15.3, in which the Cd or Те reservoir temperature was controlled in 
order to vary the stoichiometry.

Oda et al.64,65 were the first to grow large CdTe single crystals up to 40-75 mm 
diameter applicable as industrial substrates as shown in Fig. 15.4. High quality crystals 
with EPD less than 104cm*2, X-ray rocking curve width less than 20 arcsec and without 
mosaic structure have been grown using purified Cd and Те sources.

Mochizuki et al.70 have grown CdTe crystals while controlling the temperature of

LOW
TEMPERATURE

FURNACE

HIGH
TEMPERATURE

FURNACE

cdT,x T

Cd
•OR
T«

MOOlFlED
BRIDGMAN

Fig. 15.3 Schem atic illu stra tion  of apparatus used  in  the m o d ified  B ridgm an m eth od  for  
grow th  of s in g le  crysta ls togeth er w ith  the tem perature p ro file  (reprin ted  from  R ef. 57
w ith  p erm ission  of The E lectrochem ical Society).
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Table 15.3 V ertical B ridgm an (VB) and Vertical Gradient Freezing (VGF) M ethods for 
CdTe and CdZnTe

Method Results Authors Year Ref.
VB Growth of CdTe and the measurement of physical 

properties
Yamada 1960 56

VB M odified VB, defect chemistry and electrical properties Kyle 1971 57
HP-VB Com position analysis after melt growth Kikuma et al. 1973 58
VB Comparison with zone refining Triboulet et al. 1973 59
VB Growth of CdTe^Se, (0.05 ^  x ^  0.15) fdausutis 1975 60
VB CdTe single crystals of 15 cm2 Wood et al. 1982 61
VB 25 mm diameter CdTe growth under different Cd(Te) 

overpressure
Muranevich et al. 1983 62

VB Interface shape study using In radiotracer Route et al. 1984 63
VB 40-50 mm diameter CdTe with low EPD Oda et al. 1985 64
VB 75 mm diameter CdTe with low EPD Oda et al. 1986 65
VB Modified VB, CdZnTe single crystals of 10-12 cm2 Bell et al. 1985 66
VB Growth of CdTe and mixed crystals Lay et al. 1986 67
VB 50 mm diameter CdTe with seeding Masa et al. 1986 68
VGF First growth of CdZnTe by the modified VGF method Trivedi et al. 1987 135
VGF p-type CdTe and the relationship between the resistivity 

and PL intensity
Seto et al. 1987 136

VB Growth of CdZnTe using a CdZnTe seed Kennedy et al. 1988 69
VB CdTe growth with Cd or Те reservoir Mochizuki et al. 1988 70
VB Computer controlled multiple-zone VB furnace, growth 

of 50 mm diameter crystals
Sen et al. 1988 71

VB M odified VB under Cd pressure control Wen-Bin et al. 1988 72
VB/VGF Slow cooling rate, effect of Zn doping for EPD reduction Tanaka et al. 1988 137
HP-VB High pressure vertical Bridgman method Raiskin et al. 1988 102
VGF 75 mm diameter crucible, 75 mm square single crystal Tanaka 1988 138
VB Optical studies of the impurity distribution Becker et al. 1989 73
VB Effect of residual gas pressure on the resistivity Yokota et al. 1989 74
VGF CdTe co-doped with Zn and Se Tanaka et al. 1989 139
VB M oving the furnace to prevent mechanical disturbance Bruder et al. 1990 75
VB CdTe crystal growth by a multi-zone Bridgman furnace, Yasuda et al. 1990 76

mechanism of sticking of the grown ingot to the ampoule wall
VB Coupled vibrational stirring method applied to VB growth 

of CdTe
Lu et al. 1990 77

VB Effect of low temperature gradient on the crystal quality Muhlberg et al. 1991 78
VGF <111 > seeding VGF, 50 mm in diameter, 40 mm in length Azoulay et al. 1990 140
VB CdTe-MnTe phase diagram, growth of (Cd, Mn) Те crystals Triboulet et al. 1990 33
VGF CdZnTe growth with a Zn/C d reservoir for homogenizing  

the Zn distribution
Azoulay et al. 1991 141

VB Growth by VB and characterization by ТЕМ Sabinina et al. 1991 84
VB Fundamental investigation of various factors Rudolph et al. 1992 79
VGF Cl-doped CdTe, electrical properties in crystals Suzuki et al. 1992 145
VB Effect of the aspect ratio of the ingot on the interface 

shape
Pfeiffer et al. 1992 80

VB Comparison of defect formation with THM grown crystals Milenov et al. 1992 85
VB 50 mm diameter 120 mm length, CdCl, or Cdlj doping M ilenov et al. 1992 86
VB V-doped semi-insulating (S I) crystals Launay et al. 1992 120

HP-VB Growth of CdZnTe with full composition range Doty et al. 1992 103
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Table 15.3 V ertical Bridgm an (VB) and V ertical G radient F reezin g  (VGF) M ethods for 
CdTe and CdZnTe (continued)

Method Results Authors Year Ref.
VGF Zn segregation under C d/Z n pressure control A zoulay et al. 1992 142
VGF Correlation between crystal quality distribution and 

interface shape
A zoulay et al. 1992 143

VGF Growth of cubic Cd0<Zna4Te under a low axial temperature 
gradient (3 °C/cm )

A zoulay et al. 1993 144

HP-VB CdZnTe growth of resistivity higher than 10” Q ■ cm 
without impurity doping

Butler et al. 1993 104

VB Correlation between superheating and supercooling M uhlberg et al. 1993 81
VB 64 mm diameter CdTe in a m ulti-zone furnace Casagrande et al. 1993 87
VB Discussion of the basic problems of VB m ethods Rudolph et al. 1993 82
VB Effect of the Cd vapor pressure and the CdTe melt surface 

temperature on the stoichiometry
Rudolph et al. 1994 83

VB Thermally-annealed VB crystals grown with Cl, In doping A lexiev  et al. 1994 122
VB 3 kg ingots of 64 mm diameter Casagrande et al. 1994 88, 89
VB Growth of CdTe doped with V, Zn and Cl Steer et al. 1994 90
VB Large-scale VB method, 6 kg ingots of 100 mm diameter Neugebauer et al. 1994 91
VB Homogenization of Zn in CdZnTe using (Cd, Zn) alloy 

source in touch with the melt
Lee et al. 1995 92

VB Application of ACRT for Zn hom ogenization Capper et al. 1995 93
VB CdTe, CdZnTe doped with V, Co, Ni Aoudia et al. 1995 121
VGF 100 mm diameter CdZnTe and characterization Asahi et al. 1995-

1996
146-
147

HP-VB Growth of p-type sem i-insulating CdZnTe with 0.2 < x < 0.4 K olesnikov et al. 1997 105
VB Segregation reduction by melt supply from a second  

crucible
Tao et al. 1997 94

VB In-situ synthesis, Cd vapor control and pBN crucible 
low  Cu impurity crystals

Glass et al. 1998 95

VGF Large-scale VGF with 2 kg charge, growth from the melt 
surface

Ivanov 1998 148

VGF 26 mm in diameter, 50-60 mm in length, effect of growth 
parameters on the crystal/m elt interface shape

Okano et al. 2002 149

VB Growth of high-resistive CdZnTe from Cd rich material Li et al. 2001 96
VB Growth of In-doped CdZnTe Li et al. 2004 97
VB Effect of the Zn com position on the crystal quality Li et al. 2004 98
LE-VB Undoped sem i-insulating CdTe from stoichiometry- 

controlled material by the LE-VB method
Zha et al. 2002 99, 100

VB Effect of In doping on the properties of CdZnTe Yang et al. 2005 101

VB: Vertical B ridgm an, VGF: V ertical G radient F reezing, HP-VB: H igh -P ressu re VB, LE-VB: Liquid  
Encapsulated VB

the Cd or Те reservoir in order to examine the effect of stoichiometry on the resistivity. 
Sen et al.71 have developed a multi-zone furnace in order to control the temperature 
profile precisely as shown in Fig. 15.5. Bruder et al.75 have grown CdZnTe single crys
tals weighing 1.5 kg and of diameter 47 mm and length 280 mm in a graphitized quartz 
ampoule. In order to avoid mechanical disturbance, the furnace is moved while the 
ampoule is fixed. Yasuda et al.76 have controlled the temperature gradient from 26 to 0 
°C/cm They examined the mechanism of the grown crystal sticking to the quartz am-
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F ig . 15.5 (A ) S ch em atic  d iagram  of m u ltip le -se g m e n t VB fu rn ace . (B) P h otograp h  o f 
C d096Zn004Te b ou le  (a) and lon gitu d inal cut section  sh ow in g  favorable grain se lection  (b). 
M ark ers rep resen t 25 m m  (rep r in ted  from  R ef. 71 w ith  p e r m iss io n , co p y r ig h t 1988  
E lsev ier).

F ig. 15.4 (a) V ertical B ridgm an furnace. 1: upper furnace, 2: quartz am poule, 3: CdTe, 4: 
r e fle c tio n  p la te , 5: lo w e r  furnace, (b) 75 m m  d iam eter  C dTe in g o t and s in g le  crysta l 
w afer  (from  Ref. 65 w ith  p erm ission ).

FROM THYRISTOR
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poule wall and found that the use of a pBN crucible is effective in avoiding this prob
lem. Lu et al.77 have applied coupled vibrational stirring (CVS) to the vertical Bridg
man method as shown in Fig. 15.6 and examined its effect on the distribution of doped 
phosphorus.

Rudolph et al.78'*3 systematically studied various growth factors, using the a modi
fied vertical Bridgman assembly as shown in Fig. 15.7. They clarified the effects of 
superheating on supercooling, the Cd vapor pressure and the CdTe melt surface tem
perature on the stoichiometry, the segregation behavior of the excess component, and 
the distribution of impurities, precipitates, and vacancies. These effects were analyzed 
with attention to thermodynamical considerations and stoichiometry.

Casagrande et al.87'89 have grown Cd096ZnQ04Te single crystals by the VB method 
with a computer controlled furnace. 3 kg ingots of diameter 64 mm have been grown. 
Neugebauer et al.91 have developed a large-scale VB furnace in order to grow 6 kg 
ingots with diameters as large as 100 mm and routinely produced 4x6 cm2 (Cd, Zn)Te 
substrates.

Capper et al.93 have applied the accelerated crucible rotation technique (ACRT) to 
the VB method in order to homogenize the Zn concentration distribution. Glass et al.95 
have grown CdZnTe single crystals by a modified Bridgman method, using in situ syn
thesis, Cd vapor-pressure control and pBN crucibles. It was found that low Cu impurity 
crystals can be grown.

Li et al.96'98 have grown 20 ф х 50 mm CdogZ n02Te single crystals from Cd rich 
material by a modified Bridgman method. In order to make sure that the cadmium va
por pressure remains uninterrupted, excess Cd is added to the stoichiometric starting 
material. They also examined the effect of the Zn composition on the crystal quality.

Zha et al.99*100 have grown semi-insulating (SI) CdTe crystals by the B^03 encapsu
lated VB method under nitrogen pressure of 5 atm., using an open quartz ampoule. It 
was found that the yield of SI crystal growth was about 50 %.

Simulation studies on heat transfer, thermal convection, crystal-melt interface 
shape, and thermal stress in crystals have also been made for the VB method.36,123’134

- High Pressure Vertical Bridgeman (HP-VB) method
The HP-VB method has been developed in order to obtain undoped semi-insulating 
(SI) CdTe.102'119 Raiskin102 has developed a method in which crystal growth is per
formed in a high pressure vessel using unsealed ampoules. Doty et al.103 have grown 
CdZnTe over the full range of alloy composition. This was done without the use of 
sealed ampoules. Undoped semi-insulating CdZnTe single crystals whose resistivity 
exceeded 109 Q • cm for radiation detectors could be obtained.104,105 The present status 
of HP-VB CdZnTe crystals is summarized by James.106 These SI CdTe and CdZnTe 
crystals have been evaluated by various methods.109'119

- Vertical Gradient Freezing (VGF) method
Tanaka et al.136*139 have grown CdTe single crystals by the VGF method. They also have 
grown CdTe crystals co-doped with Zn and Se in order to obtain crystals lattice match-
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F ig . 15 .6  (a) S ch em a tic  d iagram  of a vertica l B ridgm an (VB) grow th  furnace and (b) 
co u p led  v ib ra tio n a l stirr in g  (CVS) apparatus (reprinted  from  Ref. 77 w ith  perm ission , 
cop yrigh t 1990 E lsevier}.

T/°C

F ig . 15 .7  V ertica l B rid gm an  gro w th  arrangem ent for C dTe. (a) p lu g  (2) ou ter  s ilic a  
container, (3) inner silica  grow th  am poule, (4) CdTe m elt, (5) so lid ified  frac ion  о e, 
(6) ca p illa ry  w ith  th erm o co u p le , (7, 8) p o s it io n  of Cd sou rce , (9) th erm ocou p  e. s, 
tem p era tu re  g ra d ien t at th e  in terface; Th, th e  tem p eratu re  at the C dTe m e sur ace  
(reprinted  from  Ref. 83 w ith  perm ission , copyright 1994 E lsevier).
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ing with HgCdTe. Azoulay et al.140-144 developed systematically the VGF method not 
only for CdTe but also CdMnTe. Suzuki et al.145 have developed semi-insulating CdTe 
by the VGF method.

Asahi et a l.146-147 finally succeeded in growing 100 mm diameter, 50 mm long 
Cd097Zn003Te single crystals as shown in Fig. 15.8 by the optimized VGF method. They 
were able to grow <111> oriented single crystals with no twins or polycrystals through
out the ingot except for the 5 mm thick tail part.

Ivanov148 has developed a large-scale VGF method as shown in Fig. 15.9. In this 
method, unseeded crystals were grown from the surface of the melt, firstly from the 
center to the periphery on the melt surface and then from the surface to the bottom. 
Okano et al.149 have developed a VGF method and compared the simulation result with 
the experimental one.

- Doping fo r  semi-insulating CdTe
Yokota et al.74 have grown In-doped CdTe crystals from a Те excess melt. Alexiev et 
al.120 have grown Cl- and In-doped crystals and evaluated their radiation detector per
formance. Launay et al.121 and Audia et al.122 studied V-doping and Alexiev et al.120 
studied C1-, In-doping for obtaining semi-insulating CdTe and have evaluated the 
properties of the crystals grown.

(2) H orizon tal Bridgm an (HB) and H orizon ta l G radien t F reezing  (HGF) 
methods
In the HB and HGF methods (Table 15.4), it is very difficult to control the solid/liquid 
interface because the melt is put in a horizontal boat and the melt surface is exposed to 
the gas phase so that the solid/liquid interface is also exposed to the gas phase. Since 
the heat radiation from the melt surface is large, the solid/liquid interface is not perpen
dicular to the direction of growth but is inclined to the surface. Polygonization there
fore happens easily. For these reasons, these methods are not industrially applied. The 
following researches have been reported.

Matveev et al.150-152 attempted crystal growth using a HGF furnace under Cd over
pressure control as shown in Fig. 15.10. It was shown that the type of conduction and 
carrier concentration could be varied by changing the Cd overpressure. Matveev also 
examined the convection flow in the growth crucible in the arrangement as shown in 
Fig. 15.10.

Khan et al.153 have grown CdTe crystals using the HB method. The 5 cm diameter 
semi-round quartz boat was sealed in an evacuated quartz ampoule and the furnace was 
moved according to a pre-programmed sequence. The growth was seeded in the < 110> 
direction but no attempt was made to provide Cd overpressure. Crystals with low EPD 
of the order of 104cm2, high resistivity of the order of 107 Q cm and X-ray rocking 
curve FWHM of 9 arcsec could be obtained.

Lay et al.154 have grown CdTe crystals (Fig. 15.11) having EPD as low as 2xl04cnv 
2 and with X-ray rocking curve FWHM as low as 10 arcsec, by using a ten-zone HB 
furnace. Crystal growth was performed without seeding by gradient freezing.
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Fig. 15.8 (A ) Schem atic  d iagram  of the VGF furnace; (1) m u ltip le-zon e heater, (2) quartz 
am poule, (3) CdTe, (4) Cd reservoir. (B) Photograph of a VGF grow n Cd097Zn0 03Te sin g le  
crysta l, (a) 100 m m  d iam eter  CdTe in g o t after cy lin d rica l gr in d in g , (b) <111> w afers  
sliced  from  top to tail (reprinted from  Ref. 146 w ith  p erm ission , copyright 1995 E lsevier).

F ig. 15.9 L arge-sca le  VGF furnace: (a) CdTe m elt, (2) crucib le  w ith  a lid , (3) p rotective  
a m p o u le , (4) h ea ter , (5) h eat in su la tio n , (6) fu rn ace  co v e r  (h ea t in c lu s io n ) and (7) 
th erm ocou p le  (reprinted  from Ref. 148 w ith perm ission , cop yrigh t 1998 E lsevier).
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Table 15.4 Horizontal Bridgman (HB) and Horizontal Gradient Freezing (HGF) Methods for CdTe and 
CdZnTe

Method Result Authors Year Ref.
HGF Directional cooling under a constant Cd vapor pressure M atveev et al. 1969 150
HB EPD— 104cm :, FWHM 9 arcsec Khan et al. 1986 153
HB E P D ~2xl04c m \ FWHM 10 arcsec, single crystal 75 % Lay et al. 1988 154
HB 28 cm2 (111) substrates obtained by optim izing the growth  

conditions
Cheuvart et al. 1990 155

HB Effect of purity on the resistivity Yokota et al. 1990 156
HB Examination of temperature profile Rudolph et al. 1994 50
HGF Effect of convective flow on the carrier distribution M atveev et al. 1994 151
HGF Effect of temperature gradient and Cd vapor pressure on the 

carrier distribution
M atveev et al. 1995 152

Cheuvart et al.155 used a multi-zone HB furnace, a transverse gradient freezing tech
nique, and a seed crystal and controlled the Cd vapor pressure. Optimizing the growth 
conditions, they obtained (111) semi-insulating substrates up to 28 cm2, of resistivity 
106 Q - cm and with an X-ray rocking curve FWHM of about 70 arcsec.

Yokota et al.156 prepared high resistive CdTe in quartz ampoules evacuated to 
vacuum using a HB method. They showed that increasing the vacuum level of the am
poules increased the resistivity up to 107 Q -cm. This was attributed to the residual 
oxygen which reacts with Те.

(3) Liquid Encapsulated Czochralski (LEC) method
The LEC method has been applied to the growth of CdTe crystals (Table 15.5) in the 
past but it was unsuccessful.47,60,157 This is due to the tendency of CdTe to form twins.

Fig. 15.10 D iagram s of apparatus for d irectional cooling  of C dTe m elt (from  Ref. 150 w ith  
perm ission ).
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Fig. 15.11 CdTe in go t grow n  by a horizontal Bridgm an (HB) m ethod (reprinted from  Ref. 
154 w ith  p erm ission , cop yrigh t 1988 E lsevier).

Hobgood et al.158 used the LEC method (Fig. 15.12) to grow CdTe and Cd, xMnxTe 
(CMT) under an axial temperature gradient of about 450 °C/cm under an As atmo
sphere at 20 atm. The CdTe crystals that were grown became polycrystals (Fig. 15.13) 
and CMT crystals had large amounts of twins (Fig. 15.14). No single crystals could be 
obtained. Blackmore et al.159 showed a significant incorporation of boron to CdTe crys
tals from the encapsulant. Kotani et al.160,161 have grown a CMT single crystal of diam
eter 45 mm and length 50-60 mm with an axial temperature gradient of 30-46 °C/cm by 
optimizing the growth conditions.

Only a few attempts at LEC crystal growth have been reported as explained above 
and it has been concluded that the method is not appropriate for growing CdTe and 
related materials because of the following reasons.

(i) The thermal conductivity of CdTe is lower than that of B20 3 so that there is little 
thermal conduction through a seed crystal.

(ii) The П1 group element, boron, is incorporated from B20 3 and it acts as a donor so 
changing the electrical properties.

(iii) The axial temperature gradient of the LEC method is normally high (150-450 
°C/cm) so that the dislocation densities are greatly increased because the critical re
solved shear stress of CdTe is very small.

In fact, the analysis of heat transfer in the LEC growth of CdTe made it clear that 
heat flow at the CdTe interface is about 50 times lower than that in the growth of GaAs. 
Most of the heat transfer occurs in the encapsulant B20 3 layer and the heat flow through 
the grown crystal is too low for the growth of single crystals.35

For these reasons, the growth of CdTe and related materials by the LEC method has
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Table 15.5 Liquid Encapsulated Czochralski (LEC) M ethod and Other M ethods
Method Result Authors Year Ref.
LEC Growth of CdTe of 1x3 cm M eiling et al. 1968 157
HZM Effect of temperature gradient on the single crystal yield M atveev et al. 1969 150
VZR Sealed-ingot zone refining with vertical oscillations W oodbury et al. 1971 165
VZM Effect of zone melting on the purity of grown crystals Triboulet et al. 1973 59
LEC Growth of CdTe, xSex (0.05 ^  x ^0.15) K lausutis 1975 60
VZR Purity improvement by zone passing technique Triboulet 1977 166
LEC Growth of CdTe with В20 ,  encapsulant M ullin et al. 1979 47
ZL Growth of MnCdTe, CdSeTe and ZnCdTe Lay et al. 1986 67
SSSR Self-sealing growth under 5-7 atm. N2 overpressure Fitzpatrick et al. 1986 170
LEC Boron segregation in LEC CdTe crystals Blackmore et al. 1987 159
LEC Growth of CdTe and CdMnTe by В2Оэ encapsulated LEC H obgood et al. 1987 158
LEC Growth of CdMnTe of 30-40 mm diameter Kotani et al. 1987 160,161
HEM Growth of 7.5 cm diameter CdTe ingots Khataak et al. 1989 168
LEC Growth of CdTe and CdMnTe by B2Os encapsulated LEC Thomas et al. 1990 35
Casting High resistive CdTe by casting and unidirectional solid ification Rudolph et al. 1995 169
VZM Growth of CdZnTe and the distribution of Zn Bueno et al. 2000 167

HZM: Horizontal Zone M elting, VZM: Vertical Zone Melting, VZR: Vertical Zone Refining, ZL: Zone Leveling, 
SSSR: Self-Sealing Self-Releasing, HEM: Heat Exchange Method

almost been abandoned. For LEC growth to be successful, heat transfer must be im
proved.

(4) Other M elt Growth Methods 
-Zone-melting
Matveev151 first applied the Horizontal Zone Melting (HZM) method to grow CdTe

Fig. 15.12 A xial tem perature d istrib ution  con d u ctive  to grow th  of large LEC CdTe b o u les  
(reprinted  from  Ref. 158 w ith  p erm ission , cop yrigh t 1987 E lsev ier).
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F ig. 15 .13 A x ia l cross sec t io n  of LEC C dTe b ou le . M arker rep resen ts 5 mm (reprinted  
from  Ref. 158 w ith  perm ission , copyrigh t 1987 E lsevier).

Fig. 15.14 A xial and radial cross section s of LEC Cd09Mn01Te crystal (reprinted from  Ref. 
158 w ith  p erm ission , copyrigh t 1987 E lsevier).

crystals using a furnace as shown in Fig. 15.15. Woodbury et al.165 have applied the 
sealed-ingot zone melting method (Sec. 2.2.2 (3)) using a furnace arrangement as 
shown in Fig. 15.16, imposing large vertical oscillations during the last zone pass and 
grew CdTe single crystals of volume 10 cm3. The segregation of Fe, Co, Sn, W and Bi 
has been investigated using their radiotracers. Triboulet et al.59,166 also applied the same
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method in order to examine the influence of the growth conditions on the electrical 
properties. It was however difficult to obtain high resistive CdTe reproducibly by this 
method. Bueno et al. applied the zone-melting method to the growth of Cd, ,xZ nTe 
single crystals with high Zn concentrations (0.45 < x < 0.85) and it was found that Те 
precipitate formation depends largely on the Zn concentration.

- Heat Exchange Method (HEM)

Khattak and Schmid168 used the HEM (Sec. 2.2.6) and obtained CdTe ingots weighing 
1300 g and measuring 7.5 cm in diameter . It was found that large grains could be 
obtained whose EPD was in the range 103 to 5x l05 cm 2 and whose resistivity was 105 
Qcm.

- Casting

Rudolph et al.169 have grown radiation detector grade CdTe by a casting and unidirec
tional solidification method as shown in Fig. 15.17. Crystals with average resistivity of 
5xl09Q cm could be obtained. The advantage of this method is that CdTe crystals of 
shape and size necessary for radiation detectors can be grown by casting.

- Self-Sealing and Self-Releasing (SSSR) method
A low pressure melt growth method, the SSSR has been developed for the growth of 
ZnSe (Sec. 17.3.1(4)).170 This method is based on growth in a graphite crucible sealed

T ZOD -

T back

ig . 15.15 D iagram  of apparatus for zon e m eltin g  CdTe crystal grow th , (a) T em perature  
pro i e, ( ) apparatus arrangement; 1: th erm ocoup le, 2: furnace for control of C dTe vapor  
pressure in tube, 3: background furnace, 4: zon e furnace, 5: quartz tube, 6: grap h ite  boat 

" r m g< ^' m otor/ 8: red u ctio n  gear, 9: tro lley  for m o v in g  z o n e  fu rn a ce , 10:
с ю п о m otion of zone, 11: excess Cd (from  R ef. 150 w ith  p erm ission ).
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Fig. 15.16 S e a le d - in g o t z o n in g  ap p aratus of CdTe. A: n y lon  string to p u ller  w h ee l, B: 
m etal cup w ith  О-ring  seal, C: quartz en velop e, D: quartz tubing for vertical spacing and  
su p p ort, E: ceram ic d isk s, F: quartz sea led  CdTe ingot, G: rf in d u ction  coil, H: graphite  
su scep to r , I: qu artz  d isk , J: th erm o co u p le  (reprin ted  from  Ref. 165 w ith  p erm ission , 
cop yrigh t 1971 E lsev ier).

potycrystaoine

waft grooves

Fig. 15.17 Schem atic draw ing o f the crystal grow th arrangem ent by casting w ith  am poule  
diam eter of 40 m m  (reprinted from  Ref. 169 w ith  p erm ission , copyrigh t 1995 E lsevier)



394 PART 3 II-VI Materials

by the condensed vapor of the constituents of the II-VI compound as described by 
Fitzpatrick et al.170 and shown in Fig. 17.12. This method has been applied to the 
growth of CdTe and the possibility of in-situ synthesis has been suggested.

15.3.2 Solution Growth
(1) Traveling Heater Method (THM)
Since the THM is effective in purification, it is mainly applied to the growth of high 
resistive materials which are used for radiation detectors. Many studies have been re
ported using the THM method, mainly by the group of Wald in USA, Triboulet and 
Siffert in France and Taguchi in Japan. The studies of THM methods are summarized 
in Table 15.6.171196

Те is mainly used as the solvent for the THM and donor impurities such as In or Cl 
are doped in order to obtain high resistive materials. When dopants such as Cl or In 
whose distribution coefficients are less than 0.1 are used, high resistive crystals with 
good uniformity from top to tail can be obtained. This is because the concentration of 
dopants in the Те solvent zone which moves from tail to top does not change during 
growth. THM is thus believed to be an appropriate method for preparing high resistive 
materials of good uniformity.

Bell et al.171 have first applied the THM which was invented for growing GaP to 
CdTe (Fig. 15.18(a)). Wald and Bell176 have grown CdTe by THM using accelerated 
rotation (Fig. 15.18(b)) in order to control the forced convection. W ald178 has grown 
CdTe using In as solvent and shown that high resistive compensated material can be 
obtained. Tranchart and Bach179 have developed a gas bearing system for the growth of 
CdTe by THM and have grown undoped and halogen doped CdTe crystals. Taguchi et 
al.180 have grown high resistive CdTe crystals, examined their electrical and optical 
properties, and have applied this crystal to gamma-ray detectors. Dinger and Fowler181 
have examined the occurrence of Те inclusions in THM and shown how to grow crys
tals free from inclusions.

Triboulet and Marfaing185 have grown CdTe by the multipass THM as shown in Fig. 
15.19(a). Triboulet et al. [186] have grown a complete series of Cd, xZnxTe (0 ^  x ^  
1) crystals by a single THM pass, and studied the properties in the whole composition 
range. Triboulet et al.187 have grown CdTe using Cd as the solvent and compared the 
physical properties with CdTe grown from a Те solution.

Schoenholz et al.188 have applied a mirror heating method as seen in Fig. 15.20 for 
growing CdTe by the THM. Mochizuki et al.189 have compared solution-grown CdTe 
and THM-grown CdTe from the viewpoint of point defects and of the nuclear response. 
Bigrali et al.190 have grown high resistive CdTe doped with Cl and examined the 
mechanism of the electrical properties.

Trioulet et al.191 have invented a method which is called as the "Cold Travelling 
Heater Method (СТНМ)" as shown in Fig. 15.19(b) in which synthesis and purification 
can be simplified. As shown in the figure, Cd and Те raw materials can be charged 
directly in the ampoule and the solution zone has an effect in purification. Sabina et 
al.84 have grown CdTe crystals by the Bridgman method and THM and compared the
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Table 15.6 Solution Growth Methods for CdTe Crystal Growth
Method Result Authors Year Ref.
SG Solubility in Sn, Cd, Bi. Growth of small crystals Rubenstein 1968 201
THM Net carrier concentrations less than 10u cm° Bell et al. 1970 171
SG Growth from Те solution, segregation coefficient 

measurement
Zanio 1974 202

THM High purification before THM growth Triboulet et al. 1974 174
THM Те and CdCl2 solution Taguchi et al. 1974 175
SG Growth from Те solution doped with halogens HoschI et al. 1975 203
THM Calculation of natural and forced convection Wald et al. 1975 176
THM Room temperature resistivity ~106 Q ■ cm Taguchi et al. 1976 177
THM Growth from In solvent Wald 1976 178
THM Gas bearing system for THM Tranchart 1976 179
THM Growth from Te-solution Taguchi et al. 1977 166
THM Те-solution THM under Cd vapor control Taguchi et al. 1977 180
SG, THM 10 mm diameter crystal growth Dinger et al. 1977 181
SG Growth from Те solution, 45 mm x 150 mm Schaub et al. 1977 204
SE Evaporation of Cd by controlling Cd vapor pressure Lunn et al. 1977 205
THM Semi-insulating crystal with Tl doping Wald et al. 1977 182
THM Semi-insulating crystals grown by optimizing the 

growth conditions
Taguchi et al. 1978 183

THM Growth parameters and micro-precipitate 
concentrations

Jougler et al. 1980 184

MTHM Purification by multipass process Triboulet et al. 1981 185
SE Crystals doped with In, Ga, Cl, Cr Mullin et al. 1982 207
THM Growth of Cdl-xZnxTe alloys with 0 < x < 1 Triboulet et al. 1983 186
SE Growth of CdTe from Cd-rich solvent Vere et al. 1985 208
THM Growth from a Cd solvent Triboulet et al. 1985 187
IR-THM IR mirror radiation heating, seeding THM, 20 mm Schoenholz et al. 1985 188

diameter and 60 mm length
SG, THM Growth from In-doped Те solution Mochizuki et al. 1985 189
THM Cl-doped high resistive CdTe Biglari et al. 1987 190
CTHM THM starting from constituent elements Triboulet et al. 1990 191
THM, SG Growth of CdMnTe for optical isolators Onodera et al. 1991 192
THM ТЕМ investigation for grown crystals Sabinina et al. 1991 84
THM Doping with V, Zn and Cl Steer et al. 1994 90
THM Industrial growth of 75 mm diameter crystals Ohno et al. 1991- 193-

Application to radiation detectors 2000 196
SG Growth of CdZnTe from Те solution Suzuki et al. 1993 205
SE Large scale growth up to 300 mm diameter Pelliciari et al. 2005 209

SG: Solution Growth, SE: Solvent Evaporation, THM: Travelling Heater Method, CTHM: Cold 
THM, MTHM: Multipass THM

crystal quality by ТЕМ observation.
The THM was however for a long time limited to small crystals of diameter 10 mm. 

Ohmori et al.193,194 however succeeded in growing large grain crystals of 32 mm diam
eter and 80 mm long as shown in Fig. 15.21. Ohno et al.195*196 succeeded in growing 
high resistive large diameter CdTe crystals on an industrial scale. Their grown crystals 
are shown in Fig. 15.22. They grew crystals up to 75 mm in diameter.
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Fig. 15.18 Schem atic THM  grow th  fu rn aces, (a) from  Ref. 171 w ith  p e r m iss io n  and (b) 
from Ref. 176 w ith  p erm ission , copyrigh t 1975 E lsevier.

a . b . c , 4 :  S o u r c e  m a t e r ia l  « in o ; * *  * i

Fig. 15.19 (a) M u lti-zon e THM  (reprinted  from  Ref. 185 w ith  p erm issio n , co p y rig h t 1981 
E lsevier) and (b) cold  THM  (C T H M )(reprinted from  Ref. 191 w ith  p erm issio n , co p y rig h t  
1990 E lsevier).

Simulation studies on the temperature distribution,197 melt convection198 and heat 
and mass transfer during crystal growth199 have been performed.
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Fig. 15.20 Sketch  of a THM  m irror furnace w ith  camera in  front (reprinted from  Ref. 188 
w ith  p erm ission , cop yrigh t 1985 E lsevier).

(2) Other Solution Growth Methods
Zanio202 applied a simple solution growth method for CdTe in the growth temperature 
range of 600-900 °C as shown in Fig. 15.23 and measured the segregation coefficient 
of various impurities. The solution VB method203,204 has also been examined for grow
ing CdTe crystals. This method is a simple modification of the conventional VB 
method differing only by charging a Те rich solution in the ampoule instead of the 
close-stoichiometric melt. The crystal growth rate is of course lower but it is expected 
that the purity is improved because of the purification effect of the solvent Те. Hoschl 
et al.203 have grown undoped CdTe and CdTe doped with halogens from a Те solution 
in a VB furnace by pulling up the ampoule with Cd and Те with Те in excess. The 
electrical properties of the crystals grown were examined precisely.

In-doped CdTe has been grown from a Те solution in order to obtain high resistive 
material for y-ray detectors Mochizuki.189

Suzuki et al.205 have grown Cd, xZnxTe (x < 0.2) from a Те solution and determined 
the effective segregation coefficient of Zn as 1.62. It was also found that the EPD is of 
the order of 2 .3xl04cm'2 and the purity is high with the residual impurity Cu of the 
order of 2x1014 cm'3.

Lunn et al.206*208 and successors applied the Solvent Evaporation (SE) method to 
grow CdTe crystals. As explained in Sec. 2.3.4, this method is based on the evaporation 
of the Cd solvent. The Cd concentration in the solution is decreased by evaporation so 
that CdTe crystals start to grow in the solution since the CdTe concentration exceeds 
the solubility limit. Pelliciari et al.209 have recently developed a horizontal SE method 
by which 300 mm diameter crystals can be grown aiming at growing radiation grade 
high resistive crystals.
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Fig. 15.22 Large d iam eter T H M -grow n CdTe crystal and w a fers (from  Ref. 196 w ith  per-
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Fig. 15.23 (Top) sch em atic  draw ing of so lu tion  grow th  system  and (bottom ) 25 m m 3 CdTe 
b o u le  w h ich  is  80% s in g le  crystal (reprinted  from  Ref. 202 w ith  p erm ission , copyrigh t 
1974 TMS).

15.3.3 V apor Phase Grow th
Vapor phase growth especially physical vapor phase growth has been extensively in
vestigated in the past as summarized in Table 15.7. Among vapor phase growth meth
ods, direct synthesis, chemical vapor transport, and sublimation recrystallization 
(physical vapor transport) have been investigated.

(1) Direct Synthesis (DS) method
Freiches210 and Lynch211 (Fig. 15.24) have synthesized CdTe by the direct reaction of 
Cd and Те vapors. Vanukov et al.212 have made lamellar and acicular CdTe crystals by 
direct synthesis from Cd and Те vapors. They have examined the dislocation structures 
in crystals grown. Tuller et al.213 have studied the growth of polycrystalline CdTe bulk 
materials by the reaction of Cd and Те vapors using a horizontal furnace, for preparing 
laser window materials. Polycrystalline blanks up to 15 cm2 x 2 mm thick were grown 
at rates of 0.02-1.5 mm/hr.

(2) Physical Vapor Transport (PVT) method
CdTe source material is transferred by sublimation and recrystallized in a lower tem
perature part.

This method has the following advantages.
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h2

H2 MAIN FURNACE H2

Fig. 15.24 Schem atic d iagram  of app aratus for d irect sy n th e s is  o f C dT e (rep rin ted  from  
Ref. 211 w ith  p erm ission , copyrigh t 1962 A m erican In stitu e  of P h ysic).

(i) Crystal growth can be performed at relatively low temperatures.
(ii) The dissociation pressure of Cd is low and ampoule rupture does not occur. The 

apparatus can be made relatively simple.
(iii) The source material is sublimated so that there is a purification effect for impu

rities with low vapor pressures.
(iv) When the configuration for crystal growth is made in a way that there is no 

stress from the container, the dislocation density can be greatly reduced.
This method has however the disadvantage that the growth rate is extremely low. 

The method has however been extensively studied because high quality crystals can be 
obtained.

- Open tube PVT
In the early days of physical vapor transport growth of CdTe, crystals were grown in 
open tube furnaces. A typical example is shown in Fig. 15.25. This method has been 
studied using various carrier gases such as Ar, N2, H2S, H2 and I^S+K^.215-217

- Closed tube PVT
Hoschl et al.218'220 first applied the physical vapor transport method in closed tubes and 
examined the relationship between the total pressure and the partial pressure, and the 
dependence of growth rate on the pressure thermodynamically and experimentally.

Akutagawa and Zanio221 applied the modified Piper-Polish method (Fig. 15.26) to 
the growth of CdTe and have grown large single crystals (< 3 cm3). Lauer et al.222 have 
applied the self-sealing Piper-Polish method (Fig. 15.27) to the growth of (Zn, Cd)S 
and (Zn, Cd)Te.

Igaki and Mochizuki214-223'227 have grown CdTe single crystals in a closed tube while 
controlling vapor pressure of one of the constituents as shown in Fig. 15.28(a), and 
have examined systematically the effect of the partial pressure on the growth rate and 
the growth mechanism. It was found that at lower partial vapor pressure, the surface 
reaction is rate-determining while at higher partial vapor pressure, diffusion in the va
por phase is rate-determining (Fig. 15.28(b)).

Buck et al.228 first applied a vapor-pulling method in which the closed tube is moved
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Method Result Authors Year Ref.
DS Direct synthesis by the reaction of Cd vapor 

with H2S
Frerichs 1947 210

DS, PVT Growth of CdTe from elemental Cd and Те Lynch 1962 211
open PVT
open PVT Growth of CdTe in an open tube furnace Teramoto et al. 1963 215, 216
HPVT Relationship between vapor pressures Hoschl et al. 1963 218, 219
HPVT Effect of vapor pressure on the growth rate Hoschl et al. 1965 220
CVT Growth in the Cd:Te:Cl system Alferov et al. 1965 272
open PVT Sublimation under various atmospheres, 8x6x3 Corsini -Mena et al. 1971 217

mm3 crystals
HPVT Modified Piper-Polish method, growth of 

^  250 mm3 crystals
Akutagawa et al. 1971 221

HPVT Modified Piper-Polish method for the growth 
of (Zn, Cd)Te

Lauer et al. 1971 222

CVT Growth using NH„C1 as the agent Paorici et al. 1973 273
DS Growth of CdTe from elemental Cd and Те Vanyukov et al. 1975 212
HPVT Growth under Те vapor pressure control Igaki et al. 1974 223, 224
CVT Growth in the system of Cd:Te:H:I Paorici et al. 1974 274,

1975 275
DS Growth of CdTe from elemental Cd and Те Tuller et al. 1977 213
CVT Growth in the system of CdTe:I2 Paorici et al. 1977 276
STHM Sublimation growth in THM Triboulet et al. 1977 166
HPVT Growth of 3.5 cm3 single crystals Buck et al. 1980 228
VPVT Contactless seeded growth in a large ampoule 

(50 mm Ф x250 mm)
Glebkin et al. 1980 229

STHM Purity improvement by sublimation Triboulet et al. 1981 185
HPVT Sublimation under controlled partial pressures Mochizuki et al. 1981 225-227
VPVT Seeding vertical PVT, no contact with ampoule Golacki et al. 1982 230
VPVT Maximum growth rate ~ 2 g /d ay , dependence Yellin et al. 1982 231

of growth rate on the excess Те
1983 232VPVT Seeding from the lower part, stress calculation Zhao et al.

HPVT Growth of (CdTe)| x(ZnSe)x mixed crystal Chandrasekharam 1983 233
VPVT ~18 cm3 CdTe single crystals on a seed plate, Kuwamoto et al. 1984 234

epitaxial growth on (111)
1984 235VPVT Dependence of mass transport on the material Yellin et al.

stoichiometry
Bruder et al. 1985 236VPVT Focused mirror furnace, crystals of 15 mm

diameter and 50 mm length
1985 237VPVT Cd096Zn005Te single crystals, 1-2 cm3 Ben-Dor et al.

HPVT, DS Examination of activation energies for vapor Mochizuki et al. 1985 214

Durham
transport
Pulling an evacuated capsule at a rate of Durose et al. 1985 238

method -15 m m /day
1985 239PVT Unseeded PVT growth with different Yellin et al.

stoichiometric composition
1986 24PVT Pb doping Lauck et al.

PVT Oriented growth using sapphire substrates Klinkova et al. 1988 243

PVT Modified Piper-Polish method under argon 
atmosphere in an open silica tube

Durose et al. 1988 241



402 PART 3 II-VI Materials

Table 15.7 Vapor Phase Growth of CdTe and CdZnTe (continued)
Method Result Authors Year Ref.
HPVT Capillary tube for seed selection Geibel et al. 1988 242
HPVT Growth temperature 900 °C, temperature 

gradient 0.1-0.2 °C/cm
Golacki et al. 1989 244

HPVT Systematic study of mass transport rate W iedemeier et al. 1990 245
VPVT In-situ nucleation, no wall contact, 8 cm3, 

EPD ~2xl 03 cm*2
Grasza et al. 1992 246

HPVT No contact between crystal and ampoule wall, 
determination of optimal temperature conditions

Grasza 1993 247

PVT Theoretical computation of mass flux, considera
tion of factors affecting the growth rate

Palosz et al. 1993 248

HPVT Seeded growth, growth rate 35 m m /day  
(highest rate), temperature gradient 40 °C/cm

W iedemeier et al. 1993 249, 250

CVT Growth of CdTe:X (X=C1, Br, I) Schwarz et al. 1994 277
HPVT 30-50 mm<f>, 250-300 g CdTe Boone et al. 1994 251
STHM Growth using a mirror furnace Laarsch et al. 1994 270
HPVT Growth of CdZnTe and effect of growth 

parameters on the Zn distribution
Palosz et al. 1995 248

STHM Growth of V-doped, Ti-doped crystals Schwarz et al. 1995 271
PVT Contactless growth with self-seeding under Grasza 1995 252

VPVT
low hydrogen atmosphere
In-situ growth rate measurement by laser Bailiang et al. 1995 253
diffraction

HPVT Effect of growth conditions on the composi- 
on of CdZnTe crystals

Palosz et al. 1995 258

VPVT Seeding growth of CdZnTe Palosz et al. 1996 259
HPVT Improved ampoule structure Yang et al. 1997 261
VPVT Contact-free growth by seeding Laarsch et al. 1997 256
HPVT CdZnTe 50mm single crystal growth Mycielski et al. 1998 262
VPVT Free-growth of CdZnTe on oriented seeds Melnikov et al. 1999 264
CVT Growth of CdTe:NH4X (X = Cl, Br, I) Ilchuk et al. 1999 278

-280
MPVT Multitube growth system for mass transport Mullins et al. 2000 267-

control 2002 268
PVT High purity crystal growth using stoichio

metric charge
Zha 2002 103

VPVT Contact-free sublimation growth Palosz et al. 2003 269
DS: Direct Synthesis, PVT: Physical Vapor Transport, HPVT: Horizontal PVT, VPVT: Vertical 
PVT, CVT: Chemical Vapor Transport, STHM: Sublimation Travelling Heater Method

during crystal growth to effect appropriate seeding. Klinkova et al.,243 Glebkin et al.229 
and Golacki et al.230 and have applied a contactless growth method based on the 
Markov method (Sec.2.4.2). An example is shown in Fig. 15.29. Kuwamoto234 has used 
a vertical three-zone furnace as shown in Fig. 15.30(a), and has grown large CdTe 
single crystals as shown in Fig. 15.30(b) of size up to 18 cm3 by using seed crystals.

Yellin et al.231,235> 237,239 have grown CdTe single crystals controlling partial vapor 
pressure but without seeding. They have systematically studied the effect of the non- 
stoichiometry on the growth rate. Bruder et al.236 have used a mirror furnace (Fig.
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Fig. 15.25 S ch em atic  d iagram  of apparatus for p h ysica l vapor transport o f CdTe in an 
open tube furn ace (reprinted from Ref. 215 with permission, copyright 1963 Taylor & Francis).

15.31) for growing crystals by seeding.
Grasza et al.246,247 have applied an in-situ nucleation method to crystal growth by 

vertical PVT as shown in Fig. 15.32(a). In this method, the source material is vaporized 
as shown in Fig. 15.32(b) for seeding.

W iedmeier and Wu have grown CdTe249 and Cd1 xZ n T e250 single crystals by a 
seeded growth technique with a very fast growth rate (15 mm/day) and obtained a dis
location density of about 104 cm'2. Boone et al.251 have applied the horizontal PVT 
method as shown in Fig. 15.33, where crystals are grown in both sides of the furnace. 
They obtained 45-50 mm diameter 250-300 g CdTe single crystals with an EPD of 
7xl04cm*2. Laarsch et al.254'256 have grown CdTe single crystals using a contactless 
seeded PVT method (modified Markov method).
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Fig. 15.26 PVT furnace for CdTe crystal grow th under Cd or Те vapor pressure control. A: 
vap oriz in g  CdTe, B: con d en sin g  CdTe, C: reservoir of Cd or Те (reprinted from  Ref. 221 
w ith  p erm ission , copyrigh t 1971 E lsevier).
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CHARGE TIP

5 10 15 20

DISTANCE (CM)

Fig. 15.27 Furnace and tem perature p ro file  for the g row th  o f (Zn, C d)S  and (Zn, C d)T e 
graded  c o m p o s it io n  c r y sta ls . T he ch arge  is  a h o m o g e n e o u s  p h y s ic a l m ix tu re  o f th e  
starting m aterials (reprinted  from  Ref. 222 w ith  p erm issio n , co p y r ig h t 1971 E lsev ier).

F ig . 1 5 .2 8  (A ) S c h e m a t ic  c o n s tr u c t io n  o f th e  e le c tr ic  fu r n a c e  a n d  an e x a m p le  o f  
tem peratu re p ro file  for v a p o r  p h a se  tran sp orta tion , (a) so u rce  cham ber; (b) re serv o ir  
ch a m b er; (c ) g r o w th  ch a m b er; (d ) , (e )  a u x il ia r y  h e a te r ;  (f ) , (g )  a lm e l-c h r o m e l  
th erm ocoup le; (h), (i) m ain heater. (B) T ransport quantity  after lh r  as a fu n ction  o f T e2 
partia l p ressu re  for severa l sou rce  tem p era tu res w ith  fix ed  ДТ (10 °C) and AX (4 .0cm )  
(reprinted  from  Ref. 223 w ith  p erm ission , copyrigh t 1974 E lsev ier).

Palosz and Wiedemeier257 discussed the effect of growth conditions without the par
tial vapor pressure control on growth rate and compared them with theoretical predic
tions. It was found that the Cd or Те vapor pressure is a significant factor which deter
mines the mass flux. Palosz et al.257-259*269 have studied the growth of Cd, xZnxTe single 
crystals by the contactless PVT method both theoretically and experimentally. They
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TEMPERATURE C C )

Fig. 15 .29 S ch em atic  d iagram  o f the exp erim en ta l set up and tem perature profile: (a) 
quartz rod, (2) sap p h ire  stick , (3) m on ocrysta llin e  seed , (4) grow in g  crystal, (5a) joint, 
(5b) jo in t w ith  leak  s lits , (6) rest of the m aterial after p rod u cts , (7) v ertica l furnace  
(reprinted  from  Ref. 230 w ith  perm ission , copyright 1982 E lsevier).

(a)
F ig . 15.30 (a) Schem atic of apparatus: (1) th ree-zon e fu rnace, (2) grow th  am p o u le , (3) 
sou rce , (4) seed  plate, (5a) joint, (5b) joint w ith  leak s lits , (6) hole, (7) heat p ipe, (b) CdTe 
s in g le  crysta l grow n  on a triangular seed  su rrou n d ed  by p o ly c r y s ta ls  (rep rin ted  from  
R ef. 234 w ith  perm ission , copyright 1984 E lsevier).
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Fig. 15.31 Monoellipsoid mirror furnace with growth ampoule (reprinted from Ref. 236 
with permission, copyright 1985 Elsevier).

also studied, using the apparatus as shown in Fig. 15.34, the effect of contactless 
growth and post-growth cool-down on the defect structure of CdTe crystals.

Yang et al.261 improved the PVT method in order to achieve better purity, by heating 
the ampoule charge before sealing. Sanghera et al.268 have studied the growth by a 
multi-tube physical vapor transport (MTPVT) method as shown in Fig. 15.35.

(3) Sublimation Travelling Heater M ethod (STHM)
The STHM was first proposed by Triboulet et al.166 The principle of this method is as 
shown in Fig. 2.14. Ал empty space is kept between source material and grown crystal. 
It was found that STHM can overcome several drawbacks.185

Laarsch et al.270 have grown undoped and halogen-doped CdTe crystals in a 
monoellipsoid mirror furnace using the sublimation travelling heater method (STHM), 
in closed ampoules. Not only chlorine but also bromine and iodine have been doped in 
order to obtain highly resistive materials for radiation detectors. It was found that resis
tive materials could be made ranging from 1.2xl06 to 8x l08 fi-cm . Schwarz et al.271 
have grown V- Ti-doped CdTe crystals by the STHM and evaluated their defect struc
tures by photo-induced current transient spectroscopy (PICTS).

(4) Chemical Vapor Transport (CVT) method
The deposition of CdTe by chemical vapor transport in an open tube technique was first 
reported in the Cd: Те: H: Cl system for the epitaxial growth of CdTe. AJferov et al.272 
then reported growth in the Cd: Те: Cl system using a closed tube technique.

Paorici et al.273-276 systematically studied the growth of CdTe by the CVT
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(A) (В)

Fig. 15.32 (A ) E xperim en ta l system  w ith  tem perature profiles corresponding to source
com paction  (------- ), cone form ation ( ------  ), seed  separation ( .............) and growth (—•—).
(B) (a) am pou le p u lled  from  the furnace at the moment when the seed is separating from 
the source m aterial, (b) am p ou le  in the last stage of crystal growth (reprinted from Ref. 
246 w ith  p erm ission , cop yrigh t 1992 E lsevier).

method. They used NH4C1 as the transport reagent.273 NH4C1 is a more easily used re
agent than corrosive halogens which are difficult to handle. Solid NH4C1 dissociates at 
340 °C. When a small amount of NH Cl is sealed with CdTe and heated, NH4C1 disso-
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Fig. 15.33 Furnace se tu p  sh o w in g  the am pou le p o s i t i o n s ^ a n d  a p p j o ^ i m a ^ ^ i  m  ^  ^  

T he tem p eratu re  p ro file  at the top w as obtained  by mo g #ГЛТТ1 Ref 251 with per- 
tu b e ax is w ith o u t the am p ou le  and the end flange (reprinted from Ket.
m ission , copyrigh t 1994 E lsevier).
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Sourcc
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Fig. 15.34 (a) S em i-c lo sed  PVT furnace, (b) the am p ou le  after g ro w th  and (c) th e  crystal 
(reprinted from  Ref. 269 w ith  p erm ission , cop yrigh t 2003 E lsev ier).

dates completely and the following reaction will occur. 

CdTe(s) + 2HCl(g) = CdCl2(g) + H2(g) + l/2Te2(g)

Crystal growth of CdTe using as the transport reagent has also been performed.274- 
276 Schwarz et al.277 have calculated thermodynamically the vapor phase species for 
CdTe: X (X = Cl, Br, I) systems. 
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Fig. 15.35 Schem atic diagram  of the M ulti-T ube PVT system  (reprinted  from  Ref. 268 w ith  
p erm ission , cop yrigh t 2002 E lsevier).
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Ilchuk et al.278'280 have calculated the thermodynamics of the CVT of CdTe using 
NH4X (X=C1, Br, I) as the transport reagent and have grown CdTe single crystals and 
evaluated their purities by the activation analysis method.

15.3.4 Segregation Coefficients
(1) Impurities
The segregation coefficients of various impurities have been determined during melt 
crystal growth experiments.1-73-165- 202-281-287 Woodbury et al.165 and Isshiki et al.283 have 
used radioactive tracers to determine the segregation coefficients. Chibani et al.284 have 
determined the segregation coefficient of carbon using the charged particle activation 
analysis (CPAA) method. Rudolph et al.286 have examined them using SSMS, SIMS 
and AAS analysis methods. These various data are summarized in Table. 19.9. 
Schiever et al.287 have determined the segregation coefficients of various impurities in 
undoped, Ga-doped and Al-doped Cd, xZnxTe grown by the HP-VB method using glow 
discharge mass spectroscopy (GD-MS) analysis.

(2) M ixed crystal
In the case of Cd, xZnTe, it is important to grow single crystals whose Zn composition 
is homogeneous. The segregation of Zn has been studied by various authors142,139,167-205 
and the segregation coefficient of Zn is measured as kZn = 1.35-1.62

15.3.5 Impurity Hardening
In the case of CdTe, it was found that Zn has an impurity hardening effect so that the 
dislocation density is lower for CdMZ nTe than for CdTe. This effect is however seen 
when the Zn content is somewhat higher than with other impurity hardening effects. 
The mechanism of this impurity hardening has been discussed by various authors.67, -88 
290 Guergouri et al.290 have calculated the critical resolved shear stress (CRSS) and com
pared it with the experimental values obtained from plastic deformation and 
microhardness measurements. It was found that as Zn concentrations increase, CRSS 
increases so that the EPD decreases by about one order of magnitude. This was ex
plained by the difference of Cd-Те and Zn-Те bonding lengths.

15.4 CHARACTERIZATION
15.4.1 Purity
In the past, the purity of Cd and Те was not of sufficient grade so that the crystal growth 
was faced with the difficulty of the sticking of grown crystals to the wall of the quartz 
ampoules, which causes the ampoule to crack during crystal growth. This difficulty 
was however solved by using purified starting materials.

In the beginning, purity was tested mainly by solid source mass spectroscopy 
(SSMS) but recently glow discharge mass spectroscopy (GD-MS) which has good ac
curacy and sensitivity has been used. Table 15.9 shows a typical analysis result for 
VGF 100 mm diameter CdZnTe. It can be seen that most impurities are below the
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Impurity CdTe Cd, xZ nTe

la Li 0.3-0.6
Na 0.01-—0.05, 0.001 0.088
К —0.01— 0.2

Ila Mg 0.5-,1.5, 1 0.29
Ca 0.028

lb Cu 0.2 0.038
Ag 0.009, 0.07, 0.2
Au 0.1

lib Zn 4-6
Hg 0.3

Illb В <1 0.404
Al - 0 .1 ,  3.6 0.016
Ga 0.43
In 0.06, 0 .11 ,0 .49-0 .085,0 .43
TI <0.01

IVb С 0.09-—0.5
0.001-0.007

Si 1.05-1.1 0.021
Sn 0.025, 0.06
Pb <0.005, 0.05

Vb N - 0 .0 0 5 - - 0 .4
As 0.13
Sb 0.01-0.2, 0.013
Bi 0.001,0 .02

VIb 0 —0.02
S 4 - - 1 0 3.2
Se 2-7 1.61

VIb Cl 0.005
I <0.5, 0.22

Transition Metals
Cr <1,0.01 0.007
Mn 0.7 0.008
Fe 0.47-0.58 0.006
Co 0.03 ,0 .27 , 0.3, 1.05-1.1
Pt <0.02

detection limits, and even the detected impurities are less than 0.1 ppmw.
Pautrat et al.291 have studied microscopically using Auger Electron Spectroscopy 

(AES) and cathodoluminescence (CL) methods, how impurities are segregated to Те 
precipitates/inclusions and their behavior during annealing. Bowman et al.292 have ex
amined the relationship between Fe impurities and electron paramagnetic resonance 
(EPR) signals and photoluminescence (PL) peaks. Chibani et al. studied the behavior 
of carbon since carbon is the contaminant which comes from the coating of quartz 
ampoules by carbon hydrides. Rudolph et al.286 analyzed impurities in source materials 
(Cd, Те), CdTe substrates and epitaxial layers by SSMS, SIMS and AAS and examined 
the behavior of impurities. Bagai et al.293 have studied the incorporation of hydroxyl 
and carbonyl groups as polymerized chelate complexes to CdTe by analyzing infrared 
absorption spectra. Akutagawa et al.294 have studied the solubility of Au in CdTe.

15.4.2 Defects
(1) Twinning
Because of the low stacking fault energy, twinning occurs easily in the case of the
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Table 15.9 T yp ica l Purity of VGF G row n CdTe (reprinted from Ref. 
147 w ith  p erm ission , cop yrigh t 1996 E lsevier).

E lem ent C oncentration
(ppm )

Elem ent C oncentration
(ppm )

Li <0.005 Zr <0.005
Be <0.005 Ru <0.05
В <0.005 Ag <0.05
N a 0.1 Sn <0.01
Mg <0.05 Sb <0.05
Al 0.05 Cs <0.005
Si <0.01 Gd <0.005
P <0.005 Tb <0.001
S <0.01 Dy <0.005
Ca <0.05 Tm <0.001
Ti <0.005 Tb <0.005
V <0.001 Lu <0.005
Cr <0.05 Hf <0.005
Co <0.005 W <0.005
N i <0.05 Re <0.005
Cu <0.05 Os <0.005
Ga <0.05 Tr <0.005
Ge <0.05 Hg <0.05
Rb <0.005 Tl <0.005
Sr <0.001 Tb <0.005
Y <0.001 Bi <0.005
Sc <0.005

crystal growth of CdTe. This makes it difficult to grow single crystals with a high 
growth yield. Vere et al.37 have studied the origin of twinning in CdTe and found that it 
was due to growth irregularity at the liquid-solid interface rather than mechanical de
formation after solidification. To reduce the occurrence of twinning, it is very impor
tant to control temperature fluctuations (Sec. 4.4).

(2) Dislocations
Dislocations in CdTe are investigated using various etchants as shown in Table 
15.10.295*303 In the early days of the investigation of CdTe crystal growth, the EAG1 
etchant295'297 was believed to be the etchant of choice for dislocations. It was however 
found that this etchant was not successful in revelling every single dislocation. These 
days, the Nakagawa etchant298 based on a solution of HF is mainly used as the disloca
tion etchant. Gilabert et al.304 have compared these etchants and discussed their suit
ability as dislocation etchants.

The polarity determination of the Cd face and the Те face for (111) faces was also in 
confusion in the past. The polarity was however concluded from studies by X-ray ab
normal scattering,305 ion-channeling,306 X-ray Photoemission Spectroscopy (XPS), 
electron diffraction,307, 308 chemical etching,309 and Auger Electron Spectroscopy 
(AES).310 Some etchants65 for polarity determination are also shown in Table 15.10.
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Table 15.10 Etching Solutions for Dislocation and Polarity Evaluation
Etchant C om position Etch P it Shape  

( l l l ) A  ( l l l ) B
Ref.

E A g-l H N 0 3:H20:K 2Cr20 7:A g N 0 3 deep  triangular p it 295
10 m/:20 m/:4 g :l mg sh a llo w  triangular

pit
N akagaw a HF:H20 2:H20 rou nd ed  p it no ch an ge 298

30 m/:20 m/:20 m l
Bagai HF:H20 2:H20 300

4:0.5:2
W ermke H F:HNO :l% A gN O 301

1:2:
Hanert HF:50%CrC) :H N O , 302

1:1:1:20
W atson 35 g FeCl .(H O) +10 m g H ,0 303
H2S 0 4 system  H2S 0 4:H20 2:H20 darkish  surface no ch an ge 65
Lactic acid Lactic a c id :H N 0 3:HF no change darkish  surface 65
system 50 m/:8 m/:2 m l

25 m/:4 m /:l m l

As explained in Sec. 15.2, since the critical resolved shear stress in CdTe is very low 
compared with other compound semiconductor materials, dislocations are easily gen
erated in CdTe crystals. This is the reason why the dislocation density of CdTe crystals 
reaches levels above 106cm 2and dislocation cell structures are formed in grown crys
tals as seen in Fig. 15.36(a). In order to reduce dislocation densities, it is necessary to 
reduce the axial temperature gradient during crystal growth, and to find appropriate 
container structures and materials in order to prevent stress from the container. Various 
attempts have been made to this end. In the case of PVT growth, crystals have been 
grown by the contactless method, without attaching the grown crystal to the container 
wall.

Considering dislocation densities, it is known that the LEC method which has high 
axial temperature gradients is not appropriate. In the case of VB and VGF methods, 
when the temperature gradient is lowered below 5 °C/cm and attention is paid to the 
container, it is found to be possible to grow crystals with the dislocation densities lower 
than 5xl04 cm’2. To reduce the dislocation density below 104cm'2, it has been shown 
that the PVT method is the most appropriate one. It is reported that 50 mm diameter 
single crystals with no twins or grain boundaries can be obtained with dislocation den
sity below 3xl03 cm 2.

For evaluating CdTe crystals, double crystal X-ray diffraction (DCXD) method is 
the main method used. It is known that there is a correlation between the rocking curve 
width of DCXD and dislocation densities.311,312 Since CdTe has a tendency to grow 
with cell structures as shown in Fig. 15.36 (a), the FWHM is normally wide as shown 
in Fig. 15.37(a). When crystal growth conditions are carefully optimized, crystals with 
FWHM of less than 20 arcsec can be obtained as shown in Fig. 15.37(b), with good 
uniformity even for 100 mm diameter crystals. In such materials, no cell structures can 
be observed as seen in Fig. 15.36(b) and the uniformity of dislocation densities and the
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Fig. 15.36 D is lo ca tio n  etch p its, (a) h igh  d islocation  d en sity  w ith  cell structures, (b) low  
d is lo ca tio n  d en sity  w ith  no cell structures (from Ref. 65 w ith  perm ission).

F ig. 15.37 D ou b le  crystal X-ray d iffraction FWHM for (a) crystal w ith  cell structures and 
(b) crystal w ith ou t cell structures (from  Ref. 65 w ith  perm ission ).
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(b)
Fig. 15.38 D istr ib u tion s of EPD (a) and d ou b le  crystal X-ray d iffraction  FW HM  (b) for 
100 m m  d iam eter Cdj xZnxTe s in g le  crysta ls (reprin ted  from  Ref. 147 w ith  p erm ission , 
cop yrigh t 1996 E lsevier).

FWHM in the whole crystal is satisfactory as shown in Fig. 15.38. To obtain crystals 
with no cell structures is veiy important since layers epitaxially grown on these sub
strates will also show cell structures.

CL methods313*318 are also effective especially for examining the microscopic distri
butions of dislocations. Maeda and Takeuchi found one-to-one correspondence of dark 
spots on CL with dislocations.313 The EBIC method has also been used to evaluate 
dislocation distributions.318 Dislocations in CdTe and Cd, xZnxTe have also been stud
ied by various methods such as X-ray topography,287*319’321 X-ray double crystal topog
raphy,322-323 and ТЕМ.324*327

Guergouri et al.328 have studied the effect of dislocations introduced by indentation 
on electrical and optical properties. Wu and Slade329 have examined the structure of 
CdMnTe by X-ray diffraction. Dislocation movement in CdTe during plastic deforma
tion has been studied by various authors.243,330'334

(3) Lineages
When there are lineages in grown crystals, they affect the epitaxial morphology of Hgb 
xCdTe  layers grown on CdTe substrates so that it is desirable to have fewer lineages. 
Lineages are mainly formed at the intersection of grain boundaries as seen in Fig. 
15.38(a) so that growing single crystals with no grain boundaries is one way to have 
fewer lineages. Lineages are also formed at the periphery of the crystals near the inner
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wall of the crucible since they are formed because of the thermal stress due to the 
contraction from the container. It is therefore necessary to design the container in such 
a way as to reduce the stress from it as far as possible.

(4) Precipitates and inclusions
Precipitates and inclusions in CdTe and Cd, xZnxTe have been characterized by various 
methods such as infrared microscopy,335*337 infrared spectroscopy,338'340 Raman Scatter
ing,341> 342 calorimetry336 and reflected X-ray diffraction.343

In the past, precipitates and inclusions were considered to be the same defects, but 
recently they were better defined.337 Precipitates are due to segregation during the cool
ing process caused by the deviation from the phase diagram while inclusions are due to 
the incorporation of excess Те from a non-stoichiometric melt during crystal growth.

Inclusions are generated due to the non-stoichiometry of the melt from which crys
tals are grown in the VB method.344 Inclusions are also often observed in the case of 
THM growth because the melt differs widely from the stoichiometric composition.345 
The stoichiometry of the CdTe melt can be controlled by controlling the partial vapor 
pressure. It is therefore desirable to grow crystals by controlling the Cd vapor pressure 
in such a way that the melt composition approaches stoichiometry.

Asahi et al.147 examined systematically the size of inclusions as a function of the Cd 
reservoir temperature. It was found that when the Cd vapor pressure is about 1.7 atm., 
the peak inclusion size reaches a minimum as shown in Fig. 15.40. Under this vapor 
pressure, it was also found that the electrical conductivity type was in the region of p/n 
conversion. When the Cd vapor pressure is higher than 1.7 atm., inclusions due to ex
cess Cd appeared. Inclusions are thus related to non-stoichiometry of the melt compo
sition.

Since the congruent point of the phase diagram tends towards a Те-rich composition, 
the composition of the grown crystals shows a Те excess even at about 10l7cm'3. When the 
grown crystals are cooled down, the excess Те above the solidus line precipitates in the 
CdTe matrix.346

The elimination of Те precipitates has been achieved by annealing and it was found 
that by annealing at appropriate temperatures,347'349 Те precipitates can be eliminated 
completely as seen in Fig. 15.41. This process is very similar to that of wafer annealing 
of GaAs (Sec. 8.7.2).

(5) Point defects and stoichiometry
The main point defects in CdTe are known to be Schottky type defects, that is Cd 
vacancy VCd and Cd interstitial Cd.. The thermodynamics of native defects in CdTe 
have been studied systematically by de Nobel20 and Kroger.350,351 When foreign impuri
ties such as In and Au are incorporated, the concentrations of native defects change 
according to the thermodynamical mass action law. Chem and Kroger352 have calcu
lated native defect concentrations and their diffusion coefficients.

The self-compensation mechanism of CdTe has been discussed by many research
ers. Pautrat et al. have explained this mechanism from the viewpoint of the segregation
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Fig. 15.39 Inclusion  d en sity  as a fu n ction  o f Те (p o s it iv e )  or Cd (n e g a t iv e ) ad d itio n  for
• Ff ? c ont a i mnS five  b ou lettes (reprinted  from  Ref. 95 w ith  p erm iss io n , co p y 

right 1998 E lsevier).
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Cd pressure (atm) 
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50|im 
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F ig. 15.40 R e la tio n sh ip  b etw een  Cd p ressu re  and the m ax im u m  d iam eter  o f  in c lu s io n  
(reprinted  from  Ref. 147 w ith  perm ission , cop yrigh t 1996 E lsevier).
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Fig. 15.41 CL im ages of a cross section  of CdTe w afers at 80K. (a) as grown; (b) center part 
after an n ea lin g  in  Ga m elt at 600°C for 2h; (c) w afer surface in contact w ith  the Ga m elt 
after a n n e a lin g  at 600°C , 24h; (d ) the o p p o site  su rface after 24h Ga m elt a n n ea lin g , 
(reprinted  from  Ref. 349 w ith  perm ission , copyright 1995 E lsevier)

of impurities to Те precipitates/inclusions.291,353 Ouyang et al.354 have established the 
stoichiometry analysis method for CdTe by EDTA titration. Defect equilibrium has 
been calculated for semi-insulating CdTe doped with Cl.355

Zimmermann et al. have established the method to determine the concentration of 
VCd356 and studied the state and distributions of point defects of doped and undoped VB 
grown CdTe.357 Rudolph et al.358 have studied the correlation between carrier concen
trations and those of important substitutional acceptors and thus determined the non- 
stoichiometry curve of CdTe.

The defect structure of In-doped CdTe has been studied.359 Meyer et al.360 have iden
tified Vcd and VTc by EPR and discussed the relationship between crystal quality and 
these intrinsic defects. Yujie et al.361 have calculated thermodynamically the concentra
tions of various defects and have shown how the Fermi level varies as a function of Cd 
partial pressure and temperature.

(6) Deep levels
Deep levels in CdTe have been evaluated by various methods such as thermal stimu
lated current (TSC),362'366 thermal stimulated capcitance (TSCAP),366 photo-capaci
tance (PHCAP),363’367 deep level transient spectroscopy (DLTS),363,368'373 capacitance
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! ' L 15; 42 E m issi0n  *raP data for electron  traps in  п-C dT e (rep rin ted  from  Ref. 369 w ith
hirp н CO? ^П£  r ^ A m erican In stitu e  of P h ysics). L abeled  so lid  lin e s  are litera ture data fou n d  m  Ref. 369.

п т ' т Г / с measurement ™ °Ptical DLTS (ODLTS),371 spectral analysis 
т л ь  OADLTS) and photo induced current transient spectroscopy (PICTS).373

ose evaluated in the past are summarized by Zanio.1 Subsequently, deep levels have 
been evaluated by more precise methods such as DLTS and PDLTS. Some results re
ported on electron traps are summarized in Fig. 15.42.

15.4.3 E lectrical P roperties
(1) Electrical Properties

Among the various П-VI materials, CdTe is the one whose electrical conductivity can
e controlled between n type and p type. It is known that as the Cd vapor pressure is

increased, the conductivity type changes from p type to n type. This conductivity
с ange is explained by Cd vacancies. The conductivity type of CdTe can be controlled
by the partial vapor pressure of the constituent element. De Noble20 and Carlsson and

quist [376] showed that the earner concentration and the conductivity type can be
controlled as a function of Cd vapor pressure (Fig. 15.43). p-type and n-type CdTe
crysta s can thus be easily obtained. The conductivity mechanism has been discussed 
by several authors.377’387
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log ?Сд (atm)

F ig. 1 5 .4 3  C o n c e n tr a t io n  o f  fr ee  e le c tr o n s  and  h o le s  m e a su r ed  at ro o m  tem p era tu re  on  
C d T e s in g le  c r y s ta ls  a fte r  r e h e a t in g  u n d e r  v a r io u s  p a r tia l p r e ssu r e s  o f Cd at 120 0  К 
(r ep r in te d  fro m  R ef. 376  w ith  p e r m is s io n , co p y r ig h t 1972 A m erica n  In stitu e  o f P h y sic s) .

The typical temperature dependence of Hall mobility and carrier concentration of n- 
type CdTe is as shown in Fig. 15.44.379 Yokota et al.74 have studied the influence of 
oxygen incorporated from the residual gas in the ampoules on the electrical properties.

(2) Doping
Donor impurities for CdTe are III group elements such as Al and In and IX group 
elements, halogens. Acceptor impurities are V group elements such as P, As, Sb and I 
group elements, alkali metals. The energy levels of donors and acceptors of CdTe have 
been determined17 as shown in Table 15.11.

The behavior of shallow acceptor states such as P, Li and Na has been studied by 
Crowder and Hammer.389 Arkad'ev et al. studied the behavior of Li390 and P391 and 
Saraie392 studied that of P. Alnajjar et al.393 have studied the post-growth doping of P by 
wafer annealing. Pautrat et al.353 examined the behavior of various impurities micro
scopically. Kikon et al.394 have studied theoretically the energy levels of 3d elements. 
Chen et al.395 have calculated the energy levels of various impurities.

(3) S e lf  compensation and semi-insulating
Since the bandgap E of CdTe is 1.53 eV at room temperature, in principle it is possible 
to realize semi-insulating crystals of resistivity 1010Q*cm. For this degree of semi
insulation, it would be necessary for the residual carrier concentration to be less than 
106 cm*3. In reality, it is impossible to obtain such a high purity materials.

In practice, semi-insulating materials can be obtained by doping In or Cl in crystals
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F ig . 15 .44  T em p era tu re  d e p e n d e n c e  o f H a ll m o b il ity  o f  se v e r a l e x a m p le s  o f  n - ty p e  C d T e  
g r o w n  b y  m u lt ip le  z o n e  r e f in in g  (r e p r in te d  fr o m  R ef. 3 7 9  w it h  p e r m is s io n ,  c o p y r i g h t  
1963 A m erica n  P h y s ic a l S o c ie ty ) .

grown under Те-rich conditions. This relies on the self-compensation mechanism as 
discussed by various researchers.396*404 In order to compensate shallow donor impurities 
such as In or Cl, divalent Cd vacancies are formed as deep donor levels in crystals. 
These semi-insulating crystals are mainly grown by the THM. Recently, it has been 
reported that high resistive undoped materials with resistivity higher than 109 Q • cm 
can be grown by the high-pressure vertical Bridgman (HP-VB) method. Stuck et al.397 
proposed a theoretical model for the concentration of defects in pure and halogen com
pensated CdTe grown by the THM.

T able 15.11 E nergy L ev e ls  o f D o n o rs  and  A ccep to rs  in  C dTe
Im p u r ity D o n o r  or  

A c c e p to r
E n erg y  le v e lfr o m  
c o n d u c t io n  b a n d  (eV )

E n erg y  le v e l  fro m  
v a le n c e  b a n d  (eV )

A g A 0.1 0 8
Cl D 0.0141
Cu A 0.1 4 7
In D 0.0145
Li D 0.0139

A 0 .0 5 7 8
N a A 0 .0 5 8 8
P A 0 .060
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F ig . 15 .45  R e s is t iv i ty  a n d  carrier l ife t im e  as a fu n c tio n  o f C l c o n cen tra tio n  (rep rin ted  
from  R ef. 193 w ith  p e r m is s io n , c o p y r ig h t  1993 E lsev ier ).

T a b le  1 5 .1 2  A n a ly s is  o f  Im p u r itie s  th ro u g h  T H M -g ro w n  In g o t (rep rin ted  from  R ef. 
193 w ith  p e r m is s io n , c o p y r ig h t  1993 E lsev ier ). ___________________________________

S a m p lin g  W e ig h t in  p p m
p o s it io n

Cl C u A g Fe Ni A l Si
9* 410 0 .02 - - - - -
8b 1.3 - - - - - -

T 1.4 - - - - - -

6b 1 .4 - - - - - -

5b 1.5 - - - - - -
4ъ 1.5 - - - - - -

3b 1.5 - - - - - -

2b 1.5 - - - - - -

l b 1.6 - - - - - -

D e te c t io n  lim it 0.1 0 .02 0.01 0.02 0.02 0.02 0 .02

a A m o u n t  r e m a in e d  so lv e n t ,  
b G ro w n  c ry sta l in g o t

For radiation detectors, it is necessary to achieve not only high resistivity but also 
long carrier lifetime. The addition of In or Cl reduces carrier lifetime. The carrier life
time is measured by using the time of flight method developed for amorphous materi
als. Ohmori et al.193 examined the electrical properties of THM grown crystals as a 
function of Cl concentrations (Fig. 15.45, Table 15.12). They found that the resistivity 
increases and the carrier lifetime is reduced as the Cl concentration increases. It was 
concluded that from the viewpoint of resistivity, carrier lifetime and mobility, the 
appropriate Cl concentration is about 1 ppmw.
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Photoluminescence (PL) from CdTe has been extensively studied from the viewpoint 
of purity examination and defect structure. Various photoluminescence lines have been 
observed405 416 and are assigned as shown in Table 15.13.

(1) Purity
Near band edge emission of PL is often used for evaluating the purity of CdTe. 
Chamonal et al.419 studied Cu and Ag. Molva et al 420 421 studied the effect of Au, N, P, 
and As on PL and electrical properties. James et al.423 studied the effect of Cu on the PL 
spectra.

Krol et al.422 have measured the infrared absorption of CdTe doped with Al, Ga, In 
and Li and found absorption bands ascribed to localized vibrational modes of strongly 
coupled acceptor-donor pairs. Pautrat et al.353 have examined precisely the effect of 
donor and acceptor impurities on the PL spectra.

Cooper et al.426 have measured near band edge photoluminescence (NBEP) for vari
ous CdTe crystals and shown the effect of crystal quality on the PL spectra.

Seto et al.427 have studied the PL of p-type CdTe crystals grown by the VGF method 
and examined its correlation with purity and electrical properties. Becker et al.73 have 
studied the impurity distribution of acceptors in CdTe crystals grown by the VB 
method.

Zimmermann et al.428 examined the correlation between impurity concentrations and 
bound exciton to free exciton intensity ratios and determined the concentrations of Cu, 
Ag, P and Li. Schmidt et al 415 have calculated the power dependence of the near band 
edge emission and found that it is in good agreement with the measured data on CdTe.

Seto et al.136 429-430 studied the two electron transition (TFT) peaks of the D°,X lines 
and identified the dominant residual donors in undoped CdTe crystals grown by the 
Bridgman method to be Al and Cl.

(2) High resistive materials
Saminadayar et al.433 studied the EPR and PL of Cl-doped CdTe submitted to heat treat
ment. It was found that it enhanced the solubility of Cl. Seto et al.434 examined the PL 
of high-resistive Cl-doped CdTe and discussed the origin of the Cl-related PL line at 
1.5903 eV.

(3) Defects
Furgolle439 studied the effect of donor-Cd vacancy complexes on the PL spectra. Norris 
examined systematically the cathodoluminescence of Те-rich CdTe:In with various In 
concentrations and discussed the origin of the 1.4 eV luminescence. Figueroa et al.444 
found that Cd vacancies are responsible for the 1.55 eV narrow band and the 1.591 eV 
bound exciton peaks. Becker et al.73 studied various p-type Bridgman crystals by infra
red extinction spectra and discussed the effect of Те precipitates and Cd vacancies. 

The annealing behavior of CdTe has been examined by Seto et al.446 and it was found

15.4.4 Optical Properties
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Table 15.13 Photoluminescence assignment of CdTe
Energy (eV) W avelength (A) Assignment
1.606 Fundamental energy gap
1.603

1.599 FE
1.5955(1.595) 7772
1.595(1.593) (D °,X )
1.5932(1.595) 7783 (D °,X )
1.5907(1.590) (A0, X)
1.5901 Recombination o f an exciton localized at the chlorine 

center A (V^-C L^
1.590 Exciton bound at an acceptor complex ( V ^ C y
1.5896 Recombination o f excitons bound to a neutral 

acceptor Си (A0, X)
Cd Vacancy V 2'cd
Vcd/donor (D+) complex (V’ Cd'D*) 
Substitution o f a Cd site by Cu

1.587 ( D \  X) or D
1.584 Unknown
1.577 FE-LO
1.569(1.570) (A0, X)-LO
1.564 Cl donor complex

7870 X-LO
1.549 8010 (e, A0), transition between a free electron and an 

acceptor complex (VC4*JD)
1.5588 7955 (F, A)
1.5539(1.541) 7980-8050 (D, A) or DAP
1.548(1.545) (A°,X)-2LO
1.54 narrow band Unknown
1.528 (e, A°)-LO
1.519 (D, A)-LO
1.477 Y
1.456 Y-LO l
1.434 Y -L 02

that the neutral acceptor-bound exciton peak (A0X) was drastically reduced by anneal
ing under Cd overpressure and was increased reversibly by annealing under Те over
pressure. They ascribed the A0X peak to the recombination of excitons trapped at Cd- 
vacancy/donor-impurity complexes. Kvit et al.448 also examined the effect of annealing 
and aging on the PL structure, especially Z centers and the self-activation bands.

(4) CdTe crystal quality
Giles-Taylor et al.449 has compared the crystal qualities of CdTe single crystals grown 
by various methods. Taguchi et al.180 have examined the relationship between the elec
trical properties and the PL spectra and found that a peak at 1.42 eV can be made small
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Wavelength (A)
F ig. 15 .46  PL sp ec tra  d is tr ib u tio n  o f 10 0  m m  d ia m e ter  C d lx Z n xT e s in g le  cry sta l (r ep r in te d  
fro m  R ef. 147 w ith  p e r m is s io n , c o p y r ig h t  1996 E lse v ie r ).

by appropriate THM growth conditions.

(5) CdJ xZnxTe
Taguchi et al.450 studied the (A0, X) emission of Cd, xZ nT e crystals grown by THM. 
Cohen et al.451 have studied the PL and Raman scattering from Cdl-xZnxTe. Gonzalez- 
Hemandez et al.452 studied the PL spectra of Cd, xZnxTe crystals grown by the modified 
VB method. Lopez-Cruz et al.453 made PL and photoconductivity studies of Cd, xZnxTe 
crystals grown by the VB method. Oettinger et al.454 have examined the PL structure of 
Cd,.xZnTe crystals grown by THM over the complete range of x = 0 to x = 1 and 
measured the excitonic line broadening as a function of the alloy composition.

Asahi et al.146-147 evaluated by PL the crystal quality of 100 mm diameter Cd, xZ n T e  
single crystals grown by the VGF method as shown in Fig. 15.46. It was found that the 
whole ingot shows good uniformity of PL spectra.

A°X: 1.6097 eV 

xl
A°X-LO: 1.5887

DAP: 1.5591 
J x lO

top

x50

xl

A°X: 1.6085 

A°X-LO: 1.5879
middle

lA/u

DAP: 1.5583 
I

xlO x50

A°X: 1.6026
DAP: 1.5517
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CdTe and Cd, xZnxTe have various applications as explained below. These applica
tions have been reviewed in Refs 1, 6 and 455.

15.5.1 Far-Infrared Detectors
The main application of CdTe and Cd, xZnxTe is as substrates for the epitaxial growth 
° f  Hg, xCdxTe which is sensitive to far infrared of wavelength 10 ц т . Far-infrared de
tectors in this wavelength region are very useful since objects at room temperature can 
be detected by detecting their thermal radiation. It is also useful since this wavelength 
region corresponds to the atmospheric window in air where objects can be detected 
even in the presence of atmospheric obstacles such as clouds or fog.

As shown in Fig. 15.2, the lattice constant of Hg, xCdxTe does not vary so greatly as 
a function of composition. CdTe has a good lattice constant to match that of Hg, xCdxTe 
so that CdTe is used as a substrate for the epitaxial growth of Hg, xCdxTe. Cd, xZnTe 
has better lattice matching with Hg. Cd Те so more Cd. Zn Те is industrially pro
duced than CdTe. X

For far-infrared applications, two dimensional array devices are required for rapid 
image processing and therefore a large area substrate is required. It is therefore neces
sary to prepare large area crystals. In the beginning of the development of Hg, xCdxTe 
detectors, bulk Hg, xCdxTe materials were used.456 There were however limitations to 
bulk Hg, xCdxTe in obtaining large area substrates because of the difficulties in prepar
ing large single crystals. The practiece has therefore changed to the use of large area 
CdZnTe substrates in order to realize large area two dimensional arrays. Epitaxial 
growth has been extensively studied by LPE,4,457,458 VPE,459 MOCVD3,456 and MBE.3,5 
In Fig. 19.47, a typical Hg, xCdxTe/CdTe detector is shown.457

15.5.2 Radiation Detectors
As reviewed by several authors,6'8,460 CdTe is known among the various compound 
semiconductor materials as one of the most appropriate materials for high efficiency 
radiation detectors. Since CeTe has a large average atomic number, Z = 50, the stop
ping power for radiation is relatively high as explained in Sec. 6.5.1, so that less thick
ness is sufficient for detecting radiation than with other materials. Another advantage 
stems from the bandgap of CdTe (1.49 eV) which allows CdTe detectors to operate at 
room temperature. From this point of view, CdTe was studied as a radiation detector 
material in the past.177-461_466

The main CdTe detectors are based on photoconductive devices as shown in Fig. 
15.48 so that highly resistive material is required. The intrinsic resistivity of CdTe is of 
the level of 10,0Qcm and this can be achieved using high purity CdTe mainly produced 
by the THM method doped with Cl to arrive at semi-insulating materials by the com
pensation mechanism.193*196 It is important to have homogeneous Cl concentrations to 
obtain homogeneous detection performances for detector arrays as shown in Fig. 
15.49. Recently, CdTe and CdZnTe grown by the HP-VB method were also found to be

15.5 APPLICATIONS
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(a)

f*5- 1 5 f 7 (a) 5 ; fo s s  s e c t>on ° f  m e sa  - ty p e  H g ^ C d J e  d e te c to r  a n d  (b ) th e  p h o to g r a p h  o f  
r ig h U 9 8 0 niE E E )e m ° S a k  s tr u c tu r e  (r e p r in te d  fr o m  R e f.4 5 7  w ith  p e r m is s io n ,  c o p y -

good materials for radiation detectors. 107*n9’467'471
CdTe radiation detectors were first developed as discrete devices for X-ray and 

gamma-ray detection.472474 These detectors however are one-dimensional. Two-dimen- 
siona more sophisticated devices for X-ray tomography and gamma-ray detectors for 
me ica applications have been developed.475*478 These detectors compete against ion
ization boxes or oxide scintillators, but are expected to perform as high-speed and 
high-resolution solid-state detectors.

15.5.3 Solar Cells
Since CdTe has a bandgap of 1.52 eV and has a high conversion efficiency as shown in 
Fig. 6.29 and has a high optical absorption coefficient, it is a promising material for 
solar cells. Since the absorption coefficient is so large that a thickness of less than 2 ц т  
is sufficient to absorb all usable energy from the solar spectrum. Therefore, CdTe thin 
films have been studied extensively as solar cells.9' ,0*479*480

It should however be noted that bulk CdTe single crystals are not obtained on a large 
in ustrial scale so that most CdTe solar cells are based on thin films or polycrystalline
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15.5.4 Electro-Optic Modulators
The high electro-optical figure of merit, no3r41, absence of natural birefringence and low 
optical absorption in the infrared region make it possible to use high resistive CdTe in 
electro-optical modulators. Kiefer and Yariv481 measured the electro-optical properties 
of CdTe at 10.6 цш and compared them with those o f semi-insulating GaAs. CdTe 
doped with In was studied in intracavity electro-optical modulators for Q-switched 
C 02 lasers at 10.2 ц т .482 The material properties o f CdTe:In used at 1.5 ц т  have been 
investigated by Milani et al 483 who discussed its possible use in electro-optical modu
lators.

15.5.5 Infrared Windows
For window materials for high power C 0 2 lasers, extremely low optical losses at this 
wavelength are required. The absorption coefficient of CdTe has been calculated and it 
has been found to be promising for infrared window material.484 Gentile et al.12 have 
examined the effect of point defects in CdTe and improved the absorption coefficient 
by a thermal annealing procedure. Deuche485 has reviewed this application and dis
cussed the problems and trade-offs of CdTe in very high power laser window applica
tions.

15.5.6 Photorefractive Materials

It was first found by Bylsma et al.486 that V doped semi-insulating CdTe demonstrates 
high sensitivity for optical processing applications. Partovi et al.487 have reported on 
the photorefractive energy transfer at 1.5 ц т  for V-doped CdTe and shown that it is 
promising as a photorefractive material for real-time holography and optical phase 
conjugation . Launary et al.120 have grown semi-insulating V-doped CdTe single crys
tals and characterized their photorefractive properties precisely. Marfaing13 has re
viewed the photorefractive properties of V-doped CdTe and CdZnTe crystals.
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16. ZnS
16.1 INTRODUCTION
ZnS has a wide bandgap (3.65 eV) with direct transition and is a promising material for 
blue light LEDs and LDs. Therefore many studies have been performed for a long pe
riod of time but these light emitting devices have still not been realized. The main 
reason is that high quality ZnS single crystals can not be grown because the melting 
point is as high as 1830 °C and the dissociation pressure is high (3.7xl04 Pa). ZnS also 
has a transformation transition from a high temperature wurtzite phase to a low tem
perature zincblende phase at about 1060 °C. The p-n control of ZnS is also difficult as 
with other II-VI materials due to self compensation phenomena. Blue light emitting 
diodes were first attempted by Aven1 and since then many studies have been performed 
as reviewed in Refs. 2-4.

16.2 PHYSICAL PROPERTIES
The physical properties of ZnS can be found in Refs. 5-9 and are summarized in Table
16.1. Precise melting point and vapor pressures were determined by Addamiano et al.10 
Crystal growth must therefore take place at lower temperatures than this temperature. 
So far, about 150 polytypes have been reported.11 Some typical examples are shown in 
Fig. 16.1. The phase diagram of ZnS has been determined by Sharma et al.12 as shown 
in Fig. 16.2.

16.3 CRYSTAL GROWTH
Since ZnS has a high melting point of 1830 °C and the decomposition pressure is as 
high as 3.7x104 Pa, melt growth and solution growth are rather difficult. Because of the 
phase transition at about 1060 °C, crystals grown at high temperatures will contain

T a b le  16.1 P h y sica l P ro p erties  o f  Z nS

C ry sta l S tru ctu re  
L a ttice  C o n sta n t

D e n s ity  
M eltin g  P o in t
L inear  E x p a n sio n  C o e ff ic ien t  
T h erm a l C o n d u c t iv ity  
D ie le c tr ic  C o n sta n t  
R efra c tiv e  in d e x  
B a n d g a p  at R o o m  T em p era tu re  
O p tica l T r a n sitio n  T y p e  
E lectro n  M o b ility  at R.T.
H o le  M o b ility  at R.T.___________

a -Z n S Р-Z nS
w u rtz ite z in c b le n d e
а = 3 .8 2 0  A а = 5 .4 0 9 3  A
с = 6 .260  A
4 .087  g / c m 3 4 .102  g / c m 3
1830 °C
6.48x l0*6 /  d e g xlO '6 / d e g
0 .27  W /c m -K W /c m -K
8.3 9.6
2.705
3 .66 eV 3 .5 4  eV
d irect d irect
140 cm 2/ V .s e c cm 2/V - s e c
10-15  cm 2/ V .s e c cm 2/ V .s e c
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defects such as stacking faults so that vapor phase crystal growth at lower temperatures 
is the main method used. Crystal growth of ZnS is summarized in Table 16.2.

16.3.1 Melt Growth
The first experiment to melt ZnS in a high pressure furnace was carried out very long 
time ago.13 Fisher,14-17 M edcalf et al.18 and Addamiano19 have developed a growth 
method from the melt under high argon pressure. Ebina et al.20 have grown ZnS single 
crystals by the Tamman method. Kozielski et al.21'23 have grown ZnS crystals, Zn, xCdxS 
and ZnS1 xSex mixed crystals by the high pressure Bridgman method as shown in Fig. 
16.3. It was found that various poly types such as 4H, 6H, ЮН, 2H and 3C were ob
tained as seen in Fig. 16.4. Tm doping in ZnS single crystals was performed by the high 
pressure Bridgman method and the distribution coefficient of Tm was determined to be 
k0 = 0.09.26

These melt growth studies made it clear that ZnS has many kinds of polytypes and it 
was found difficult to grow uniform phase single crystals.

16.3.2 Solution Growth
Mita has grown ZnS single crystals from NaCl27,28 and various inorganic molten salts in 
a growth apparatus as shown in Fig. 16.5. He found KC1 was the most appropriate 
solvent and could grow needle-like single crystals of diameter 1 mm and length 10 mm.

Cubic ZnS crystals have been grown from halide melts.29*30 Linares29 has examined 
the phase diagram of ZnS-ZnF2 (Fig. 16.6) and applied this diagram to the growth of

F ig . 16.1 V a r io u s  p o ly t y p e s  o f  Z nS (r ep r in te d  fr o m  R ef. 6 w ith  p e r m is s io n , c o p y r ig h t  1982  
E lse v ie r ).
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l iq u id u s , (c) e q u ilib r iu m  p a rtia l p r e ssu re  o f P Tej a lo n g  th e  l iq u id u s  (r ep r in te d  from  R ef. 
12 w ith  p e r m is s io n , c o p y r ig h t  1988 E lse v ie r ).

ZnS from ZnF2 solvent. Cubic ZnS is stable from 805 °C to at least 1012 °C. Above 
1012 °C, cubic and hexagonal and other phases exist. Crystal growth was performed 
cooling from 1000 °C to 800 °C and cubic single crystals of dimensions 12x6x0.9 mm3
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Table 16.2. C rystal G row th of ZnS
M ethod Result Author Year Ref.
VG Reaction of H2S with Zn vapor Lorenz 1891 43
HP-VB First m elt growth of ZnS T iede et al. 1920 13
VG Vaporization under H2S R eynolds et al. 1950 44
VG Sublim ation under H2 Piper et al. 1953 45
VG Sublim ation under H2 a n d /o r  H , atm osphere K rem heller 1955- 46
VG Growth of crystals of 1-15 g w eight G reene et al. 1960 47
HP-VB Growth in quartz am poule covered by graphite Fisher 1958- 14-

crucible 1970 17
HP-VGF Growth under various Ar pressures (250-1500 psi) M edcalf et al. 1958 18
VG Regrowth of ZnS using polycrystalline ZnS seed N ish im ura 1959 48, 49
HP-VGF Growth under 150 psi argon atm osphere A ddam iano et al. 1960 19
PVT Impurity incorporation behavior and heat treatm ent K rem heller 1960 50
CVT Growth of com pound sem iconductors using I2 N itsche 1960- 71-

transport reagent 1967 73
SG Growth of needle like crystals from NaCl flux Mita 1961 27, 28
PVT Effect o f KC1 on the structure of grow n crystals Sam elson et al. 1961 51
PVT Self-sealing sublim ation m ethod Piper et al. 1961 52
PVT Self-sealing m ethod Indradev 1961 53
CVT Sublim ation growth in H2S atm osphere Patek et al. 1961

1962
74-
75

SG Growth of needle like crystals from KC1 flux Mita 1962-
1963

27, 28

SG Growth o f 12x6x0.9 mm3 crystals from ZnF2 flux Linares 1962 29
CVT G rowth w ith HC1 as the transport reagent Jona 1962 76
CVT G rowth w ith  HC1 as the transport reagent Sam elson 1962 79
CVT G row th rate m easurem ent using I2 as the transport Jona et al. 1963- 77-

reagent 1964 78
SG G rowth from (5-ZnS from ZnF2 flux Laudise 1963 30
CVT Effect of the I2 reagent content on the m orphology  

of grow n crystals
R um yantsev 1965 80

SG Solubility  in Sn, Cd, Bi. G rowth o f sm all crystals Rubenstein 1966-
1968

31-32

PVT ZnS crystals doped w ith transition-m etals Indradev et al. 1966 54
HP-VB G row th at 1850 °C under 50 atm. argon atm osphere K ozielski 1967 21
HP-VB G rowth of ZnS and ZnCdS and ZnCdSe crystals K ozielski 1975 22, 23

HP-VB G row th o f ZnS by the Tamman m ethod Ebina et al. 1967 20
PVT G row th of Zn^Cd^S by self-sea ling  Piper-Polish  

m ethod
H ill et al. 1967 56

SG G row th from Ga or In m elts, 3-5x0.1 mm crystals H arsey et al. 1967- 33-
1968 34

SG G row th from m olten halide solutions Parker et al. 1968 35
SG G row th o f cubic ZnS from PbCl2 Linares 1968 36
PVT G row th o f ZnCdS m easuring 15x3x4 m m 3 Indradev et al. 1968 55
CVT G row th using N H 4C1 and I2 as the reagent Lendvey 1971 81
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T able 16.2. C rystal G row th of ZnS (continued)
Method Result Author Year Rei.
CVT G rowth using HC1 as the reagent Ujie et al. 1971 82
PVT Vertical PVT grow th o f crystals of several cm3 Blanconnier et al. 1972 57
HP-VB C om position  analysis after m elt growth Kimura et al. 1973 24
CVT Growth rate using I2 as the reagent Dangel et al. 1973 83
PVT Theory o f grow th rate and com parison with the 

experim ent
Tempest et al. 1974 58

PVT G row th of ZnSxSel xand structural studies Cutter et al. 1976 59
CVT G rowth rate using I. as the reagent Hartmann 1977 60
PVT/CVT Com aprison of PVT and CVT Hartmann 1977 84, 85
HP-VB G row th ZnCdS and ZnSeS, effect of com posi

tion on p olytype  formation
Kozielski 1975 26

CVT G row th of ZnS Se, (0.2<x<0.8) Catano et al. 1976 96
PVT/CVT G rowth of crystals m easuring 10x10x5 mm3 Hartmann 1977 60
SG G rowth fromTe melt Washiyama et al. 1978 37
PVT In-situ observation o f crystal growth Shichiri et al. 1978 61
PVT M odified P iper-Polish m ethod Russel et al. 1979 62
SG Growth from m olten PbCl2 Nistor et al. 1980 38, 39
PVT Vertical PVT Kishida et al. 1980 63
PVT G rowth of 7.5 cm3 crystals w ith contactless 

arrangem ent using m olten tin heating media
Bulakh et al. 1980 64

SG G rowth of plate-like crystals from Те solution Aoki et al. 1981 40
CVT Growth of Znx xCdxS (x ^ 0 .0 7 ) using I2 as the 

reagent
Palosz 1982 86, 87

PVT G row th of Z nC d^j x Oktik et al. 1983 65
PVT G rowth rate m easurem ent Kaneko et al. 1984 66
PVT G rowth kinetics and m echanism s M ochizuki et al. 1985 67, 68
CVT G row th with I2 reagent in a vertical furnace Shouji et al. 1984 88
CVT Effect o f cone angle during growth with I2 reagent Yang et al. 1984 89

CVT Growth w ith NH^Cl as the reagent M atsum oto et al. 1984 90

CVT G rowth of Z nS^ e, x and PL m easurem ent Huang et al. 1986 69
92CVT G rowth of large single crystals measuring  

10x10x10 mm3 using I2 reagent
Kitagawa et al. 1987 91,

HP-VB Process based on HP-VB free of quartz materials SDS Inc.. 1988 25

CVT G rowth w ith N H 4C1 as the reagent Noda et al. 1990 93

CVT Cubic ZnS m easuring 1.5 cm3 using I2 reagent Ohno et al. 1990 94

HP-VB Growth under 100 atm. argon w ith Tm doping Boyn et al. 1991 26
42SG G rowth from Sb0<Te06 alloy solution N agano et al. 1991-

1992
41,

PVT G rowth of mixed crystals of 40-55mm diameter K orostelin et al. 1996 70

HP-VB: high pressure vertical Bridgman, SG: solution grow th, VG: Vapor G rowth, PVT: physical
vapor transport, CVT: chemical vapor transport

could be obtained. ZnS crystals were grown by the gradient technique in closed trans
parent silica ampoules. It has been shown that the growth from flux or molten salts
yields relatively large crystals.30

Rubenstein31-32 has measured the solubility of ZnS in tin. Harsey et al. • have
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F ig. 16 .3  S ch em a tic  v ie w  o f  a p p a ra tu s  for  Z nS cry sta l g r o w in g :  (1) cru c ib le , (2 ) h e a te r , (3) 
sc reen s, (4) in su la te d  e le c tr ic a l le a d , (5) a u to c la v e , (6 ) th r e a d e d  a u to c la v e  b o x , (7 ) w a te r -  
c o o lin g  ja ck et, (8) r in g  g a sk e ts ,  (9 ) s im m e r  g a sk e t , (10 ) w a te r  o u t le t , (11 ) e le c tr ic a l  le a d ,  
(1 2 )  w a te r  i n l e t s ,  (1 3 )  g e a r  w h e e l ,  (1 4 )  e n g in e  w i t h  t r a n s m is s io n  g e a r , (1 5 )  w a te r  
t e r m in a ls ,  (1 6 )  s i ld a b le  r o d , (1 7 )  r o d  s e a l in g ,  (1 8 )  c o o le r  s e t  s c r e w ,  (1 9 )  t a b le  to p  
(r ep r in te d  fr o m  R ef. 21 w it h  p e r m is s io n , c o p y r ig h t  1 9 6 7  E lse v ie r ).

F ig . 16 .4  D e p e n d e n c e  o f  a v e r a g e  h e x a g o n a lity  o n  C d c o n c e n tr a t io n  in  Z n l xC d xS c r y s ta ls  
(r ep r in te d  fr o m  R ef.2 3  w ith  p e r m is s io n , c o p y r ig h t  1975 E lse v ie r ).

grown ZnS single crystals from Ga or In solutions. Homogeneous solutions have been 
prepared at 1000-1200 °C and crystals of 3-5 mm and thickness of 0.1 mm were grown 
by slow cooling at a rate of 15-20 °C/min.
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F ig . 16 .5  S c h e m a tic  f ig u r e  o f a so lu t io n  g r o w th  a p p a ra tu s (from  R ef. 28 w ith  p erm iss io n ).

Parker et al.35 have grown ZnS single crystals from molten halide solutions such as 
KI, KC1, KI-ZnCl2 and KI-ZnCl2 using an ampoule as shown in Fig. 16.7. The effects of 
flux compositions, growth temperature and temperature gradient on the morphology of 
grown crystals have been systematically studied. Cubic ZnS crystals have been grown 
from halide melts. Linares36 has grown ZnS single crystals from molten PbCl2 at tem
peratures from 500 °C to 800 °C.

Washiyama et al.37 have grown ZnS single crystals from a Те solvent. The solubility 
of ZnS in Те has been measured and the crystal growth was performed by cooling the
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F ig . 16 .7  C rysta l g r o w th  a p p a ra tu s fo r  a f lu x  g r o w th  m e th o d  (r e p r in te d  from  R ef. 35 w ith  
p e r m iss io n , c o p y r ig h t  1968  E lse v ie r ).

ampoule from 1100-1200 °C to 500-550 °C at a cooling rate of 15-40 °C. Plate-like 
ZnS single crystals of dimension several mm could be obtained.

Nistor et al.38- 39 have grown ZnS single crystals from molten PbCl2 by the gradient 
freezing technique in closed ampoules of transparent silica. The ampoule was sus
pended in a vertical tube furnace in a temperature gradient of 5 °C/cm with the lowest 
part of the ampoule kept at 575 °C. Crystals of several mm were grown. They studied 
the morphology of grown crystals and examined the segregation coefficients of com
mon impurities.39

TEMPERATURE (eC)
1200 1000 800 600 700

RECIPROCAL TEMPERATURE 
1000/Т (К"1)

F ig . 16 .8  S o lu b ility  o f  Z nS in  Т е, Sb an d  Sb04T e 06 (fro m  R ef. 41 w ith  p e r m is s io n ) .
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F ig . 16 .9  PV T  fu r n a c e  an d  its  tem p era tu re  d is tr ib u tio n  (from  R ef. 49 w ith  p er m iss io n ).

Nagano et al. have grown ZnS crystals doped with Sb from Sb04S0641 and ZnS crys
tals doped with Sb and Те from an Sb04Te06 solution42 by a temperature difference 
solution growth method. The solubility is shown in Fig. 16.8, comparing Те and Sb 
solvents.

16.3.3 Vapor Phase Growth
(1) Physical Vapor Transport (PVT) method
ZnS single crystals have been grown by the vapor phase growth method, mainly by the 
PVT method and the iodine transport CVT method. In order to grow pure ZnS crystals, 
PVT methods have been investigated by various authors43'70 from as early as 1891.

Nishimura48,49 has grown ZnS single crystals by the PVT method in a furnace as 
shown in Fig. 16.9. He examined the effect of growth temperature and the temperature 
gradient on the morphology and the structure of grown crystals. Samelson and 
Brophy51 have grown ZnS single crystals by the PVT method and examined the struc
ture of grown crystals. They found that the addition of KC1 at a concentration of 0.5-1.0 
mole % was effective in obtaining cubic phase crystals.

Indraev et al.53-55 have applied a self-sealing vapor phase method (Piper-Polish 
method, Sec. 2.4.2) for growing ZnS single crystals and ZnxCd, xS single crystals. The 
growth has been performed at 1350 °C under argon, hydrogen sulfide and helium gas 
atmospheres. ZnS single crystals doped with transition metals have also been grown, 
using chlorides and sulfides as the dopants. ZnxCdbxS single crystals have been grown 
by the same method and their photovoltaic properties were evaluated.

Hartmann60 has grown ZnS single crystals by the sublimation method^at a charge 
temperature of 1350 °C and obtained single crystals measuring 5x3x3 mm3.

Shichiri et al.61 directly examined crystal growth behavior above and below the tran
sition temperature Tc (1024 °C) using a microscope camera by which crystal growth
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F ig . 1 6 .1 0  S c h e m a tic  d ia g r a m  o f  (a ) a p p a r a tu s  a n d  (b ) g r o w t h  v e s s e l  m a d e  o f  q u a r tz  
(r ep r in te d  fro m  R ef. 61 w ith  p e r m is s io n , c o p y r ig h t  197 8  E lse v ie r ) .

could be observed in-situ in an arrangement as shown in Fig. 16.10.
Russel and Wood62 examined two PVT methods, a modified Piper-Polish method 

(Fig. 16.11) and a method using a sealed evacuated capsule. Crystals were grown at 
about 1600 °C in the former case and mainly wurtzite crystals were obtained. In the 
latter case, crystals were grown at about 1020 °C, at lower temperatures than the phase

F ig. 16 .11  V a p o r  p h a se  g r o w th  o f Z nS  b y  a m o d if ie d  P ip e r -P o lish  m e th o d  (r ep r in te d  fro m  
R ef. 62 w ith  p e r m is s io n , c o p y r ig h t  1979  E lse v ie r ).
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transition temperature, and zincblend crystals were obtained.
Kishida et al.63 have grown ZnSxSej x ( 0.89 < 1) mixed crystals by a vertical 

PVT method and examined their photoluminescence spectra as a function of composi
tion.

Bulakh et al.64 studied the growth of ZnS on (0001) sapphire, quartz glass and ZnS 
substrates by the free growth Markov method. They have developed a modified physi
cal vapor transport method, in which the free-growth method invented by Pekar based 
on the Markov method is used with heating performed by molten tin as explained in 
Sec. 17.3.3 for ZnSe. This method was used not only for the growth of ZnS single 
crystals but also ZnSexS, x and ZnSe single crystals. The size of single crystals obtained 
was up to 7.5 cm3.

Kaneko and Yumoto66 measured the growth rate of ZnS and compared the result 
with a theoretical molecular flux equation. Mochizuke et al.67-68 studied the sublimation 
growth of ZnS and Z nS ^e, x as a function of the partial pressure of sulphur by using a 
furnace as shown in Fig. 16.12. The transport rate was determined as shown in Fig.

F ig . 1 6 .1 2  (a) S ch em a tic  d ia g ra m  o f (a) fu rn a ce  and (b) a ty p ic a l te m p er a tu r e  p r o file  (fro m  
R ef. 68  w ith  p e r m is s io n ) .
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F ig . 16 .13  V a p o r  tr a n sp o r t  a s  a fu n c t io n  o f  P s (r e p r in te d  fr o m  R ef. 6 7  w ith  p e r m is s io n ,  
c o p y r ig h t  1985 E lse v ie r ).

16.13. The vapor transport mechanism and the polarity were discussed as a function of 
the partial pressure.

(2) Chemical Vapor Transport (CVT) method
Since ZnS has a high melting point with high dissociation pressure and has a phase 
transition from wurtzite to zincblende, chemical transport methods have been devel
oped since crystal growth can be carried out at temperatures as low as 750-850 °C, 
even lower than with the physical vapor transport method.

In a closed tube (see the example in Fig. 2.15), ZnS is made to react with ^  to give a 
volatile compound Znl2 in a high temperature zone, and Znl2 is transported to a low 
temperature zone, where Znl2 reacts with sulphur vapor and grown as ZnS single crys
tals according to the following equation.

ZnS + I2 = Znl2 + 1/2S2 (16.1)

Cl2 is also used as transport reagent, but since Ij can be handled as a solid, it is easier 
to use. The advantages of this method are as follows.

(i) Crystal growth temperature is as low as 750-850 °C, which is much lower than 
the melting point and is even lower than with the physical transport method.

(ii) Iodine is incorporated in ZnS single crystals and acts as donor for an intense blue 
emission which is called self activated (SA) emission.

(iii) Cubic single crystals can be obtained.
Crystal growth has been performed by various researchers71-94 using various re

agents such as ^  HC1, NH4C1 and H^S and it is reported that single crystals measuring
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F ig . 1 6 .1 4  S c h e m a t ic  d ia g r a m  o f  e x p e r im e n ta l arrangem ent; 1: furnace 2- s ilica -g la ss  
tu b e , 3: c h a r g e  o f  th e  o r ig in a l  m a te r ia l,  4: sea led  end of the tube, 5: grow th zon e  w ith  
g r o w in g  c r y s ta ls  a n d  p o ly c r y s ta ll in e  la y er  on the w a lls, 6: control of H^S pressure in the 
tu b e , 7: s i l ic a - g la s s  w in d o w  fo r  o b ser v in g  the grow th  of crystals, 8: therm ocouple (from  
R ef. 74  w ith  p e r m is s io n ) .

1-1.5 cm square91,92 could be grown.
Nitsche71'73 has first applied an iodine chemical transport method to the growth of 

ZnS. Patek et al.74*75 have studied the growth of ZnS single crystals using K^S as the 
transport reagent in an open tube furnace as shown in Fig. 16.14.

Jona76 studied the growth of ZnS crystals using HC1 as the transport reagent in a 
simple method as shown in Fig. 16.15. A thermodynamical analysis was done and the 
transport rate due to the following reaction was measured.

F ig . 16 .15  Tem perature profile  during crystal growth and the appearance o f  the tube after the 
grow th o f  ZnS (reprinted from  Ref. 76 w ith permission, copyright se
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Fig. 16.16 Rate o f  so lid  transport in the sy s te m  ZnS:I as a fun ction  o f  Pj . Curve A: theoretical 
solid  transport rate calculated from d iffusion  th eo ry , Curve B -D : experim ental results depending  
on the tube s izes  exp lained  in the reference (rep rin ted  from  R ef. 78 w ith  p erm ission , copyright 
1964 E lsevier)..

ZnS + 2 HC1 = ZnCl2 + H^S (16.2)

Jona and Mandel77*78 have studied the growth of ZnS single crystals by using I2 as the 
transport reagent. Cubic single crystals, sim ilar to those obtained in crystal growth 
from HC1, were obtained. The effect of the iodine pressure on the transport mechanism 
has been studied and it was found that as the  pressure rises, the transport mechanism is 
at first diffusion-controlled and then becomes convection-controlled as shown in Fig. 
16.16.

Samelson79 has studied the growth of ZnS using I^S  as the transport reagent. The

AMPOULE

Fig. 1 6 .17  S ch em a tic  c r o s s -se c t io n  o f th e  a p p a r a tu s  u s e d  for  ZnS s in g le  cry sta l g r o w th  (re 
p r in ted  from  R ef. 81 w ith  p e r m is s io n , c o p y r ig h t  1971 E lse v ie r ).
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a  b с d  e f 9 h t

F ig. 16 .18  S c h e m a tic  c r o s s -se c t io n  o f  the a p p a ra tu s u sed  for ZnS s in g le  crystal g ro w th  (re
p r in te d  fro m  R ef. 86 w ith  p e r m is s io n , c o p y r ig h t 1982 E lsev ier ).

reaction employed is as follows,

ZnCl2 + H2S = 2HC1 + ZnS (16.3)

and the transport rate, the thermodynamics and the growth conditions were discussed. 
Lendvay81 studied the growth of cubic and hexagonal ZnS single crystals using

To vacuum system

т Cc)

P o s it io n  2

F u rnace

(b)

(a)
F ig . 16 .1 9  (a) G ro w th  a m p o u le  a n d  (b) th e  tem p era tu re  p r o f ile  a n d  th e  a m p o u le  p o s it io n  
fo r  cry sta l g r o w th  by  th e  CVT m e th o d  (fro m  R ef. 88 w ith  p e r m is s io n ) .



456 PART 3 II-VI M aterials

transport reagents such as NH4C1 and I2. In his experiment, the ampoule was pulled 
horizontally as shown in Fig. 16.17. Ujiie and Kotera82 have studied the effect of the 
transport rate and the hydrogen chloride pressure on the purity of grown cubic ZnS 
single crystals. Dangel et al.83 studied the transport rate as a function of tube geometry, 
temperature gradient, and the concentration of transport reagent for the ZnS:I system.

Hartmman84,85 has grown a large single crystals up to 8x8x5 mm3 with the charge

F ig . 1 6 .20  T e m p e ra tu re  p r o file  a n d  th e  g r o w th  a m p o u le  fo r  th e  C V T  cry sta l g r o w th  (fro m  
R ef. 91 w ith  p e r m is s io n ) .
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F ig . 16 .21 (a) D e p e n d e n c e  o f th e  tr a n sp o r t rate  o f  Z nS  o n  th e  io d in e  c o n c e n tr a tio n  a n d  (b) 
tr a n sp o r t  ra te  o n  th e  s e e d  c r y s ta l a s a fu n c t io n  o f te m p e r a tu r e  d if fe r e n c e  (fro m  R ef. 91 
w ith  p e r m is s io n ) .
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F ig . 1 6 .2 2  Z nS (1 1 1 ) w a fe r s  cu t fr o m  CV T g r o w n  s in g le  c r y s ta ls  (fro m  R ef. 91 w ith  p er
m is s io n ) .

temperature of at 950 °C and a cooling rate of 20-600 °C/hr. Palosz et al.86-87 studied the 
dependence of the structure of ZnS on growth conditions for the system of ZnS.I. 
Nucleation control was achieved by using various shaped ampoules as shown in Fig.
16.18. The growth of ZnlxCdxS (x^0 .07) single crystals was also studied by various 
techniques, such as growth in ampoules of small inner diameter, tapered ampoule and 
growth on a seed.

Shoji et al.88 have grown ZnS single crystals by the vertical CVT as shown in Fig.
16.19. Yang et al.89 used iodine CVT and could grow ZnS single crystals measuring 
18x17x9 mm3.

Crystal growth of ZnS using NH4C1 as the transport reagent is reported by 
Matsumoto et al.90 NH4C1 dissociates and acts as HC1 so that the chemical reaction 
relevant to the transport is considered to be as follows.

ZnS(s) + 2 HCl(g) = ZnCl2(g) + H,S(g) (16.4)

Kitagawa et al.91-92 have applied the temperature difference constant temperature 
method as shown in Fig. 16.20 and examined the effect of the temperature difference 
between the source and the seed (2-10 °C), and of the iodine concentrations (0.02-10 
mg/cm3) on the quality of grown crystals (Fig. 16.21). Large area sing e crysta s cou 
be obtained at higher temperature difference and lower iodine concentrations as shown 
in Fig. 16.22. . .

The growth kinetics have been analyzed by Noda et al.,93 t a k i n g  diffusion laminar 
flow and convective flow into account. The calculation of growth rate ase on e 
diffusive mass transport was performed by Palotz.

Mixed ZnSxSe,.x(0.2<x<0.8) crystals have been grown by the mdine-transporte
CVT method.96
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Polycrystalline ZnS for preparing infrared window materials can be produced by the 
CVD method from zinc vapor and H2S gas.97 The growth rate of the CVD method is 
about 1-2 ц т /rnin and high purity and dense, homogeneous polycrystalline materials 
can be obtained.98 Suzuki et al.99 has studied the effect o f annealing on the electrical 
properties and MIS type LEDs have been fabricated.

16.3.4 Other Methods
Hydrothermal growth of ZnS, ZnS-H20-N a2S and ZnS-H2) systems has been re
ported.100 ZnS-HgS and ZnS-CdS solid solutions have also been prepared by the hydro- 
thermal synthesis method.101

16.4 CHARACTERIZATION
16.4.1 Defects
Ebina et al.20 have studied the structure of various crystals and found the existence of a 
large amount of stacking faults. As explained in Sec. 16.2, ZnS has various polytypes. 
The formation mechanism of polytypes has been studied by Mardix.102 Steinberger et 
al.103 have discussed the formation of stacking faults from dislocation movement.

Various point defects have been studied theoretically and examined by electron spin 
resonance (ESR) measurement.104-105 Kroger106 has systematically examined the point 
defects in ZnS and calculated defect concentrations thermodynamically. Ido et al.107 
has calculated thermodynamically the concentrations of various point defects as a 
function of temperature and dopant concentrations.

16.4.2 Electrical Properties
(1) Mobility and carrier concentrations
Because of the self compensation mechanism (Sec. 4.2.5), ZnS is of n-type conductiv
ity and is difficult to obtain p-type conductive material. The theoretical temperature 
dependence of electron mobility compared with the experimental Hall mobility is 
shown in Fig. 16.23.108 It is also predicted that ZnS crystals grown from a Те solvent 
are of low resistivity. The energy levels of donors and acceptors of ZnS have been 
determined8 as shown in Table 16.3.

(3) Chemical Vapor Deposition (CVD) method

T a b le  16 .3  E n erg y  L e v e ls  o f D o n o r s  a n d  A c c e p to r s  in  Z nS
Im p u r ity D o n o r  or  

A c ce p to r
E n erg y  le v e l  from  
c o n d u c t io n  b a n d  (eV )

E n erg y  le v e l  from  
v a le n c e  b an d  (eV )

A g A 0.7 2 0
Al D 0 .0 7 4 -0 .1 0 0
C u A 1 .2 5 0
In D 0 .4 0 0 -0 .6 0 0
Li A 0 .150
N a A 0 .1 9 0
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т/к ---- -

F ig . 1 6 .2 3  T h e o r e t ic a l e le c tr o n  m o b ility  (so lid  cu rve) o f p u re  ZnS co m p a red  w ith  e x p e r i
m e n ta l  H a ll  m o b i l it y  d a ta  (r e p r in te d  fro m  R ef. 108 w ith  p e r m is s io n , c o p y r ig h t  1975  
E lse v ie r ).

(2) H eat treatment
The resistivity of ZnS obtained by the iodine CVT method is normally very high be
cause iodine donors are compensated by deep acceptor levels due to impurities and Zn 
vacancies. In order to reduce the resistivity, heat treatment in the melt of II-group ele
ments with donor impurities such as Al was performed.3-109 This heat treatment reduces 
not only the concentration of zinc vacancies which act as acceptors but also that of 
copper impurities which act as deep acceptors with energy levels 1.2 eV above the 
valence band.110

Oda et al.111 showed that low resistive ZnS of about 10 Q cm can be reproducibly 
obtained by heat treatment at 1000 °C in a Zn-AJ (typically 15 %A1) melt. It was also 
pointed out that Cu contamination makes it difficult to obtain low resistive ZnS repro
ducibly.1,2 Heat treatment in Zn-Al, Zn-Ga, Zn-Al-Ga alloy melts at 1000 °C has been 
studied systematically to determine the appropriate conditions, taking care to reduce 
the Cu contamination.112

16.4.3 O ptical P roperties
Photoluminescence has been extensively studied in order to clarify the emission 
mechanism.113-118 ZnS shows a strong blue light emission which is called Self-Acti
vated (SA) emission. The emission center is believed to be due to complex defects 
between Zn vacancies with donors such as halogen (Is+) or aluminium (AlZn3+). The blue 
emission is due to Donor-Acceptor (D-A) pair emission between this SA center and
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donors. Blue LEDs can be fabricated using this emission.
ZnS is also promising for LEDs and LDs in the ultraviolet wavelength. For these 

applications, it is essential to carry out studies of the band edge emission. Fig. 16.24 
shows a typical band edge emission spectrum. It was determined that 3.802 eV is the 
upper line of exciton-polariton and 3.797 eV is the lower line. The emission of 3.789 
eV is exciton bound to neutral donor and that at 3.782 eV is the exciton bound to neu
tral acceptor.117' 118

Characterization by Raman scattering,119*120 electrolum inescence (EL)121 and 
cathodoluminescence (CL)122 has also been performed and their scattering,and lumi
nescence mechanisms have been discussed.

16.5 APPLICATIONS
16.5.1 Light Emitting Diodes (LEDs)
Since p-type ZnS can not be obtained, metal-insulator-semicondcutor (MIS) or metal- 
semiconductor (MS) structures have been investigated for blue light LEDs.2*94,99,1,7> 123‘127 
For the insulating layer (I layer), various methods have been studied as follows.

(i) Formation of a high resistive surface by heating a low resistive ZnS bulk single 
crystal

(ii) Deposition of insulating layers such as MgF2 or Nal
(iii) Deposition of high resistive ZnS
(iv) Ion implantation of S ions
(v) Formation of a ZnS-ZnO mixed crystal layer (pai layer)

as-grown ZnS j =3.789eV  
Xe-Cl excimer laser (308nm) 9 
4.2K

I ie =  3.782eV

l /  =  3.768eV

-----«------------«----------- 1---------- 1----------- 1----------- 1----------- 1_______I_______I_______I---- ------- 1-----------L

334 332 330 328 326 324
Wavelength (nm)

F ig . 1 6 .2 4  PL e d g e  e m is s io n  o f  io d in e  CV T as g r o w n  Z n S  cry s ta l.
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F ig . 16 .25  S tru c tu re  o f  M  S ty p e  b lu e  l ig h t  LED (rep rin ted  from  Ref. 126 w ith  p erm iss io n  
of S p r in g er  S c ie n c e  an d  B u s in e s s  M ed ia ).

(vi) MBE or MOCVD epitaxial layers
It is reported that by using n layers, external quantum efficiency as high as 0.08 ̂  

could be obtained.
As MOCVD or MBE epitaxial insulating layers, ZnS homo-epitaxial layers show 

higher efficiency from the viewpoint of their thermal expansion coefficient and lattice 
matching. An MjtS structure with MOVPE ZnS at-layer as shown in Fig. 16.25 has 
been investigated and the emission at 450 nm due to D-A pairs has been observed. 
These polycrystalline ZnS materials were used for fabricating LEDs based on the MIS 
structure."

16.5.2 EL E m itting  Devices
ZnS has been extensively studied for EL display material.128 ZnS thin films are pre
pared as thin films by vacuum deposition, the three temperature method and sputtering. 
To form emission centers, transition metals such as Mn and rare earth elements sue as 
Tb are doped. The emission of thin film EL is based on the mechanism in which elec
trons are accelerated under a strong electric field (l-2x l06 V/cm) and excite emission 
centers by impact ionization.

16«5«3 T unable Lflscrs
ZnS doped with Cr2+, Co2+, Ni2+ is promising for mid-IR tunable lasers.129-130 Among 
various dopants, Cr2+ is considered to be most efficient. A laser-pumping experimen 
was performed using Cr doped ZnS crystals and it was found that t e asing ou pu a 
2.35 ц,т had a slope efficiency of 2 %.
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17. ZnSe

17.1 INTRODUCTION
ZnSe has a bandgap of 2.7 eV at room temperature and is a promising material for blue 
light emitting diodes and laser diodes.1'6 In fact, it has been proved that by the epitaxial 
growth of ZnSe/GaAs, it is possible to obtain blue-green light emitting diodes and laser 
diodes.710 In this hetero epitaxial material, significant strain is introduced because of 
the lattice mismatch and the big difference in thermal expansion coefficients.11 Fur
thermore, a layer of Ga2Se3 is formed at the ZnSe/GaAs interface.12 This kind of hetero- 
epitaxial growth is not appropriate from the viewpoint of device stability. It is therefore 
desirable to grow high quality ZnSe bulk materials for the substrate to grow epitaxial 
layers with lattice matching.13 ZnSe is also promising for laser screens for projection 
color television sets.14

17.2 PHYSICAL PROPERTIES
The physical properties of ZnSe are shown in Table 17.1. These data can be found in 
various references.15'19 Since the melting point of ZnSe is as high as 1515 °C and the 
dissociation pressure is 5 atm., ZnSe is a material which is difficult to grow in single 
crystals. The vapor pressure of ZnSe is reported in Refs. 20 and 21. The phase diagram 
of ZnSe has been examined by various researchers.22*26 Typical ones are shown in Fig.
17.1. ZnSe has a phase transition from wurtzite to zincblende at about 1425 °C,27 so 
severe twinning is a problem for the melt growth of ZnSe. The mechanism of this trans
formation is discussed by various authors.27'29

Miscibility between ZnSe and CdTe has been studied by Yim30 and the wurtzite to 
zincblende transformation in ZnSe-CdSe was studied by Kulakov and Balyakina.31 The 
bandgap and lattice constants of Zn, xMgxSe have been studied by Jobst et al.32 Self 
diffusion coefficients have been measured by Woodbery and Hall.33

T ab le  17.1 P h y sica l P ro p er tie s  o f Z nS e
C ry sta l S tru ctu re z in c b le n d e
L attice  C o n sta n t 5 .6 6 8 7  A
D e n s ity 5 .2 7  g / c m 3
M eltin g  P o in t 1515 °C
L in ear  E x p a n sio n  C o e ffic ien t 7 .5 5 x l0 * 6 / d e g
T h erm al C o n d u c tiv ity 0 .1 9  W /c m -K
D ie le c tr ic  C o n sta n t 9.1
R efra ctiv e  in d ex 2.61
B a n d g a p  at R oom  T em p era tu re 2 .71 eV
O p tica l T ra n sitio n  T y p e d irec t
E lectron  M o b ility  at R.T. 5 3 0  cm 2/V - s e c
H o le  M o b ility  at R.T. 28 cm 2/V - s e c

465
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In the past, various crystal growth methods have been performed for ZnSe. Even 
though many methods have been examined, no industrial production method for ZnSe 
crystal growth has yet been established. ZnSe polycrystals are industrially grown by 
the CVD method but this method does not allow of single crystal growth. Melt growth 
has been studied extensively but the twinning problem due to the phase transition is 
still a large obstacle.

17.3 CRYSTAL GROWTH

10«/T (K>
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leooi----- 1----- 1----- 1------1----- 1------1----- 1----- 1----- r

- 4 I 9 .S
•  R u b an ita ln  
о Kikuma

e Z a S a  + (S t)

10 20  3 0  -10 50  60 70 

Al % S«

1500*C 1300*C 1100*& eoo*c eoofc
I I I I г
1200 С 1000" С

r.o e.o 
ЛО* П  (К)

F ig . 17.1 (a) X-T d ia g r a m  of Z n S e, (b) e q u ilib r iu m  p a r tia l p r e ssu r e  p Zn a lo n g  th e  s o l id u s ,  
(c ) e q u i l ib r iu m  p a r t ia l  p r e s s u r e  P S(#i a lo n g  th e  s o l id u s  (r e p r in te d  fr o m  R ef. 2 4  w it h  
p e r m is s io n , c o p y r ig h t  198 8  E lsev ier ).*



ZnSe 467

Good quality single crystals can be grown by low temperature methods such as solu
tion growth and vapor phase growth.

17.3.1 Melt Growth
In the case of ZnSe, melt growth has been performed mainly by high pressure VB or 
VGF methods. ZnSe has however a phase transition from wurtzite to zincblende at 
about 1425 °C so that twinning easily take places due to the structural transformation. 
Various methods of melt growth are summarized in Table 17.2.

(1) Liquid Encapsulated Czochralski (LEC) method
It was long believed that the LEC method was not appropriate for the growth of ZnSe. 
Hruban et al.34 have however applied this method to the growth of ZnSe by using B20 3 
as the encapsulant under a nitrogen gas pressure of 30-40 bars using a commercial high 
pressure puller (MSR-6). They have shown that ZnSe ingots of 30-65 mm in diameter 
and 300-800 g in weight could be obtained. It was shown that by increasing the axial 
temperature gradient, ingots of stable diameter could be obtained as shown in Fig.
17.2.

(2) Zone Melting (ZM) method
Shone et al.37 have grown undoped and Na-, P- and Mn-doped ZnSe crystals in a ver^ 
cai furnace under argon pressure of 8 atm. The crucible was heated by a RF heater an 
the molten zone and the temperature gradient were estimated as 2 cm long and 70 
cm, respectively. Polygonization was reduced when the growth rate was ess t an

(a) <b)
F ig . 1 7 .2  Z n S e  s in g le  c r y s ta ls  g r o w n  by  th e  LEC m e th o d ,  (a )  I s n a  lo w
g r a d ie n t  a n d  (b )  w it h  d ia m e te r  c o n tr o l  ( r e p r in te d  fr o m  R e f. 3 4  w i t h  p e r m .s s .o n ,

c o p y r ig h t  1999 E lse v ie r ).
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T able 17.2. M elt G row th of ZnSe
M ethod Result Author Year Ref.
HP-VB Soft-am poule technique and grow th under h igh Fisher 1959 38-42
pressure 1961

HP-VB Growth under 120 atm. argon pressure T sujim oto et al. 1966 43
ZM Synthesis o f ZnSe and grow th by ZM Libicky 1967 35
HP-VB Growth under 70 atm. argon pressure, 25ф mmx 40 

mm crystals
Eguchi et al. 1968 44

HP-VGF Growth from a stoichiom etric m elt H olton  et al. 1969 45
HP-VB H igh pressure furnace construction K ozielski 1975 46
HP-VB C om position analysis after m elt grow th Kikuma et al. 1973 47
HP-VB Crystal grow th under argon (10-200 atm .) pressure. K ulakov et al. 1976 58-61
28-36 mm in diam eter and 200 mm in length 1981

HP-VB Effect of excess Se on the grow th rate Kikuma et al. 1977 48
HP-VB Low resistivity n-type crystal grow th from excess Zn Kikum a et al. 1981 50-

melt 1985 53
ZM Overlap zone-m elting for purification Isshiki et al. 1985 36
SSSR Self-sealing grow th under 5-7 atm. N2 overpressure, 

growth of 4.5 cm 3 sing le  crystals
Fitzpatrick et al. 1986 74

VB Growth at 990-1165 °C using closed am poules Chang et al. 1987 62
HP-VB Growth of 25ф mmx50 mm crystals under 100 atm. Terashim a 1988- 63-
pressure 1991 64

HP-VB Process based on HP-VB free of quartz m aterials SDS, Inc. 1988 65
HP-VB Effect of Zn partial pressure on the m elt com position , Kikuma et al. 1989 56-

resistivity and m obility 1991 57
ZM 3.5 cm 3 tw in-free crystals w ith M n-doping Shone et al. 1989 37
HP-VB Growth of 25фх25 mm crystals w ith various cone  

angles under 90 atm. N 2 pressure
Yoshida et al. 1992 66

VB D ouble crucible w ith pBN and Mo. Sealing of the O m ino et al. 1992 67
am poule by Mo w eld ing

68-HP-VB Growth of 25 mm diam eter crystals w ith different Rudolph et al. 1994-
grow th conditions. Reduction of defect densities 1995 70

HP-VB/ Growth of 25ф mmx25 mm crystals w ith and w ithout Uehara et al. 1996- 71-
HP-VGF B20 3 encapsulant 1997 72
LEC Growth of 30-65 mm diam eter ingot of 300-800 g 

w ith B20 3 encapsu lation
Hurban et al. 1997 34

VB: V ertical Bridgm an, HP-VB: H igh  Pressure VB, VGF: V ertical G radient F reezing, HP-VGF: 
H igh Pressure VGF, ZM: Zone M elting, LEC: Liquid Encapsulated Czochralski, SSSR: Self-Sealing  
and Self-Releasing

mm/hr. Twin-free crystals of 3.5 cm3 could be obtained by Mn-doping.

(3) High Pressure Vertical Bridgman (HP-VB) and H igh Pressure Vertical 
Gradient Freezing (HP-VGF) methods
This melt growth method has been examined by various researchers in the vertical 
configurations. Since ZnSe has a high sublimation pressure, a high pressure of inert gas 
such as Ar was applied during crystal growth.

Fischer38'42 applied the HP-VB method as shown in Fig. 17.3 for growing ZnSe 
single crystals. Later, Tsujimoto et al.,43 Eguchi and Fukai,44 Holton et al.45 and
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Fig. 17 .3  B r id g m a n  g r o w th  o f Z nS e in  a p r e ssu r e -c o m p e n sa te d  se a le d  a m p o u le  in  a s tee l  
a u to c la v e  (r e p r in te d  fro m  R ef. 41 w ith  p e r m is s io n  o f T he E lec tro ch em ica l S o c ie ty ).

Kozielski46 have grown ZnSe single crystals using HP-VB and HP-VGF methods.
Kikuma et al.29-47'57 systematically studied the growth of ZnSe single crystals by the 

HP-VB method (Fig. 17.4), moving the crucible from outside the furnace by a mag
netic coupling mechanism under Ar atmosphere between 55-100 atm. They clarified 
the effect of growth parameters on the melt composition (Fig. 17.5), and on the electri
cal and optical properties. Low-resistive n-type ZnSe could be obtained from a melt
containing excess Zn.

Kulakov et al.58’61 have grown ZnSe crystals up to 100 mm in diameter by the Bridg
man method under argon pressure of 20 atm. and studied the effect of the temperature
gradient and the growth rate on crystal quality.

Chang et al.62 have grown small ZnSe crystals of 1-15 mm , using a с ose tu e 
method and the direct reaction of Zn and Se in the ampoule prior to crystal growth m a
VGF configuration. . ,

Terashima et al.e3 W have grown ZnSe single crystals of diameter 25 mm and length 
50 mm by the HP-VB method, using a pressure of 100 atm. and a growth rate of 5-10 
mm/hr. Yoshida et al.66 have grown twin free ZnSe crystals of 25 m m  diameter and 25 
mm length by the Bridgman method (Fig. 17.6). Purified sintered В inner an ou er 
crucibles were used and the effect of the growth conditions and the presence о 2 3 on 
twin formation was studied. It was speculated that B20 3 which penetrates etween t e 
wall of the crucible and the melt will prevent twin formation.
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F ig. 17 .4  G ro w th  a ss e m b ly  for  Z n S e. 1: g r o w th  v e s s e l ,  2: ca p , 3: c ru c ib le , 4: r e se r v o ir , 5: 
Z nS e, 6: Z n (r ep r in te d  from  R ef. 56  w ith  p e r m is s io n , c o p y r ig h t  1 989  E lse v ie r ).
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F ig . 17 .5  D e p e n d e n c e  o f  th e  m e lt  c o m p o s it io n  o n  th e  Zn r e se r v o ir  te m p er a tu r e  (r e p r in te d  
fro m  R ef. 56 w ith  p e r m is s io n , c o p y r ig h t  1989  E lse v ie r ).
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(С)

bulk and other
inds has their high
2S at h ig l t ^ & |( ^ r ® r ^ / I n  the case  
m inim um  v&pfrr■-.pjng^ure has been

F ig . 17 .6  (a) P h o to g r a p h  o f  an a s-g r o w n  Z nS e in g o t, (b) sch em a tic  p r o file  of th is  in g o t , (c) 
ty p ic a l w a fe r  cu t fro m  th is  in g o t  (rep r in ted  from  R ef. 66 w ith  p e r m iss io n , c o p y r ig h t 1992  
E lse v ie r ).

In order to prevent contamination from quartz containers, ampoules made of W or 
Mo with pBN crucibles welded inside were invented. Omino et al.67 have developed a 
double crucible consisting of an inner pyrolytic BN crucible and an outer Mo crucible, 
the lid of which was sealed by an electron beam welder (Fig. 17.7). Using this crucible, 
singe crystals could be grown in a vertical Bridgman furnace with a vacuum heating 
chamber.

Rudolph et al.68*70 have grown ZnSe crystals of 27 mm diameter using a poly crystal
line seed crystal of the same diameter in a furnace as shown in Fig. 17.8. They also 
studied the relationship between growth velocity and the axial temperature gradient 
(Fig. 17.9 (a)). They also found that the number of twins is inversely proportional to 
the number of large-angle grain boundaries (Fig. 17.9(b)).

Uehara et al.71 and Okada et al.72 have developed a multiple heater HP-VB furnace 
with a Zn vapor pressure control system (Fig. 17.10). Using this system, ZnSe single 
crystals have been grown with B20 3 liquid encapsulation as shown in Fig. 17.11.

Lingart et al.73 have made a simulation analysis of the heat transfer and the tempera
ture distribution for the VB growth of ZnSe.



472 PART 3 II-V I M aterials

F ig . 17 .7  A s se m b ly  o f  th e  d o u b le  c ru c ib le . 1: p B N  in n e r  c r u c ib le , 2: M o o u te r  c ru c ib le , 3: 
lid , 4: c a p illa r y  (r ep r in te d  fr o m  R ef. 67  w ith  p e r m is s io n , c o p y r ig h t  1 9 9 2  E lse v ie r ).

F ig . 1 7 .8  T h e  a r r a n g e m e n t  o f v e r t ic a l  B r id g m a n  g r o w th  o f  Z n S e  w ith  a Z n  s o u r c e  (r e 
p r in te d  fro m  R ef. 70 w ith  p e r m is s io n , c o p y r ig h t  1995  E lse v ie r ).
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AXIAL TEMPERATURE GRADIENT 6 (K/cm) NUMBER OF LARGE-ANGLE GRAINS

F ig . 17 .9  (a) C r it ic a l r e la t io n sh ip  b e tw e e n  th e  g r o w th  v e lo c ity  V and ax ia l tem p era tu re  
g r a d ie n t  G , a n d  (b ) d e p e n d e n c e  o f  th e  n u m b e r  o f tw in s  o n  th e  n u m b er  o f la r g e  a n g le  
g ra in  b o u n d a r ie s  in  th e  cro ss  s e c tio n  (from  Ref. 69 w ith  p e r m iss io n ) .

F ig . 1 7 .1 0  S e c tio n a l v ie w  o f  th e  m o d if ie d  B r id g m a n  fu r n a c e  (fro m  R ef. 71 w ith  p e r m is s 
io n ) .
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(a) As-grown Crystal (b) Wafer after Polishing and Etching

F ig . 17 .11 Z n S e s in g le  cry sta l g r o w n  b y  B20 3 l iq u id  e n c a p s u la t io n  m e th o d  (fro m  R ef. 71 
w ith  p e r m is s io n )

_________ _____  E POWDER

INDUCTION

R.F. GENERATOR

GRAPHITE SEALING THREADS

C L A S S IC A L
TEM PERATURE
PROFILE

TEM PERATURE  
PROFILE USED  
IN TH IS  METHOD

F ig . 1 7 .1 2  C r o ss  s e c t io n  o f  th e  c r u c ib le  a n d  th e  t e m p e r a tu r e  p r o f i le  in  th e  e x p e r im e n t  
co m p a red  w ith  th e  c la s s ic a l o n e  (r e p r in te d  fr o m  R ef. 74  w ith  p e r m is s io n , c o p y r ig h t  1986  
E lse v ie r ).

(4) Self-Sealing and Self-Releasing (SSSR) method
A low pressure melt growth method, SSSR,74 which is based on growth in a graphite 
crucible sealed by the condensed vapor of the constituent II-VI compound is as shown 
in Fig. 17.12. This method has been applied to the growth of ZnSe and from a boule of 
18 mm in average diameter and 35 mm in height, {111} wafers with a single crystal 
area of 4.5 cm2 could be obtained.

17.3.2 Solution G row th
In this growth method, ZnSe is grown from various solvents. Since the growth tem
perature is lower than that for melt growth, the occurrence of twinning due to the phase 
transition can be avoided. The solubility of ZnSe in these solvents has been studied: 
In,75 Ga,75 Bi,76,77 Sn,77 Cd,77 Zn,77-79 Те,80-81 In-Zn,79 Se,82,83 Sb-Se,82,83 As-Se,82,83 As- 
Sb-Se,82,83 Sb04Se0684 Sb04Te0685 as shown in Fig. 17.13. Liquid Phase Epitaxy (LPE)



ZnSe 475

T able 17.3 Solution  G rowth of ZnSe
Method Result
SG G rowth by the tw in  plane reentrant edge mechanism
SG Solubility  o f ZnSe in Ga and In
SG Solubility  o f ZnSe in Sn, Bi and Zn

SG G row th from Ga and In solutions
SG G row th from Те so lvent
THM G row th of ZnSe crystals from PbCl2 solvent at low  

tem peratures (800-900 °C)
SG G rowth from In-Zn solvent
SG G row th from Se and As-Sb-Se solutions

SG G rowth from Sb2Se3
TDM-CVP G rowth of p-type ZnSe from Se solution under Zn 

vapor pressure control 
G row th from Se a n d /o r  As solvent 
G rowth from Te-30%Se solvent

SG
SG
SG
SG
LE-SG

G row th from Sb2Se3-Sb2Tey Se-Te solvents

Author Year Ref.

Faust et al. 1964 89

Wagner et al. 1966 75

Rubenstein 1966 76,
1968 77

Harsey 1968 90
Washiyama et al. 1979 80, 81

Triboulet et al. 1982 96

Kikuma et al. 1980 79

Aoki et al. 1982 82,
1983 83

Nakamura et al. 1984 84

N ishizaw a et al. 1985 4, 100- 
ЮЗ

M ochizuki et al. 1987 91

Itoh et al. 1990 92

Araki et al. 1991 85

Okuno et al. 1992 93, 94

Unuma et al. 1992 95

Dohnke et al. 1997 97

Dohnke et al. 1999 98

Maruyama et al. 2000 99

G rowth from Se-Te solvent 
G rowth from Se solvent under m olten fluoride 
encapsulation  

THM G rowth of ZnSe crystals from PbCl2 solvent 
THM G rowth of 10 mm diam eter crystal of 30 mm length 

from SnSe solvent
HTSG G rowth from Se solution  in a horizontal furnace____________ __________________

SG T solu tion  G row th, LE-SG: Liquid Encapsulated SC, THM: Travelling H eater M ethod TDM- 
CVP: Tem perature D ifference M ethod under Vapor Pressure, HTSG: H orizontal Travelling о ven  

G rowth

of ZnSe has been performed in various solvents, such as Ga-Zn, CdCl2 an^  7?.^?' 
The growth rate by this method is lower than that by melt growt met о s u 
than vapor phase growth methods.

(1) Simple solution growth method
The growth of semiconductors from solution was first performed by Faust an ° У 
the twin-plane reentrant edge mechanism89 and preliminary work was performed by
Rubinson76*77 and Harsy et al.90 . c . • H t

Nakamura et al.84 found that ZnSe has a very high soluibi iity m o.4 о6 \аи\л 
grow ZnSe with a thickness of over 3 0  ц т  o n  a {111 }B ZnSe substrate by Liquid

' S S  h M  r ° «  ZnS. « ,.» ! .  from S . nnd/o, A . " Ш, £  
without dopants such as As, Au and TI. The ampoule sealed with the solvent^and
ZnSe source was lowered at a rate of 6 mm/day. After - w®e s> various
5x3x2 mm3 could be obtained. Araki et al.85 have grown ZnSe crystals from various
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TEMPERATURE C C )
1200 1000 800 700 600

10 "

0.7 0.8 0.9 1.0 1.1 1.2 
RECIPROCAL TEMPERATURE 1000/T (1C1)

F ig . 17 .1 3  M o la r  s o lu b i l i t ie s  o f  Z n S e in  v a r io u s  k in d s  o f s o lv e n t s  (fro m  R ef. 84 w ith  p e r 
m iss io n ) .

Tem perature

F ig . 17 .1 4  S c h e m a tic  d ia g r a m  o f th e  g r o w th  cru c ib le  an d  th e  te m p er a tu r e  d is tr ib u tio n  in  
th e  fu r n a c e  (r ep r in te d  fro m  R ef. 93 w ith  p e r m is s io n , c o p y r ig h t  1992 A m e r ic a n  In s t itu e  o f  
P h y s ic s ) .
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F ig . 17 .15  S c h e m a tic  a rra n g em en t o f th e  a p p a ra tu s for cry sta l g ro w th  of Zn e w i j^111
e n c a p s u la t io n .  1: P r e s s u r e  v e s s e l ,  2: p B N  c r u c ib le ,  3: H e a te r , 4 . T h e r m o c o u p  e, 
E n c a p su la n t, 6: S o u rc e  (Z n S e+  Se) (fro m  R ef. 95 w ith  p e r m is s io n ) .

solvents such as Sh Se„ Se-Te, Sb2Se3-Sb2Te3, Те, Sb2Te3. Ito and Kohashi92 have 
grown ZnSe crystals from Те and Te-Se solvent. In order to increase the growth rate, it 
was necessary to suppress the vaporization of the solvent Se.

Okuno et al.93-94 have developed a growth method with a Se/Te solvent in which Те 
is more than 70 mol%. Crystal growth was performed in the arrangement as shown in 
Fig. 1 7 .1 4 . The role of Те is to increase the growth rate and to reduce the vapor pres
sure of the solvent. ZnSe crystals could be grown at a temperature as low as Уэи и.

Unuma et al.95 have reported the growth of ZnSe free from twins rom e so ven . 
order to suppress the evaporation of the Se solvent, molten fluon es 2 2 

been used as the liquid encapsulant under Se overpressure as shown in lg.

(2) Traveling Heater Method (THM)
In order to improve the purity, THM (Sec. 2.3.2) which is o n e f 
methods, is effective. Triboulet et al.»* and Donke et al.”  used PbCl2 as the solvent for
growing ZnSe single crystals by the THM. j  u i c  low

ZnSe has low solubilities in metal solvents such as Zn, a, n, 1 an . 
solubility has made it difficult to grow large crystals by a simP e_s0 u 1 , . , 
method. ZnSe has high solubility in halides such as PbCl2, Zn r  ig- 
phase diagram of PbCl2-ZnSe is shown.96 However, these solvents make inclusions and
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(a)

S n S e  10 20 30 40 50 60 70 ftO 00 2 n S e  
mole traction

(b)

F ig . 17 .16  P h a se  d ia g r a m s  b e tw e e n  s o lv e n t s  a n d  Z n S e . (a ) P b C l2-Z n S e  (r e p r in te d  fr o m  
R ef. 96 w ith  p e r m is s io n , c o p y r ig h t  1 9 8 2  E lse v ie r )  a n d  (b) S n S e -Z n S e  (r ep r in te d  fr o m  R ef. 
98 w ith  p e r m is s io n , c o p y r ig h t  1999  E lse v ie r ).

F ig . 1 7 .1 7  Z n S e  c r y s ta l g r o w n  b y  T H M  u s in g  S n S e  a s  a s o lv e n t (r e p r in te d  fr o m  R ef. 98  
w ith  p e r m is s io n , c o p y r ig h t  1999  E lse v ie r ).
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the crystal quality is limited. Donke et al.98 found that SnSe is a very appropriate sol
vent because of the high solubility of ZnSe while SnSe has practically no solubility in 
ZnSe as seen in the phase diagram in Fig. 17.16 (b). They have grown ZnSe crystals 
from SnSe solvent and succeeded in growing single crystals of 10 mm diameter and 30 
mm length (Fig. 17.17) with a good crystal quality evaluated by double-crystal X-ray 
topography. Maruyama et al.99 have applied a horizontal traveling solvent growth 
method to grow ZnSe crystals from Se solution. They found that the crystallinity of 
grown crystals was 26 arcsec for X-ray rocking curve FWHM with an EPD of 1.4x10s 
cm 2.

(3) Temperature difference method under controlled vapor pressure (TDM- 
CVP)
The TDM-CVP was invented for the crystal growth of III-V materials by Nishizawa et 
al. as explained in Sec. 2.3.5. It has been applied to the crystal growth of ZnSe from a 
Se solution.4, ,00-103 In this method, as shown in Fig. 2.11, Zn pressure is controlled by 
heating the bottom of the sealed ampoule where the Zn is placed. Se was used as the 
solvent and the source ZnSe polycrystal was placed on the solution surface and the seed 
crystal was placed in the bottom of the solution where the temperature difference was 
set between the top and the bottom of the solution. Crystal growth was performed at 
1050 °C while controlling the Zn pressure. As p-type dopant, Li was added to the solu
tion. It was found that p-type ZnSe single crystals could be obtained.102- 103 Using these 
p-type ZnSe crystals, the pn junctions which emit bluelight were first achieved. The 
epitaxial growth of ZnSe on these crystals was also investigated.104

17.3.3 Vapor Phase Growth
Since ZnSe has a high sublimation pressure, it is possible to grow single crystals by 
evaporating ZnSe from the source side at high temperatures to the seed side at lower 
temperatures. This method has the advantage that pure ZnSe crystals can be grown ut 
the disadvantage is that the growth rate is very slow. In order to improve t e ow 
growth rate, a vapor phase growth method using iodine or chlorine as the transport
medium has been investigated.

(1) Direct Synthesis (DS) method
The direct synthesis method has been applied to the growth of Z n S e  from the constitu
ent element vapors and the structure of the grown crystals analyzed.

(2) Physical Vapor Transport (PVT) method
In an open tube furnace, synthesized ZnSe powders were sublimed to 8row cr? s‘al* 
under a stream of H2 by Crucianu and Chistyakow -  They obtained dendr,и ZnSe 
crystals. Vohl107 also applied a similar method. ZnSe powders were heated to 1200 С 
under an inert carrier gas such as nitrogen and the vapor of ZnSe was condensed at 
lower temperatures. Platelet or needle like crystals could be grown but were affected 
by twinning.
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Table 17.4 Physical Vapor Transport Growth of ZnSe
Method Result Author Year Ref.
DS Analysis of crystal structures Pashinkin et al. 1960 105
Open tube Dendrite ZnSe crystals of length 5-6 mm Crucianu et al. 1960 106
Open tube ZnSe crystal 25 g in weight Vohl 1969 107
PVT Growth by a Piper and Polish method Aven et al. 1961 108
PVT Growth kinetics, growth mechanism Toyama et al. 1969 109
PVT Growth under partial pressure control Kiyosawa et al. 1970110,111
PVT Growth under partial pressure control Burr et al. 1971112
PVT Vertical PVT with a capillary tube for controlling 

the vapor pressure in minimum
Blanconnier et al. 1972 113

PVT Structural characterization of grown crystals Cutter et al. 1976 114
PVT Growth of single crystals up to 10x10x5 mm3 Hartmann 1977 115
PVT Growth of In-dope ZnSe with n-type conductivity Papadopoulo et al.

1978 116
PVT Growth under Zn or Se vapor pressure control Cutter et al. 1979117
PVT Contact free growth on various substrates Bulakh et al. 1980 118
PVT Growth using necked ampoules Takeda et al. 1982 119
PVT Growth of (ZnSe)x(CdTe)l x crystals Chandrasekharami et al.

1983 120
PVT Stoichiometry control of ZnSe, xSx single crystals Mochizuki 1982 121
PVT Growth of ZnSe, xSx and PL characterization Huang et al. 1983 122
PVT Growth of ZnSe using high-purity source materials 

refined by overlap zone-melting
Isshiki et al. 1985 123

PVT Growth of Al-doped ZnSe Huang et al. 1986 124
PVT Characterization of crystallographic properties Koyama et al. 1989 125
PVT 10x4x2 mm3 with a cold finger attachment Cheng et al. 1989 126
PVT 50ф mmx25 mm crystals and characterization Cantwell et al. 1992 127
PVT Growth of ZnSe, xSx crystals Matsushima et al. 1992 128
PVT Growth with Zn vapor pressure control Mochizuki et al. 1994 129
PVT Effect of Zn partial pressure on the crystal quality Hartmann et al. 1994 130
PVT In-situ mass flux measurement Sha et al. 1995 131
PVT Study of Se precipitates Chen et al. 1995 132
PVT Growth of mixed crystals under the same Gratza et al. 1995 133

temperature profile
1996 134PVT Growth of mixed crystals Korostelin et al.

PVT Mass flux measurement and the effect of partial Su et al. 1996 135
pressures

1996 136PVT In-situ transport rate monitoring Fujiwara et al.
PVT Growth using semi-open ampoule to give repro Fujiwara et al. 1996 137

ducible growth rate
1997 138SPVT Seed crystals grown by solution growth Kato

PVT Growth of ZnSe and ZnSe, xSx single crystals Mycielski et al. 1997 139
PVT Growth of ZnSe and ZnSeS of 25 mm diameter Mycielski et al. 1998 140
SPVT Growth of <100> and < 111> single crystals Korostelin 1998 141, 142
PVT Se and Zn vapor pressure control Tamura et al. 2000 143
PVT In-situ partial pressure measurement and visual Su et al. 2000 144

observation of crystal growth
2000 145PVT Growth of ZnSe with 18-20 ф mmx30 mm Fang et al.

PVT Effect of seed annealing Kato et al. 2000  146
PVT Growth of SeSe, xTex crystals Su et al. 2000 147
PVT Seeded growth of ZnSxZe,.x in H2 or He Korostelin et al. 2002 148
PVT Phosphorus doped ZnSe and its characterization Sankar et al. 2003 149

DS: Direct Synthesis, PVT: Physical Vapor Transport, SPVT: Seeded PVT



ZnSe 481

Undercooling *Г  [ * C  ]

Fig. 17.18 A verage  grow th  rate o f ZnSe as a function  of the undercooling  DT (reprinted  
from  Ref. 115 w ith  perm ission , copyrigh t 1977 E lsevier).

Closed tube or semi-open tube sublimation methods have also been applied for the 
growth of ZnSe by various researchers.108 149 Takeda et al.119 applied the sublimation 
method in a closed ampoule to ZnSe, in which a necked ampoule was used to control 
the initial nucleation. The preliminary work on ZnSe crystal growth by the PVT 
method was performed by various researchers.

Hartmann115 grew ZnSe single crystals measuring 10x10x5 mm3 by a PVT method. 
It was shown that the growth rate is dependent on the undercooling as shown in Fig. 
17.18. Hartmann115 and Papadopoulo116 pointed out that stoichiometry control during 
crystal growth is important for growing single crystals. Papadopoulo et al.116 have 
grown In doped ZnSe single crystals by a PVT method arranged as shown in Fig. 17.19 
and measured their electrical and optical properties. Cutter and Wood117 have examined 
theoretically the growth of ZnSe by the PVT method and have grown ZnSe single crys
tals by controlling the vapor pressure of the constituent.

Bulakh et al.118 have developed a modified physical vapor transport method, in 
which the free-growth method invented by Pekar (Fig. 17.20) based on the Markov 
method was used and molten tin provided the heating as shown in Fig. 17.21 and have 
grown single crystals up to 7.5 cm3.

The self-sealing vapor phase growth method has been applied in growing 
(ZnSe)x(CdTe)j x (0 ^ x ^  1.00) by Chandrasekharam et al.120

Mochizuki121 has grown ZnSej xSx crystals while controlling the vapor pressure of Se
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Fig. 17.19 Schem atic of the quartz am p o u le  for a PVT m eth od  (rep rin ted  from  R ef. 116 
w ith  perm ission , copyrigh t 1978 E lsevier).

and S, and examined the effect of the partial pressure of the constituents on the growth 
rate and the electrical and optical properties. Isshiki et al.123 have grown ZnSe crystals, 
using commercial high purity selenium and zinc purified by vacuum distillation and by 
overlap zone-melting, and measured photoluminescence to confirm the effect of purifi
cation. Huang et al.122,124 have grown ZnSe and ZnSe, xSx single crystals by the PVT 
method under Zn partial pressure control and have examined the photoluminescence of 
grown crystals. Mochizuki et al.129 have grown ZnSe single crystals by the PVT method 
under Zn partial pressure control and have examined the photoluminescence of grown 
crystals.

Koyama et al.125 have grown ZnSe single crystals by a seeded PVT using a (111)B 
face seed. Cheng and Anderson126 have grown ZnSe single crystals by a simple PVT 
method. A needle-shaped cavity in the cold finger was connected to the ampoule vol
ume which acts as a channel for a seed crystal to be developed.

Cantwell et al.127 have developed Seeded Physical Vapor Transport (SPVT) method. 
ZnSe source powders are placed at the center of a quartz ampoule of diameter 50 mm 
and seed crystals are set at the two ends of the ampoule. Typical crystal dimensions 
were 50 mm diameter and 25 mm length and the weight was about 190 g. Since seeds 
are placed at the ends of the ampoule, two crystals with similar dimensions can be 
grown simultaneously. For growing ciystals, the source temperature was set to 1200 °C 
and the temperature difference between the source and growing crystals was set to less 
than 100 °C.

Matsushima et al.128 have grown ZnSej_xSxSe1 x crystals ( 0.2 ^ x  ^  1 ) using a 
necked quartz ampoule. The growth was performed by a modified Piper-Polish method 
at 1250 °C in a stream of Ar gas at a flow rate of 0.11 /min. About ten ingots of crystals 
were obtained and the average size of each ingot was 0.5 mm3. Their photolumines
cence spectra were measured as a function of the composition.
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Fig. 17.20 "Free g row th  in the am p ou le w ith  an apex. 1; Quartz am poule, rod serving as 
a substrate, 3 ; charge, 4  and 5 ; tw o  separated  parts of the crystal.11*

t

* -

------------------------------------ = J Q  — ----------- 1-------- ----- ---------►
1200 1300 1Ш  

a)  b) r f C )

Fig. 17.21 "Free g row th ” of the crystal w ith  m olten  tin as a heating m edium , (a) Schem atic 
d iagram  of th e  gro w th  apparatus; 1: am pou le, 2: substrate, 3: crystal 4. m o ten in, 
charge, (b) T em perature profile  along the vertical ax is .118

Chen et al.'32 have grown ZnSe crystals by a simple PVT method and have examined 
the precipitation of selenium. Grasza et al.133 have examined the optimal temperature 
profile for PVT crystal growth. The conclusion was that an isothermal plateau at the 
location of the source materials and a temperature hump between the source material 
and the crystal provided optimal growth conditions. Sha et al.131 and Su et a . ave 
measured mass flux as a function of temperature by using an optical absorption mea-
surement method. . . .  • •

Fujiwara et al.136-137 have studied the transport rate using in-situ monitoring. They 
have grown ZnSe single crystals by seeded PVT. To grow crystals with highly repro-
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fl?* 1 7 '?2  G row th а т Р°ч1е and tem p erature p ro file  of th e  furnace (reprin ted  from  Ref. 
141 w ith  p erm ission , cop yrigh t 1998 E lsevier).

F ig . 17.23 V iew  from  th e am p o u le  w in d o w  (from  the le ft)  and cross se c t io n  a lo n g  th e  
am p ou le  axis (from  the right) of the grow n  crystal, (a) B efore th e  grow th  p rocess , (b) at 
the stage  of radial and norm al grow th , (c) after fin ish in g  tan gen tia l grow th , (d) after the  
grow th  process (reprinted  from  Ref. 141 w ith  p erm ission , cop yrigh t 1998 E lsev ier).
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Ptotal (atm)

Fig. 17.24 G row th  rate as a fu n ction  of the total pressure (reprinted from Ref. 143 with 
p erm ission , co p y r ig h t 2000 E lsevier).

ducible results, a semi-open ampoule was used into which Ar gas was introduced.
Mycielski et al.139> 140 have grown ZnSe and ZnSe, xSx (x<0.15) single crystals 25 mm 

in diameter at 1150 °C by the PVT method, and examined their optical properties.
Korostelin et al.141,142 have developed a seeded PVT (SPVT) method in which the 

seed crystal attachment to the pedestal is improved by the application of a reverse tem
perature gradient and monitored optically the attachment process as shown in Fig. 
17.22 and 17.23. By this method, they have grown ZnSe single crystals with orienta
tions <111> and <100> . Doping by In and Al has been performed at the growth tem
peratures of 1180-1240 °C. They obtained twin-free 50 mm diameter single crystals 
with an EPD of 5x 103 cm'2. The resistivity was lowered down to 0.05 Q • cm by anneal
ing in liquid Zn:Al. They also have grown mixed single crystals of 40-55 mm diam
eter.149

Tamura et al.143 have grown ZnSe in an Ar gas atmosphere by controlling the Zn or 
Se partial pressure and examined their effect on the growth rate (Fig. 17.24) and t e 
crystal quality (Fig. 17.33). It was found that at an Se2 partial pressure of 4x10 atm., 
the best crystal quality was obtained. This is attributed to the stoichiometry о n e
achieved at this partial pressure.

Fang et al.145 have grown ZnSe single crystals of 18-20 mm diameter an тлш 
length by the PVT method at 1100 °C. The EPD was in the range of 1-4 xlO4 cm'2 and the 
FWHM of the X-ray rocking curve was 17 arcsec. Su et al.144 have grown ZnSe single 
crystals by the seeded PVT method, in which the partial pressure of Se was measured 
in-situ by optical absorption. Kato and Kikuma146 have examined the effect of seed
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Table 17.5 Chemical Vapor Transport M ethod and Other Vapor Phase Growth Methods.
Method Results Author Year Ref.
CVT Growth using iodine transport reagent N itsche 1960

1961
150,
151

CVT Growth of cubic ZnSe from ZnSe-I2 system Kaldis 1965 152-155
CVT Thermodynamical consideration Schafer 1966 156
CVT Growth from ZnSe-HCl, HBr, and I2 systems Paker et al. 1969 157
CVT Growth with iodine transport reagent Hartmann 1974-

1977
115,
158

CVT Growth of ZnSe and ZnSSe using I2 Catano et al. 1976 160
CVT Growth of ZnSSe crystals up to 24x14x14 mm3 Fujita et al. 1979 161
CVT Self nucleation Poindessault 1979 162
CVT Low temperature growth Triboulet et al. 1982 163
STHM Growth at 900 °C at a rate of 1 m m /hr. Taguchi et al. 1985 174
CVT Growth using NH4C1 as the transport reagent Matsumoto et al. 1986 164
SCVT Growth of ZnSe crystals up to 14x14x20 mm3 Koyama et al. 1988 165-167
CVD Polycrystalline ZnSe for window materials using 

ZnSe seed substrates
Goela et al. 1988 173

PVD ZnSe thick layer growth on GaAs substrates Sukegawa et al. 1987 176
SSS Substitution of ZnTe surfaces by ZnSe in Se vapor Seki et al. 1997 177

atmosphere
168CVT Growth of ZnSe crystals 25 mm in diameter Fujiwara et al. 1998

using I2
169-171CVT Rotational method for growing 25 mm diameter Fujiwara et al. 1999

ZnSe single crystals
172CVT Growth from Zn-Se-Zn(NH4)3Cl5 system Li et al. 2005

STHM Growth at 1100 °C with undercooling less than 10 °C Yakimovich et al .1999 175

CVT: Chemical Vapor Transport, SCVT: Seeded CVT, STHM: Sublim ation Travelling Heater 
Method, SSS: Substrate Surface Substitution

дт cc) -*■

Fig. 17.25 Dependence o f the transport rate on the apparent undercooling in the ZnSe-I2 system  
(reprinted from Ref. 153 with permission, copyright 1965 Elsevier).
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annealing on the quality of grown crystals. ZnSe (111 )B was used as the seed crystal, 
and it was annealed at 1165 °C for 10 hrs prior to crystal growth. It was found that the 
X-ray rocking curve width was greatly improved by annealing. Su et al.147 have grown 

nSe, J ex (x = 0.1-0.3) mixed crystals by the vertical and horizontal PVT methods and 
examined the uniformity of composition. Sankar and Ramachandran149 have grown 
undoped ZnSe, P-doped ZnSe and P, Ga-doped ZnSe crystals and have measured their 
physical properties.

(3) Chemical Vapor Transport (CVT) M ethod
Physical vapor transport methods can be applicable only for high temperatures up to 
1100-1300 °C. To work at lower growth temperatures, chemical vapor transport in 
which a transport reagent is used, is effective. In the chemical vapor transport method, 
iodine is often used as the transport reagent. The detail of this method has already been 
explained in Sec. 2.4.3. The method has been investigated by many researchers.150172 
This method allows high growth rates, but the incorporation of the transport reagent is 
difficult to avoid.

Kaldis153 has grown ZnSe single crystals measuring 20x15x15 mm3 by seeded CVT. 
The relationship between the growth rate and the degree of undercooling was investi
gated as shown in Fig. 17.25 and it was found that AT=10 °C is appropriate for a good 
nucleation on the quartz wall.

Parker and Pinnell157 have grown ZnSe single crystals with HC1, HBr and I, as 
chemical transport reagents, using a horizontal sealed ampoule as shown in Fig. 17.26. 
Hartm annl15-158 has grown small crystals using I2 as the transport agent. Catano and 
Ku160 have grown ZnSe and ZnSe, xSx (x = 0.2-0.8) by the iodine transport seeded CVT 
method as shown in Fig. 17.27.

Fujita et al.161 examined the effect of the temperature difference, the ampoule geom
etry such as the angle at the conical tip and the diameter on single crystal growth, using 
the growth ampoule shown in Fig. 2.16. It was found that a single crystal measuring 
24x14x14 mm3 could be obtained with a temperature difference of 7 °C in an ampoule 
with a steep conical tip.

Poindessault162 has grown ZnSe single crystals by a horizontal self-nucleated CVT 
method and evaluated their optical and electrical properties. Triboulet et al.163 have 
grown ZnSe single crystals by the CVT method. Matsumoto et al.164 have grown ZnSe 
and ZnSe, xSx single crystals using NH4C1 as a transport agent.

Koyama et a l.165 have grown ZnSe single crystals by vertical CVT using iodine 
transport reagent in an ampoule similar to Fig. 17.27 and obtained crystals measuring 
14x14x20 mm3 (Fig. 17.28). They also measured the growth rate as a function of the 
temperature difference AT (Fig. 17.29)

Fujiwara et al.168171 have grown 25 mm diameter ZnSe single crystals by the seeded 
CVT method using iodine as the transport reagent. They optimized the growth tem
perature, seed orientation and iodine concentration. They further developed a rota
tional CVT method using a growth ampoule arranged as seen in Fig. 17.30. Fig. 17.31 
shows grown crystals as a function of the rotation rate and the iodine density.
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10cm

Fig. 17.26 C rystal grow th  apparatus (from  Ref. 157 w ith  p erm ission ).

TO VACUUM SYSTEM

SEED
ASSEMBLY.

50 mm

IODINE

\
LIQUID NITROGEN

PIA 2 0  mm

(a) (b)

Fig. 17.27 (a) C rystal gro w th  a m p ou le  and s id e  arm , and (b) d e ta ils  of the se e d  h o ld er  
assem bly (reprinted from  Ref. 160 w ith  p erm ission , cop yrigh t 1976 E lsev ier).

(4) Chemical Vapor Deposition (CVD) method
The sub atmospheric CVD method has been developed for fabricating various materi
als.173 This method is used industrially to produce infrared optical window materials 
such as ZnSe, ZnS, CdS, CdTe. It is however limited to producing polycrystalline ma
terials which can be used as the source material for single crystal growth.

SYSTEM

(5) Sublimation Travelling Heater M ethod (STHM)
The STHM (Sec. 2.3.3) has been applied to the growth of ZnSe by Taguchi et al.174
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Fig. 17.28 (a) S in g le  crystal w ith  the am pou le, (b) typ ical as-grow n ZnSe sin g le  crystal. 
M arkers r e p r e se n t 1 cm . (rep r in ted  from  R ef. 165 w ith  p erm iss io n , co p y r ig h t 1988  
E lsevier)

Tem perature D ifference д т  ( ° C )

F ig . 17 .29  D e p e n d e n c e  o f  the g ro w th  rate on  th e  te m p e r a tu r e  d if fe r e n c e  ДТ. ( # )  
p o ly cry sta ls: (O )  s in g le  crystals, (reprinted  from  R ef. 165 w ith  p erm iss io n , cop yrigh t  
1988 E lsevier)

Crystal growth has been performed at 900 °C with a growth rate of 1 mm/day and 
photoluminescence properties of the crystals have been evaluated. 

Yakimovitch et al.175 have grown ZnSe single crystals by an unseeded STHM at
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Fig. 17.30 Schem atic  illu stra tion  o f g row th  am p ou le  (rep rin ted  from  Ref. 169 w ith  per
m ission , cop yrigh t 2000 E lsevier).

0 Hz 0.25 Hz 0.5 Hz I.O.Hz 2.0 Hz

А-I I2: 1.8 mg/cnr'

^  , ' -5 *  " W i  ^ '  v" - '' - '

A-2 U: 1.8 mg/cnv'
i l i s i i

A-3 U: 1.8 mg/cur' A -4 !,: 1.8 mg/cm-'
Ш а Я 1

A-5 U: 1.8 mg/cm'

В-2 1,: 3.6 mg/cm''

 ̂ 1

B-3 3.6 mg/cnr'

Ш

В-I 13: 3.6 mg/cnv’ B-4 I,: 3-6 mg/cm‘

Fig. 17.31 P h o to g ra p h s of grow n  Z nSe cry sta ls  (top  and m id d le  row s) and sch em a tic  
i l lu s tr a t io n s  (b o tto m  ro w ). T he d irec tio n  o f g ra v ity  d u r in g  g ro w th  o f A - l  cry sta l is  
in d ic a te d  by th e  a rrow , (rep r in ted  fro m  R ef. 169 w ith  p e r m is s io n , c o p y r ig h t  2000  
E lsevier)
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(b)

Fig. 17.32 (a) D ep en d en ce of the grain grow th on the atm osphere at 850°C, and (b) ZnSe 
crystal of w id e  s in g le  crystal area obtained after tw o w eek  annealin g  under a se len iu m  
am bient at 1000 °C (reprinted  from Ref. 178 w ith  perm ission , copyrigh t 1990 E lsevier).

1100 °C with undercooling AT less than 10 °C. The FWHM of X-ray rocking curve of 
grown crystals was less than 20 arcsec and the EPD was 5xl04cm'2.

(6) Other methods
Sukegawa et al.176 have prepared ZnSe substrates with a thickness of about 370 цш by 
physical vapor deposition (PVD). Thick ZnSe layers were grown on GaAs substrates 
and GaAs substrates were removed by etching in order to obtain freestanding ZnSe 
substrates. Seki and Oda177 have prepared ZnSe materials on ZnTe substrates by solid 
state substitution of ZnTe by ZnSe under a selenium vapor atmosphere.
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Table 17.6 Various etchants for D islocation Evaluation
O rien tation Etchant Pit form ation Ref.
( l l l ) A 1 -1 0  % brom ine-m ethanol 184

7 N H 2S 0 4-saturated  K2C t20 7 no etch p its 183
12.5N -N aO H regular tr ian gu lar p its 183
30-50 % N aO H sh a llo w  tr ian gu lar  p its 185, 186, 58, 167
IN  HC1 + IN  H N O a sh a llo w  tr ian gu lar p its 185

( l l l ) B 7N H 2SOr saturated  K ^ O , regu lar triangu lar p its 183
12.5N -N aO H sh a llo w  triangu lar p its 183
30 % N aO H d eep  triangular p its 185, 186, 167
IN  HC1 + IN  H N O 3 deep  triangular p its 185

(1 1 0 ) 30-50 % N aO H triangular pit 44
(1 0 0 ) 5 -10% brom ine-m eth anol rectangular p its 126, 127

30 %NaOH iso sc e le s  tr ian gu lar p its  185

17.3.4 Solid State Recrystallization
It was found that ZnSe polycrystals show abnormal grain growth and give large grains 
after heat treatment.178'180 When ZnSe polycrystals prepared by the CVD method were 
annealed at 850-1000 °C, large grains could be obtained. Terashima et al. examined the 
effect of Zn and Se atmospheres and worked out appropriate growth conditions. At 
1000 °C under a Se atmosphere, it was found that grains over 1 cm square could be 
obtained (Fig. 17.32).

17.4 CHARACTERIZATION
17.4.1 Defects
(1) Structures
Kikuma et al.51,181 have studied the effect of growth conditions on the formation of 
microscopic defects such as twins, rodlike grain boundaries, voids, and the wurtzite 
phase. Terashima et al.64> 179 have studied the effect of impurities on the grain growth 
rate. Okuno et al.182 have estimated the structural perfection by measuring the lattice 
constant and the X-ray rocking curve FWHM.

(2) Dislocations
Various etchants have been studied to evaluate dislocation densities, as shown in Table 
17.6. NaOH solution is frequently used as the EPD etchant, since it can be used for 
(110) cleaved surfaces so that it is easy to measure the EPD without polishing the 
sample surface. 30% NaOH solution can also be used for determining the polarity of 
ZnSe.189

Tamaru et al.143 have studied the effect of the Se vapor pressure on the EPD and X- 
ray rocking curve width as shown in Fig. 17.33. Korostelin142 has measured the EPD 
distribution across (100) wafers as seen in Fig. 17.34.

(3) Native Defects
The formation of native defects in ZnSe has been systematically studied by the analysis



10'5 ю*4 10'3 10'2 10"’ 1 ю’5 ю-4 10'3 Ю’г 10*’ 1
Conversion Partial Pressure of Se2 (atm) Conversion Partial Pressure of Se2 (atm)

(a) (b)

Fig. 17.33 (a) S e2 partial p ressu re  d ep en d en ce  of the FWHM of the X-ray rocking curve  
and (b) the etch  p it d en sity  (reprin ted  from  Ref. 143 w ith  p erm ission , copyright 2000 
E lsevier).

Fig. 17.34 D istribution  o f etch p it density  across the ZnSe (100) w afer surface (reprinted  
from  Ref. 142 w ith  perm ission , copyrigh t 1999 E lsevier).

of electrical properties and Brouwer plot has been constructed for pure ZnSe and doped 
ZnSe.188* 189 It was found that Schottky type defects are predominant for ZnSe. Jansen 
and Sankey190 have calculated the formation energy of point defects in ZnTe by an ab- 
initio pseudo-atomic method and showed the concentration of point defects as a func
tion of stoichiometry as seen in Fig. 17.35.

(4) Deep Levels
Deep levels in various bulk ZnSe preparations have been studied by deep level tran
sient spectroscopy (DLTS)191-194 and isothermal current transient spectroscopy
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Fig. 17.35 N a tiv e  d efect con cen tration s as a fu n ctio n  o f s to ich io m etry  for p -and  n -typ e  
ZnSe. The right panel is  for p o sitiv e  sto ich iom etry  S (ex cess  Zn) and th e  le ft panel is  for 
n ega tive  sto ich iom etry  S (excess Se) (reprinted  from  Ref. 190 w ith  p erm ission , copyrigh t 
1989 A m erican P hysica l Society).

Fig. 17.36 A rrhenius p lo ts  o f the em ission  tim e constants (w ith  T2 correction) for the fiv e  
grou p s of electron traps ob served  in  as-grow n  ZnSe. Som e of the reported data for traps 
in  th e  lite r a tu r e  w e r e  r e p lo t te d  b y  th e  d o tte d  lin e , (r e p r in te d  fro m  R ef. 195 w ith  
p erm ission , cop yrigh t 1996 A m erican  Institue o f P hysics)
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Table 17.7 Energy Levels of Donors and Acceptors in ZnSe
Impurity Donor or 

Acceptor
Energy level from 
condcution band (eV)

Energy level from 
valence band (eV)

Ag A 0.430
Al D 0.0256-0.0263
As A - 0 .1 1 0
Au A —0.550
В D 0.0256
Cl D 0.0262-0.0269
Cu A 0.072, 0.650
F D 0.0288-0.0293
Ga D 0.0272-0.0279
I A 0 .6 8
In D 0.0282-0.0289
Li D 0.021-0.0263

A 0.66, 0.114
N A 0.085-0.136
Na A 0.085-0.128
P A 0.084, 0.600-0.700

(ICTS) . 195 These levels are summarized in Fig. 15.36. There are mainly five electron 
traps193- 195 and they are attributed to impurity-Se vacancy complexes, impurities associ
ated with dislocations and extrinsic impurities. Deep levels in ZnSxSe, x crystals have 
also been studied . m *196 Grimmeiss et al. 196 have discussed these traps theoretically 
from the viewpoint of the four center model.

17.4.2 Electrical Properties
(1) Electrical Properties
Because of the self compensation mechanism (Sec. 4.2.5), ZnSe is of n-type conductiv
ity and it is difficult to obtain p-type conductive material. The temperature dependence 
of electron mobility and carrier concentrations of n-type ZnSe have been measured as 
seen in Figs. 17. 37 and 17.38.197 Kikuma et al.50*53,54,57 have studied the effect of Bridg
man growth conditions such as Zn partial pressure on the electrical properties.

Nishizawa et al . 102 have grown p-type ZnSe single crystals by the TDM-CVP 
method (Sec. 2.3.5). The electrical properties as a function of the Zn vapor pressure 
have been studied as shown in Figs. 17.39 and it was found that the lowest carrier 
concentrations are seen with a Zn vapor pressure of 7.2 atm. which is believed to be 
due to stoichiometry.

In the case of donor doping, donors are compensated by Zn vacancies so that only 
high resistive materials can be obtained. In order to reduce the resistivity of ZnSe, a Zn 
dipping procedure has been applied. As grown ZnSe crystals were heat-treated in a Zn 
melt and it was found that this could reduce the resistivity. This is because amounts of 
acceptors such as Cu were reduced as were Zn vacancies (VZo) by incorporation of Zn, 
thus numbers of acceptors compensating donors were reduced.
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т i*w

Fig. 17.37 T em perature d ep en d en ce o f H all m ob ility  of severa l n -ty p e  ZnSe p reparations  
(reprinted from  Ref. 197 w ith  p erm ission , cop yrigh t 1967 E lsev ier)

F ig . 17 .38  T em p era tu re  d e p e n d e n c e  o f carrier c o n cen tra tio n  o f se v e r a l n -ty p e  Z nSe  
p reparations (reprinted from Ref. 197 with permission, copyright 1967 Elsevier).
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(a)

(b)

Fig. 17.39 (a) D ep en d en cies of the resistiv ity  and the carrier concentration of as-grow n p- 
ty p e  crysta ls  on the ap p lied  Zn p ressu re  and (b) tem p era tu re  d ep en d en ce  o f carrier  
co n cen tra tio n  (rep r in ted  from  R ef. 102 w ith  p e r m iss io n , c o p y r ig h t 1986 A m erica n  
Institue of P hysics).

(2) Doping 
Doping of donors and acceptors in ZnSe have been studied by various authors18*198 202 

and their energy levels were determined18,202 as shown in Table 17.7. The ionization
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Table 17.8 A ssignm ent of Photolum inescence Peaks
E x(n= 2 )
E x (n = l)
Ex
S band  
D on or bound  
exciton s  
(D*. X) I2b.

(D«, X) L

I..
I»

B ound exciton  
com plex  I3

A cceptor bound  
excitons  
(A 0, X)
V2„ C u &

*iI

Y o r  Yo 
Q (D -A  pair) 
D eep lev e ls  
SA (V2„ - C y  
C u-red

2.8164
2.8027
2.8021
2.8002

2.79821

Al Cl Ga In F
2.79828
2.79998
2.79776 2.79766 2.79739 2.79717 2.79694

2.7959-65 2.7941-5
2.7983 2.79836- 2.79823- 2.79803-
2.80138 2.80023 2.80151 2.80140

2.79776 2.79770 2.79751 2.79722 2.79705

2.79649 2.79531
2.79592 2.79496 2.79407

2.7959-65 2.7941-45
2.7936

2.7921(L i), 2 .7930(N a) 
2.7826  
2.7829-2.731  
2.6
2.2 
2.10 
1.98 
1.95

energies of 3d-elements have been studied by Kikoin et al.203

(3) S e lf compensation
As explained in Sec. 4.2.5, it is difficult to obtain p-type conductivity in the case of 
ZnSe because of the self-compensation mechanism. There are several reports that p- 
type conductivity had been obtained by annealing in a Zn melt or by stoichiometry 
control. For epitaxial growth, it has become possible to obtain p-type conductivity re
producibly by nitrogen doping but for bulk crystals, the reproducibility is not yet 
known.

17.4.3 Optical Properties
Photoluminescence is an effective evaluation method for evaluating purity, the exist
ence of native defects and the crystal perfection. There have been many reports on the 
photoluminescence of ZnSe.5, 36, 85,12M 24*129-179.204-219 assignment of various peaks is 
as shown in Table. 17.8.

Edge emissions have been studied and assigned by various authors as shown in
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Table 17.8. There are free exciton peaks, (D+,X) and (D°, X) peaks as I2 lines, bond 
exciton complex peaks as I3 lines, (A°,X) peaks as I, lines and I, deep lines. At longer 
wavelengths than these edge emissions, there are LO replica lines and donor-acceptor 
(D-A) pair peaks as Q lines, SA lines and others. I, deep lines are ascribed to point 
defects such as VZn or impurities as CuZn.

As shown in Fig. 17.39 (a), as-grown crystals prepared by the sublimation method 
showed strong free exciton peaks and I Id peaks with phonon replicas, and weak bound 
exciton peaks of I2 and I3 lines. After Zn melt dipping, it was found that IId peaks due 
t0 ^zn disappear and free exciton peaks become stronger. This is explained as the num
ber of Zn vacancies being reduced by Zn melt dipping. The reason why I2 and I3 lines 
become stronger is explained by the reduction of the kinetic energy of excitons.123,217

The effect of the purity of ZnSe crystals on the PL was studied by Isshiki et al.36 The 
PL ofZnSexSe] x crystals has been evaluated by Mochizuki121 and Huang et al.122 It was 
found that I,dccp lines weaken as a function of the composition x and this behavior was 
explained by the increase of phonon coupling. D-A pair emissions of Na-doped ZnSe 
have been studied by Neumark et al.211

Terashima et al.179 studied the PL of crystals prepared by solid state recrystallization 
and Araki et al.85 studied the PL of crystals prepared by solution growth.

17.5 APPLICATIONS
17.5.1 Lasers
Lasers based on ZnSe have been developed mainly by epitaxial growth of ZnSe based 
quaternary layers by MBE and MOCVD on GaAs substrates. P-type conductivity in 
spite of the self-compensation mechanism has been achieved by N-doping technolo
gies.220,221 Based on this p-type conductivity and a multi-quantum well structure for 
carrier confinement222 and Ohmic contact formation, low temperature (77K) blue-green 
light LDs with a wavelength of 490 nm were first realized for pulsed operation.8 Fol
lowing many reports on LDs, finally room temperature CW lasers have been realized 
by SQW-SCH (single quantum well separate confinement hetero-structure).9 The life
time of these LDs was however limited to a few hundred hours223 and could not be 
improved. The degradation of LDs was attributed to the dark line defect (DLD) which 
is the formation of dislocations during lasing.226 In order to improve this drawback of 
ZnSe/GaAs LDs, the application of ZnSe substrates has been pursued by various re
searchers.

17.5.2 Light Emitting Diodes (LEDs)
Blue LEDs were reported using a simple pn structure and ZnSe substrates by various 
researchers,1"4, ‘w-228-230 applying a p-type conversion process such as annealing under a 
molten Zn atmosphere.

ZnSe LEDs were then realized using GaAs substrates and MBE epitaxial growth 
technologies10,232-237 developed for blue LDs. As in the case of ZnSe LDs, the study of 
LEDs on ZnSe substrates has been carried out.13

White LEDs based on the blue light emission from a ZnSe based epitaxial structure
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and yellow emission from the substrate excited by the blue emission were invented.238'240 
It was found that color temperature can be controlled by the epitaxial composition. The 
advantage of these white LEDs is in the fact that they do not need fluorescent materials 
as in the case of GaN based white LEDs.
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18. ZnTe

18.1 INTRODUCTION
ZnTe is a direct transition compound semiconductor whose bandgap is 2.26 eV which 
is the same as that of GaP. The bandgap of ZnTe corresponds to the top of the eye 
sensitivity curve (Fig. 1.15). ZnTe is therefore the best candidate for green LED mate
rials, better than GaP which has the same bandgap as ZnTe but is an indirect transition 
material. To make green light emitting diodes, the appropriate crystal growth method 
must be established. The other problem is in the difficulty of p-n control as in the case 
of other II-VI materials. The conductivity of ZnTe is limited to p-type1 and there is a 
need to develop n-type control technology.

18.2 PHYSICAL PROPERTIES
In Table 18.1, the physical properties are summarized. These physical properties are 
reviewed in Refs. 2-6. The phase diagram of ZnTe has been studied by Kobayashi7 and 
Carides and Fisher.8 The dissociation pressure has been thermodynamically calculated 
by Jordan and Zupp.9 In Fig. 18.1, X-T and P-T diagrams which have been calculated 
by Sharma and Chang10 are shown. The phase diagram of the ternary compound, Zn, xCdxTe 
has also been calculated.l1'13

18.3 CRYSTAL GROWTH
No industrial ciystal growth method for ZnTe has yet been fully established. There are 
several reports on the crystal growth of ZnTe as summarized in Table 18.2. As can be 
seen from the P-T diagram, since the decomposition pressure of ZnTe is higher than the 
atmospheric pressure, most crystal growth experiments were limited to solution growth 
and vapor phase growth.

Table 18.1 Physical Properties of ZnTe
C rystal Structure 
Lattice C onstant 
D ensity  
M elting Point
Linear E xpansion  C oefficient 
T herm al C on d u ctiv ity  
D ielectric  C onstant 
R efractive index  
B andgap at Room T em perature  
O ptical T ransition  T ype  
Electron M obility at R.T.
H ole  M obility  at R.T.___________

zincb lende  
6.1037 A 
5.636 g /c m 3 
1295 °C 
8.3x10 ‘6 / d  eg 
0.18 W /K .cm  
10.1 
2.94  
2.26 eV  
direct
340 cm 2/V .s e c  
1 1 0  cm 2/V »sec
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18.3.1 Melt Growth
(1) Zone M elting (ZM) method
Horizontal zone melting of ZnTe was performed by Zettersrom in unpublished work 
and was reported in Ref. 14. Horizontal zone melting was conducted under a zinc vapor

(a)
1200*C 1000 'C  800’ C 700*C 600*C 500*C

(b) (c)
Fig. 18.1 P hase d iagram  of ZnTe. (a) X-T d iagram , (b) eq u ilib r iu m  partia l p ressu re  P ^  
a long the liq u id u s , (c) eq u ilib riu m  partia l p ressu re  P Te a lon g  the liq u id u s . (reprin ted  
from  Ref. 10 w ith  p erm ission , cop yrigh t 1988 E lsevier)
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Table 18.2. Crystal Growth of ZnTe
Method Result Author Year Ref.
DS Analysis of crystal structures Pashinkin et al. 1960 43
HP-VB Growth of Al-doped ZnTe Fisher et al. 1964 17
HP-VB Growth of Al-doped n-type crystals from the Fisher 1964 18

VGF
Zn-rich melt under high argon pressure
Growth with a capillary-tipped ampoule Fischer 1970 19

ZR First growth of ZnTe by zone refining Zetterstrom 1964 14
PVT Growth under various partial pressure conditions Albers et al. 1965 47
VPG Growth of ZnTe from Zn and Те metals Yamanaka et al. 1965 44
SG Solubilities of ZnTe in Ga and In Wager et al. 1966 29
SG Solubilities of ZnTe in Bi, Sn, Cd, Zn Rubenstein 1966, 30,

1968 31
PVT Growth in an ampoule with long capillary tip De Meis et al. 1967 48
ZR Temperature gradient 100-160 °C/cm with pulling Libickiy et al. 1967 15

TGSZ
speed of 6 cm /hr
Temperature gradient growth using molten zone Steiniger et al. 1968 33

VGF Growth under Zn over pressure Lynch 1968 21
SG Growth from Ga or In melts Harsey 1968 32
PVT Growth with In by a modified Piper-Polish method Jordan et al. 1969 49

SG Growth from Zn and Те solvents Fuke et al. 1971 34
PVT Vertical PVT with a capillary tube for controlling Blanconnier et al. 1972 50

HP-VB
the vapor pressure in minimum
Composition analysis after melt growth Kikuma et al. 1973 22

THM Growth by THM in In solvent at 900 °C Bullitt et al. 1974 37
PVT and CVT Growth of crystals measuring 10x10x5 mm3 Hartmann 1977 51
ZR Growth at 1300 °C in 14 mm diameter ampoule Triboulet 1975 16
THM Growth from In solvent Wald 1976 38
CVT Growth by ZnTe-I2 and ZnTe-Ge-I2 systems Kitamura et al. 1977 58
STHM Growth at 785-800 °C at a rate of 3 m m /day Taguchi et al. 1978 66
CVT Epitaxial growth of ZnTe on GaAs(100) using Nishio et al. 1979- 59-

iodine as the transport reagent 1984 62
VB Effect of Zn/Т е ratio and growth rate Ogawa et al. 1982 23
MF-THM Growth by rotating THM under magnetic field Takeda et al. 1983 39
VPG Growth by the horizontal open-tube method Nishio et al. 1983 45, 46
TDM-CVP Effect of Zn vapor pressure on resistivity Maruyama et al. 1988 42

SDS Inc. 1988 24
Cold THM Growth directly from Zn and Те source material Triboulet 1990 40
PVT and THM Comparison of crystal qualities between PVT Su et al. 1993 41

and THM using Те solvent
SG Growth from Те solvent with hetero-seeding Seki et al. 1997 35
PVT Twin free single crystals by self-seeding PVT Mysicelski et al. 1998- 52-

EPD of 5x103-104 cm-2, FWHM of 15-25 arcsec 2000 54
VGF B ,0 , encapsulated VGF with hetero-seeding Sato et al. 1999 25
Method Result Author Year Ref.
SE Solvent evaporation growth from Те solvent Sato et al. 1999 36
VGF 80 mm diameter single crystal growth Sato et al. 2000 26-28
PVT Seeded vapor phase free growth (SVPEG) of Korostelin et al. 2000 55

ZnTe single crystals 40-50 mm in diameter
2000-
2002

63, 64CVT Transport in the ZnT-NH4Cl system Il’chuk

LEK Growth of <100>, <110> oriented 80 mm diameter 
single crystals

Asahi et al. 2003 65

DS: Direct Synthesis, VB: Vertical Bridgman, HP-VB: High-Pressure Vertical Bridgman, VGF: 
Vertical Gradient Freezing, ZR: Zone Refining, PVT: Physical Vapor Transport, SG: Solution  
G row th, THM: T raveling H eater M ethod, CVT: C hem ical Vapor T ransport, TDM-CVP 
(Temperature Difference Method under Controlled Vapor Pressure), LEK: Liquid Encapsulated 
Kyropoulous



510 PART 3 II-VI Materials

Fig. 18.2 Z one refin in g  assem b ly , (A ) quartz p lu g , (B) ZnTe, (C) grap h ite  su scep tor , (D) 
rf coil, (E) m olten  zon e, (F) regu la tion  th erm ocou p le , (G) argon (reprinted  from  Ref. 16 
w ith  p erm ission , cop yrigh t 1975 E lsevier).

atmosphere.
Libicky15 first reported the vertical zone refining of ZnTe. ZnTe was set in a graphite 

crucible and sealed in a quartz ampoule. Zone refining was performed by radio fre
quency heating. Three passes of zone refining at a rate of 6 cm/h were performed but 
the grown crystal was not a large one.

Triboulet et al.16 also examined the possibility of vertical zone refining using a fur
nace as seen in Fig. 18.2. Since the melting point of ZnTe is ~ 1298 °C, the quartz 
begins to soften. In order to examine the limitations of quartz as a material for am
poules, semiconductor quality quartz was used for the experiment. The inner ampoule 
diameter was 14 mm with a wall thickness of 2 mm. The several passes could be carried 
out without deforming the quartz ampoules at a growth rate of 4 cm/hr. After the last
2.5 cm/hr pass, large single crystals were obtained.

(2) Vertical Bridgman (VB) and Vertical Gradient Freezing (VGF) methods 
Fischer17*20 has grown ZnTeiAl crystals by the high pressure VGF (HP-VGF) method 
(Fig. 18.3) from a Zn rich melt containing Al under high argon pressure of 30-50 atm. 
The ampoule temperature was reduced from 1280 °C to 1100 °C and was rapid- 
quenched in a silicon oil bath. They found that n-type ZnTe could be obtained with a 
single crystalline region of 5-8 mm. Fischer also applied a capillary-tipped ampoule
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ZINC DROPLETS 
(REFLUX COOLER 

ACTION)

Pt - P t /R h  
THERMOCOUPLE'

DROPPING MECHANISM 

P

MOLYBDENUM -  
'WOUND ALUNDUM 
CORE HEATER

ARGON PRESSURE INPUT 
( 3 0 0 0  P S I)

Fig. 18.3 A pparatus for m elt-grow th  and quenching of ZnTe crystals (reprinted from  Ref. 
18 w ith  p erm ission , cop yrigh t 1964 E lsevier).

method in which the excess Те is deposited in the colder region of the capillary ex
tended ampoule.19,20 Using this method, crystal growth could be performed under at
mospheric pressure. Lynch21 has grown ZnTe crystals 95 mm in diameter and 25 mm in 
length by the VGF method under Zn vapor pressure control.

Ogawa and Nishio23 have grown ZnTe crystals by the vertical Bridgmann method at 
various growing speeds under conventional atmosphere. They obtained crystals of di
ameter 10 mm and length of about 2-3 cm. At a growth rate of 2.5 mm/day from the 
melt of Zn/Te = 0.8, comparatively large grains could be obtained. The grown crystal 
was p-type material with a mobility of 70 cm2/V-s and with a carrier concentration of 
10,6cm'3. By doping with phosphorus, low resistivity of -  0.50 Q-cm was obtained.

Sato et al.25*28 have developed a high-pressure VGF method (Fig. 18.4) for growing 
large ZnTe single crystals 80 mm in diameter. Zn and Те are directly synthesized at 650 
°C in a pBN crucible with a B00 3 encapsulant. ZnTe poly crystals were then heated at a 
temperature higher than the melting point and gradually frozen with a low temperature 
gradient in the furnace. By this method, <111> oriented self-seeded ZnTe single crys
tals of diameter up to 80 mm could be obtained (Fig. 18.5(a)). Since crystals were 
grown under a low temperature gradient, an average EPD of the order of 2000 cm*2 
could be obtained as seen in Fig. 18. 5(b).
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Fig. 18.4 Schem atic d iagram  of h igh  p ressure VGF furnace for ZnTe crystal grow th  (from  
Ref. 28 w ith  p erm ission ).

(3) Liquid Encapsulated Kyropolous (LEK) method
Asahi et al.65 have developed the LEK method for growing 80 mm diameter <100> and 
<110> orientated single crystals. They have single crystals 89 mm in diameter and 40 
mm in length for these orientations. The dislocation densities were less than 104cnr2.

18.3.2 Solution Growth
(1) Solution Growth (SG) method
Wagner et al.29 measured the solubility of ZnTe in gallium and indium, and prepared 
crystal platelets having a size of about 3.5 mm square at a cooling rate of 100 °C/day. 
Rubenstein determined the solubility of ZnTe in Bi30 and Sn, Cd, Zn.31

Steininger and England33 have developed a Temperature Gradient Solution Zoning 
(TGSZ) method (Fig. 18.6) and have grown ZnTe single crystals as shown in Fig. 18.7. 
Seki et al.35 have developed a solution growth method using a hetero-seeding technique 
(Fig. 18.8). Те solvent containing 30 at.% Zn was set in a crucible, at the bottom of 
which a sapphire substrate is set as a seed crystal. The ampoule was lowered in the 
furnace under a certain temperature gradient and a ZnTe crystal was grown as shown in 
Fig. 18.9. It was found that a <001> ZnTe single crystal was grown with the orientation
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F ig. 18.5 (a) ZnTe s in g le  crysta l and a s lic ed  w afer grow n  by the h igh  p ressu re  VGF 
m ethod  and (b) EPD d istribution  in  the grow n  crystal (from  Ref. 27 w ith  p erm ission).

inclined several degrees from the (0001) plane of the sapphire seed crystal. The orien
tation relationship between the ZnTe single crystal and the sapphire substrate was 
found to be ZnTe (001) //sapphire (0001) and ZnTe <110> || sapphire <1010> as seen 
in Fig. 18.10.

Sato et al.25-36 has modified the above hetero-seeding method by combining it with 
the Solvent Evaporation (SE) method. In an ampoule for the hetero-seeding method, a 
space for solvent condensation is designed. During crystal growth, the tellurium sol
vent is evaporated so that at the end of the growth, hardly any solvent remains in the 
graphite crucible. Since no solvent is left after crystal growth, during cooling no cracks 
can be made which would otherwise be due to the solvent which has a different thermal 
expansion coefficient to that of grown ZnTe crystals.
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Fig. 18.6 T em p erature p ro file  and liq u id u s  co m p o s itio n  d u r in g  TGSZ g ro w th  o f ZnTe 
crystals (from  Ref. 33 w ith  p erm ission ).

Fig. 18.7 Q uenched  in got of ZnTe sh o w in g  m olten  zon e  of ZnTe in excess te llu riu m  (from  
Ref. 33 w ith  perm ission ).
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Temperature fC )

Fig. 18.8 Schem atic d iagram  of the vertical Bridgm an furnace w ith  a typical temperature 
p rofile  (reprinted  from  Ref. 35 w ith  perm ission , copyright 1997 E lsevier).

(2) Travelling Heater M ethod (THM)
Bullitt et al.37 have grown ZnTe single crystals from an In solvent at 900 °C by the 
THM method. The grown crystals with an In content of the order of ~ 6 x l0 19 cm'3 were 
of high resistivity over 1010 Q -cm. Wald [38] has grown ZnTe crystals from an In 
solvent and obtained high resistive material. The compensation mechanism has been 
discussed relative to the formation of point defects.

Triboulet and Didier16 applied the THM to the growth of ZnTe. ZnTe raw materials 
were synthesized by the Bridgman method from the mixture of pure Zn and Те with Zn/ 
Те = 40/60. The raw material was set in a 15 mm inner diameter quartz ampoule which 
was coated with carbon. Crystal growth was performed at 850 and 950 °C with a 
growth rate of 7 mm/day and the crystals of length 17 cm were grown.

Takeda et al.39 have grown ZnTe single crystals by the THM combined with an ac
celerated rotation in a magnetic field. They examined the effect of accelerated rotation 
in the magnetic field on the stability of the solid-liquid interface and the control of flow 
in the solution. It was found that accelerated rotation was effective in reducing Те in
clusions.

Triboulet et al.40 developed a modified THM method which they call the Cold Trav
elling Heater Method (CTHM). In this method, a Cd rod surrounded by Те pieces was 
used as the source material instead of a CdTe source. Cd and Те source materials were 
dissolved in the Те solvent molten zone and CdTe crystals were grown from the melt.

(3) Temperature Difference M ethod under Controlled Vapor Pressure (TDM- 
CVP)
The TDM-CVP method (Sec. 5.3.5) has been applied to ZnTe.42 Crystal growth was
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Fig. 18.9 (a) G row n ZnTe crystal and (b) s lic ed  w afers (b) (rep rin ted  from  Ref. 35 w ith  
p erm ission , cop yrigh t 1997 E lsevier).
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Fig. 18.11 V apor p h ase grow th  in capillary tipped am poules (reprinted from Ref. 48 with 
p erm ission , cop yrigh t 1967 E lsevier).
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Fig. 18.12 D ep en d en ce of vapor transport on charge com position (reprinted from Ref. 49 
w ith  p erm ission  of The E lectrochem ical Society).
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performed at 950 °C under Zn pressure ranging from 370 to 1,900 Torr. The depen
dence of the resistivity and the cathodoluminescence spectrum on the Zn pressure was 
investigated. It was found that the deep level emission in the CL spectrum was greatly 
reduced under a certain Zn pressure and the resistivity showed a minimum value under 
the Zn pressure as shown in Fig. 18.20.

18.3.3 Vapor Phase Growth
(1) Direct Synthesis (DS) and open tube growth
Yamanaka and Shiraishi44 have grown ZnTe small single crystals from Zn and Те met
als in a quartz capsule with a pinhole of 0.2-0.8 mm. The grown crystal was 30 mm in 
length and 10 mm in diameter with single crystals measuring 10x8x5 mm3. Nishio et 
al.45,46 have applied a horizontal open-tube method to the growth of homo-epitaxial 
ZnTe crystals in H2, H2-I2 and Ar gas ambients.

(2) Physical Vapor Transport (PVT) method
Albers and Aten47 have grown ZnTe single crystals while controlling the partial vapor 
pressure in order to avoid precipitate formation. De Meis and Fishcer48 have developed 
a closed tube PVT method as shown in Fig. 18.11. The quartz ampoule is attached with 
a long capillary tip, the end of which is at room temperature and acts as a cold trap to 
collect excess volatile materials until the decomposition pressure in the ampoule has 
reached its minimum.

Jordan and Derick49 have grown high resistive ZnTe single crystals with In doping 
by a modification of the Piper-Polish method (Sec. 2.4.3) for suppressing Те precipi
tates. They have examined the dependence of vapor transport on the charge composi-

(a) Purification (b) Crystal growth

Fig. 18.13 S u ccess iv e  sta g es  of exp erim en ta l p ro cess o f vap or  p h ase  g row th  (rep rin ted  
from  Ref. 50 w ith  p erm ission , cop yrigh t 1972 E lsevier).
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(a)

Fig. 18.14 (a) ZnTe sin g le  crystals grow n by the PVT m ethod and (b) cut substrates (from  
Ref. 54 w ith  p erm ission ).

tion as shown in Fig. 18.12.
Blanconnier and Henec50 have grown ZnTe single crystals of several cm3 by a PVT 

method as seen in Fig. 18.13. In this method, firstly the material is purified as seen in 
Fig. 18.13(a) and the growth is then performed by lowering the ampoule (Fig. 
18.13(b)). The capillaiy aims to perform the stoichiometry of the charge in order to 
adjust the pressure to its minimum value. For a given temperature gradient, the trans
port velocity reaches a maximum. The seed is put in the lowest tube for appropriate 
nucleation.

Mysicelski et al.52'54 have developed a PVT method to grow ZnTe and Cdj xZnxTe 
single crystals 25 mm in diameter and 20-30 mm in length. Typical crystals and sub
strates are shown in Fig. 18.14. The EPD is around 5 x 103-104cnr2 and the X-ray 
rocking curve width 15-25 arcsec.

Korostelin et al.55 have applied the Seeded Vapor Phase Free Growth (SVPFG) 
method (Fig. 17.22) to the growth of ZnTe. They have grown 40-50 mm diameter 
single crystals with EPD of no more than 104 cm'2 and X-ray rocking curve width of 18- 
22 arcsec.

Zhou et al.56 have made a theoretical consideration of the growth of ZnTe by the
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PVT method, mainly focusing on the effect of convection on noncongruent transport of 
species.

(3) Chemical Vapor Transport (CVT) method
Kitamura et al.58 have examined CVT growth in the ZnTe-I2 system and ZnTe-Ge-I2 
system. Nishio et al.59 have grown ZnTe in a closed tube CVT method in the ZnTe- 
GaAs-I2 system. Ogawa et al have examined chemical vapor growth in an open tube 
method with the Z n T e -H ^  system60 and in a closed tube method in the ZnTe-I2 sys
tem.61

Nishio and Ogawa62 have made a theoretical study of chemical vapor transport in the 
ZnTe-^ system. Il'chuk et al.63,64 have examined chemical vapor transport of ZnTe in 
the ZnTe-NH4I system theoretically and have done the growth experiment.

(4) Sublimation Traveling Heater M ethod (STHM)
Taguchi et al.66 applied the STEM method (Fig. 18.15) in which the vapor phase is used 
instead of the solution band in the conventional solution THM method. Crystals have 
been grown with a sublimation temperature of 815 °C and growth temperature ranging

Temperature(°C)
0 200 400 630 800 Ю00

Fig. 18.15 R ela tive  co n figu ra tion  o f the tem perature p ro file  and the grow th  am p o u le  in  
S ublim ation  T ravellin g  H eater M ethod (STHM ) (reprinted  from  Ref. 6 6  w ith  p erm ission , 
cop yrigh t 1975 E lsev ier).
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from 785 °C to 800 °C at a growth rate of 3 mm/day. The characteristics of the grown 
crystals have been evaluated by photoluminescence and the free exciton line at 2.381 
eV could be observed.

18.4 CHARACTERIZATION
18.4.1 Purity
Pautrat et al.67 have examined the behavior of impurities during annealing. ZnTe has Те 
precipitates as seen from the phase diagram because of the retrograde shape solidus 
line. They discussed the reaction of impurities and Те precipitates relative to the solid- 
liquid segregation mechanism. Impurities which dissolved in Те precipitates diffuse to 
the matrix during annealing.

18.4.2 Defects
(1) Dislocations
For evaluating dislocation densities, hot NaOH (water 1/ + 20 mol) which reveals dis
locations as triangular etch pits as, is mainly used.23 It is known that the EPD is high 
when Те precipitates exist as in the case of solution growth from a Те-rich solution.

(2) Twinning
The stacking fault energy of ZnTe has been estimated as explained in Sec. 1.7.2 and it 
is concluded that it is small, similar to CdTe and ZnSe. Therefore, it is difficult to grow 
large twin-free single crystals. Large diameter single crystals however can be grown by 
the HP-VGF as shown in Fig. 18.4, where the temperature fluctuation is greatly re
duced as in the case of the growth of InP as explained in Sec. 10.3.3.

(3) Stoichiometry and precipitates
The effect of overpressure on the resistivity was studied by Maruyama et al .42 as shown 
in Fig. 18.20 and it was found that under a certain pressure, the resistivity reaches a 
minimum which will correspond to stoichiometric composition in the crystal.

As with other compound semiconductors, ZnTe also shows Те precipitates which 
can be revealed by etching (Fig. 18.16). This is due to non-stoichiometry because the 
congruent point departs from stoichiometry. The behavior of Те precipitates as a func
tion of annealing temperature and Zn overpressure was studied precisely and it was 
found that Те precipitates can be eliminated with appropriate Zn over pressure control 
(Fig. 18.17).68 From these studies, the vapor pressure at which stoichiometric ZnTe can 
be obtained was determined as

P2n (Pa) = 9.0xl0n exp (-2.02 eV/kT) (18.1)

It was also found that under stoichiometric conditions, high carrier concentrations 
and good PL spectra without broadband emissions can be achieved without Те precipi
tates (Fig. 18.22).
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Fig. 18.16 P recip ita tes revea led  as trian gu lar  etch  p its  (rep rin ted  from  Ref. 6 8  w ith  p er
m ission , cop yrigh t 2000 E lsevier).

(4) Native Defects
Studies on native defects have been made by various authors.69-73 Berding et al. have 
calculated the vacancy formation energies as VZn = 1.20 eV and VTe =1.12 eV.69 They 
also calculated the energies for various defects and impurities.71

Jansen and Sankey72 calculated the formation energy of point defects in ZnTe by an 
ab initio pseudo-atomic method and showed the concentration of point defects as a
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Fig. 18 .17  R e la tio n sh ip  b e tw een  an n ea lin g  tem p era tu res and Zn vapor p ressu res for 
con tro llin g  the sto ich iom etric  com p osition  of ZnTe(reprinted from  Ref. 6 8  w ith  p erm iss
ion , cop yrigh t 2000 E lsevier).

function of stoichiometry as shown in Fig. 18.18. Ionization energies of 3d elements 
have been calculated by Kikon et al.73

Deep levels in p-type ZnTe have been studied by DLTS74-75 and three hole traps Ev- 
0.28 eV, Ev-0.51 eV and Ev-0.59 eV, have been observed. One of them was attributed to 
the VZn native acceptor.

18.4.3 E lectrical P roperties
(1) Resistivity, mobility and carrier concentration
The electrical properties of undoped and doped ZnTe have been evaluated by various 
authors.1*l4-76-78 The dependence of carrier concentrations on the Zn vapor pressure was 
determined by Thomas and Sadowski14 as

p = 3.73xl023PZn_1/3 exp (-1.31 eV/kT). (18.1)

Smith1 studied the electrical properties up to 1000 °C under controlled partial vapor 
pressures of Zn or Те and discussed the role of native defects. Theoretical and experi
mental Hall mobilities of undoped p-type ZnTe are as shown in Fig. 18.19. Maruyama 
et al.42 have prepared ZnTe single crystals under different Zn vapor pressures and 
found the relationship between the resistivity and the Zn vapor pressure is as shown in 
Fig. 18.20. They showed that the resistivity reaches a minimum under the stoichiomet
ric condition.
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n-type

Fig. 18.18 N a tiv e  d efect con cen tration s as a fu n ction  of sto ich io m etry  for p - and n -ty p e  
ZnTe. The up p er pan el is  for p o sitiv e  sto ich iom etry  S (ex cess  Z n) and the lo w er  p an el is  
for n e g a tiv e  s to ic h io m e tr y  S (e x c e s s  Т е), (r ep r in ted  from  R ef. 72 w ith  p e r m is s io n ,  
copyrigh t 1989 A m erican  P hysical Society)

(2) Doping
The energy levels of donors and acceptors of ZnTe5,6 are summarized in Table 18.3. 
Because of the self compensation mechanism (Sec. 4.2.5), ZnTe is of p-type conductiv
ity and is difficult to obtain n-type conductive material. The reason why p-type ZnTe

T able 18.3 E nergy L evels of D on ors and A cceptors in ZnTe
Im purity D on or or 

A ccep tor
E nergy lev e l from  
con d u ction  band (eV )

E nergy le v e l from  
v a len ce  b and  (eV )

A g A 0 .1 2 1
A l D 0.0185
A s A 0.079
A u A 0.277
Cl D 0 .0 2 0 1
Li A 0.0605
N a A 0.148
P A 0.0635
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Fig. 18.19 T h eoretica l h o le  m ob ility  (so lid  curve) of pure ZnTe com pared w ith  exp eri
m ental H all m ob ility  data (from  Ref. 78 w ith  perm ission).

F ig . 18.20 D ep en d en ce  o f r e s is t iv ity  o f Z nT e cry sta l on  Zn p ressu re  a p p lied  d u rin g  
grow th  (from  Ref. 42 w ith  perm ission ).
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can be easily obtained is explained by Dow et al.79 and Laks et al.80
Low resistive p-type ZnTe can be obtained by doping p-type shallow impurities 

such as phosphorus and arsenic. Shallow acceptor states such as Li, Na, P have been 
studied by Crowder and Hammer.81 Aven82 discussed the Hall mobility and the effect of 
the interaction between impurities and native defects.

(3) N-type control
N-type conductivity has reportedly been achieved only by quenching Al-doped crystals 
after crystal growth.18 Since n-type control of bulk ZnTe is difficult because of self 
compensation as explained in Sec. 4.2.5, various methods such as epitaxial growth or 
annealing have been studied. Ogawa et al.83 achieved Al-doped n-type epitaxial layers 
by MOCVD and Tao et al.84 reported Cl-doped n-type epitaxial layers prepared by 
MBE. Sato et al realized reproducible n-type conversion of p-type ZnTe by Al deposi
tion and annealing.27

18.4.4 O ptical P roperties
The absorption, transmission, reflectivity and fluorescent properties of ZnTe have been 
studied by various authors.85*88

The photoluminescence of ZnTe has been extensively studied on bulk ZnTe and on 
epitaxial layers by many authors66 89*103 and the assignment of PL peaks has been iden
tified as shown in Table 18.4.

Dean et al.90*92 have studied systematically various acceptor and donor levels in 
ZnTe and compared the results with all the previous data. Magnea et al.93 have clarified 
five substitutional acceptors such as LiZn, CuZn, NaZn, AgZn and AuZn and identified their 
ionization energies. The photoluminescence of a high quality ZnTe single crystal 
grown by HP-VGF is shown in Fig. 18.21.27 Since fine structures at the emission edge

T able 18.4. A ssig n m en t of P h o to lu m in escen ce  Peaks
L ines E xperim ental T heory N ota tion

Eg 2.3941 direct en ergy  gap
lex , n=3 2.392 Free E xciton
lex , n= 2 2.388(2.391) 2.388 Free E xciton

IIс><O) 2 .381 2.38 Free E xciton
ID 2.3774 2.3778 (D°,X)
Ia(A ) 2.375 2.374 (A°,X)
IA 2.372-2 .37 (A*,X)
гг 2.362 2.36 (D +,X)
B2 2.339 FB(53m eV acceptor)
B3 2.330 FB(Li acceptor)
C2 2.243 D A P (C u, I)
C3 2.242 D A P (C u, C l)
C l 2.235 D A P (C u, In)
D 1.98 O xygen  isoe lectron ic  trap
F 1 .6 L evel related  w ith  Cl
E <1.55 C om p lex  b etw een  n ative  

d efects and donors
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Fig. 18.21 T yp ica l ed ge em ission  of high purity bulk ZnTe (from Ref. 27 with perm ission).

are clearly seen, the grown crystals were found to be of high purity with low defect 
concentrations.

The photoluminescence spectra as a function of annealing conditions were system
atically studied by Uchida et al.68 as shown in Fig. 18.22. It is seen that under appropri
ate annealing conditions which may correspond to the stoichiometry, a good PL spec
trum without broadband emissions can be obtained.

18.5 APPLICATIONS
18.5.1 Light Emitting Diodes (LEDs) and Laser Diodes (LDs)
Since the bandgap of ZnTe is 2.26 eV, it is promising for pure green LEDs. To achieve 
these, it will be essential to be able to make p-n junctions. Several trials have been 
carried out.

Aven and Garwacki104 have fabricated p-n junctions using ZnSexTe, x single crystals 
grown by the PVT method. Donnelly et al.105 and Gu et al.106 have shown that avalanche 
MIS diodes can be made and observed the emission of green light. Iodko et al.107 
showed that p-n junctions can be achieved when ZnTe substrates with Al electrodes are 
annealed with a high power laser.

Sato et al.26 28 obtained high quality ZnTe single crystals which showed good photo
luminescence with high intensity edge emissions without broadband emissions after 
appropriate annealing.68 Using these high quality ZnTe single crystals, LEDs have been 
fabricated by Al diffusion.28,108 It was found that good pn junctions can be reproducibly 
obtained as seen in Fig. 18.23. The realization of a reproducible pn junction is ex
plained by the good crystal quality and Al diffusion from the cathode electrode which
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Fig. 18.22 PL sp ectra  as a fu n ction  o f an n ea lin g  co n d itio n s  (rep rin ted  from  Ref. 6 8  w ith  
p erm ission , cop yr igh t 2000 E lsev ier).
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Fig. 18.23 I-V characteristics of p-n  junction  ZnTe LED structure (from Ref. 27 w ith  per
m issio n ).

prevents the out-diffusion of Zn atoms and suppresses self-compensation by Zn vacan
cies. By this process, they showed that pure green LEDs could be made having emis
sion at 557 nm.27' 28

18.5.2 Electro-Optical EO Conversion Materials
As reviewed by Gunter,109 materials with high electro-optical coefficients have various 
applications. ZnTe crystals are now expected to be good in transmitters and transceiver 
for THz radiation.110113
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