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## Preface by S G Sajjadi

It is a pleasure and honour to write this brief preface to introduce this threevolume selection of papers by a close colleague, Professor Michael LonguetHiggins, FRS.

As a biographical sketch written by him follows this preface I will limit myself to some thoughts of mine having to do with his influence on our community. From the recognition which Professor Longuet-Higgins has received in appreciation of his work I would like to mention his work on microseisms.

Scientists have long known about microseisms, but, until recently, no one could determine where they came from. Microseisms were first recorded as a strange, continuous buzz on the earliest seismometers, devices that measure earthquakes. Every year, the cumulative energy released by these small vibrations equals the amount of energy released globally from earthquakes. Records of microseismic activity give scientists a history of wave interaction in Earth's oceans since the early 20th century. They are also used to examine the history of storms over the ocean. Scientists are interested in learning where these microseisms originate because the information can help them monitor stress in Earth's crust.

The theory of the origin of microseisms was first introduced in 1950 by Michael Longuet-Higgins whilst at the University of Cambridge in England. Longuet-Higgins suggested that the vibrations originated in places where ocean waves were traveling in opposite directions toward each other at the same frequency and at a certain ocean depth. According to his theory, when these waves collide, they combine to form stationary waves that remain in a constant position over large areas of the ocean. These waves create tall, pulsing columns of pressure that repeatedly beat down on the ocean floor, causing it to vibrate. The vibrations generate seismic surface waves, which spread out thousands of miles and are detected by seismometers as noise. This new study on microseisms, which appeared in the March 2007 issue of the Proceedings of the Royal Society, Series A was part of interdisciplinary collaboration, which included LonguetHiggins and researchers from the California Institute of Technology, Pasadena and the Hydrologic Research Center in San Diego.

This three volume set presents selected original research papers of Professor Longuet-Higgins in the various areas of water waves, ocean dynamics, and fluid mechanics. I believe they will serve as a milestone and beacon for future generations.

Apart from the subject area covered in these three volumes, Longuet-Higgins has published papers in other fields such as electromagnetic measurement of
tidal streams and ocean currents, time-varying currents depending on the Earth's rotation, projective geometry, etc. These papers have not been included in the present selection, but it is hoped that they will be published in a separate volume in the near future.

Finally, my thanks are due to a number of publishers for their permissions for photographic reproduction of the original papers. In particular I wish to thank the Royal Society of London, the Oxford University Press, the Cambridge University Press, MacMillan Publishing Co., the Journal of Physical Oceanography, the Joumal of Marine Research, the American Physical Society, the American Geophysical Union, Prentice-Hall, Pergamon Press and Elsevier Publishing Co.

S G Sajjadi
ERAU, Florida
December 2008

## Preface by Michael Longuet-Higgins

The practical consequences of wave motion for both the coastal engineer and the geophysicist are many and varied, and new applications constantly arise to keep the subject alive. At the same time, surface waves challenge the fluid dynamist to find an explanation for such spectacular phenomena as wave breaking, when the upper surface overturns on itself.

The present collection of original papers is not intended to cover the whole subject. It is simply a selection of basic contributions by a single author and his collaborators. On reflection, the papers can be seen to have been guided by certain points of view: (1) a preference for simple or "physical" explanations where possible, and particularly for geometrical interpretations. (2) a desire to solve problems by accurate analysis initially, but then to find simpler approximate models, easier to apply in practice. (3) an acknowledgement of the need to compare theoretical results with field observations or laboratory experiments. Like many other subjects, fluid mechanics advances by putting one foot forward and then the other.

For convenience, this collection is arranged according to subjects. Included in this first Volume are the author's principal papers on microseisms; on mass transport by water waves; on stochastic processes, especially applied to windwaves; on various mechanisms of wave generation by wind; and on the theory and consequences of radiation stresses (momentum flux due to waves). Conference papers are generally omitted, since usually they consists of reviews of the original papers, doubtless in a more readable form. Preceding each group of papers, there is a brief introduction giving the circumstances under which the papers were written, and providing further background information.

As an appendix to Volume III, a list is given of the author's papers on other subjects. Some, as for instance time-varying ocean currents, are closely related to papers in this Collection, while other subjects are widely different.

My thanks are due to Professor SG Sajjadi for offering to undertake the editing of this selection of my papers. I would also like to express my indebtedness to some of my mentors, colleagues and collaborators, aside from those named explicitly in the subsequent text. In particular I wish to mention CV Durrell, the senior mathematics don at Winchester College, for his thorough mathematical grounding, and for his encouragement of my first forays into mathematical research; to Dr George Deacon, leader of Group W at the Admirality Research Laboratory at Teddington, England, from 1944 to 1949 and subsequently the first Director of the UK National Institute of Oceanography at Witley, for his consistent support; to Norman Barber, a senior physicist in
group W ; he was my first research supervisor who introduced me to "physical" ways of looking at mathematical problems; to Sir Harold Jeffreys, for his inspiring lectures on probability and statistics at Cambridge University; and to Sir Geoffrey Taylor, for his inimitable style of research. Walter Munk has been a long-time friend and advocate. It is be appropriate to mention those many anonymous referees who have helped me on my scientific journey.

Perhaps the greatest credit of all should go to the subject of water waves for affording the student such great pleasure and interest, and to the waves themselves, for following so obediently the laws of mathematical physics.

## A Brief Biography

In 1943, at the age of seventeen, the author entered Trinity College, Cambridge, with a scholarship in mathematics from Winchester College, the school where he had spent the first four years of World War II. Already he had acquired a taste for research in geometry. By the summer of 1945, he had qualified for a Cambridge BA in mathematics. He was then required to do three years "work of national importance." Fortunately for him, he was assigned to "Group W" (for waves) at the Admiralty Research Laboratory, Teddington. This Group had been formed in June 1944 to study the long-distance propagation of ocean waves in preparation for projected military operations in the Pacific Ocean. The Group had been spectacularly successful, and its lease of life had been extended, with wider terms of reference. During three years at Teddington (1945-8), he worked not only on the theory of wind waves but also on the geomagnetic induction of voltages by tidal streams, and on the generation of oceanic microseisms. In September 1945, he returned to Cambridge to read for a PhD. There was, however, no break in his research; he continued to develop the same subjects of interest, reporting at the end of each term to Sir Harold Jeffreys, and later to Dr Robert Stoneley. In 1951, he was awarded a 4 -year research Fellowship (Title A) at Trinity College. The first year (1951-2) he spent in the USA as a Commonwealth Fund Fellow, staying first at the Woods Hole Oceanographic Institute on Cape Code, Massachusetts, and then at the Scripps Institution of Oceanography at La Jolla, California, with Walter Munk. At Scripps he became interested in wave generation by wind, in the statistical properties of sea states, and in several other topics.

On his return to England in 1952, he spent two years of his Research Fellowship in Cambridge after which he accepted Dr George Deacon's invitation to join the newly formed NIO, the UK's National Institute of Oceanography, at Witley in Surrey. There he was to spend thirteen happy and fruitful years, working (mainly) on ocean waves. After 1963, he concentrated more on timevarying ocean currents, especially those which depend essentially on the rotation of the Earth. This period also included visiting appointments in the Mathematics Department at MIT (1957-8), the University of Adelaide, Australia (1964) and at the University of California, San Diego (1961-2 and 1966-7). In 1963, he was elected to the Royal Society of London. From 1967 to 1969, he spent two years assisting in the expansion of the Department of Oceanography at Oregon State University, in Corvallis, Oregon, but in 1969, he was appointed to a Royal Society Research Professorship, to be held jointly at Cambridge University, in the Department of Applied Mathematics and Theoretical Physics, and at The

National Institute of Oceanography at Witley. Once there, he decided on a multifaceted attack on the problem of wave breaking, involving both theory and innovative experiments in the field and laboratory. He was also free to pursue research in other subjects.

In 1989, on reaching the age of formal retirement, he wished to continue doing research and for two years joined the La Jolla Institute in San Diego, California. In 1991, he was appointed to a position as a Senior Research Physicist at the Institute for Nonlinear Science in the University of California, San Diego, with an Adjunct Professorship at the Scripps Institution of Oceanography. There he turned attention to the natural sources of underwater sound, particularly the sound produced by the creation of bubbles in breaking waves (previously this sound was call "wind noise"). Financial support came mainly from the US Office of Naval Research and from the National Science Foundation. Since his second "retirement" in 2001, he has used his freedom as a Research Physicist Emeritus to indulge his interest in a variety of problems without the necessity of applying for outside grants. These interests have included the damping of incoming swells by sand ripples, and the construction of very simple but accurate approximations to gravity waves of limiting steepness.
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## Introductory Notes for Part B <br> B. Oceanic Microseisms

## Papers B1 to B4

Oceanic microseisms are small movements of the ground recorded by sensitive seismographs. They are quite independent of any seismic signals due to distant earthquakes. The author's interest in microseisms originated in 1946 when Dr George Deacon, then leader of Group W, noticed that the microseisms recorded at Kew Observatory near London followed closely the amplitude of the ocean waves recorded at Group W's station in North Cornwall. Remarkably, the dominant wave period of the microseisms, which varied in time, was consistently half that of the corresponding ocean waves. The papers recorded in Section B tell the story of how an explanation of this phenomenon, now generally accepted, was first formulated.

Paper B 1 is a preliminary note announcing the basic idea behind the theory. A first version of the complete theory appeared as an internal Admiralty Report in July 1948, but the final version, Paper B3, was not submitted for publication until after the author returned to Cambridge and had performed experiments confirming the soundness of the hydrodynamical theory. These experiments are described in Paper B4. The complete theory takes into consideration as well the compressibility of sea water. Paper B3, however, is most advantageously read in conjunction with the simplified account given in Paper B6. In addition, B6 provides further historical information; see p. 85. Both B3 and B6 emphasize the important role of sea-water compressibility in amplifying the energy of the microseisms by "organ-pipe resonance" in certain depths of water (typically 3 km for ocean waves of period 12 s ). This largely ignored effect has only recently been confirmed quantitatively by field observations, see Kedar et al. (2008): "The origin of deep ocean microseisms in the North Atlantic Ocean," Proc. R. Soc. Lond., A, 464, pp. 777-793.

Two papers, B6 and B7, not reproduced here, were concerned with the correction or rebuttal of statements made by other authors.

It may be noted that the statistical treatment of a random sea state, as given in Papers B3 is a precursor of the modern representation of sea surface elevation by a stochastic integral (Phillips 1966). In 1950, this mathematical tool was not yet available.

The same mechanism as is responsible for oceanic microseisms, namely the interaction of oppositely travelling sea waves, has also been found to give rise
to microbaroms, which are similar oscillations occurring in the atmosphere. For detailed references, see Paper N8 titled "Standing waves in the ocean," in Volume III of this collection.

## B. Oceanic Microseisms

## Sea Waves and Microseisms

IT is well known ${ }^{1}$ that the pressure variations beneath a progressive gravity wave of Stokes's type are insufficient, in deep water, to generate microseisms of the observed magnitude. This is because the pressure variations on the sea-bed decrease exponentially with the depth. The following argument, however, shows the existence, in a general class of wave motions, of 'second-order' pressure variations which are not attenuated with the depth.

The surface elevation in a simple stationary wave, for example, is given, in Lamb's notation ${ }^{2}$, by

$$
\begin{equation*}
\eta=a \cos k x \cos \sigma t+O\left(a^{2}\right) \tag{A}
\end{equation*}
$$

where

$$
\sigma^{8}=g k \tanh k h
$$

Consider the mass of water contained between the bottom $z=-h$, the surface $z=\eta$ and the two vertical planes $x=0, \lambda$ where $\lambda=2 \pi / k$. There is no flow across the vertical planes and therefore this mass of water consists always of the same particles. Therefore, if $F$ is the vertical component of the total external force acting on the mass, we have, summing the equations of motion for each particle of mass $m$ and cancelling internal forces,

$$
F=\Sigma m \frac{d^{2} z}{\frac{d t^{2}}{}}=\frac{1}{g} \frac{d^{2}}{d t^{2}} \text { (potential energy). }
$$

Now the forces across the vertical boundaries contribute nothing to $F$; the pressure $p_{0}$ at the free surface contributes a downwards force $>p_{0}$ and gravity a constant force $\lambda \rho g h$. Hence

$$
F=\lambda\left(p-p_{0}-\rho g h\right)
$$

where $p$ is the mean pressure on the bottom. Now for the stationary wave ( $A$ ) we have, neglecting compressibility,

$$
\begin{aligned}
\text { potential energy }= & \int_{0}^{\lambda} \frac{1}{2} \rho g \eta^{2} d x \\
& =\frac{1}{4} \lambda \rho g a^{2} \cos ^{2} \sigma t+O\left(a^{3}\right) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\frac{p-p_{0}}{\rho}=g h-\frac{1}{2} a^{2} \sigma^{2} \cos 2 \sigma t+O\left(a^{3}\right) \tag{B}
\end{equation*}
$$

The second term is of order (wave-height) ${ }^{2}$, which explains why it is not revealed in the ordinary firstorder theory. It is also of double the fundamental frequency and, for a given frequency and amplitude, is independent of the depth $h$. Equation ( $B$ ) has been derived by Miche ${ }^{3}$ in the course of a complete evaluation of the second approximation to the stationary wave-motion. By a slight extension of the present argument one can evaluate the mean pressure below the series of long-crested waves given by
(C) $\eta=\sum_{m, n} a_{m, n} \cos \left(m k x+n k y+\sigma_{m, n} t+\varepsilon_{m, n}\right)$,
where $m$ and $n$ are integers and
$\sigma_{m, n^{2}}=\left(m^{2}+n^{2}\right)^{1 / 2} g k \tanh \left(m^{2}+n^{2}\right)^{1 / 2} k h, \quad\left(\sigma_{m n} \geqslant 0\right)$.
If $p$ is the mean pressure on the bottom, we find
(D) $\frac{p-p_{0}}{\rho}=g h-$
$\Sigma a_{m, n} a_{-m,-n} \sigma_{m, n^{2}} \cos \left(2 \sigma_{m, n} t+\varepsilon_{m, n}+\varepsilon_{-m,-n}\right)$. m,n
Hence this type of pressure fluctuation occurs whenever wave-trains cross which are of the same frequency and travel in opposite directions (corresponding to integers $(m, n),(-m,-n))$. A single wave train gives zero fluctuation in the mean pressure.

These results provide the basis for a new theory of microseism generation. They explain how microseisms come to be generated in deep water ${ }^{4,5}$, and why the frequency of the microseisms is sensibly double that of the waves associated with them ${ }^{6}$. The theoretical orders of magnitude are in agreement with those observed. A fuller account of the theory is in preparation.

M. S. Longuet-Higains<br>F. Ursell

Admiralty Research Laboratory, Teddington, Middlesex.
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Referencfes
In the past it has been considered unlikely that ocean waves are capable of generating microseismic oscillations of the sea hed over areas of deep water, since the decrease of the pressure variations with depth is exponential, according to the first-order theory generally used. However, it was recently shown by Miche that in the second approximation to the standing wave there is a second-order pressure variation which is not attenuated with depth and which must therefore ultimately predominate over the first-order pressure variations. In $\S(2$ and 3 of the present paper the general conditions under which second-order pressure variations of this latter type will occur are considered. It is shown that in an infinite wave train there is in general a second-order pressure variation at infinite depth which is applied equally over the whole fluid and is associated with no particle motion. In the case of two progressive waves of the same wave-length travelling in opposite directions this pressure variation is proportional to the product of the (first-order) amplitudes of the two waves and is of twice their frequency. The pressure variation at infinite depth is found to be elosely related to changes in the potential energy of the wave train as a whole. By introducing the twodimensional frequency spectrum of the motion it is shown that in the general case variations in the mean pressure over a wide area only occur when the spectrum contains wave groups of the same wave-length travelling in opposite directions. (These are called opposite wave groups.)

In § 4 the effect of the compressibility of the water is considered by evaluating the motion of an opposite pair of waves in a heavy compressible fluid to the second order of approximation. In place of the pressure variation at infinite depth, waves of compression areset $u p$, and there is resonance between the bottom and the free surface when the depth of water is about $\left(\frac{1}{2} n+f\right)$ times the length of a compression wave ( $n$ being an integer). The motion in a surface layer whose thickness is of the order of the length of a Stokes wave is otherwise unaffected by the compressibility.

Section 5 is devoted to the question whether the second-order pressure variations in surface waves are capable of generating microseisms of the observed order of magnitude. By considering the displacement of the sea bed due to a concentrated force at the upper surface of the water it is shown that the effect of resonance will be to increase the disturbance by a factor of the order of 5 over its value in shallow water. The results of $\S\} 3$ and 4 are used to derive an expression for the vertical displacement of the ground in terrns of the frequency characteristics of the waves. The displacement from a storm area of $1000 \mathrm{sq} . \mathrm{km}$. is estimated to be of the order of $6.5 \mu$, at a distance of 2000 km .

Ocean waves may therefore be the cause of microseisms, provided that there is interference between groups of waves of the same frequency travelling in opposite directions. Suitable conditions of wave interference may occur at the centre of a cyclonic depression or possibly if there is wave reflexion from a coast. In the latter case the microseisms are likely to be smaller, except perhaps locally. Confirmation of the present theory is provided by the observations of Bernard and Deacon, who discovered independently that the period of the microseisms is in many cases about half that of the ocean waves associated with them.
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## 1. Introduction

The word 'microseisms' is commonly used to denote the continuous oscillations of the ground of periods between 3 and 10 sec . which are recorded by all sensitive seismographs, and which are not due to earthquakes or to local causes such as rain, traffic or gusts of wind. Since the original researches of Bertelli in the latter half of the nincteenth century, many investigations have confirmed the close connexion of microseisms with disturbed weather conditions, cspecially with those centred over the sea. Increased microseismic activity tends to occur simultaneously over large arcas of Europe or of North America (Gutenberg 1931, 1932; Lee r934), and the greatest disturbance is found to be in a coastal region bordering on a well-developed dcpression. It is not true conversely (Whipple \& Lee 1935) that depressions of the same intensity necessarily give rise to the same amplitude of microseisms. However, Ramirez ( $\mathbf{1 9 4 0 \text { ), by using a triangular arrangement of seismographs, has shown beyond }}$ doubt that microseisms at St Louis, Missouri, are received from the direction of depressions off the Atlantic coast. His methods of direction-finding have also formed the basis of a successful project for tracking hurricanes in the Caribbean area (Gilmore 1946).

Several suggestions as to the cause of microseisms have been put forward, none of which, however, is entirely satisfactory. Gherzi (1932) has considered microseisms to be due to 'pumping' of the atmosphere such as is sometimes shown on barographs near the centre of intense tropical cyclones. This cause cannot be excluded for storms of tropical intensity, where observations taken in the path of the storm show that the amplitude may be as much as 0.2 mm . of mercury (Bradford 1935). Ramirez, however, has pointed out (1940) that there is practically no connexion between the microseisms at St Louis and the barograph oscillations at St Louis or Florissant, even during the close passage of a tornado during March 1938. Also the periods of the oscillations quoted by Gherzi for the Shanghai typhoon are of several minutes, which would appear to be too long. It is considerably more doubtful whether microseisms could be caused by the much milder atmospheric oscillations found in temperate latitudes. The observations of Baird \& Banwell in New Zealand (1940) have indicated amplitudes of only a few inches of air.

Scholte (1943) has sought to demonstrate that microseisms may be generated by atmospheric pressure on the surface of the sea, by showing that the amplitude of the compression waves generated by an oscillatory pressure spread sufficiently widely over the sea surface is as great as $10^{-4}$ times the amplitude of the gravity waves (ocean wavcs) so generated. The weakness of this argument is apparent. Ocean waves are not generated by oscillating pressure distributions of the type described by Scholtc, but more probably by a systematic difference of pressure between the front and rear slopes of the crests of a wave train (Jeffreys 1925). The effect of a pressure distribution of this latter type, while tending continually to increase the energy of the gravity waves, would tend to cancel out for the much longer waves of compression.

An carlier theory, due originally to Wiechert and until recently strongly supported by Gutenberg, was that microseisms are caused by the impact of waves breaking against a steep coast. It is argued in favour of this theory that there is a statistical correlation between, for example, the amplitude of the microseisms at Hamburg and the height of the waves off the coast of Norway (Tams 1933). This theory will account for some of the facts, aithough it
involves a coefficient for the proportion of the wave energy imparted to the ground which some may consider too high (Bradford 1935). Observations also seem to show that microseisms associated with storms at sea may be recorded several hours before the waves reach the coast (Banerji 1930; Ramirez 1940; Deacon 1949), so that a further explanation, at any rate of these latter observations, is required.

Possibly the most natural explanation of microseisms, and one that might have been previously considered more seriously but for theoretical objections, is that they are generated by pressure variations on the sea bed due to ocean waves raised by the wind. It is unfortunate that in the past use has had to be made of Stokes's well-known theory of progressive waves, with the result that the pressure variations on the bottom, at any rate in deep water, appeared far too small (Gutenberg 1931; Whipple \& Lee 1935). The physical reasons for this are twofold. In the first place the pressure variations in a progressive wave decrease exponentially with depth, and secondly the wave-length of gravity waves is extremely small compared to that of seismic waves, so that the contributions from different part of the sea bed effectively cancel one another. Banerji (1930) sought a way out by supposing that the water motion is not strictly irrotational, but his analysis cannot be defended. It was also shown (Whipple \& Lee 1935) that the compressibility of the water makes little difference to the general result. $\dagger$ A further difficulty was that investigation of the wave periods usually showed them to be considerably greater than the corresponding periods of the microseisms. Bernard's careful studies of the periods of swell off the coast of Morocco ( $1937,1941 a, b$ ) indicated that they were in fact about twice the microseism periods. In a comparison of the Kew seismograms with records of waves taken at Perranporth in Cornwall, Deacon (1947) independently arrived at the same conclusion.

It has been pointed out (Longuet-Higgins \& Ursell 1948) that Miche, in a theoretical study of wave motion (1944), discovered that the mean pressure on the bottom beneath a train of standing waves is not constant, as in a progressive wave, but fluctuates with an amplitude independent of the depth and proportional to the square of the wave height. This oscillation is of precisely the type required for the generation of ground movement, for not only is it unattenuated with depth (and is therefore the most important term at depths greater than about half a wave-length) but also, being in phase at all points of the bottom, it is suitable for producing long seismic waves. A further remarkable fact is that the frequency of this pressure variation is twice the fundamental frequency of the waves. Owing to the customary neglect of terms of higher order than the first, this term had been overlooked, the standing wave being in the first approximation the sum of two progressive waves of equal amplitudes travelling in opposite directions. A shorter proof of Miche's result, bringing to
$\dagger$ An attempt was made by Banerji (r935) to show that the compressibility of the water would allow pressure variations of the same period as the surface waves to be transmitted to depths great compared with the wave-length. However, an error in his analysis was pointed out by Whipple \& Lee (1935, p. 295). In the same paper (1935) Banerji describes experiments in which he set up waves of length 2 to 6 cm . in tanks of depth 84 to 108 cm . and obscrved the oscillations in a tube of diameter 4 cm . sunk to varying depths and open at the lower end. Appreciable oscillations were observed at all depths. Banerji's results are difficuit to interpret, but it seems undikely that the compressibility of the water can have affected experiments on this scale. J. Darbyshire has also pointed out that the period of the oscillations shown in plates XXVII and XXVIII of Banerji's paper lies between 0.6 and 0.75 sec ; these cannot have been of the same period as the surface waves unless the latter were of length 56 to 88 cm ., or comparable with the depth and width of the tank.
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light the physical reasons for the existence of this pressure oscillation, was given by LonguetHiggins \& Ursell ( 1948 ). A generalization of this proof led the present author to the conclusion (see § 3) that variations in the mean pressure over a wide area arise as a result of the interference of groups of waves of the same wave-length, but not necessarily of equal amplitude, travelling in opposite directions.

For a few years previously Bernard (1941 $a, b$ ) had held the view, unsupported at that time by hydrodynamical theory, that standing waves (Fr. clapotis) were the cause of microseisms. He had suggested that favourable conditions for standing waves would arise at the centre of a cyclonic depression or possibly off a steep coast where there was reflexion from the shore (this idea is to be distinguished from Wiechert's surf theory, although similar conditions would favour the generation of microseisms on either hypothesis). Bernard does not appear to have foreseen the doubling of the frequency of the unattenuated pressure variations in a standing wave, for he is inclined to suggest other causes for the difference between the frequencies of the microseisms and those of the waves (Bernard $1941 a$, p. 10).

In the present paper we shall first investigate, in $\S \S 2$ and 3 , the physical reasons for the existence of unattenuated pressure variations of the type occurring in the standing wave and the general conditions under which they will occur; in § 4 the effect of the compressibility of the water on the wave motion will be considered; and in §5, using the results of $\S \S 3$ and 4, it will be shown that the second-order pressure variations due to surface waves are of the right order of magnitude for producing microseismic oscillations of the sea bed. We shall also consider briefly under what meteorological circumstances waves suitable for generating microseisms may be expected to be produced.

## 2. Pressure variations in a pertodic wave train

### 2.1. The attenuation of pressure variations and particle velocities with depth

Although the second-order pressure variations in a standing wave in deep water are not attenuated exponentially with the depth, the unattenuated terms are not associated with any motion of the particles. That this is possible may be seen as follows. Let rectangular co-ordinates $(x, y, z)$ be taken with the origin in the undisturbed level of the free surface and the $z$-axis vertically downwards. For simplicity we shall consider motion in two dimensions $(x, z)$ only; similar arguments are, however, applicable to motion in three dimensions. We assume that the motion is irrotational, and that it is periodic in the $x$-direction with wavelength $\lambda$. The components of velocity ( $u, w$ ) are given by

$$
\begin{equation*}
u=-\frac{\partial \phi}{\partial x}, \quad w=-\frac{\partial \phi}{\partial z}, \tag{1}
\end{equation*}
$$

where, since the fluid is incompressible, we have

$$
\begin{equation*}
\nabla^{2} \phi=-\left(\frac{\partial u}{\partial x}+\frac{\partial w}{\partial z}\right)=0 \tag{2}
\end{equation*}
$$

The equations of motion may be integrated (see Lamb 1932, §20) to give the Bernoulli equation

$$
\begin{equation*}
\frac{p-p_{s}}{\rho}-g z=\frac{\partial \phi}{\partial t}-\frac{1}{2}\left(u^{2}+w^{2}\right)+\theta(t), \tag{3}
\end{equation*}
$$

where $p$ denotes the pressure, $\rho$ the density, $g$ the acceleration of gravity, $p_{\text {, the pressure at }}$ the free surface (supposed constant) and $\theta(t)$ is a function of the time $t$ only. $\phi$ itself contains an arbitrary function of $t$; but this may be made definite by specifying that the mean value of $\phi$ with respect to $x$, taken over one wave-length, is zero. Similarly, by a suitable choice of axes the mean value of $u$ may be made zero (both conditions may be satisfied for all values of $z$ and $t$. Then, since $\phi$ is a harmonic function periodic in $x$ and bounded when $z>0$, it may be shown that in water of infinite depth $\phi, u$ and $w$ all diminish with $z$ at least as rapidly as $\exp (-2 \pi z / \lambda)$ (to all orders of approximation). Therefore when $z$ exceeds about half a wave-length we have from equation (3)

$$
\begin{equation*}
\frac{p-p_{s}}{\rho}-g z=\theta(t) \tag{4}
\end{equation*}
$$

Thus, although the particle velocities in any irrotational periodic motion must decrease exponentially with the depth, the pressure may still be a function of the time $t$. The pressure variation (4), being simultaneous over the whole fluid, is the same as if a uniform pressure $\theta(t)$ were applied to the free surface, the fluid being at rest. $\theta(t)$, being the limit of (3) when $z$ tends to infinity, may be called the pressure variation at infinite depth. $\theta(t)$ does not in general vanish, though in one case, namely, that of the 'progressive wave, we may show that it is a constant; for in equation (3) every term except $\theta(t)$ is then a function of $(x-c t)$ and $x$, where $c$ is the wave velocity. Therefore $\theta$ also is a function of $(x-c t)$. Hence $\theta$, being independent of $x$, is independent of $t$ also.

In general, since $\theta(t)$ is in phase at all points, there is a fluctuation in the mean pressure with respect to $x$ on any plane $z=$ constant. Thus if $\bar{p}$ denote the mean pressure with respect to $x$ in the interval $0 \leqslant x \leqslant \lambda$ we have from (3)

$$
\begin{equation*}
\frac{\bar{p}-p_{2}}{\rho}-g z=-\frac{1}{\lambda} \int_{0}^{\lambda} \frac{\pi}{2}\left(u^{2}+w^{2}\right) d x+\theta(t) \tag{5}
\end{equation*}
$$

(since the mean value of $\phi$ vanishes by hypothesis); and for large values of $z$ we have

$$
\begin{equation*}
\frac{\bar{p}-p_{s}}{\rho}-g z=\theta(t) . \tag{6}
\end{equation*}
$$

The occurrence of an unattenuated pressure variation at infinite depth is therefore closely associated with a variation in the mean pressure on the plane $z=$ constant. As we saw in $\S 1$, it is the variation in the mean pressure which is likely to be of physical importance in producing seismic oscillations of the sea bed.

### 2.2. Evaluation of the mean pressure

We shall now obtain a general expression for the mean pressure over a given area of the plane $z=$ constant, from which the special cases of the standing and the progressive wave may be very simply derived. It will not be assumed, in the first place, either that the motion is irrotational or periodic. Some of the equations will therefore be applicable to the more general types of motion to be discussed in § 3 .

A very general relation between the vertical motion of a mass $M$ of fluid consisting always of the same particles and the vertical forces acting upon it may be obtained as follows.
d
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Suppose that $(x, z)$ are rectangular co-ordinates referring always to the same particle of the fluid in the Lagrangian manner, so that $x$ and $z$ are functions of the time $t$ and of the coordinates ( $x_{0}, z_{0}$ ) at some fixed instant, say $t=0$. The equation of motion in the vertical direction is

$$
\begin{equation*}
\frac{\partial p}{\partial z}-g \rho=-\frac{1}{\rho} \frac{\partial^{2} z}{\partial t^{2}} \tag{7}
\end{equation*}
$$

and the equation of continuity may be expressed in the form

$$
\begin{equation*}
\rho d x d z=\rho_{0} d x_{0} d z_{0} \tag{8}
\end{equation*}
$$

where $\rho_{0}$ is the density when $t=0$. Now we have

$$
\begin{equation*}
\int_{M} \rho \frac{\partial^{2} z}{\partial t^{2}} d x d z=\int_{M} \rho_{0} \frac{\partial^{2} z}{\partial t^{2}} d x_{0} d z_{0}=\frac{\partial^{2}}{\partial t^{2}} \int_{M} \rho_{0} z d x_{0} d z_{0}=\frac{\partial^{2}}{\partial t^{2}} \int_{M} \rho z d x d z . \tag{9}
\end{equation*}
$$

Therefore on integrating equation (7) over the fluid $M$ we find

$$
\begin{equation*}
\int_{M} \frac{\partial p}{\partial z} d x d z-\int_{M} g \rho d x d z=-\frac{\partial^{2}}{\partial t^{2}} \int_{M} \rho z d x d z \tag{10}
\end{equation*}
$$

In evaluating the integrals in equation (10) we may treat $x, z$ and $l$ as the independent variables, though the boundaries of $M$ are now functions of $l$. The right-hand side of (10) may clearly be written $-\frac{1}{g} \frac{\partial^{2} V}{\partial t^{2}}$, where $V$ is the potential energy of the fluid $M$.

Suppose now that, in any wave motion at the free surface of an incompressible fluid, $M$ denotes the body of fluid which at time $t=0$ is contained between the free surface $z=\zeta$, the horizontal plane $z=z^{\prime}$ and the two vertical planes $x=x_{1}$ and $x=x_{2}$. If $p^{\prime}$ denotes the pressure in the plane $z=z^{\prime}$, and $p_{s}$ the constant pressure at the free surface, we have, at the initial instant,

$$
\begin{equation*}
\int_{M} \frac{\partial p}{\partial z} d x d z=\int_{x_{1}}^{x_{1}}\left(p^{\prime}-p_{s}\right) d x=\left(\ddot{p}^{\prime}-p_{s}\right)\left(x_{2}-x_{1}\right), \tag{11}
\end{equation*}
$$

where $\bar{p}^{\prime}$ denotes the mean value of $p^{\prime}$ with respect to $x$. Similarly we have, since $\rho$ is assumed to be constant,

$$
\begin{equation*}
\int_{M} g \rho d x d z=g \rho \int_{x_{1}}^{x_{1}}\left(z^{\prime}-\zeta\right) d x=g \rho z^{\prime}\left(x_{2}-x_{1}\right)-g \rho \int_{x_{1}}^{x_{1}} \zeta d x \tag{12}
\end{equation*}
$$

To evaluate the third term in cquation (10) we need an expression for the integral at times other than the initial instant. Suppose then that at time $t$ the fluid $M$ is bounded by the surfaces

$$
z=\zeta(x, t), \quad z=z^{\prime}+\zeta^{\prime}(x, t), \quad x=\xi_{1}(z, t) \quad \text { and } \quad x=\xi_{2}(z, t),
$$

where

$$
\begin{equation*}
\zeta^{\prime}(x, 0)=0, \quad \xi_{1}(z, 0)=x_{\mathrm{I}}, \quad \xi_{2}(z, 0)=x_{2} \tag{13}
\end{equation*}
$$

The $(x, z)$ co-ordinates of the intersections of the surfaces $z=\zeta^{\prime},\left(z^{\prime}+\zeta^{\prime}\right)$ with the surfaces $x=\xi_{1}, \xi_{2}$ may be denoted by $\left(\alpha_{1}, \gamma_{1}\right),\left(\alpha_{1}^{\prime}, \gamma_{1}^{\prime}\right) ;\left(\alpha_{2}, \gamma_{2}\right),\left(\alpha_{2}^{\prime}, \gamma_{2}^{\prime}\right)$ respectively, these being functions of $t$. Then we have
$\int_{M} z d x d z=\int_{\alpha_{i}}^{\alpha_{\mathrm{i}}^{2}} \frac{1}{2}\left(z^{\prime}+\zeta^{\prime}\right)^{2} d x-\int_{\alpha_{1}}^{\alpha_{2}} \frac{1}{1} \xi^{2} d x+\int_{\gamma_{z}}^{\gamma_{2}^{\prime}} \xi_{2} z d z-\int_{\gamma_{1}}^{\gamma_{1}^{\prime}} \xi_{1} z d z-\frac{1}{2}\left[\alpha_{2}^{\prime} \gamma_{2}^{\prime 2}-\alpha_{1}^{\prime} \gamma_{1}^{\prime 2}-\alpha_{2} \gamma_{2}^{2}+\alpha_{1} y_{1}^{2}\right]$.
On differentiating twice with respect to $t$ we find

$$
\begin{array}{r}
\frac{\partial^{2}}{\partial t^{2}} \int_{M} z d x d z=\int_{a_{1}}^{a_{i}} \frac{\partial^{2}}{\partial t^{2}} \frac{1}{2}\left(z^{\prime}+\zeta^{\prime}\right)^{2} d x-\int_{a_{1}}^{a_{2}} \frac{\partial^{2}}{\partial l^{2}} \frac{1}{\zeta^{2}} d x+\int_{y_{1}}^{\gamma_{i}} \xi_{2} z d z-\int_{y_{1}}^{\gamma_{1}} \xi_{1} z d z \\
+2\left[\dot{\alpha}_{2}^{\prime} \dot{\gamma}_{2}^{\prime} \gamma_{2}^{\prime}-\dot{\alpha}_{1}^{\prime} \dot{\gamma}_{1}^{\prime} \gamma_{1}^{\prime}-\dot{\alpha}_{2} \dot{\gamma}_{2} \gamma_{2}+\alpha_{1} \dot{y}_{1} \gamma_{1}\right], \tag{15}
\end{array}
$$
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where a dot denotes partial differentiation with respect to $t$. At the initial instant we have

$$
\begin{equation*}
a_{1}=\alpha_{1}^{\prime}=x_{1}, \quad \alpha_{2}=\alpha_{2}^{\prime}=x_{2}, \quad y_{1}^{\prime}=y_{2}^{\prime}=z^{\prime} . \tag{16}
\end{equation*}
$$

Therefore, if $\zeta_{1}$ and $\zeta_{2}$ denote the values of $\zeta$ when $x=x_{1}$ and $x_{2}$, equation (10) becomes

$$
\begin{align*}
& \frac{\bar{P}-p_{s}}{\rho}--g z^{\prime}=\frac{1}{x_{2}-x_{1}} \int_{x_{1}}^{x_{2}}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{\zeta^{2}}-\frac{1 \zeta^{\prime 2}}{}\right)-z^{\prime} \xi-g \zeta\right] d x \\
& \quad-\frac{1}{x_{2}-x_{1}}\left[\int_{\xi_{1}}^{z^{\prime}} \xi_{2} z d z-\int_{\xi_{1}}^{z^{\prime}} \xi_{1} z d z\right]-\frac{2}{x_{2}-x_{1}}\left[\dot{\alpha}_{2}^{\prime} \dot{\gamma}_{2}^{\prime} \gamma_{2}^{\prime}-\dot{\alpha}_{1}^{\prime} \dot{\gamma}_{1}^{\prime} y_{1}^{\prime}-\dot{\alpha}_{2} \dot{\gamma}_{2} \gamma_{2}+\dot{\alpha}_{1} \dot{\gamma}_{1} \gamma_{1}\right] . \tag{17}
\end{align*}
$$

The above equation may be putinto a form which is independent of the initial instant chosen. For if ( $u^{\prime}, w^{\prime}$ ) denote the components of velocity in the plane $z=z^{\prime}$ we have, at the initial instant,

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{\prime 2}\right)=\zeta^{\prime} \xi^{\prime}+\zeta^{\prime 2}=w^{\prime 2} . \tag{18}
\end{equation*}
$$

Also by considering $D^{2}\left(\zeta^{\prime}-z\right) / D t^{2}$, where $D / D t$ denotes differentiation following the motion, we find

Similarly

$$
\begin{gather*}
\zeta^{\prime}=\dot{\omega}^{\prime}-\frac{\partial}{\partial x}\left(u^{\prime} w^{\prime}\right) .  \tag{10}\\
\xi_{i}=\dot{u}_{\mathrm{i}}-\frac{\partial}{\partial z}\left(u_{i} w_{\mathrm{i}}\right) \quad(i=1,2), \tag{20}
\end{gather*}
$$

where ( $u_{i}, u_{i}$ ) are the velocity components in the plane $x=x_{i}$. Since $\left(u_{i} ; \hat{y}_{i}\right)$ and ( $\left.\dot{\alpha}_{i}^{\prime}, \gamma_{j}^{\prime}\right)$ are equal to the components of velocity at ( $x_{i}, \zeta$ ) and ( $x_{1}, z^{\prime}$ ), we have finally, after integrating by parts and dropping the dashes,

$$
\begin{equation*}
\frac{\bar{p}-p_{1}}{\rho}-g z=\frac{1}{x_{2}-x_{1}} \int_{x_{1}}^{x_{2}}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}-z \dot{w}-g \zeta\right] d x-\frac{1}{x_{2}-x_{1}}\left[\int_{6}^{z}(\dot{u} z+u w) d z-(u w z)_{z=\zeta}\right]_{x=x_{1}}^{==x_{2}} . \tag{21}
\end{equation*}
$$

The above equation is now valid for all values of $z$ and $t$. In equation (21) the first group of terms would give the mean pressure on the plane $z=$ constant if the planes $x=x_{1}, x_{2}$ werc assumed to be vertical barriers. The second group of terms gives the correction due to the motion across these planes.

By allowing $x_{2}$ to tend to $x_{1}$ in equation (21) an cxpression for the pressure at any given point can be obtained. Thus

$$
\begin{equation*}
\frac{p-p_{s}}{\rho}-g z=\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w w^{2}-z \dot{w}-g \zeta-\frac{\partial}{\partial x}\left[\int_{\zeta}^{z}(i i z+u w) d z-(u w z)_{z a \zeta}\right] . \tag{22}
\end{equation*}
$$

It may casily be verified that in a periodic wave motion in deep water the first-order terms on the right-hand side of (22) decrease exponentially with the depth.

Suppose now that the motion is periodic in $x$ with wave-length $\lambda$. If we write $x_{1}=0$, $x_{2}=\lambda$ in equation (21) the second group of terms then vanishes identically. Further, if the origin is assumed to be in the mean surface level we have

$$
\begin{equation*}
\int_{0}^{\lambda} g \zeta d x=0 ; \tag{23}
\end{equation*}
$$
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and since the net flow of water across the plane $z=$ constant is zero we have also

$$
\begin{equation*}
\int_{0}^{\lambda} z \tilde{w} d x=z \frac{\partial}{\partial t} \int_{0}^{\lambda} w d x=0 . \tag{24}
\end{equation*}
$$

Therefore the mean pressure over one wave-length is given by

$$
\begin{equation*}
\frac{\bar{p}-p_{s}}{\rho}-g z=\frac{1}{\lambda} \frac{\partial^{2}}{\partial t^{2}} \int_{0}^{\lambda} \frac{1}{2} S^{2} d x-\frac{1}{\lambda} \int_{0}^{\lambda} w^{2} d x . \tag{25}
\end{equation*}
$$

If, in addition, the motion is irrotational we find by comparison with ( 5 ) that the function $\theta(t)$ is given by

$$
\begin{equation*}
\theta(t)=\frac{1}{\lambda} \frac{\partial^{2}}{\partial t^{2}} \int_{0}^{\lambda} \frac{1}{2} \zeta^{2} d x+\frac{1}{\lambda} \int_{0}^{\lambda} \frac{1}{2}\left(u^{2}-u^{2}\right) d x . \tag{26}
\end{equation*}
$$

It may be verified that the second term is independent of $z$, for

$$
\begin{equation*}
\frac{\partial}{\partial z} \int_{0}^{\lambda}\left(u^{2}-w^{2}\right) d x=\int_{0}^{\lambda}\left(u \frac{\partial w}{\partial x}+w \frac{\partial u}{\partial x}\right) d x=[u w]_{0}^{\lambda}, \tag{27}
\end{equation*}
$$

which vanishes by the periodicity of the motion. In deep water, since $u$ and $w$ decrease exponentially with depth, the pressure variation at infinite depth is given by

$$
\begin{equation*}
\theta(t)=\frac{1}{\lambda} \frac{\partial^{2}}{\partial t^{2}} \int_{0}^{\lambda} \frac{1}{2} \zeta^{2} d x . \tag{28}
\end{equation*}
$$

In water of constant finite depth $h$ the vertical velocity $w$ vanishes when $z-h$. From (25) we see that the mean pressure variation on the bottom is also given by the right-hand side of (28). Thus both the pressure variation at infinite depth and the mean pressure on the bottom in the case of constant finite depth, depend on a second-order function of the wave amplitude, closely associated with changes in the potential energy of the wave train.

It will be noticed that the equations so far obtained are exact, and that no assumptions dcpending on the smallness of the wave amplitude have been made.

### 2.3. The standing wave and progressive wave

We shall now use the formulac of the previous section to evaluate the mean pressure on the bottom in some special cases of wave motion. This may be done, as we shall sce, by consideration of the first approximation only.

Let the water be of constant depth $h$. Consider a motion which in the first approximation consists of two progressive waves of equal wave-length $\lambda$ and period $T$ travelling in opposite directions. The equation of the free surface is given by

$$
\begin{equation*}
\zeta=a_{1} \cos (k x-\sigma t)+a_{2} \cos (k x+\sigma t)+O\left(a^{2} k\right), \tag{29}
\end{equation*}
$$

where $k=2 \pi / \lambda, \sigma=2 \pi / T$ and $\quad \sigma^{2}=g k \tanh k h$
(Lamb i932, p. 364). The last term in equation (29) represents a remainder of sccond or higher order in the wave amplitudes $a_{1}$ and $a_{2}$ which it will not be necessary to cvaluate. When $z=h, w$ vanishes, and so from equation (25) the mean pressure $p_{h}$ on the bottom is

$$
\text { given by } \begin{align*}
\frac{\bar{p}_{h}-p_{s}}{\rho}-g h & =\frac{1}{\lambda} \frac{\partial^{2}}{\partial t^{2}} \int_{0}^{\lambda} \frac{1}{2}\left[a_{1} \cos (k x-\sigma t)+a_{2} \cos (k x+\sigma t)\right]^{2} d x+O\left(a^{3} \sigma^{2} k^{2}\right) \\
& =\frac{\partial^{2}}{\partial \bar{l}^{2}} \frac{1}{2}\left(a_{1}^{2}+a_{2}^{z}+2 a_{1} a_{2} \cos 2 \sigma t\right)+O\left(a^{3} \sigma^{2} k^{2}\right) \\
& =-2 a_{1} a_{2} \sigma^{2} \cos 2 \sigma t, \tag{31}
\end{align*}
$$

to the second order of approximation. Thus the mean pressure fluctuation on the bottom is of twice the frequency of the waves and proportional to the product of the wave amplitudes. For a given period $T$ it is also independent of the depth $h$.

Two special cases are of interest. First, when the amplitude of one of the opposing waves is zero, that is, in the case of a single progressive wave, the right-hand side of equation (31) vanishes. The mean pressure on the bottom is therefore constant. Secondly, when the amplitudes of the two waves are equal and

$$
\begin{equation*}
a_{1}=a_{2}=\frac{1}{2} a, \tag{32}
\end{equation*}
$$

say, we have a standing wave given by

$$
\begin{equation*}
\zeta=a \cos k x \cos \sigma t+O\left(a^{2} k\right) \tag{33}
\end{equation*}
$$

From equation (31) we have then

$$
\begin{equation*}
\frac{\bar{p}_{h}-p_{s}}{\rho}-g h=-\frac{1}{2} a^{2} \sigma^{2} \cos 2 \sigma t . \tag{34}
\end{equation*}
$$

Therefore in a standing wave the mean pressure on the bottom varies with twice the frequency of the original wave and with an amplitude proportional to the square of the wave amplitude.

Equation (34) was obtained by Miche (1944, p. 73, equation (85)) after evaluating the second approximation to the wave motion in full.

A physical explanation of these two results, and of the difference between them, may be given as follows. Consider first the standing wave given by equation (33). When $t=\left(n+\frac{1}{2}\right) T$, $n$ being an integer, the wave surface is approximately flat. The centre of gravity of the whole wave train is therefore at its lowest point. On the other hand, when $t=n T$ the wave crests are fully formed and the centre of gravity has risen, since water has been transferred from below to above the mean level (this is equivalent to saying that the potential energy is increased). This raising and lowering of the centre of gravity occurs twice in a complete cycle. But the vertical motion of the centre of gravity of any mass of fluid is determined solely by the vertical external forces acting upon it. Of these, the force due to gravity is constant, and the pressure on the free surface supplies a constant additional downwards force. There remains the pressure on the bottom, which must therefore fluctuate in a similar manner, with twice the frequency of the waves.

In a progressive wave, on the other hand, similar considerations show that the mean pressure on the bottom is constant. For the potential energy, and hence also the centre of mass, of the whole wave train remains at a constant level throughout. There can be therefore no fluctuation in the mean pressure on the bottom.

It should be possible to verify formulae (31) and (34) quite simply by experiment, since these terms represent the only pressure variations measurable at a depth of more than half a wave-length. The water should be almost still at this depth, so that the formation of eddies round the measuring apparatus would be avoided. $\Lambda$ standing wave could be produced in a long wave tank by the reflexion of a wave train from a vertical barrier at one end of the tank. If the inclination of the barrier to the horizontal were varied, reflected waves of different amplitude would be obtained, since for small inclinations some energy would almost certainly be absorbed at the barrier itself. In the first-order theory of surface waves the absorption of energy at the barrier cannot be taken into account without assuming a
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singularity at the origin, and the amount of energy absorbed is indeterminate. However, by the present method the coefficient of reflexion could be determined experimentally, since the pressurc variation on the bottom (at a few wave-lengths from the barrier) is directly proportional to the amplitude of the reflected wave. Hence also some indication could probably be obtained as to the amount of wave refexion taking place at a stecp coast and from beaches of different gradients.

## 3. General types of wave motion

Perfectly periodic wave trains of standing or progressive type rarely occur in practice, and in the present section we shall consider the pressure variation in wave motions of more general type. When the motion is not perfectly periodic in space the pressure variation at infinite depth, in the sense of $\S 2-1$, no longer exists, but expressions may still be found for the mean pressure or the total force over a given area of the plane $z=$ constant. These assume a simple form provided that the area is large enough for the motion across the boundaries to become aegligiblc.

$$
\text { 3.1. The force on a given area of the plane } z=\text { constant }
$$

Still considering motion in two dimensions only, let $F$ denote the variable part of the total force, per unit distance in the $y$-direction, acting on the plane $z=z^{\prime}$ in the interval $-R<x<R$, i.e.

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=2 R\left(\frac{\bar{p}-p_{t}}{\rho}-g z\right), \tag{35}
\end{equation*}
$$

where $\bar{\beta}$ is the mean pressure on the plane $z=z^{\prime}$ in this interval. Then from equation (21) we have

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\int_{-R}^{R}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}-z \dot{w}-g \zeta\right] d x-\left[\int_{G}^{z}(\dot{u} z+u w) d z-(u w z)_{z=5}\right]_{-R}^{R} \tag{36}
\end{equation*}
$$

Now since the flow of water across the horizontal plane $z=z^{\prime}(-R<x<R)$ is equal to the net flow across the vertical planes $x= \pm R\left(z>z^{\prime}\right)$, we have

$$
\begin{equation*}
\int_{-R}^{R} z \dot{w} d x=\left[z \int_{x}^{h} \dot{u} d z\right]_{-R}^{R}, \tag{37}
\end{equation*}
$$

where $h$ denotes the depth of water (not necessarily constant); if the depth is supposed infinite, the upper limit of the integral must be replaced by $\infty$. Similarly, if the mean level of the free surface $z=\zeta$ is zero at time $t=0$ we have

$$
\begin{equation*}
\int_{-R}^{R} g \zeta d x=\left[\int_{0}^{t} d t \int_{\zeta}^{h} g u d z\right]_{-R}^{R} \tag{38}
\end{equation*}
$$

Hence from equation (36), after integrating by parts,

$$
\begin{align*}
& \frac{\mathbf{F}}{\rho}=\int_{-R}^{R}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}\right] d x-\left[z \int_{G}^{n} \dot{u} d z-g \int_{0}^{t} d t \int_{5}^{A} u d z\right]_{-R}^{R} \\
&-\left[\int_{5}^{n}\left\{\int_{6}^{x} \dot{u} d z+u w\right\} d z-(u w z)_{z=5}\right]_{-R}^{R} \tag{39}
\end{align*}
$$

Let us consider the relative magnitudes of the terms in equation (39). We suppose that the motion is wave-like, in the sense that the energy is nearly all confincd to a narrow range of frequencies in the frequency spectrum (as defined in § 3.2 ); and that the mean frequency $\sigma / 2 \pi$ corresponds to a wave-length $\lambda$ which is small compared with $R$. In general, the relative phase of the motion at two widely separated points of the $x$-axis will be random. We may, however, suppose that the motion is regular and periodic over any interval of the $x$-axis less than or equal to $2 R_{1}$, say. We suppose also that the motion is initially confined to an interval $-R_{2}<x<R_{2}$ (where $R_{2}$ may be very great compared with $R_{1}$ ), that is, that the elevation and vertical velocity of the free surface at points outside this interval are initially zero. There will be three distinct cases:

Case 1. $R \leqslant R_{1}$, i.e. the motion is regular over the whole interval $-R<x<R$. Then

$$
\begin{equation*}
\int_{-R}^{R}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}\right] d x \tag{40}
\end{equation*}
$$

is of order $a^{2} \sigma^{2} R$, where $a$ is the maximum wave elevation. If we assume for the moment that $u$ and $w$ are of order $a \sigma$ and that

$$
\begin{equation*}
\left[\int_{5}^{z} u d z\right]_{-R}^{R} \tag{41}
\end{equation*}
$$

is of order $a \sigma \lambda$ for all $z$, the remaining terms in (39) are of order $a \sigma^{2} \lambda z$ or $a \sigma^{2} \lambda^{2}$ at the most (if $g$ is of order $\lambda \sigma^{2}$ ). Hence if $R / k$ and $R / z$ were sufficiently large we should have

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\int_{-R}^{R}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}\right] d x \tag{48}
\end{equation*}
$$

approximately. It must, however, be verified that these second-order pressure variations, which are in phase over the whole interval, do not produce any significant motion across the planes $x= \pm R$. Now if we consider the displacement produced by the pressure distribution

$$
\underset{\rho}{\hat{R}}= \begin{cases}2 a^{2} \sigma^{2} \cos 2 a t & (|x|<R)  \tag{43}\\ 0 & (|x|>R)\end{cases}
$$

acting on the upper surface of deep water we find that the velocities in the planes $x= \pm R$ are of order $a^{2} \sigma / \lambda$ (we ignore a logarithmic singularity at $z=0$, which is due to the local discontinuity in pressure), and that the total flow (41) is of order $i^{2} \sigma \log (R / \lambda)$. The assumption that (41) is of order independent of $R$ therefore needs slight modification in this case, but since $\log (R / \lambda)$ is small compared with $R / \lambda$ the validity of equation (42) is not affected.

When $z$ is small compared with $\lambda$ the approximation (42) is valid under the condition Ra/ $\lambda^{2} \ll 1$. However, the first-order terms in (39), taken together, may be expected to decrease rapidly with the depth, and when $z$ is greater than about $\frac{1}{2} \lambda$ the largest terms in the remainder will arise from the unattenuated pressure variations of second order. Hence (42) will be valid under the less restrictive conditions $R / \lambda \geqslant 1$ and $R / z \gg 1$. Since the second term in (42) will be small compared with the first we shall then have

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\frac{\partial^{2}}{\partial t^{2}} \int_{-R}^{R} \frac{1}{2} \zeta^{2} d x \tag{44}
\end{equation*}
$$

In particular (44) will be valid if $z$ is of order $\lambda$ and $R / \lambda \geqslant 1$.
Case 2. $R_{1}<R \leqslant R_{2}$. In this case suppose the interval $-R<x<R$ to be divided into smaller intervals of length less than or equal to $2 R_{1}$. We assume that the motion in each of the smaller


## M. S. LONGUET-HIGGINS ON A

intervals is regular but that the phase differences between successive intervals are random.
Since the sum of $n$ vectors of comparable magnitude in random-phase relationship with one another increases like $n^{3}$ the integral (40) will be of order $a^{2} \sigma^{2} R_{1}\left(R / R_{1}\right)^{\star}$. If we assume that the velocities are bounded and that the total flow across any plane $x=$ constant is of order $a \sigma \lambda$ or $a^{2} \sigma \log \left(R_{1} / \lambda\right)$ at most, equations (42) and (44) will be valid under conditions similar to case 1 ; in particular, (44) will hold if $z$ is of order $\lambda$ and $\left(R R_{1}\right)^{4} / \lambda \geqslant 1$.

Case 3. $R>R_{2}$. By allowing $R$ to tend to infinity an exact expression for the total force $\mathbf{F}$ over the whole plane $z=$ constant may be obtained. The velocity potential of the motion due to an initial elevation of the free surface concentrated in the line $x=z=0$ is proportional to $g t z\left(x^{2}+z^{2}\right)^{-3}$, when $g t^{2}\left(x^{2}+z^{2}\right)^{-4}$ is small (see Lamb 1932, §238). A similar result will hold when the initial disturbance is distributed over a finite interval of the $x$-axis. Hence for very large $R$ the velocities across the planes $x= \pm R$ will initially be proportional to $R^{-2}$, and the total flow (41) will be proportional to $R^{-1}$. The terms in (39) to be evaluated at the planes $x= \pm R$ therefore tend to zero. But since the total potential energy is finite, we may assume that the first integral in (39) converges. Hence the total force $\mathbf{F}$ over the whole plane is given by

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\int_{-\infty}^{\infty}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}\right] d x \tag{45}
\end{equation*}
$$

When $z$ is greater than about $\frac{1}{2} \lambda$ the second term in the integrand will be small compared with the first, so that
approximately.

$$
\begin{equation*}
\frac{\mathbf{F}}{\hat{\rho}}=\frac{\partial^{2}}{\partial t^{2}} \int_{-\infty}^{\infty} \frac{1}{2} \zeta^{2} d x \tag{46}
\end{equation*}
$$

The previous results may be extended without difficulty to motion in three dimensions. Let $\bar{p}$ denote the mean pressure on the plane $z=$ constant inside the square $S$ given by $-R<x<R,-R<y<R$, and let $\mathbf{F}$ denote the variable part of the total force acting on the plane inside $S$, i.e.

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=4 R^{2}\left(\frac{\bar{p}-p_{s}}{\rho}-g z\right) \tag{47}
\end{equation*}
$$

If the motion inside $S$ is assumed to be wave-like with mean wave-length $\lambda$ then we may establish that

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\int_{-R}^{R} \int_{-R}^{R}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}\right] d x d y \tag{48}
\end{equation*}
$$

under similar conditions; in particular, if $z$ is comparable with $\lambda$, and $R / \lambda$ and $\left(R R_{1}\right)^{4} / \lambda$ are both large compared with unity, where $2 R_{1}$ in the side of the largest square over which the second-order pressure variations are effectively in phase. Since the motion diminishes rapidly with depth, we shall have in this case also

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\frac{\partial^{2}}{\partial t^{2}} \int_{-R}^{R} \int_{-R}^{R} \frac{1}{2} \zeta^{2} d i d y \tag{49}
\end{equation*}
$$

If it is supposed that the motion is initially confined to a finite region of the $(x, y)$ plane we may show that the motion produces a force $\mathbf{F}$ over the whole plane given by

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-w^{2}\right] d x d y \tag{50}
\end{equation*}
$$

Again, when $z$ is greater than about $\frac{1}{2} \lambda$ we have approximately

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\frac{\partial^{2}}{\partial t^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} \zeta^{2} d x d y \tag{51}
\end{equation*}
$$
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### 3.2. The two-dimensional frequency spectrum

In order to be able to describe the motion of the sea surface in terms of its frequency characteristics, we shall now introduce the two-dimensional frequency spectrum. The mean pressure, or total force, over a large area may be derived immediately from the frequency spectrum owing to the connexion of the mean pressure with the potential energy of the waves.

Any continuous and absolutely integrable function $f(x, y)$ of two variables may be expressed in the form
or

$$
\begin{equation*}
f(x, y)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2}\left[F(u, v)+F^{*}(-u,-v)\right] \mathrm{e}^{i(u k x+u k y)} d u d v, \tag{52}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{2}\left[F(u, y)+F^{*}(-u,-v)\right]=(k / 2 \pi)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \mathrm{e}^{-((u k x+u k y)} d x d y, \tag{54}
\end{equation*}
$$

provided that the right-hand side of (54) is also absolutely integrable (Bochner 1932, §44). In the above equations $¥$ denotes the real part and $F^{*}$ denotes the conjugate complex function of $F$. The value of
is still indeterminate.

$$
\begin{equation*}
\frac{1}{2}\left[F(u, v)-F^{*}(-u,-v)\right] \tag{55}
\end{equation*}
$$

Let $z=\zeta$ be the equation of the free surface in any wave motion in two horizontal dimensions. We shall assume the general conditions necessary for the validity of the following work, and in particular the possibility of differentiating under the integral sign. Suppose then that the values of $\zeta$ and $\partial \zeta / \partial t$ at the initial instant $t=0$ are expanded in the forms

$$
\begin{align*}
\left(\zeta_{t=0}\right. & =\Re \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A e^{i(u(u x+v k y)} d u d v,  \tag{56}\\
\left(\frac{\partial \zeta}{\partial}\right)_{t=0} & =\Re \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} B \mathrm{e}^{i(u k x+u(y))} d u d v, \tag{57}
\end{align*}
$$

$A$ and $B$ being functions of $(u, v)$. We may impose the further condition

$$
\begin{equation*}
B=i \sigma A \tag{58}
\end{equation*}
$$

where $\sigma$ is the positive function of $u$ and $v$ given by

$$
\begin{equation*}
\sigma^{2}=\left(u^{2}+v^{2}\right)^{\dagger} g k \tanh \left(u^{2}+v^{2}\right)^{\dagger} k h . \tag{59}
\end{equation*}
$$

By equation (54) we have then, using equation (58),

$$
\begin{gather*}
\frac{1}{2}\left(A+A^{*}\right)=(k / 2 \pi)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}(\xi)_{l=0} \mathrm{e}^{-i(\mu k x+v k y) d x d y}  \tag{60}\\
\frac{1}{2}\left(i \sigma A-i \sigma A_{-}^{*}\right)=(k / 2 \pi)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\frac{\partial \zeta}{\partial t}\right)_{i=0} \mathrm{e}^{-i(u(k+\omega k y)} d x d y \tag{61}
\end{gather*}
$$

where $A_{-}$denotes $A(-u,-v)$. These last equations are equivalent to the single equation

$$
\begin{equation*}
A=(k / 2 \pi)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\zeta+\frac{1}{i \sigma} \frac{\partial \zeta}{\partial t}\right)_{t=0} \mathrm{e}^{-i(u k t+\omega k y)} d x d y \tag{62}
\end{equation*}
$$

Consider now the expression

$$
\begin{equation*}
\eta=\Re \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A \mathrm{e}^{\{(w k x+v k y \cdot \sigma)} d u d v \tag{63}
\end{equation*}
$$

where $A$ is determined by (62). The expression under the integral sign represents a wave whose crests are parallel to the line and whose wave-length $\lambda$ is given by

$$
\begin{equation*}
u x+v y=0 \tag{64}
\end{equation*}
$$

$$
\begin{equation*}
\lambda=\frac{2 \pi}{\left(u^{2}+v^{2}\right)^{\dagger} k} . \tag{65}
\end{equation*}
$$

By equation (59) this wave satisfies the period equation for waves in water of constant depth $h$, and hence $\eta$ is also a solution, to the first order of approximation. But from (5) and (57) we have

$$
\begin{equation*}
\left(\zeta_{t=0}=(\eta)_{t=0} \quad \quad\left(\frac{\partial \zeta}{\partial t}\right)_{t=0}=\left(\frac{\partial \eta}{\partial t}\right)_{t=0} .\right. \tag{66}
\end{equation*}
$$

Now an irrotational motion is uniquely determined by the initial values of the surface elevation and its rate of change with time (for the difference between two motions with the same initial conditions has initially no kinetic or potential energy). It follows that $\zeta=\eta$, i.e.

$$
\begin{equation*}
\zeta=\Re \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A \mathrm{e}^{i(u k x+v k y+\sigma n} d u d v \tag{67}
\end{equation*}
$$

for all times $t$.
Any given free motion of the sea surface may therefore be analyzed (in the first approximation) into the sum of a number of wave components of all possible wave-lengths and travelling in all possible directions. This analysis, by equation (62), is unique. Each wave component corresponds to a vector $\overline{O P}$ in the $(x, y)$ plane drawn from the origin to the point $P(-u k,-v k)$. The direction of $\overline{O P}$ gives the direction of propagation of the wave, and the length of $\overline{O P}$ is, from equation (65), equal to $2 \pi$ divided by the wave-length. Wave components of the same length will correspond to points $P$ lying on the same circle centre $O$, and diametrically opposite points will correspond to wave components of the same wavelength but travelling in opposite directions. Such pairs of wave components play an important part in the following theory and will be called opposite wave components.

Equation (67) may also be written in the form

$$
\begin{equation*}
\zeta=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2}\left(A \mathrm{e}^{\mathrm{j} \tau t}+A_{-}^{*} \mathrm{e}^{-i \pi t}\right) \mathrm{e}^{i(u k x+o k y)} d u d v . \tag{68}
\end{equation*}
$$

Hence by an extension of the Parseval-Plancherel theorem (Bochner 1932, $\$ \S 41.5$ and 44.8) we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \zeta^{2} d x d y=(2 \pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\frac{1}{2}\left(A e^{i \sigma t}+A^{*} \mathrm{e}^{-i \sigma}\right)\right|^{2} d u d v, \tag{69}
\end{equation*}
$$

since the integral on the left-hand side is convergent. After simplifying the right-hand side, we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} \zeta^{2} d x d y=\Re(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(A A^{*}+A A_{-} \mathrm{e}^{2 \tau \sigma}\right) d u d v \tag{70}
\end{equation*}
$$

Thus the potential energy of the motion is given by

$$
\begin{equation*}
؟ R \rho g(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(A A^{*}+A A_{-} \mathrm{e}^{2 \sigma t}\right) d u d v \tag{71}
\end{equation*}
$$

Similarly, we find for the kinetic energy

$$
\begin{equation*}
\Re \rho g(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(A A^{*}-A A_{-} \mathrm{e}^{2 i \sigma t}\right) d u d v, \tag{72}
\end{equation*}
$$
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and so the total energy is given by

$$
\begin{equation*}
2 \rho g(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A A^{*} d u d v \tag{73}
\end{equation*}
$$

(the above integral being real). The total energy therefore depends only upon the square of the modulus of the wave amplitude $A(u, v)$. On the other hand, both the potential and the kinetic energies separately vary with the time and depend on the product $A A_{\text {_ }}$.

### 3.3. Pressure variations in terms of the frequency spectrums

We are now in a position to determine the general conditions for a variation in the mean pressure or total force acting on a large area of the plane $z=$ constant. We consider first the simpler case when the area includes the whole $(x, y)$ plane.

From equations (68) and (69) we have

$$
\begin{align*}
\frac{\mathrm{F}}{\rho} & =\Re(\pi / k)^{2} \frac{\partial^{2}}{\partial l^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(A A^{*}+A A_{-} \mathrm{e}^{2 \tau \sigma}\right) d u d v \\
& =-\Re 4(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A A_{-} \sigma^{2} \mathrm{e}^{2 \sigma \sigma!} . \tag{74}
\end{align*}
$$

Now $A$ and $A_{-}$are the complex amplitudes of opposite wave-conponents in the frequencyspectrum. It follows from (74) that
(1) Variations in $\mathbf{F}$ arise only from opposite pairs of wave components in the frequency spectrum.
(2) The contribution to $\mathbf{F}$ from any opposite pair of wave components is of twice their frequency and proportional to the product of their amplitudes.
(3) The total force $\mathbf{F}$ is the integrated sum of the contributions from all opposite pairs of wave components separately.

A wave group may be defined as a motion in which most of the energy is confined to a small region of the ( $u, v$ ) plane, excluding the origin. Thus a single group of waves will not cause variations in the total force $\mathbf{F}$. In order that $\mathbf{F}$ should be appreciable the motion must contain at least two wave groups which are opposite, in the sense that some wave components of the first group are opposite to some wave components of the second.

In practice we must consider the force $\mathbf{F}$ over only a finite region of the ( $x, y$ ) plane. Let this be the square $S(-R<x<R,-R<y<R)$. We define a hypothetical motion $\zeta^{\prime}$ such that at any time $\zeta^{\prime}$ and $\partial \zeta^{\prime} / \partial t$ are equal to the corresponding values of $\zeta^{\prime}$ and $\partial \zeta / \partial t$ inside $S$ and zero outside. This motion will not satisfy the equations of motion, especially near the boundaries of $S$, but we shall now have

$$
\begin{equation*}
\frac{\mathbf{F}}{\rho}=\frac{\partial^{2}}{\partial t^{2}} \int_{-R}^{R} \int_{-R}^{R} \frac{1}{2} \zeta^{2} d x d y=\frac{\partial^{2}}{\partial t^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\frac{1}{2}} 5^{2} d x d y . \tag{75}
\end{equation*}
$$

We also define $A^{\prime}(u, v ; t)$ by the equations

$$
\begin{gather*}
\zeta^{\prime}=\Re \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} \mathrm{e}^{((u k x+v k y+\sigma)} d u d v, \\
\frac{\partial \zeta^{\prime}}{\partial!}=\Re \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} i \sigma A^{\prime} \mathrm{e}^{i(u k x+u k y+\sigma)} d u d v . \tag{76}
\end{gather*}
$$

Then we have, as before,

$$
\begin{equation*}
A^{\prime} \mathrm{e}^{i \sigma t}=(k / 2 \pi)^{2} \int_{-\infty}^{\infty} \int_{-=}^{\infty}\left(\zeta^{\prime}+\frac{1}{i \sigma} \frac{\partial \zeta}{\partial t}\right) \mathrm{e}^{-i\left(\left(\mu k x+u u_{3}\right)\right.} d x d y . \tag{77}
\end{equation*}
$$
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If the actual motion is given by equation (67) we have on substitution in (77)

$$
\begin{align*}
A^{\prime}(u, v ; t)=(k / 2 \pi)^{2} & \int_{-R}^{R} \int_{-R}^{R} d x d y \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d u_{1} d v_{1} \\
& \times \frac{1}{2}\left[A\left(u_{1}, v_{1}\right)\left(1+\frac{\sigma_{1}}{\sigma}\right) \mathrm{e}^{-\pi\left(u-w_{1}\right)\left(k x+\left(v-v_{1}\right) k y+\left(\sigma-\sigma_{1}\right) a\right.}\right. \\
& \left.+A^{*}\left(u_{1}, v_{1}\right)\left(1-\frac{\sigma_{1}}{\sigma}\right) \mathrm{e}^{\left.\left.-i l\left(u+u_{1}\right) k x+\left(u+u_{1}\right) k_{y}+(\sigma+\sigma)\right)\right]}\right], \tag{78}
\end{align*}
$$

where $\sigma$ is written for $\sigma\left(u_{1}, v_{1}\right)$. Since $k$ is still at our disposal we may put

$$
\begin{equation*}
2 \pi / k=2 R . \tag{79}
\end{equation*}
$$

Then, after integration with respect to $x$ and $y$, we find

$$
\begin{align*}
A^{\prime}(u, v ; t)= & \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A\left(u_{1}, v_{1}\right)\left(1+\frac{\sigma_{1}}{\sigma}\right) \frac{\sin \left(u-u_{1}\right) \pi}{\left(u-u_{1}\right) \pi} \frac{\sin \left(v-v_{1}\right) \pi}{\left(v-v_{1}\right) \pi} \mathrm{e}^{\left.-i\left(\sigma-\sigma_{1}\right)\right) d u_{1} d v_{1}} \\
& +\frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{*}\left(u_{1}, v_{1}\right)\left(1-\frac{\sigma_{1}}{\sigma}\right) \frac{\sin \left(u+u_{1}\right) \pi}{\left(u+u_{1}\right) \pi} \frac{\sin \left(v+v_{1}\right) \pi}{\left(v+v_{1}\right) \pi} \mathrm{e}^{-i\left(\sigma+\sigma_{1}\right) \cdot d u_{1} d v_{1}} \\
= & I_{1}+I_{2} \tag{80}
\end{align*}
$$

say. Now by hypothesis the frequency spectrum of $\zeta$ consists chiefly of waves whose wavelength, given by (65), is small compared with $2 R$. From (78) it folkows that $A\left(u_{1}, v_{1}\right)$ is appreciably large only when $\left(u_{1}^{2}+\nu_{1}^{2}\right)^{\frac{3}{2}}$ is large. But the factors in the denominators of $I_{1}$ and $I_{2}$ make the integrands small except when $\left(u_{1}, v_{1}\right) \div(u, v)$ in the first case and $\left(u_{1}, v_{1}\right) \div\left(-u_{1},-v_{1}\right)$ in the second. In either case $\sigma_{1} \div \sigma$, so that the contribution from $I_{2}$ is small, while that from $I_{1}$ gives

$$
\begin{equation*}
A^{\prime}(u, v ; t) \rightleftharpoons \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A\left(u_{1}, v_{1}\right) \frac{\sin \left(u-u_{1}\right) \pi}{\left(u-u_{1}\right) \pi} \frac{\sin \left(v-v_{1}\right) \pi}{\left(v-v_{1}\right) \pi} \mathrm{e}^{\left.-\mu-\pi)^{\prime}\right)} \dot{d u_{1}} \dot{u_{1}} \dot{v}_{1} . \tag{81}
\end{equation*}
$$

Although $A^{\prime}$ is dependent upon $t$, the integrals for $\partial A^{\prime} \mid \partial t, \partial^{2} A^{\prime} / \partial t^{2}, \ldots$ contain factors $\left(\sigma-o_{1}\right),\left(\sigma-\sigma_{1}\right)^{2}, \ldots$ which are small over the critical range of integration near $(u, v)$. These expressions are therefore small, and $A^{\prime}$ is only a slowly varying quantity.

From equations (75) we have then

$$
\begin{align*}
\frac{\mathrm{F}}{\rho} & =\Re(\pi / k)^{2} \frac{\partial^{2}}{\partial t^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(A^{\prime} A^{\prime *}+A^{\prime} A_{-}^{\prime} \mathrm{e}^{2 i \sigma \tau}\right) d u d v \\
& =-\Re 4(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} A_{-}^{\prime} \sigma^{2} \mathrm{e}^{2 i \sigma t} d u d v \tag{82}
\end{align*}
$$

The expression for the force $\mathbf{F}$ over a finite area is therefore similar to that over the whole plane, except that the original spectrum $A$ is replaced by the new spectrum $A^{\prime}$. Equation (81) shows that $A$ ' is the weighted mean of 'neighbouring' wave components in the original spectrum. Conversely each wave component in the original spectrum contributes to 'neighbouring' components of the new spectrum. From equations (65) and (79), the number of wave-lengths of any wave component intercepted on the $x$-axis inside $S$ is $u$, and the corresponding number on the $y$-axis is $v$. The width of the spread pattern in (81) is of order unity. Hence, for this purpose, 'neighbouring' wave components are those such that the number of
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wave-lengths intercepted on any diameter of $S$ does not differ by more than 2 or 3 from the corresponding number for the original wave component.

The replacement of the 'sharp' spectrum $A$ by the 'blurred' spectrum $A$ ' may be considered as the result of our inability to define the spectrum exactly from a knowledge of the conditions over only a limited region. For practical purposes, however, the amount of blurring will not usually affect the frequency characteristics of $F$ to a very great extent.

## 4. Wave motion in a heavy compressible pluid

In the present investigation the water has so far been treated as incompressible. This assumption is only valid so long as the time taken for a disturbance to be propagated to the bottom is small compared with the period of the waves, that is,

$$
\begin{equation*}
h / \epsilon \ll T \text { or } h \ll c T \tag{83}
\end{equation*}
$$

where $c$ is the velocity of sound in water. For ocean waves $h$ may be of the order of several kilometres, $c$ is about $1.4 \mathrm{~km} . / \mathrm{sec}$. and $T$ lies hetween about 5 and 20 sec . The condition (83) is therefore no longer satisfied. It follows that in practice the compressibility of the water must be taken into account.

Surface waves in a heavy compressible fluid were first considered by Pidduck (1910, 1912) in connexion with the propagation of an impulse applied to the surface of the water. His method involves the neglect of squares and products of the displacements and is thus only a first-order theory. The relation obtained by him between the period and wave-length of the waves was discussed by Whipple \& Lee (1935), who showed that for waves of a few seconds' period two possible types exist. On the one hand there is a motion approximating very nearly to an ordinary surface wave in incompressible fluid, in which the particle displacement decreases exponentially downwards (to the first order). This may be called a gravity-type wave. On the other hand, there are long waves controlled chiefly by the compressibility of the medium, and hardly attenuated at all with depth. These may be called compressiontype waves. Stoncley (1926) and Scholte (1943) have in addition taken into account the elasticity of the sea bed. Here again the two types of wave may be distinguished.

The pressure variations of particular interest to us are, however, of the second order, and to investigate these it will be necessary to work to the second approximation. In the following we shall consider a case of special interest, namely, the motion which in the first approximation is a standing wave of gravity type. We shall find that in the second approximation long compression-type waves appear. One consequence of this is that in the second-order theory pure gravity-type or pure compression-type waves do not in general exist; the one type of wave cannot exist without the other. As a compensating advantage, however, our work leads us to the distinction of two definite regions of the fluid in one of which gravity, and in the other compressibility, is the controlling factor.

## 4-1. General equations

Take Cartesian axes $(x, y, z)$ with the origin in the undisturbed free surface, the $y$-axis parallel to the wave crests, and the $z$-axis vertically downwards. It is assumed that the motion is periodic in the $x$-direction with wave-length $\lambda$. Let $z=h$ be the equation of the rigid bottom and $z=\zeta$ the equation of the free surface. Also let $\mathbf{u}=$ velocity, $p=$ pressure,
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$\rho=$ density, and let $p_{s}$ and $\rho_{s}$ denote the (constant) values of $p$ and $\rho$ at the free surface. We shall assume that viscosity is negligible and that the velocity is irrotational, so that

$$
\begin{equation*}
\mathbf{u}=-\operatorname{grad} \phi \tag{84}
\end{equation*}
$$

We assume also that $p$ is a function of $p$ only. Then the equations of motion may be integrated (Lamb 1932, §20) to give

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}-\frac{1}{2} \mathbf{u}^{2}+g z-P^{P}=0 \tag{85}
\end{equation*}
$$

where $\phi$ contains an arbitrary function of the time $t$ and where

$$
\begin{equation*}
P=\int_{\rho_{s}}^{p} \frac{d p}{p} \tag{86}
\end{equation*}
$$

We assume, lastly, as the relation connecting $p$ and $\rho$,

$$
\begin{equation*}
\frac{d p}{d \rho}=c^{2}=\text { constant }, \tag{87}
\end{equation*}
$$

that is, the velocity of sound $c$ in the medium is constant. Then from equation (86)

$$
\begin{equation*}
P=c^{2} \int_{\rho, \rho}^{\rho} \frac{d p}{\rho}=c^{2} \log \left(\rho / \rho_{\mathrm{s}}\right) \tag{88}
\end{equation*}
$$

Now the equation of continuity may be written

$$
\begin{equation*}
\frac{D \rho}{D t}-\rho \nabla^{2} \phi=0 \tag{89}
\end{equation*}
$$

where $D / D t$ denotes differentiation following the motion. Hence

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{\rho} \frac{D \rho}{D t}=\frac{D}{D t}(\log \rho), \tag{90}
\end{equation*}
$$

and so from (88)

$$
\begin{equation*}
\nabla^{2} \phi=\frac{1}{c^{2}} \frac{n P}{D t} . \tag{91}
\end{equation*}
$$

On climinating $P$ between equations (85) and (91) we have

$$
\begin{align*}
c^{2} \nabla^{2} \phi= & \frac{D}{D t}\left(\frac{\partial \phi}{\partial t}-\frac{1}{2} \mathbf{u}^{2}+g z\right) \\
= & \frac{\partial^{2} \phi}{\partial t^{2}}-\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{u}^{2}\right)+\mathbf{u} \cdot \operatorname{grad} \frac{\partial \phi}{\partial t}-\mathbf{u} \cdot \operatorname{grad}\left(\frac{1}{2} \mathbf{u}^{2}\right)-g \frac{\partial \phi}{\partial z} .  \tag{92}\\
& \mathbf{u} \cdot \operatorname{grad} \frac{\partial \phi}{\partial t}=\mathbf{u} \cdot \frac{\partial}{\partial t}(\operatorname{grad} \phi)=-\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{u}^{2}\right) \tag{93}
\end{align*}
$$

But

Hence

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial t^{2}}-c^{2} \nabla^{2} \phi-g \frac{\partial \phi}{\partial z}-\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{u}^{2}\right)-\mathbf{u} \cdot \operatorname{grad}\left(\frac{1}{2} \mathbf{u}^{2}\right)=0 . \tag{94}
\end{equation*}
$$

This is our differential equation for $\phi$. We consider now the conditions to be satisfied at the boundaries.

The boundary condition in the plane $z=h$ is simply

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial z}\right)_{z=\hbar}=0 . \tag{95}
\end{equation*}
$$
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At the free surface $z=\zeta$ we have $p=p_{s}$, and therefore

$$
\begin{equation*}
P_{2=5}=0 \tag{96}
\end{equation*}
$$

Thus from equation (85)

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial t}-\frac{1}{2} \mathbf{u}^{2}+g z\right)_{z=6}=0 . \tag{97}
\end{equation*}
$$

Since a particle in the free surface always remains in the free surface we have also
and so from (91)

$$
\begin{align*}
& \left(\frac{D P}{D t}\right)_{=6}=0,  \tag{98}\\
& \left(\nabla^{2} \phi\right)_{z=6}=0 . \tag{99}
\end{align*}
$$

Equations (97) and (99) are to be satisfied at the surface $z=\zeta$. It is more convenient, however, to replace these by conditions to be satisfied in the plane $z=0$. This may be done by expanding the equations in a Taylor series as follows:
and

$$
\begin{gather*}
\left(\frac{\partial \phi}{\partial t}-\frac{1}{2} \mathrm{u}^{2}\right)_{z=0}+\zeta\left(\frac{\partial^{2} \phi}{\partial t \partial z}-\mathbf{u} \cdot \frac{\partial \mathrm{u}}{\partial z}+g\right)_{z=0}+\ldots=0  \tag{100}\\
\left(\nabla^{2} \phi\right)_{z=0}+\zeta\left(\frac{\partial}{\partial z} \nabla^{2} \phi\right)_{z=0}+\ldots=0 . \tag{101}
\end{gather*}
$$

In order to define the solution completely it is necessary to add a further condition derived from the assumption that the origin is in the undisturbed free surface. Since the mass contained below the free surface is the same as in the undisturbed state we have

$$
\begin{equation*}
\int_{0}^{\lambda} d x \int_{5}^{h} \rho d z=\int_{0}^{\lambda} d x \int_{0}^{n} \rho_{0} d z \tag{102}
\end{equation*}
$$

where a suffix 0 denotes the value in the undisturbed state. Equation (102) may be written

$$
\begin{equation*}
\int_{0}^{\lambda} d x \int_{0}^{n}\left(\rho-\rho_{0}\right) d z-\int_{0}^{\lambda} d x \int_{0}^{t} \rho d z=0 . \tag{103}
\end{equation*}
$$

In the second term let $\rho$ be expanded in a Taylor series from $z=0$. After integrating with respect to $z$ we have

$$
\begin{equation*}
\int_{0}^{\lambda} d x \int_{0}^{h}\left(\rho-\rho_{0}\right) d z-\int_{0}^{\lambda} d x\left[\zeta \rho_{z=0}+\frac{1}{2} \zeta^{2}\left(\frac{\partial \rho}{\partial z}\right)_{z=0}+\ldots\right]=0 \tag{104}
\end{equation*}
$$

From equations (85) and (88), $\rho$ is given in terms of $\phi$ by

$$
\begin{gather*}
\rho \mid \rho_{\mathrm{s}}=e^{P / c^{2}}=\mathrm{e}^{\left(\partial \phi / 2 t-\mathrm{t} \mathrm{c}^{2}+z\right) / c^{2}}  \tag{105}\\
\rho_{0} / \rho_{s}=\mathrm{e}^{2 z / c^{2}} .  \tag{106}\\
p-p_{s}=c^{2}\left(\rho-\rho_{s}\right)  \tag{107}\\
p_{0}-p_{s}=c^{2} p_{\mathrm{s}} \mathrm{ezz} / k^{2}-1 \tag{108}
\end{gather*}
$$

We also have, from (87),

We seek solutions for $\phi$ by a method of successive approximations. Let

$$
\left.\begin{array}{rl}
\phi & =\varepsilon \phi_{1}+\epsilon^{2} \phi_{2}+\ldots,  \tag{109}\\
\mathbf{u} & =\varepsilon \mathbf{u}_{1}+\epsilon^{2} \mathbf{u}_{2}+\ldots, \\
\zeta & =\varepsilon \zeta_{1}+\epsilon^{2} \zeta_{2}+\ldots, \\
-p_{0} & =\varepsilon p_{1}+\epsilon^{2} \rho_{2}+\ldots, \\
-\rho_{0} & =\varepsilon \rho_{1}+\varepsilon^{2} \rho_{2}+\ldots,
\end{array}\right\}
$$
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where $\epsilon$ is a small parameter. On substituting in equations (94), (95) and (101) and equating coefficients of the first power of $\varepsilon$ we have

$$
\begin{align*}
& \frac{\partial^{2} \phi_{1}}{\partial t^{2}}-c^{2} \nabla^{2} \phi_{1}-g \frac{\partial \phi_{1}}{\partial z}=0  \tag{110}\\
& \left(\frac{\partial \phi_{1}}{\partial z}\right)_{z-\hbar}=0 \\
& \left(\nabla^{2} \phi_{1}\right)_{z=0}=0
\end{align*}
$$

and from cquations (84), (100), (105) and (107)

$$
\begin{gather*}
\mathbf{u}_{1}=-\operatorname{grad} \phi_{1},  \tag{111}\\
g \zeta_{1}=-\left(\frac{\partial \phi_{1}}{\partial t}\right)_{s=0}, \\
p_{1} / \rho_{s}=c^{2} \rho_{1} / \rho_{s}=\frac{\partial \phi_{1}}{\partial t} \mathrm{e}^{2 \gamma z}
\end{gather*}
$$

where $\gamma=g / 2 \epsilon^{2}$. Similarly for the second approximation we find

$$
\begin{align*}
& \frac{\partial^{2} \phi_{2}}{\partial t^{2}}-c^{2} \nabla^{2} \phi_{2}-g \frac{\partial \phi_{2}}{\partial z}=\frac{\partial}{\partial t}\left(\mathbf{u}_{1}^{2}\right),  \tag{112}\\
& \left(\frac{\partial \phi_{2}}{\partial z}\right)_{z=1}=0, \\
& \left(\nabla^{2} \phi_{2}\right)_{z=0}=-\zeta_{1}\left(\frac{\partial}{\partial z} \nabla^{2} \phi_{1}\right)_{z=0},
\end{align*}
$$

and

$$
\left.\begin{align*}
\mathbf{u}_{2} & =-\operatorname{grad} \phi_{2} \\
g \zeta_{2} & =-\left(\frac{\partial \phi_{2}}{\partial t}-\frac{1}{2} \mathrm{u}_{1}^{2}\right)_{z=0}-\zeta_{1}\left(\frac{\partial \partial^{2} \phi_{1}}{\partial z \partial t}\right)_{s=0},  \tag{113}\\
\rho_{2} / \rho_{s} & =c^{2} \rho_{2} / \rho_{s}=\left[\frac{\partial \phi_{2}}{\partial t}-\frac{1}{2} \mathbf{u}_{1}^{2}+\frac{1}{2 c^{2}}\left(\frac{\partial \phi_{1}}{\partial t}\right)^{2}\right] \mathrm{c}^{2 \gamma z}
\end{align*} \right\rvert\,
$$

On substituting for $\rho$ and $\zeta$ in equation (104) and equating coefficients of $\epsilon$ and $\epsilon^{2}$ we obtain the further conditions on $\phi_{1}$ and $\phi_{2}$
and

$$
\begin{equation*}
2 \gamma \int_{0}^{\lambda} d x \int_{0}^{h} d z \frac{\partial \phi_{1}}{\partial t} \mathrm{e}^{2 \gamma r}+\int_{0}^{\lambda} d x\left(\frac{\partial \phi_{1}}{\partial l}\right)_{z=0}=0 \tag{114}
\end{equation*}
$$

$2 \gamma \int_{0}^{\lambda} d x \int_{0}^{h} d z \frac{\partial \phi_{2}}{\partial t} \mathrm{e}^{2 \gamma z}+\int_{0}^{\lambda} d x\left(\frac{\partial \phi_{2}}{\partial t}\right)_{z=0}$

$$
\begin{equation*}
=2 \gamma \int_{0}^{\lambda} d x \int_{0}^{h} d z\left[\frac{1}{2} \mathbf{u}_{1}^{2}-\frac{1}{2 c^{2}}\left(\frac{\partial \phi_{1}}{\partial t}\right)^{2}\right] \mathrm{c}^{2 \gamma z}+\int_{0}^{\lambda} d x\left[\frac{1}{2} \mathbf{u}_{1}^{2}+\frac{1}{g} \frac{\partial \phi_{1}}{\partial t} \frac{\partial^{2} \phi_{1}}{\partial z \partial t}-\frac{1}{2 c^{2}}\left(\frac{\partial \phi_{1}}{\partial t}\right)^{2}\right]_{z=0} . \tag{115}
\end{equation*}
$$

Suppose that $\phi$ and $\zeta$ are any periodic functions satisfying equations (94), (95), (100) and (101). If $P$ and $\rho$ are defined by (105) then these equations imply also (89), (96) and (98). Provided $\operatorname{grad} P$ is not identically zero, (96) and (98) show that $z=\zeta$ is a surface moving with the fluid. But since the equation of continuity (89) is satisficd, it follows that the lefthand side of (102), (103) or (104) is at most a constant. Hence any periodic solution $\phi_{1}=\phi_{1}^{*}$ of equations (110) must make the left-hand side of equation (114) a constant, say $C_{1}^{*}$. Then a solution of (114) is given by $\quad \phi_{1}=\phi_{1}^{*}-C_{1}^{*} \mathrm{e}^{-2 \gamma \mathrm{~h}} t$.
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But this also satisfies equations (110). Hence if $\phi_{1}^{*}$ is any periodic solution of (110) a solution of all four equations (110) and (114) may be found by adding to $\phi_{1}^{*}$ a constant multiple of $t$ (that is, by increasing the pressure uniformly). Similarly if $\phi_{2}^{*}$ is any periodic solution of (112) a solution of all four equations (112) and (115) may be found by adding to $\phi_{2}^{*}$ a constant multiple of $t$. These results may be verified directly by differentiating equations (114) and (115) with respect to $t$ and using equations (110) and (112).

### 4.2. First approximation and period equation

Let us assume for $\phi_{1}$ a simple progressive wave of the form

$$
\begin{equation*}
\phi_{1}=Z(z) e^{(l(x+\infty)}, \tag{117}
\end{equation*}
$$

where $k=2 \pi / \lambda, \sigma=2 \pi / T$ and $Z$ is a function of $z$ only. Writing

$$
\begin{equation*}
Z=\mathrm{e}^{-y^{2}} Z_{1}(z), \tag{118}
\end{equation*}
$$

and substituting in the first of equations (110) we find

$$
\begin{equation*}
\frac{d^{2} Z_{1}}{d z^{2}}-a^{2} Z_{1}=0 \tag{119}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{2}=k^{2}-\sigma^{2} / c^{2}+\gamma^{2} . \tag{120}
\end{equation*}
$$

Assuming $\boldsymbol{\alpha} \neq 0$ we have

$$
\begin{equation*}
Z_{1}=A e^{2 \varepsilon}+B e^{-a x} \tag{121}
\end{equation*}
$$

where $A$ and $B$ are constants, and hence

$$
\begin{equation*}
\phi_{1}=\left[A \mathrm{e}^{-(\gamma-\alpha) z}+B \mathrm{e}^{-(\gamma+\alpha) z}\right] \mathrm{e}^{-i(k x+\sigma)} . \tag{122}
\end{equation*}
$$

From the last two of equations (110) we have two simultaneous equations for $A$ and $B$ :

$$
\begin{array}{r}
-(\gamma-\alpha) \mathrm{e}^{-(\gamma-\alpha) h} A-(\gamma+\alpha) \mathrm{e}^{-(\gamma+\alpha) h} B=0, \\
\left.\left\{(\gamma-\alpha)^{2}-k^{2}\right\} A+\left\{(\gamma+\alpha)^{2}-k^{2}\right\} B=0 .\right\}, ~ \tag{123}
\end{array}
$$

Let $\Delta(\sigma, k)$ denote the determinant of these equations, so that

$$
\begin{align*}
\Delta(\sigma, k) & =-(\gamma-\alpha)\left\{(\gamma+\alpha)^{2}-k^{2}\right\} \mathrm{e}^{-(\gamma-\alpha) h}+(\gamma+\alpha)\left\{(\gamma-\alpha)^{2}-k^{2}\right\} \mathrm{e}^{-(\gamma+\alpha) h} \\
& =-2 \mathrm{e}^{-\gamma h}\left[\gamma\left(\gamma^{2}-\alpha^{2}-k^{2}\right) \sinh \alpha h+\alpha\left(\gamma^{2}-\alpha^{2}+k^{2}\right) \cosh \alpha h\right] . \tag{124}
\end{align*}
$$

In order that non-zero solutions of (123) may exist, $\Delta(\sigma, k)$ must vanish, giving

$$
\begin{equation*}
f(\alpha h) \equiv \alpha h \operatorname{coth} \alpha h-P(\alpha h)^{2}-Q=0, \tag{125}
\end{equation*}
$$

where

$$
\begin{equation*}
P=\frac{g}{h \sigma^{2}}, \quad Q=\gamma h(1-P \gamma h) . \tag{126}
\end{equation*}
$$

If $\sigma$ and $h$ are given, (125) is an equation for determining $\alpha$ and hence $k$ and $\lambda$. When $\alpha h$ tends to zero, $f$ tends to the finite value ( $1-Q$ ), which will be assumed to be positive. When ach is large and positive $f(\alpha h)$ is negative. But, writing $\eta=\alpha^{2} h^{2}$, we may easily show that $d^{2} f / d \eta^{2}$ is always negative when $a$ is real, so that $f$ has only one positive zero, which corresponds to a wave of gravity type. There are an infinity of imaginary zeros, each corresponding to a wave of compression type (Whipple \& Lee 1935). It may also be shown that $f(\alpha h)$ has no complex zeroes.

We shall now assume that $\alpha$ is the positive real root of equation (125). Since $f(\gamma \hat{h})$ is positive it follows that

$$
\begin{equation*}
\gamma^{2}<\alpha^{2}, \quad k^{2}>\sigma^{2} / c^{2}>0, \tag{127}
\end{equation*}
$$
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so that the corresponding value of $k$ is real. Then from equations (123) we have

$$
\begin{equation*}
\phi_{1}=\left[(\gamma+\alpha) \mathrm{e}^{-\alpha h-(\gamma-\alpha) z}-(\gamma-\alpha) \mathrm{e}^{\alpha b-(\gamma+\alpha) z}\right] \mathrm{e}^{((\alpha x+\alpha)} . \tag{128}
\end{equation*}
$$

This solution also satisfies equation (114). Since the equations for the first approximation are all linear the sum of any number of solutions is also a solution. We may therefore take as our first approximation

$$
\begin{equation*}
\dot{\varphi}_{1}=\left[(\gamma+\alpha) \mathrm{e}^{-\alpha k-(y-\alpha) z}-(y-\alpha) \mathrm{e}^{\alpha h-(y+\alpha) z}\right]\left[b_{1} \sin (k x-\sigma t)+b_{2} \sin (k x+\sigma t)\right], \tag{129}
\end{equation*}
$$

representing two waves of the same wave-length travelling in opposite directions.

## 4-3. Second approximation

After substituting in equations (112) and (115) and simplifying we find the following equations for $\phi_{2}$ :

$$
\begin{align*}
& \begin{aligned}
& \frac{\partial^{2} \phi_{2}}{\partial t^{2}}-\sigma^{2} \nabla^{2} \phi_{2}-g \frac{\partial \phi_{2}}{\partial z} \\
&= {\left[C^{(2)} \mathrm{e}^{-2(\gamma-\alpha) z}+C^{(2)} \mathrm{e}^{-2(\gamma+\alpha) z}-2 C^{(3)} \mathrm{e}^{-2 \gamma z}\right]\left\{b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right] } \\
& \quad+\left[C^{(4)} \mathrm{e}^{-2(\gamma-\alpha) z}+C^{(5)} \mathrm{e}^{-2(y+\alpha) z}-2 C^{(6)} \mathrm{e}^{-2 \gamma z}\right] 2 b_{1} b_{2} \sin 2 \sigma t,
\end{aligned} \\
& \begin{aligned}
\left(\frac{\partial \phi_{2}}{\partial z}\right)_{x=h}= & 0,
\end{aligned} \\
& \left(\nabla^{2} \phi_{2}\right)_{z=0}=D\left[b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)+2 b_{1} b_{2} \sin 2 v t\right],  \tag{130}\\
& 2 \gamma \int_{0}^{\lambda} d x \int_{0}^{A} d z \frac{\partial \phi_{2}}{\partial t} \mathrm{e}^{2 \gamma z}+\int_{0}^{\lambda} d x\left(\frac{\partial \phi_{2}}{\partial t}\right)_{z=0}=E^{(1)}\left(b_{1}^{2}+b_{2}^{2}\right\rangle+E^{(2)} 2 b_{1} b_{2} \cos 2 \sigma t, \tag{131}
\end{align*}
$$

where $C^{(1)}, C^{(2)}, \ldots, C^{(6)}, D$ and $E^{(1)}$ are constants given by

$$
\left.\begin{array}{ll}
C^{(1)}=-\sigma\left\{(\gamma-\alpha)^{2}-k^{2}\right\}(\gamma+\alpha)^{2} \mathrm{e}^{-2 \alpha h}, & C^{(1)}=-\sigma\left\{(\gamma-\alpha)^{2}+k^{2}\right\}(\gamma+\alpha)^{2} \mathrm{e}^{-2 \alpha h} \\
C^{(2)}=-\sigma\left\{(\gamma+\alpha)^{2}-k^{2}\right\}(\gamma-\alpha)^{2} \mathrm{e}^{2 \alpha h}, & C^{(5)}=-\sigma\left\{(\gamma+\alpha)^{2}+k^{2}\right\}(\gamma-\alpha)^{2} \mathrm{e}^{2 \alpha h},  \tag{134}\\
C^{(3)}=-\sigma\left\{\gamma^{2}-\alpha^{2}-k^{2}\right\}\left(\gamma^{2}-\alpha^{2}\right), & C^{(6)}=-\sigma\left\{\gamma^{2}-\alpha^{2}+k^{2}\right\}\left(\gamma^{2}-\alpha^{2}\right),
\end{array}\right\}
$$

and

$$
\begin{equation*}
D=-\frac{4 \sigma}{g} \gamma \alpha^{2}\left(\gamma^{2}-\alpha^{2}\right), \quad E^{(1)}=-\lambda \alpha^{2}\left(\gamma^{2}-\alpha^{2}\right) \tag{135}
\end{equation*}
$$

(the value of $E^{(2)}$ will not be required). We first eliminate the right-hand side of equation (130) by the substitution
$\phi_{2}=\left[F^{(1)} \mathrm{e}^{-2(\gamma-\alpha) z}+F^{(2)} \mathrm{e}^{-2(\gamma+\alpha) z}-2 F^{(3)} \mathrm{e}^{-2 \gamma z}\right]\left[b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right]$

$$
\begin{equation*}
+\left[F^{(4)} \mathrm{e}^{-2(y-\alpha) z}+F^{(5)} \mathrm{e}^{-2(\gamma+\alpha) z}-2 F^{(6)} \mathrm{e}^{-2 \gamma z}\right] 2 b_{1} b_{2} \sin 2 \sigma t+\phi_{2}^{\prime}, \tag{136}
\end{equation*}
$$

where

$$
\begin{align*}
& F^{(1)}=\frac{C^{(1)}}{-4 \sigma^{2}-4 c^{2}\left\{(\gamma-\alpha)^{2}-k^{2}\right\}+2 g(\gamma-\alpha)},  \tag{137}\\
& F^{(2)}=\frac{C^{(2)}}{-4 \sigma^{2}-4 c^{2}\left\{(\gamma+\alpha)^{2}-k^{2}\right\}+2 g(\gamma+\alpha)^{2}}, \\
& F^{(2)}=\frac{C^{(3)}}{-4 \sigma^{2}-4 c^{2}\left(\gamma^{2}-k^{2}\right)+2 g \gamma},
\end{align*}
$$
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and

$$
\begin{align*}
& \left.F^{(4)}=\frac{C^{(4)}}{-4 \sigma^{2}-4 c^{2}(\gamma-\alpha)^{2}+2 g(\gamma-\alpha)}\right)  \tag{138}\\
& F^{(5)}=\frac{C^{(5)}}{-4 \sigma^{2}-4 c^{2}(\gamma+\alpha)^{2}+2 g(\gamma+\alpha)}, \\
& F^{(6)}=\frac{C^{(6)}}{-4 \sigma^{2}-4 c^{2} \gamma^{2}+2 g \gamma} .
\end{align*}
$$

This gives
$\frac{\partial^{2} \phi_{2}^{\prime}}{\partial t^{2}}-c^{2} \nabla^{2} \phi_{2}^{\prime}-g \frac{\partial \phi_{2}^{\prime}}{\partial z}=0$,
$\left(\frac{\partial \phi_{2}^{\prime}}{\partial z}\right)_{z=h}=G^{(1)}\left[b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right]+G^{(2)} 2 b_{1} b_{2} \sin 2 \sigma t$,
$\left(\nabla^{2} \phi_{2}^{\prime}\right)_{2=0}=\left(D+H^{(1)}\right)\left[b 2 \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right]+\left(D+H^{(2)}\right) 2 b_{1} b_{2} \sin 2 \sigma t$,
$2 \gamma \int_{0}^{\lambda} d x \int_{0}^{\lambda} d z \frac{\partial \phi_{2}^{\prime}}{\partial t} \mathrm{e}^{2 \gamma z}+\int_{0}^{\lambda} d x\left(\frac{\partial \phi_{2}^{\prime}}{\partial t}\right)_{z=0}=E^{(1)}\left(b_{1}^{2}+b_{2}^{2}\right)+\left(E^{(2)}+\Pi\right) 2 b_{1} b_{2} \cos 2 \sigma t$,
where $\quad G^{(1)}=2(\gamma-\alpha) \mathrm{e}^{-2(\gamma-\alpha) h} F^{(1)}+2(\gamma+\alpha) \mathrm{e}^{-2(\gamma+\alpha) \mathrm{a}} F^{(2)}-4 \gamma \mathrm{e}^{-2 \gamma \mathrm{~h} F^{(3)},}$,

$$
\begin{equation*}
\left.G^{(2)}=2(\gamma-\alpha) \mathrm{e}^{-2(\gamma-\alpha) h} F^{(4)}+2(\gamma+\alpha) \mathrm{e}^{-2(\gamma+\alpha) h} F^{(5)}-4 \gamma \mathrm{e}^{-2 \gamma h} F^{(6)},\right] \tag{143}
\end{equation*}
$$

and

$$
\begin{align*}
& \left.H^{(1)}=-4\left\{(\gamma-\alpha)^{2}-k^{2}\right\} F^{(1)}-4\left\{(\gamma+\alpha)^{2}-k^{2}\right\} F^{(2)}+8\left(\gamma^{2}-k^{2}\right) F^{(3)}\right\}  \tag{144}\\
& H^{(2)}=-4(\gamma-\alpha)^{2} F^{(1)}-4(\gamma+\alpha)^{2} F^{(3)}+8 \gamma^{2} F^{(6)} .
\end{align*}
$$

We now write

$$
\begin{align*}
& \quad \begin{array}{c}
\phi_{2}^{\prime}=\left[J^{(1)} \mathrm{e}^{-(\gamma-\alpha) z}+J^{(2)} \mathrm{e}^{-(\gamma+\alpha) x}\right]\left[b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right] \\
+\left[J^{(3)} \mathrm{e}^{-(\gamma-\alpha) z}+J^{(4)} \mathrm{e}^{-\left(\gamma+\alpha^{\prime}\right) \varepsilon}\right] 2 b_{1} b_{2} \sin 2 \sigma t+\phi_{2}^{\prime \prime}, \\
\text { where } \quad \alpha^{\prime 2}=4 k^{2}-4 \sigma^{2} / c^{2}+\gamma^{2}, \quad \alpha^{\prime \prime 2}=-4 \sigma^{2} / c^{2}+\gamma^{2},
\end{array}
\end{align*}
$$

and $J^{(1)}, J^{(2)}, J^{(3)}$ and $J^{(4)}$ are to be chosen so as to reduce the right-hand sides of equations (140) and (141) to zero. We must have

$$
\begin{align*}
- & \left(\gamma-\alpha^{\prime}\right) e^{-\left(\gamma-\alpha^{\prime}\right) A} J^{(1)}-\left(\gamma+\alpha^{\prime}\right) e^{-(\gamma+\alpha h} J^{(2)}=G^{(1)},  \tag{147}\\
& \left\{\left(\gamma-\alpha^{\prime}\right)^{2}-4 k^{2}\right\} J^{(1)}+\left\{\left(\gamma+\alpha^{\prime}\right)^{2}-4 k^{2}\right\} J^{(2)}=D+H H^{(1)}, \int
\end{align*}
$$

and

$$
\begin{align*}
& -\left(\gamma-\alpha^{n}\right) \mathrm{e}^{-\left(\gamma-\alpha^{0}\right) h} J^{(3)}-\left(\gamma+a^{c}\right) \mathrm{e}^{-(\gamma+\alpha) h} J^{(6)}=G^{(2)}, \\
& \left(y-\alpha^{n}\right)^{2} J^{(3)} \quad+\left(y+\alpha^{(4}\right)^{2} J^{(4)}=D+H^{(2)}, \tag{148}
\end{align*}
$$

giving

$$
\left.\begin{array}{l}
J^{(1)}=\frac{\left\{\left(\gamma+a^{\prime}\right)^{2}-4 k^{2}\right\} G^{(1)}+\left(\gamma+\alpha^{\prime}\right) \mathrm{e}^{-\left(\gamma+\alpha^{\prime}\right) h}\left(D+H^{(1)}\right)}{\Delta(2 \sigma, 2 k)}  \tag{148}\\
J^{(2)}=-\frac{\left\{\left(\gamma-\alpha^{\prime}\right)^{2}-4 k^{2}\right\} G^{(1)}+\left(\gamma-\alpha^{\prime}\right) \mathrm{e}^{-(\gamma-\alpha) h}\left(D+H^{(1)}\right)}{\Delta(2 \sigma, 2 k)}
\end{array}\right\}
$$

and

$$
\begin{align*}
& J^{(2)}=\frac{\left(\gamma+a^{2}\right)^{2} G^{(2)}+\left(\gamma+a^{\prime \prime}\right) \mathrm{e}^{-(\gamma+\alpha) h}\left(D+H^{(2)}\right)}{\Delta(2 \sigma, 0)},  \tag{150}\\
& J^{(6)}=-\frac{\left(\gamma-a^{2}\right)^{2} G^{(2)}+\left(\gamma-\alpha^{n}\right) \mathrm{e}^{-(\gamma-\alpha) h}\left(D+H^{(2)}\right)}{\Delta(2 \sigma, 0)},
\end{align*}
$$
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where

$$
\begin{align*}
\Delta(2 \sigma, 2 k) & =-2 \mathrm{e}^{-\gamma \wedge}\left[\gamma\left(\gamma^{2}-\alpha^{\prime 2}-4 k^{2}\right) \sinh \alpha^{\prime} h+\alpha^{\prime}\left(\gamma^{2}-\alpha^{\prime 2}\right) \cosh \alpha^{\prime} h\right], \\
\Delta(2 \sigma, 0) & =-2 \mathrm{e}^{-\gamma h}\left[\gamma\left(\gamma^{2}-\alpha^{\prime 2}\right) \sinh \alpha^{\prime} h+\alpha^{\prime}\left(\gamma^{2}-\alpha^{\prime \prime 2}\right) \cosh \alpha^{\prime \prime} h\right], \tag{161}
\end{align*}
$$

provided neither $\Delta(2 \sigma, 2 k)$ nor $\Delta(2 \sigma, 0)$ vanishes. Now if $\theta$ is any real number we have

$$
\begin{equation*}
\Delta(\theta \sigma, \theta k)=-2 \mathrm{e}^{-\gamma h} \sinh \beta h\left[\gamma\left(1-2 \kappa^{2} c^{2} / \sigma^{2}\right)+\beta \operatorname{coth} \beta h\right] \theta^{2} \sigma^{2} / c^{2}, \tag{152}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta^{2}=\theta^{2}\left(k^{2}-\sigma^{2} / c^{2}\right)+\gamma^{2} . \tag{153}
\end{equation*}
$$

Since ( $k^{2}-\sigma^{2} / \epsilon^{2}$ ) is positive (equation (127)), $\beta^{2}$ is a positive, increasing function of $\theta^{2}$. But $\beta$ coth $\beta$ is an increasing function of $\beta^{2}$ when $\beta^{2}>0$ and hence is an increasing function of $\theta^{2}$. Equation (152) then shows that $\Delta(\theta \sigma, \theta k)$ cannot vanish for more than one positive value of $\theta$. But $\Delta(\sigma, k)$ vanishes and therefore $\Delta(2 \sigma, 2 k)$ cannot vanish.

It is quite possible, on the other hand, that $\Delta(2 \sigma, 0)$ may be zero. The physical significance of this case will be discussed later. For the present it will be assumed that $\Delta(2 \sigma, 0)$ is different from zero.

As a result of our choice of $J^{(1)}$, etc., we have for $\phi_{2}^{\prime \prime}$ the following equations:

$$
\begin{align*}
& \left.\begin{array}{l}
\partial^{2} \phi_{2}^{\prime \prime}-c^{2} \nabla^{2} \phi_{2}^{n}-g \frac{\partial \phi_{2}^{\prime \prime}}{\partial z}=0, \\
\left(\frac{\partial \phi_{2}^{\prime \prime}}{\partial z}\right)_{z=\beta}=0, \\
\left(\nabla^{2} \phi_{2}^{\prime \prime}\right)_{z=0}=0,
\end{array} \right\rvert\,  \tag{154}\\
& 2 \gamma \int_{0}^{\lambda} d x \int_{0}^{h} d z \frac{\partial \phi_{2}^{\prime}}{\partial t} \mathrm{c}^{2 \gamma z}+\int_{0}^{\lambda} d x\left(\frac{\partial \phi_{2}^{\prime \prime}}{\partial t}\right)_{s=0}=E^{(1)}\left(b_{1}^{2}+b_{2}^{2}\right)+\left(E^{(2)}+I+K\right) 2 b_{1} b_{2} \cos 2 \sigma t, \tag{155}
\end{align*}
$$

where $K$ is a constant. Now it was shown earlier that a solution of all four equations (112) and (114) could be obtained by adding a constant multiple of $t$ to any given solution of (112). It follows, by subtraction, that a solution of all four equations (154) and (155) may be obtained by adding a constant multiple of $t$ to any solution of (154). But (154) are satisfied by $\phi_{2}^{\prime \prime}=0$. Hence we have

$$
\begin{equation*}
\phi_{2}^{\prime \prime}=C^{\prime \prime} t, \tag{156}
\end{equation*}
$$

where on substitution in (155) we find

$$
\begin{equation*}
\lambda \mathrm{e}^{2 \gamma^{h}} C^{\prime \prime}=E^{(1)}\left(b_{1}^{2}+b_{2}^{2}\right) . \tag{157}
\end{equation*}
$$

We have incidentally shown that $\quad E^{(2)}+I+K=0$.
We therefore have finally

$$
\begin{align*}
\phi_{2} & =\left[F^{(1)} \mathrm{e}^{2 \alpha x}+F^{(2)} \mathrm{e}^{-2 \alpha z}-2 F^{(3)}\right] \mathrm{e}^{-2 \gamma z}\left[b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right] \\
& +\left[F^{(4)} \mathrm{e}^{2 \alpha x}+F^{(5)} \mathrm{e}^{-2 \sigma x}-2 F^{(6)}\right] \mathrm{e}^{-2 \gamma z} 2 b_{1} b_{2} \sin 2 \sigma t \\
& +\left[J^{(1)} \mathrm{e}^{\sigma^{\prime} z}+J^{(2)} \mathrm{e}^{-\alpha^{2} z}\right] \mathrm{e}^{-\gamma z}\left[b_{1}^{2} \sin 2(k x-\sigma t)-b_{2}^{2} \sin 2(k x+\sigma t)\right] \\
& +\left[J^{(3)} \mathrm{e}^{\alpha^{*} z}+J^{(4)} \mathrm{e}^{-a^{*} z}\right] \mathrm{e}^{-\gamma z} 2 b_{1} b_{2} \sin 2 \sigma t \\
& +E^{(1)} k^{-1} \mathrm{e}^{-2 \gamma^{2} h}\left(b_{1}^{2}+b_{2}^{2}\right) t . \tag{159}
\end{align*}
$$

4.4. Discussion

For ocean waves we may take

$$
\begin{array}{ll}
g=0.98 \times 10^{3} \mathrm{~cm} . / \mathrm{sec} ., & c=1.4 \times 10^{5} \mathrm{~cm} . / \mathrm{sec} .  \tag{160}\\
\sigma=0.5 \mathrm{sec} .^{-1}, & h<10^{6} \mathrm{~cm} .
\end{array}
$$

This gives

$$
\begin{equation*}
P \gamma h=1.0 \times 10^{-4}, \quad \gamma h<2.5 \times 10^{-2}, \tag{161}
\end{equation*}
$$

and so

$$
\begin{equation*}
Q=\gamma h\left(1-P_{\gamma} h\right)<2.5 \times 10^{-2} . \tag{162}
\end{equation*}
$$

Since $\alpha h \operatorname{coth} \alpha h \geqslant 1$ for all real values of $\alpha$, equation (126) shows that $P a h$ is of the same order as coth $\alpha$. Hence

$$
\begin{equation*}
\gamma / \alpha=P \gamma h / P \alpha h \bumpeq 10^{-4} . \tag{163}
\end{equation*}
$$

Our method will be to evaluate the constants in equation (159) by expanding in powers of $y / \alpha$. From (126) we have $\operatorname{coth} \alpha h=\operatorname{Pah}[1+O(\gamma / \alpha)]$,
so that

$$
\begin{equation*}
\sigma^{2} / c^{2}=2 \gamma \alpha / P \alpha h=2 \gamma \alpha \tanh \alpha h[1+O(\gamma / \alpha)] \tag{164}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{2}=\alpha^{2}\left[1+2(\gamma / \alpha) \tanh \alpha h+O(\gamma / \alpha)^{2}\right] \tag{165}
\end{equation*}
$$

Hence, retaining only the terms of highest order in $\gamma / \alpha$, we find

$$
\begin{align*}
& F^{(1)}=\frac{\gamma \alpha^{3}}{\sigma} \frac{\mathrm{e}^{-\alpha h} \sinh \alpha h}{\cosh ^{2} \alpha h}, \quad F\left({ }^{( }\right)=\frac{\gamma \alpha^{3}}{\sigma} \mathrm{e}^{-2 \alpha h} \tanh \alpha h, \\
& F^{(2)}=\frac{\gamma \alpha^{3}}{\sigma} \frac{e^{\alpha h} \sinh \alpha h}{\cosh ^{2} \alpha h}, \quad F^{(5)}=\frac{\gamma \alpha^{3}}{\sigma} \mathrm{e}^{2 \alpha h} \tanh \alpha h,  \tag{167}\\
& F^{(3)}=-\frac{\gamma \alpha^{3}}{\sigma} \tanh \alpha h, \quad F^{(6)}=-\frac{\gamma \alpha^{3}}{2 \sigma} \tanh \alpha h, \quad \\
& J^{(1)}=-\frac{3 \alpha^{4}}{4 \sigma} \frac{\mathrm{e}^{-\alpha^{\prime} h}}{\sinh ^{2} \alpha h^{\prime}} \quad J^{(3)}=\frac{x^{4}}{\sigma} \frac{\mathrm{e}^{-\alpha^{-4} h}}{\cosh \alpha^{-} h} \frac{\cosh 3 \alpha h}{\cosh \alpha h}{ }^{1} \\
& J^{(2)}=-\frac{3 \alpha^{4}}{4 \sigma} \frac{e^{\alpha^{2} h}}{\sinh ^{2} \alpha h^{2}} \quad J^{(6)}=\frac{\alpha^{4}}{\sigma} \frac{e^{\alpha^{2} h}}{\cosh \alpha^{\top} k} \frac{\cosh 3 \alpha h}{\cosh \alpha h},  \tag{168}\\
& E^{(1)}=\lambda \alpha^{4}, \quad \alpha^{\prime 2}=4 \alpha^{2}, \quad a^{\kappa_{2}}=-4 \sigma^{2} / c^{2} . \tag{169}
\end{align*}
$$

When $b_{1} b_{2} \neq 0$ the first two terms in equation (159) are negligible compared with the fourth. If we also neglect quantities of order $\gamma h$ (though not those of order ( $\gamma \alpha)^{\prime} h$ ), $\alpha h, \alpha^{\prime} h, \alpha^{\prime \prime} h$ and $\mathrm{e}^{\mathrm{y}}$ may be replaced by $k h, 2 k h, 2 i \sigma h / c$ and 1 respectively, and we have

$$
\begin{align*}
\sigma^{2}= & g k \tanh k h,  \tag{170}\\
\phi_{1}= & \frac{\sigma \cosh k(z-h)}{\sinh k h}\left[a_{1} \sin (k x-\sigma t)-a_{2} \sin (k x+\sigma t)\right],  \tag{171}\\
\phi_{2}= & -\frac{3 \sigma \cosh 2 k(z-h)}{8} \frac{\sinh h^{4} k h}{}\left[a_{1}^{2} \sin 2(k x-\sigma t)-a_{2}^{2} \sin 2(k x+\sigma t)\right] \\
& -\frac{\sigma}{8} \frac{\cosh 3 k h}{\sinh ^{2} k h \cosh k h} \frac{\cos 2 \sigma(z-h) / c}{\cos 2 \sigma h / c} 2 a_{1} a_{2} \sin 2 \sigma t  \tag{172}\\
& +\frac{\sigma}{4} \frac{a_{1}^{2}+a_{2}^{2}}{\sinh ^{2} k h} \sigma t \\
& a_{1}=\frac{\sigma}{2 k^{2} \sinh k h} b_{1}, \quad a_{2}=-\frac{\sigma}{2 k^{2} \sinh k h} b_{2} \tag{173}
\end{align*}
$$

where
Let $\lambda_{g}$ and $\lambda_{c}$ denote the wave-lengths of a gravity wave and a compression wave respectively. Thus

$$
\begin{equation*}
\lambda_{g}=2 \pi / k, \quad \lambda_{c}=2 \pi c / \sigma, \quad \lambda_{g} / \lambda_{c}=(\gamma / \alpha)^{1} \tanh ^{\frac{1}{4} \alpha h} \tag{174}
\end{equation*}
$$

When $z$ is less than say $\frac{1}{8} \lambda_{g}$, equations (170), (171) and (172) show that the motion is independent of $c$ and therefore unaffected by the compressibility of the water. When $z$ is comparable with $\lambda_{d}$, both $\mathrm{e}^{-k z}$ and $\mathrm{e}^{-k h}$ are small, and so from equation (172) the pressure $p_{2}$ is given by

$$
\begin{equation*}
\frac{\hat{A}_{2}}{\rho_{s}}=-2 a_{1} a_{2} \sigma^{2} \cos 2 \sigma t \tag{175}
\end{equation*}
$$
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Finally, when $z$ is of the same order as $\lambda_{c}$, the motion reduces to the compression wave

$$
\begin{equation*}
\dot{\phi}_{2}=-\frac{\sigma \cos 2 \sigma(z-h) / c}{\cos 2 \sigma h / c} \sin \overline{2} \sigma t . \tag{176}
\end{equation*}
$$

This wave may be regarded as being generated by the unattenuated pressure variation (175). When $\cos 2 \sigma h / c$ (or more exactly $\Delta(2 \sigma, 0)$ ) is zero, $\phi_{2}$ becomes infinite, a situation corresponding to resonance. The necessary condition for resonance is that

$$
\begin{equation*}
2 \sigma h / c \neq\left(n+\frac{1}{2}\right) \pi \quad(n=0,1,2, \ldots), \tag{177}
\end{equation*}
$$

that is, that the depth should be about $\left(\frac{1}{2} n+\frac{1}{4}\right)$ times the length of the compression wave (176).
The ocean may therefore be divided into two regions, namely, (1) a surface layer where thickness is of order $\lambda_{g}$, where the motion is controlled by gravity alone and is the same as if the water as a whole were incompressible, and (2) the main part of the ocean where the motion is small and controlled only by compressibility. The distinction of two such regions is probably valid in more general types of wave motion. In equation (94) the gravity term $g \partial \phi / \partial z$ is in general small compared with the compressibility term $c^{2} \nabla^{2} \phi$. It is only near the free surface, where $\nabla^{2} \phi$ vanishes (equation (99)), that gravity predominates. The pressure variations at a depth $\lambda_{g}$, that is, in the lower part of the surface layer, are of order $\rho \sigma^{2} a^{2}$, where $a$ is the mean amplitude at the free surface. These will produce compression waves in which the displacements are of order $a^{2} / \lambda_{c}$. But the latter will be small compared with the vertical displacement of the centre of gravity of the surface layer, which is of order $a^{2} / \lambda_{g}$, and hence will not affect the motion in the surface layer.

## 6. The displagement of the ground due to surface waves

In the present section we shall estimate the displacement of the ground due to a given storm at sea. Since observations are not made in the storm area itself, it is not appropriate to consider the displacement of the sea bed due to an infinite train of waves passing overhead. The storm is more correctly considered as a disturbance of finite area from which energy is propagated outwards in all directions.

The velocities of seismic waves in the sea bed being comparable with the velocity of sound in water, the general results suggested in $\S 4.4$ are likely to remain true when the elasticity of the sea bed is also taken into account. Thus the mean pressure at a depth of say $\frac{1}{2} \lambda_{g}$ over any given area of the sea surface may be derived as in § 3, and the amplitude of the elastic waves may be calculated as though this pressure distribution were applied to the upper surface of the ocean. Since $\lambda_{g} / \lambda_{c}$ is of the order of $10^{-2}$, the storm area may be divided into a number of squares $S$ whose side $2 R$ is large compared with $\lambda_{g}$ but only a fraction, say less than one-half, of the length of an elastic wave in the sea bed. Thus the amplitude of the compression waves from any given square $S$ will be of the same order of magnitude as if the whole force were concentrated to a point at the centre of the square. The displacement from the whole storm may then be found by summing the encrgics from all the different squares.

## 5-1. The displacement due to a concentrated force

We take as our model an ocean of constant depth $h$ overlying a sea bed of uniform density and elasicity. For the reasons given above, we shall be able to make use of the first-order theory of elastic waves in such a model, which was first investigated by Stoneley (1926).

## THEORY OF THE ORIGIN OF MICROSEISMS

The motion due to a concentrated force applied to the upper surface of the water was stated by Scholte (1943). We shall evaluate the solution rather more completely, using the method of contour integration due to Sommerfeld (1909) and Jeffreys (1926).

Let $\rho_{1}$ and $\rho_{2}$ be the densities of the water and of the sea bed, let $c=\alpha_{1}$ be the velocity of sound in water and $\alpha_{2}$ and $\beta_{2}$ the velocities of compressional and distortional waves in the sea bed. Then if an oscillatory force $\mathrm{e}^{i \boldsymbol{} \delta}$ is applied to the surface of the water at the origin, the vertical displacement of the sea bed measured downwards is given by (Scholte 1943)

$$
\begin{equation*}
W(\sigma, r) \mathrm{e}^{i \sigma t}=-\frac{1}{2 \pi} \int_{0}^{\infty} \frac{J_{0}(\xi r) \xi d \xi}{\rho_{2} \sigma^{2} G(\xi)} \mathrm{e}^{j \sigma t}, \tag{178}
\end{equation*}
$$

where $r$ is the horizontal distance from the origin, $J_{0}$ is Bessel's function of the first kind of zero order and $G(\xi)$ is given by

$$
\begin{align*}
G(\xi)=\left(\beta_{2} / \sigma\right)^{4}\left[\left(2 \xi^{2}-\sigma^{2} / \beta_{2}^{2}\right)^{2}\left(\xi^{2}-\sigma^{2} / \sigma_{2}^{2}\right)^{-1}\right. & \left.-4 \xi^{2}\left(\xi^{2}-\sigma^{2} / \beta_{2}^{2}\right)^{4}\right] \cosh \left(\xi^{2}-\sigma^{2} / \alpha_{1}^{2}\right)^{\frac{1}{2}} h \\
& +\left(\rho_{1} / \rho_{2}\right)\left(\xi^{2}-\sigma^{2} / \alpha_{1}^{2}\right)^{-1} \sinh \left(\xi^{2}-\sigma^{2} / \alpha_{1}^{2}\right)^{\frac{1}{2}} h . \tag{179}
\end{align*}
$$

In order to ensure that the displacements at infinite depth are bounded, the signs of the radicals in equation (179) must be chosen so that the real parts of $\left(\xi^{2}-\sigma^{2} / \alpha_{2}^{2}\right)^{i}$ and $\left(\xi^{2}-\sigma^{2} / \beta_{2}^{2}\right)^{\frac{1}{2}}$ are positive or zero. $\xi$ being considered as a complex variable, this restricts us initially to one sheet of the Riemann surface bounded by the cuts

$$
\begin{equation*}
\Re\left(\xi^{2}-\sigma^{2} / \alpha_{2}^{2}\right)^{4}=0, \quad \Re\left(\xi^{2}-\sigma^{2} / \beta_{2}^{2}\right)^{t}=0 . \tag{180}
\end{equation*}
$$

It will be seen that the choice of sign for $\left(\xi^{2}-\sigma^{2} / \alpha_{1}^{2}\right)^{\frac{1}{2}}$ is immaterial, since $\cosh \left(\xi^{2}-\sigma^{2} / \alpha_{1}^{2}\right)^{1} h$ and $\left(\xi^{2}-\sigma^{2} / \alpha_{1}^{2}\right)^{-i} \sinh \left(\xi^{2}-\sigma^{2} / \alpha_{i}^{2}\right)^{\frac{1}{2}} h$ are both single-valued functions of $\xi$, analytic at all points.

When $\sigma$ is real the integral in equation (178) is indeterminate owing to the vanishing of $G(\xi)$ at certain points of the real axis. To obtain a correct interpretation we suppose $\sigma$ to be complex, and take the limitas arg $\sigma$ tends tozero. The final solution then contains converging or diverging waves according as arg $\sigma$ tends to zero through positive or negative values. Since we require the waves to diverge we choose the latter case. Now it can be shown that, when $-\frac{1}{2} \pi<\arg \sigma<0, G(\xi)$ has no zeroes in the sector $0 \leqslant \arg \xi \leqslant \frac{1}{2} \pi-\sigma$. There are therefore no zeroes on the real axis, and, in the limit when arg $\sigma$ tends to 0 , the zeroes of $G$ approach the real axis from below. Hence the path of integration in equation (178) should be indented above the real axis near the zeroes of $G$ (see figure $1 b$ ). Further, the cuts in the $\xi$-plane given by (180) are arcs of rectangular hyperbolas which, as arg $\sigma$ tends to zero, approach the positive axis from below (see figure $1 a$ ). Hence the path of integration should be taken along the upper side of the cuts.

To evaluate the right-hand side of equation (178) we write

$$
\begin{equation*}
J_{0}(\xi r)=\frac{1}{2}\left[\mathrm{Hs}_{0}(\xi r)+\mathrm{Hi}_{0}(\xi r)\right] \tag{181}
\end{equation*}
$$

(for the notation see Jeffreys \& Jeffreys 1946, p. 544) and consider the integral in two parts. When $\sigma$ is real it may be shown that $G$ has no complex zeroes. Hence for the part involving $\mathrm{Hs}_{0}$ the contour of integration may be deformed into the imaginary axis from 0 to too together with an arc of infinite radius in the first quadrant. For the part involving $\mathrm{Hi}_{0}$ the path of integration may be deformed into (a) the imaginary axis from 0 to $-i c o,(b)$ a
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contour $\Gamma$ enclosing the cuts in the $\xi$-plane (see figure $1 c$ ), (c) small circles enclosing the zeroes of $G(\xi)$ in the clockwise sense and ( $d$ ) an arc of infinite radius in the fourth quadrant. The contribution from the integrals along the imaginary axis are equal and opposite, while, since (Jeffreys \& Jeffreys 1946)

$$
\begin{equation*}
\mathrm{Hs}_{0}(z) \sim\left(\frac{2}{\pi z}\right)^{\mathrm{t}} \mathrm{e}^{(z-t n)}, \quad \mathrm{Hi}_{0}(z) \sim\left(\frac{2}{\pi z}\right)^{\mathrm{t}} \mathrm{e}^{-i(z-i \pi)} \tag{182}
\end{equation*}
$$



Figurie 1. Contours of integration in the $\xi$-plane.
for large $|z|$ and $-\pi+\varepsilon \leqslant \arg z \leqslant \pi-\epsilon$, the integrals along the two infinite arcs tend to zero. By slightly deforming the contour $\Gamma$ as in figure $1 d$, it is easily shown that the contribution from this part of the integral diminishes at least as rapidly as $r^{-1}$ when $r$ is large. Hence the main contribution comes from the neighbourhood of the zeroes, being $-2 \pi i$ times the sum of the residues of the integrand there. On replacing $\mathrm{Hi}_{0}$ by its asymptotic formula (182) we find

$$
\begin{equation*}
W(\sigma, r) \mathrm{e}^{j \sigma t} \sim \frac{\sigma^{k}}{\left.\rho_{2} \rho_{2}^{5 / 2}(2 \pi r)\right)^{1}} \sum_{m=1}^{N} c_{m} \mathrm{e}^{\left(\sigma t-\xi_{m} r+(m+b)\right)}, \tag{183}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{m}=(-)^{m} \frac{\left(\beta_{2} / \sigma\right)^{5 / 2} \xi_{m}^{1 / 2}}{d G\left(\xi_{m}\right) / d \xi_{m}}, \tag{184}
\end{equation*}
$$

and $\xi_{1}, \xi_{2}, \ldots, \xi_{\text {: }}$ denote the positive zeroes of $G(\xi)$ in descending order of magnitude. It can be shown that when $\alpha_{1}<\beta_{2}$ all the zeroes are greater than $\sigma / \beta_{2}$. The zeroes of $G(\xi)$ separate alternately the zeroes of $\cosh \left(\xi^{2}-\sigma^{2} / a_{1}^{2}\right)^{1} h$, and if the latter function has $n$ zeroes in the interval $\sigma / \beta_{2}<\xi<\infty$, then $N$ equals either $n$ or $(n+1)$. When $\sigma h / \beta_{2}$ is small there is just one zero $\xi_{1}$.

Each term in equation (183) represents a diverging wave of length $2 \pi / \xi_{m}$ and of amplitude proportional to $c_{m i}$. In figure $2 c_{1}, c_{2}, c_{3}$ and $c_{4}$ are plotted against $\sigma h / \beta_{2}$ for the following constants:

$$
\left.\begin{array}{ll}
\rho_{1}=1.0 \mathrm{~g} . / \mathrm{cm}^{3}, & \alpha_{1}=1.4 \mathrm{~km} . / \mathrm{sec} .,  \tag{185}\\
\rho_{2}=2.5 \mathrm{~g} . / \mathrm{cm}^{3} .^{3}, & \beta_{2}=2.8 \mathrm{~km} . / \mathrm{sec} .
\end{array}\right\}
$$

and with Poisson's hypothesis $\alpha_{2}=\sqrt{3} \beta_{2}$. The corresponding values of $\xi_{1}, \xi_{2}, \xi_{3}$ and $\xi_{4}$ are given in table 1. It will be seen that $c_{1}$ increases rapidly to a maximum at about $\sigma h / \beta_{2}=0.85$ before falling away finally to zero. This maximum value occurs when the depth is about 0.27 times the wave-length of a compression wave in water, and may be interpreted as the


Figure 2. The amplitude of the vertical displacement of the sea hed as a function of the depth $h$. effect of resonance. The amplitude does not, howevcr, become infinite owing to the propagation of energy away from the source of the disturbance. $c_{2}, c_{3}$ and $c_{4}$ show similar resonance peaks when $\sigma h / \beta_{2}=2 \cdot 7,4.1$ and 6.3 respectively. There are also maxima in the earlier parts of each curve. This might be expected from the fact that the group-velocity curve has two stationary values (Press \& Ewing 1948). These do not, however, coincide exactly with the maxima in figure 2.

We define $W^{2}$ to be the sum of the squared moduli of the terms in equation (183). Thus

$$
\begin{equation*}
\bar{W}=\frac{\sigma^{1}}{\rho_{z} \beta^{5 / 2}(2 \pi r)^{1}}\left[\sum_{m=1}^{N} \epsilon_{m}^{2}\right]^{1} \tag{186}
\end{equation*}
$$

5-2. The displacement of the ground in terms of the frequency spectrum of the waves
From equation (82) we see that the wave motion in any given square $S$ will cause a vertical displacement $\delta^{\prime}$ of the ground given by

$$
\begin{equation*}
\delta^{\prime}=-\Re 4 \rho(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} A_{-}^{\prime} \sigma^{2} W(2 \sigma, r) \mathrm{e}^{2 j \sigma t} d u d u, \tag{187}
\end{equation*}
$$

where $r$ is the distance from the centre of the square and $W(\sigma, r)$ is given by (183). We shall now find an expression for the order of magnitude of the right-hand side of equation (187).

Table I
(a)

| $\xi_{1} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $\xi_{1}$ | $\xi_{1} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{1}$ | $\xi_{1} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0877 | 0.00 | 0.191 | 1.3784 | 0.89 | 0.890 | 1.8439 | 1.68 | 0.205 |
| 1.0954 | 0.10 | 0.206 | 1.4842 | 0.92 | 0.857 | 1.8974 | 1.99 | 0.129 |
| 1.1402 | 0.48 | 0.368 | 1.4832 | 0.99 | 0.759 | 1.9494 | 2.58 | 0.078 |
| 1.1832 | 0.63 | 0.565 | 1.5492 | 1.06 | 0.648 | 1.9748 | 3.23 | 0.049 |
| 1.2247 | 0.72 | 0.728 | 1.6125 | 1.13 | 0.542 | 1.9875 | 3.87 | 0.034 |
| 1.2649 | 0.77 | 0.837 | 1.6733 | 1.22 | 0.444 | 1.9975 | 4.87 | 0.021 |
| 1.3038 | 0.82 | 0.894 | 1.7321 | 1.33 | 0.365 | 2.0000 | 5.31 | 0.017 |
| 1.3416 | 0.85 | 0.908 | 1.7889 | 1.48 | 0.276 | 2.0025 | 5.92 | 0.014 |


| $\xi_{2} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $\sigma_{2}$ | $\xi_{2} \beta_{2} / \sigma$ |
| :---: | :---: | :---: | :---: |
| 1.0000 | 1.01 | 0.000 | 1.0677 |
| 1.0005 | 1.03 | 0.038 | 1.0770 |
| 1.0025 | 1.04 | 0.076 | 1.0883 |
| 1.0050 | 1.06 | 0.108 | 1.0964 |
| 1.0100 | 1.09 | 0.141 | 1.1402 |
| 1.0198 | 1.14 | 0.168 | 1.832 |
| 1.0296 | 1.20 | 0.178 | 1.2447 |
| 1.0292 | 1.28 | 0.180 | 1.2649 |
| 1.0488 | 136 | 0.177 | 1.3038 |
| 1.0583 | 1.46 | 0.173 | 1.3416 |


| $\sigma h / \beta_{2}$ | $\epsilon_{2}$ | $\xi_{2} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $\boldsymbol{c}_{2}$ |
| :---: | :---: | ---: | ---: | ---: |
| 1.58 | 0.170 | 1.3784 | 3.08 | 0.351 |
| 1.72 | 0.172 | 1.4142 | 3.14 | 0.316 |
| 1.86 | 0.180 | 1.4832 | 3.33 | 0.256 |
| 1.98 | 0.194 | 1.5492 | 3.54 | 0.206 |
| 2.39 | 0.318 | 1.6125 | 3.79 | 0.165 |
| 2.58 | 0.418 | 1.6733 | 4.08 | 0.131 |
| 2.70 | 0.454 | 1.7321 | 4.47 | 0.101 |
| 2.80 | 0.448 | 1.7889 | 4.99 | 0.076 |
| 2.89 | 0.421 | 1.8439 | 5.73 | 0.054 |
| 2.97 | 0.386 | 1.8974 | 6.98 | 0.034 |

## (c)

| $5_{9} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{3}$ | $\xi_{3} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{3}$ | $\xi_{3} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 2-83 | 0.000 | 1.0488 | 3.21 | 0.165 | 1.2247 | 4.68 | 0.330 |
| 1.0005 | 284 | 0.036 | 1.0583 | $3 \cdot 32$ | 0.163 | 1.2849 | $4 \cdot 83$ | 0.305 |
| 1.0025 | 286 | 0.070 | 10677 | $3 \cdot 44$ | $0 \cdot 162$ | 13038 | 4.96 | 0.275 |
| 1-00.50 | 288 | 0.098 | 1.0770 | $3 \cdot 58$ | 0164 | $1 \cdot 3416$ | 5.09 | 0.245 |
| 1.0100 | 2.91 | 0.126 | 1-0863 | 3.73 | 0.171 | 13784 | $5 \cdot 22$ | 0.218 |
| 1-0198 | 2.97 | 0.151 | 1-0954 | $3 \cdot 86$ | 0.184 | 1.4142 | $5 \cdot 36$ | $0 \cdot 194$ |
| 1-0296 | 304 | $0 \cdot 163$ | 1-1402 | $4 \cdot 30$ | 0.280 | 1-4832 | $5 \cdot 67$ | $0 \cdot 154$ |
| 1-0392 | 3.11 | $0 \cdot 166$ | 1-1832 | 4.53 | 0.331 | 1-5492 | 6.02 | 0.123 |
| (d) |  |  |  |  |  |  |  |  |
| $\xi_{4} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{4}$ | $\xi \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | 4 | $\xi_{4} \beta_{2} / \sigma$ | $\sigma h / \beta_{2}$ | $c_{4}$ |
| 1.0000 | 4.64 | 0.000 | 1-0198 | 4.80 | 0.138 | 1.0877 | $5 \cdot 30$ | 0.154 |
| 1.0005 | 4.65 | 0.031 | 1-0296 | 4.87 | 0.150 | $1 \cdot 0770$ | 544 | 0.157 |
| 1.0025 | 4.67 | 0.065 | $1-0392$ | 4.95 | 0.155 | 1.0863 | $5 \cdot 60$ | 0164 |
| 1.0050 | 4.69 | 0.090 | 1-0488 | $5 \cdot 05$ | 0.156 | 1.0954 | 5.73 | 0.175 |
| 1.0100 | 4.73 | $0 \cdot 115$ | 1-0583 | $5 \cdot 17$ | 0.155 | 11402 | 6-2I | 0.250 |

From the definition given in $\S 3 \cdot 3, A^{\prime}\left(a, v ; t_{1}\right)$ is the frequency spectrum of the hypothetical free motion in which, at time $t=t_{1}, \zeta$ and $\partial \zeta / \partial t$ take their actual values within $S$ but are zero outside. When $t=t_{1}$ all the potential energy and nearly all the kinetic energy are contained inside $S$. Hence the total energy in the square is given by

$$
\begin{equation*}
2 \rho g(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} A^{\prime *} d u d v=(2 \pi / k)^{2} E \tag{188}
\end{equation*}
$$

where $E$ denotes the mean energy per unit area of $S$. We define the mean amplitude $a$ of the motion within $S$ as half the height, from peak to trough, of the simple progressive wave
train having the same mean energy per unit area. The mean energy of a wave train of amplitude $a$ being $\frac{1}{2} \rho g a^{2}$, we have from (188)

$$
\begin{equation*}
a^{2}=\int_{j-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} A^{*} * d u d y \tag{188}
\end{equation*}
$$

When considering a group of waves (see $\S 3 \cdot 3$ ) we suppose that all the energy is confined to a certain range of frequencies and directions characteristic of the group. This range will be very nearly the same for the 'blurred' spectrum $A$ ' as for the original spectrum $A$. Let $\Omega$ be the region in which the point $P\left(-u k_{1}-v k\right)$, defining the length and direction of the wave components of the group, must lie. We also use $\Omega$ to denote the area of this region. Then the area of the corresponding region in the ( $u, v$ )-plane is $\Omega / k^{2}$. Hence the root-meansquare value $\bar{A}$ of the modulus of $A^{\prime}$ is given by
or from equation (188)

$$
\begin{gather*}
\bar{A}^{2} \Omega / k^{2}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} A^{\prime} * d u d v,  \tag{190}\\
\bar{A}=a k / \Omega^{i} \tag{191}
\end{gather*}
$$

The case of most practical importance is when the motion consists of two distinct wave groups, say $A_{1}^{\prime}$ and $A_{2}^{\prime}$. We denote the mean amplitudes of these groups by $a_{1}$ and $a_{2}$ respectively and the corresponding areas in their frequency spectra by $\Omega_{1}$ and $\Omega_{2}$. The root-meansquare values of $A_{1}^{\prime}$ and $A_{2}^{\prime}$ are given by

$$
\begin{equation*}
\bar{A}_{1}=a_{1} k / \Omega i, \quad \bar{A}_{2}=a_{2} k / \Omega_{2}^{4} . \tag{192}
\end{equation*}
$$

On writing $A^{\prime}=A_{1}^{\prime}+A_{2}^{\prime}$ in equation (187) we have

$$
\begin{equation*}
\delta^{\prime}=-\Re 4 \rho(\pi / k)^{2} \iint_{\Omega_{1}+\mathrm{O}_{2}}\left(A_{1}^{\prime}+A_{2}^{\prime}\right)\left(A_{1-}^{\prime}+A_{2-}^{\prime}\right) \sigma^{2} W(2 \sigma, r) \mathrm{e}^{2 i \sigma t} d u d v, \tag{193}
\end{equation*}
$$

where $A_{1-}^{\prime}$, etc., is written briefly for $A_{1}^{\prime}(-u,-v)$. Since $\Omega_{1}$ defines a progressive wave group, it will contain no opposite pair of wave components, nor, similarly, will $\Omega_{2}$. Thus equation (193) reduces to

$$
\begin{equation*}
\delta^{\prime} \mathrm{e}^{-\boldsymbol{2}\left(\sigma_{1},\right.}=-\Re 8 \rho(\pi / k)^{2} \iint_{\Omega_{11}} A_{1}^{\prime} A_{2-}^{\prime} \sigma^{2} W(2 \sigma, \tau) \mathrm{e}^{2\left(\left(\sigma-\sigma_{12}\right) t\right.} d u d v, \tag{194}
\end{equation*}
$$

where $\Omega_{12}$ denotes the region common to $\Omega_{1}$ and $-\Omega_{2}$, and we have introduced $\sigma_{12}$, the mean value of $\sigma$ over $\Omega_{12}$.

Now it may be assumed that there is no correlation between the phases of wave components at different points in the original spectrum $A$. The same will in general be true for the modified spectrum $A$ ', but because of the 'blurring' function (equation (81)) there may be some correlation for points that are close together in the ( $u, v$ )-plane. The degree of correlation will depend on the separation of the points concerned relative to the width of the blurring function, which we have seen is of order unity. Values of $A(u, v)$ much closer than this will be highly correlated, while those much more widely separated will be hardly correlated at all. Suppose then that the range of integration in (184) is divided into unit squares and the integration carried out over each square separately. The final result will be the sum of $\Omega_{12} / k^{2}$ vectors of random phase and each of the order of magnitude of

$$
\begin{equation*}
8 \rho(\pi / k)^{2} \bar{A}_{1} \bar{A}_{2} \sigma_{12}^{2} W\left(2 \sigma_{12}, r\right) \tag{195}
\end{equation*}
$$
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Hence the order of magnitude of $\delta^{\circ}$ is given by

$$
\begin{equation*}
\delta^{\prime} \simeq 8 \rho(\pi / k)^{2} \bar{A}_{1} \bar{A}_{2} \sigma_{12}^{2}\left(\left.\Omega\right|_{2} / k\right) W\left(2 \sigma_{12}, \tau\right) \mathrm{e}^{2 \pi \tau \tau \pi} . \tag{196}
\end{equation*}
$$

Similarly, if the total storm area is $\Lambda$ there will be $\Lambda \hbar^{2} / 4 \pi^{2}$ separate squares $S$ into which the storm area is divided. Hence the amplitude $\delta$ of the displacement from the whole storm is of the order

$$
\begin{equation*}
\left.\delta \approx 8 \rho(\pi / k)^{2} \bar{A}_{1} \bar{A}_{2} \sigma_{12}^{2}\left(\Lambda^{+} \Omega_{i}\right\}_{2} / 2 \pi\right) W\left(2 \sigma_{12}, r\right) \mathrm{e}^{2 i u r u l} . \tag{197}
\end{equation*}
$$

To the same order of approximation $W$, which may be the sum of two or more terms, may be replaced by $\bar{W}$ (equation (186)). On substituting from equations (192) we have finally

$$
\begin{equation*}
\delta \simeq 4 \pi \rho a_{1} a_{2} \sigma_{12}^{2}\left(\Lambda \Omega_{12} / \Omega_{1} \Omega_{2}\right)^{k} \mathscr{W}\left(2 \sigma_{12}, r\right) \mathrm{e}^{2 \sigma_{11}!} . \tag{198}
\end{equation*}
$$

As we should expect, this formula for $\delta$ is independent of the size of the squares chosen for the subdivision of the generating area $\Lambda$. It depends only on the total generating area, on the mean wave height of each group and on the areas of the corresponding two-dimensional frequency spectra, defined by $\Omega_{1}$ and $\Omega_{2}$. All these are quantities of which rough estimates can in practice be made. It is interesting to remark that although $\delta$ increases as the square root of the area common to $\Omega_{1}$ and $-\Omega_{2}$, it also diminishes with the square root of $\Omega_{1}$ and $\Omega_{2}$. Hence, in general, the more widely the energy is distributed in the spectrum the smaller is the resulting disturbance.

## 5-3. Discussion

We procecd now to consider the application of equation (198) in some practical cases. As was first intuitively suggested by Bernard ( $1941 a$ ), the necessary condition for the generation of microseisms on the present hypothesis is the interference of groups of waves of the same wave-length travelling in opposite directions. Although not much is at present known about the generation of waves by surface winds, observation certainly suggests that a wind blowing steadily in one direction will in the course of time generate waves or swell travelling mainly in that direction, or in a direction not differing by more than $45^{\circ}$ from it. We must therefore either look for cases in which two wind systems are in some way opposed, or clse assume the possible reflexion of wave energy from a steep coast.

Bernard suggested that favourable conditions for wave interference would bc found at the centre of a cyclonic depression, where waves originating on all sides of the depression might be received. It is known that in a circular depression the winds, though mainly along the isobars, have also a component inwards towards the centre, and in fact observation of sea conditions in the 'eye' of a cyclone tend to confirm this expectation. It is well known that in such regions relatively low wind velocities may be combined with high and chaotic scas such as would be characteristic of wave interference.

Suppose then that in the centre of a circular depression in the Atlantic wave energy is being received equally from all directions with a range of periods between 10 and 16 sec . The wave-length $\lambda$ in deep water being given approximately by $\lambda=g T^{2} / 2 \pi$, where $T$ is the period, we have $\lambda_{1}<\lambda<\lambda_{2}$, where

$$
\lambda_{1}=1.54 \times 10^{4} \mathrm{~cm} ., \quad \lambda_{2}=4.00 \times 10^{4} \mathrm{~cm} .
$$

## THEORY OF THE ORIGIN OF MICROSEISMS

The energy in the frequency spectrum is contained in an annular region lying between the two circles having their centres at the origin and radii $2 \pi / \lambda_{1}$ and $2 \pi / \lambda_{2}$ respectively. This region may be divided by any diameter of the cireles into two equal regions $\Omega_{1}$ and $\Omega_{2}$, where

$$
\begin{array}{cc}
c & \Omega_{1}=\Omega_{2}=\Omega_{12}=2.15 \times 10^{-7} \mathrm{~cm} .^{-2} \\
\text { Assuming } & \Lambda=1000 \mathrm{~km} \cdot .^{2}, \quad \sigma_{12}=2 \pi / 13 \mathrm{sec} .^{-1}, \quad a_{1}=a_{2}=3 \mathrm{~m} .
\end{array}
$$

we find that the coefficient of $W \mathrm{e}^{2 \pi \sigma_{22}}$ in equation (198) is $1.8 \times 10^{15}$ dynes. If also

$$
h=3 \mathrm{~km} ., \quad r=2000 \mathrm{~km} .
$$

we find $\bar{W}\left(2 \sigma_{12}, r\right)=1.8 \times 10^{-19} \mathrm{~cm} . /$ dynes, giving as the amplitude of the displacement, from peak to trough,

$$
2|8|=0.5 \times 10^{-4} \mathrm{~cm} .=6.5 \mu
$$

The above estimate shows that the theory is in agreement with observation as regards the order of magnitude of the expected ground movement. It has been assumed that the encrgy is uniformly distributed within the given range of frequencies. Any concentration of energy within a narrower band in the frequency range would tend in general to increase the amplitude of the microseisms. It has also been assumed that $\bar{W}$ is constant over the whole frequency range. From the chosen value of $\sigma_{12}$ we have $2 \sigma_{12} h / \beta_{2}=1.03$, so that, from figure 1 , [ $\left.\Sigma c_{m}\right]^{\prime}$ is 0.69 or about three-quarters of its maximum value. However, since [ $\left.\Sigma \Sigma_{m}\right]^{\prime}$ is never less that its value of 0.191 for shallow water, and increases to 0.91 within the frequency range, the mean value chosen is certainly not a serious over-estimate.

Most cyclonic depressions are themselves in movement over the ocean with a speed comparable to that of the waves. This movement may considerably increase the effective area of wave interference. For, if the velocity of the depression as a whole exceeds the group velocity of the waves, the waves generated by winds on one side of the depression and travelling in the same general direction will interfere with those generated at a later time on the other side of the depression and travelling in the opposite direction. Thus, even if the winds blew directly along the isobars and only generated waves running strictly in that direction, there would still be a 'trail' of wave interference in the wake of the depression. In general, therefore, the motion of a depression may be expected to increase the amplitude of the microseisms generated.

The amplitude of the microseisms due to coastal wave reflexion is more difficult to estimate, since less is known about the amount of energy reflected from a sloping beach. The reflected wave is usually hidden from observation by the much larger amplitude of the incoming wave, although if the crests of the reflected wave are not parallel to those of the incoming wave the former can sometimes be clearly seen. Effective interference will take place only at those parts of the coast where the shore-line is perpendicular to the direction of propagation of some components of the wave group, and the narrower the range of directions of the incoming waves, the more critically will the amount of reflexion depend upon the direction of the shore-line. The refraction of the wave crests parallel to the shore-line in shallowing water will operate in favour of effective wave interference, although the amount of refraction is small until the depth is less than about half a wave-length.

As an example consider a swell of mean amplitude $a_{1}=2 \mathrm{~m}$. and period 12 to 16 sec ., whose direction of propagation lies within an angle of $30^{\circ}$. This gives $\Omega_{1}=1.4 \times 10^{-8} \mathrm{~cm} .^{-2}$.
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The direction of the reflected wave energy is then also spread over an angle of $30^{\circ}$. Supposing, however, the shore-line to make a mean angle of $10^{\circ}$ with the mean direction of the incoming waves, only one-third of the angle of the reflected waves overlaps that of the incoming waves. Thus $\Omega_{2}=1.4 \times 10^{-8} \mathrm{~cm} .^{-2}, \Omega_{12}=0.47 \times 10^{-8} \mathrm{~cm} .^{-2}$. If we assume that the reflected wave extends a distance of 10 km . from the shore with a mean amplitude equal to $5 \%$ of that of the incoming wave, and if the effective shore-line is 600 km . in length, we have $\Lambda=6000 \mathrm{sq} . \mathrm{km} ., a_{2}=0.1 \mathrm{~m}$. Taking $h=0, \tau=1000 \mathrm{~km}$., we find from (198) that $2|\delta|=0.3 \mu$. This amplitude is rather smaller than that in the case considered previously. We conclude that the largest microseisms are probably due to wave interference in midocean, although coastal reffexion may be a more common cause of microseisms of smaller amplitude. Exceptions may occur for stations near to the coast.

It has been scen that the microseism amplitudes may be increased by a factor of the order of 5 owing to the greater response of the physical system for certain depths of water. In practice, with an ocean of non-uniform depth, the amplitude will be affected by the depth of watcr at all points between the generating area and the observing station. Since, however, the energy density is greatest near the source of the disturbance, the depth of water in the generating area itself may be expected to be of most importance.

In so far as the sea waves must be considered to possess not a single frequency but a spectrum of finite width, we may expect that the unequal response of the ocean will cause an apparent shift of the spectrum towards those frequencies for which the response is a maximum. In the case of disturbances due to coastal reflexion, which in most instances would take place in shallow water, less frequency shift is to be expected. On the other hand, the coefficient of reflexion will very probably depend both upon the height and wave-length of the waves. There will probably also be a lengthening of the average wave period with increasing distance from the storm area, owing to the more rapid viscous damping of the higher frequencies in the spectrum. Evidence of this effect has been given by Gutenberg (9932).

## 6. Conclusions

Unattenuated pressure variations of the type discovered by Miche in the standing wave are a phenomenon of more general occurrence. They are due essentially to changes in the potential energy of the whole wave train. The general condition for fluctuations in the mean pressure over a wide area of the sea surface is that the frequency spectrum should contain groups of waves of the same wave-length travelling in opposite directions. The pressure fluctuations are then of twice the frequency of the corresponding waves and are proportional to the product of the wave amplitudes. Waves of compression in the ocean and sea bed should be set up, which may be of sufficient amplitude to be recorded as microseisms. For certain depths of the ocean the displacements will be increased by a factor of the order of 5 owing to resonance.

On the present theory suitable conditions of wave interference would arise near the centre of a cyclonic depression, as suggested by Bernard, but more particularly if the depression is moving rapidly. The effect of wave interference over deep water would be probably greater, under favourable conditions, than the effect of coastal wave reflexion, though the latter may be the determining factor for stations near to the coast. The periods of the microseisms
should be half those of the corresponding waves, though an apparent shift in the frequency spectrum may be expected owing to the variation of the frequency response with the depth of the ocean and to the more rapid damping of the higher frequencies.

I should like to express my thanks to Dr G. E. R. Deacon of the Admiralty Research Laboratory for suggesting the subject of the present investigation and for his encouragement during the early stages. I am much indebted to Professor H. Jeffreys for many valuable suggestions, and to him and to Dr R. Stoneley for advice in the preparation of this paper. Publication is by kind permission of the Admiralty.
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## Errata

p.6. equation (7); right-hand side should be $-\rho \frac{\partial^{2} z}{\partial t^{2}}$.
line below equation (13): for $z=\zeta^{\prime}$ read $z=\zeta$.
p.7. equation (17): for $z^{\prime} \xi$ read $z^{\prime} \breve{\zeta}$.
equation (18): for $\zeta^{\prime} \xi$ read $\zeta^{\prime} \zeta^{\prime}$.
p.10. equation (39): for $-g$ read $+g$.
integral in last bracket should be $\int_{\zeta}^{x}\left\{-\int_{\zeta}^{z} \dot{u} \mathrm{~d} z+u w\right\} \mathrm{d} z$.
p.16. in text between (80) and (81): for $\left(-u_{2},-v_{1}\right)$ read $(-u,-v)$.
p.19. equation (108): right-hand side should be $c^{2} \rho_{s} e^{g z / c^{2}}-1$.
p.23. equation (144): in second equation for $F^{(1)}$ read $F^{(4)}$.
p.24. equations (157): last term in first equation is $\alpha^{\prime}\left(y^{2}-\alpha^{\prime 2}+4 k^{2}\right) \cosh \alpha^{\prime} h$.
equation (154): for $\partial^{2} \phi_{2}^{\prime \prime}$ read $\frac{\partial^{2} \phi^{\prime \prime}}{\partial t^{2}}$,
equation (159): in last term, for $k^{-1}$ read $\lambda^{-1}$.
p.25. equation (168): in expressions for $J^{(3)}, J^{(4)}$ insert a factor $\frac{1}{4}$.
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#### Abstract

Although the firat-order pressure yaristions in surface waves on watar ara known to decrease exponentially downwards, it has recently been shown thearatically that in a atanding wave there should be some second-order terms which are unattenuated with depth. The present paper describes experiments whioh verify the existence of pressure variations of this type in waves of period 0.45 to 0.50 eac . When the motion consigts of two progressive wavea of equal wave-length travelling in opposite directions, the amplitude of the unattanuated prassure varistions is found to be proportional to the product of the wave amplitudes. This property is used to detarmine the coefficient of reflexion from a aloping plane barrier.


## 1. Introduction

In the well-known first-order theory of surface waves in deep water (Lamb 1932, chap. 9) the pressure fluctuations at a given point in any periodic wave motion decrease exponentially with the depth. Thus in a progressive wave of length $\lambda_{2}=2 \pi / k$, of period $T_{1}=2 \pi / \sigma$, and height $2 a$ from crest to trough, the pressure fluctuations $p_{1}$ are given by

$$
\begin{equation*}
p_{1}=\rho g a \mathrm{e}^{-k z} \cos (k x-\sigma t), \tag{1}
\end{equation*}
$$

where $\rho$ is the density and $g$ is the acceleration of gravity, $t$ denotes the time and $x$ and $z$ are horizontal and vertical co-ordinates, $z$ being measured downwards from the mean surface level. The wave-length and period are connected by the relation

$$
\begin{equation*}
\sigma^{2}=g k \quad \text { or } \quad \lambda=g T^{2} / 2 \pi \tag{2}
\end{equation*}
$$

Therefore, at depths greater than about half a wave-length, the first-order pressure variations are very small. The work of Levi-Civita (1925) also shows that in a progressive wave the pressure variations are attenuated exponentially to all orders of approximation. Now, in the first approximation two progressive waves of equal wave-length and amplitude travelling in opposite directions combine to form a standing wave. The first-order pressure terms are of the form

$$
\begin{equation*}
p_{\mathrm{I}}=2 \rho g a \mathrm{e}^{-k z} \cos k x \cos \sigma t \tag{3}
\end{equation*}
$$

and are therefore attenuated exponentially as in a progressive wave. However, Miche (1944) recently showed that the second-order pressure variations in a standing wave do not tend to zero but to the value

$$
\begin{equation*}
\left(p_{2}\right)_{\infty}=2 \rho a^{2} \sigma^{2} \cos 2 \sigma t . \tag{4}
\end{equation*}
$$

Although this term is of second order it will become predominant over the firstorder term at depths greater than about half a wave-length. Since it is independent of both $x$ and $z$ it represents a pressure variation applied uniformly over the whole fluid; it is of twice the fundamental frequency. A physical explanation of the existence of this term has been given (Longuet-Higgins 1950), and it has been shown that in the general case when two waves of equal length but of different amplitudes $a_{1}$ and $a_{2}$ encounter one another travelling in opposite directions the unattenuated pressure variation is given by

$$
\begin{equation*}
\left(p_{2}\right)_{\infty}=2 \rho a_{1} a_{2} \sigma^{2} \cos 2 \sigma t \tag{5}
\end{equation*}
$$

The standing wave is the special case where the two wave amplitudes are equal, the progressive wave the special case where one of them is zero.

The existence of second-order pressure variations of this type is not only of theoretical interest but may also be of importance in practice. Under suitable conditions the pressure variations in ocean waves may extend to considerable depths, and it has been suggested (Longuet-Higgins 1950) that these may be one cause of the small osoillations of the earth's crust which are generally known as microseisms. The present experiments were undertaken with the purpose of verifying the existence of these pressure variations on a model scale, and of showing how they may be used to determine the amount of wave reflexion from different types of obstacle.

## 2. Apparatus

The experiments were carried out in a wooden tank of length 970 cm ., depth 50 cm . and width 24 cm . (see figure 1). At one end of the tank waves were generated by a paddle $A$ consisting of a rectangular metal plate of width 23.5 cm . hinged at its lower edge and made to oscillate about a mean vertical position by a crank-shaft
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driven by a $\frac{1}{4}$ h.p. electric motor. By an adjustment to the arm of the crank the amplitude of the waves could be varied at will; the wave period, and hence the wave-length, was controlled through the speed of the motor. It was found convenient to use waves of period about 0.5 sec., the corresponding wave-length (about 40 cm .) being less than the depth of the tank but sufficiently large compared with the measuring apparatus.


Figure 1. Vertical section of the wave tank, showing the relative positions of the paddle ( $A$ ), wave-absorber ( $B$ ), sand beach ( $C$ ) and hydrophone ( $D$ ).

Between the paddle and the near end of the tank was a honeycomb arrangement of metal sheets ( $B$ in figure 1) designed to destroy the wave energy on that side of the paddle. Waves travelled down the tank towards the far end, where they were either absorbed by a shallow sand beach ( $C$ ), or reflected from a suitable reflector inserted in the tank. The regularity of the waves depended slightly on the depth at which the paddle was hinged. In the present experiments the hinge was at 10 cm ., or about a quarter of a wave-length, below the surface, this giving a steady, sinusoidal wave profile. It was found that the wave surface could be made smoother by previously wetting the sides of the tank to a level higher than the wave crests.

Measurements of wave height were made with a hook-and-point gauge consisting of a thin wire (the point) extending vertically downwards into the water and fixed relatively to a similar inverted wire (the hook) extending upwards from below. Both wires were rigidly attached to a sliding vertical scale. The apparatus was initially adjusted so that the point, when lowered from above, first made contact with the still-water surface at the same scale reading as that at which the hook broke the surface when raised from below. To measure the wave height, the gauge was first raised until each crest just touched the point and then lowered until each trough just missed the hook; the difference between the two readings was taken to be the wave height $2 a$.

The wave period was measured by timing, with a stop-watch, the passage of 20 successive crests past a fixed point.

The motor quickly accelerated from rest and reached an almost steady speed in about 2.5 sec . The speed was unaffected by the presence of the water, the energy imparted to the waves being in fact negligible.

The pressure was measured with a quartz-crystal hydrophone of a type constructed at the Admiralty Mining Establishment.* This consisted of a circular brass head, 9 cm . in diameter and 2 cm . thick, attached to a brass cylindrical body 6 cm . in diameter and 50 cm . long. The hydrophone head contained two circular quartz crystals cemented, back-to-back, to a central brass plate, the outer faces of the crystals being cemented also to two outer brass plates which were electrically

[^1]common but insulated from the body. Rubber sheet $\frac{1}{16}$ in. thick was cemented to the outer plates and clamped to the hydrophone head by a brass ring, making a water-tight seal. When pressure was applied, an electrical signal was developed between the inner and the two outer brass plates. The outer plates were connected to earth via a small resistance used for the purpose of calibration; the inner plate was connected to the grid of the first valve of a pre-amplifier contained in the body of the hydrophone. A cable, carrying power supplies and leads for the output signal and for calibration, entered the end of the body through a water-tight rubber gland. The electrical signal from the hydrophone was passed through an adjustable attenuator to a second amplifier, whose output operated an EsterlineAngus recording milliammeter. To reduce 'noise', series resistors and shunt capacities were incorporated between the stages, making the gain appreciable only between 1 and 10 c ./sec. (Such an arrangement, however, necessarily introduces some phase distortion.)

Let $K$ denote the piezo-electric constant of quartz, $R$ the resistance of the crystals, $A$ the area of the outer brass plates and $C$ the capacity of the plates and their leads. Then it may be shown that an oscillatory pressure $p_{0} \cos \sigma t$ applied to the plates of the hydrophone produces a voltage $V \cos \sigma t$ given by

$$
V / p=K A \mid C
$$

provided that $\sigma^{2} R^{2} C^{2}>1$, a condition satisfied in the present case. The theoretical sensitivity of the hydrophone head, based on the above formuia, was

$$
1.5 \times 10^{-5} \mathrm{~V} / \mathrm{dyne}-\mathrm{cm} .^{-2}
$$

To calibrate the apparatus a voltage equivalent to, say, 100 dynes $-\mathrm{cm} .^{-2}$ and of the appropriate frequency was injected across the small calibrating resistor in the hydrophone head, and the deflexion of the milliammeter was then compared with that produced by the waves.

When the pressure was not uniform, it was assumed that the deflexion was the same as would be produced by a uniform pressure equal to the mean pressure over the plates of the hydrophone. Since the plates were circular, and the pressure $p$ theoretically obeyed Laplace's equation $\nabla^{2} p=0$, this mean pressure was equal to the value of $p$ at the centre of the plates.

The hydrophone was suspended in a horizontal position from two iron bars laid across the top of the tank, the head being away from the paddle (see figure 1). The plater of the hydrophone head were set in a vertical plane, in order to cause the least possible disturbance to the motion. Though the support was not rigid, the motion of the hydrophone itself was very small, and no difference in the measured pressure could be detected when the body was attached rigidly to the walls of the tank.

The estimated limits of accuracy of the different measurements are as follows; each figure represents the maximum error:
wave height $2 a$ : $\pm 0.02 \mathrm{~cm}$.
wave period $T$ : $\pm 0.01 \mathrm{sec}$.
depth $z$ to centre of hydrophone: $\pm 0.05 \mathrm{~cm}$.

Thus for waves of height 1.0 cm . and period 0.5 sec . the maximum error in the theoretical first-order pressure variation $\rho g a \mathrm{e}^{-\sigma^{2} z / Q}$ at a depth of 15 cm . is $13 \%$. The maximum error in the second-order pressure variation $2 \rho a^{2} \sigma^{2}$ is $8 \%$.

The theoretical sensitivity of the hydrophone was known to within $5 \%$, and the voltage and frequency of the calibration signal could each be set to within $3 \%$ of their desired values. The deflexion of the recorder was read to the nearest tenth of a division (the attenuator was adjusted so that the deflexion was normally about 1.5 divisions). A change of $3 \%$ in the frequency of the calibration signal involved a change of not more than $6 \%$ in the amplitude of the response. Hence the actual pressure could be measured with certainty to within about $20 \%$.

In each of the above estimates of the maximum error, allowance has been made for both a random and a systematic part. Though the rough analysis just given is sufficient for our purpose, we may notice that, since the systematic errors from independent sources do not necessarily tend in the same direction, the combined systematic errors are probably less than those given above. Also, because of the random errors, the accuracy of the measurements will be improved by taking the mean of several observations.

## 3. The progressive wave

When the motor was switched on, a train of waves advanced down the tank, the wave front travelling with approximately the theoretical group velocity $g T / 4 \pi$. The arrival of the wave front was preceded by several rather longer waves due perhaps partly to dispersion and partly to the initial acceleration of the paddle. In the steady state the wave height was found to diminish with distance from the paddle. The decrease was of the order of a few units per cent per metre, and was attributed mainly to friction at the sides of the tank. No significant variation in the wave height across the tank was observed, and, with the wave amplitudes used, the motion appeared to be entirely two-dimensional.

It will be convenient to denote by $x$ and $z$ respectively the horizontal distance of the centre of the hydrophone head from the paddle and its vertical distance below the mean surface level. A typical record of the pressure, taken at $x=400 \mathrm{~cm}$. and $z=8.8 \mathrm{~cm}$., is shown in figure $2 a . X_{1} Y_{1}$ is a calibration signal equivalent to 100 dyne-cm..$^{-2}$ at the frequency of the waves, and $T T^{\prime}$ is a time trace operated by a clock which made and broke an electrical circuit once every half-second. The paddle motor was first switched on at $O$. Until the point $A$, the deflexion of the pen is negligible, indicating there is no signal due to vibration of the motor or paddle. On the arrival of the wave front the pressure variations increase quickly to a maximum and remain at a nearly constant amplitude. The theoretical time of arrival, supposing the front to travel with the group velocity, is denoted by $G$. In the steady state the pressure variations were of the same period as the waves.

A similar record, but taken at $z=17.3 \mathrm{~cm}$., is shown in figure $2 b$. The calibration signal $X_{1} Y_{1}$ represents 25 dynes-cm, ${ }^{-2}$. It will be seen that the pressure variations are reduced to about one-quarter of their previous value.

To measure the amplitude of the pressure variations, the mean value was taken of twenty successive oscillations of the recorder pen in the steady state (for
example, $P Q$ in figure $2 a$ ). The period was deduced by timing the waves in the tank simultaneously, and a calibration signal of the appropriate frequency was afterwards injected. Three successive sets of observations were made for eight different values of $z$. The mean values of the three measured pressures at each depth are


Figure 2. Typical records of preseure variations in progreasive and reflected traing of waves. $a$, progressive wave, $z=8.8 \mathrm{~cm} ; \quad b$, progressive wave, $z=17.3 \mathrm{~cm}$; c c , reflected wave, $z=17.3 \mathrm{~cm}$. $; d$, reflected wave, $z=37.0 \mathrm{~cm}$.
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given in the second column of table 1 . For each observation of the pressure a separate observation of the wave height $2 a$ was made at a point immediately over the hydrophone head. The theoretical pressure, given in the third column of table 1, was calculated from the formula

$$
p_{\text {tn. }}=\rho g a \mathrm{e}^{-\sigma_{k} \omega_{t}},
$$

using the mean values of the twenty-four observations of $2 a$ and $T$, which were 1.11 cm . and 0.453 sec . respectively. Pressure variations of less than 10 dyne- $\mathrm{cm} .^{-2}$ could not be measured accurately; but it was verified that at depths between 29.0 and 36.8 cm . (the greatest value of $z$ possible) the pressure variations were less than 5 dyne-cm. ${ }^{-2}$.

Table 1. Comparison of the measured and theoretical values of the pressure varlations at different depths in a progressive wave

| $x=400 \mathrm{~cm}$. | $h=41.6 \mathrm{~cm}$. | $2 a=1-11 \mathrm{~cm}$. | $T=0.453 \mathrm{sec}$. |
| :---: | :---: | :---: | :---: |
| $z$ | $p_{\text {meas. }}$ | $p_{\text {th. }}$ | $p_{\text {mana }} / p_{\text {th. }}$ |
| $(\mathrm{cm})$. | $\left(\right.$ dyne $\left.-\mathrm{cm} .^{-2}\right)$ | $\left(\right.$ dyne-cm. $\left.{ }^{-2}\right)$ |  |
| 6.5 | 152 | 151 | 1.01 |
| 8.5 | 97 | 102 | 0.95 |
| 10.5 | 65 | 69 | 0.94 |
| 12.5 | 46.6 | 47.3 | 0.98 |
| 14.5 | 30.4 | 31.4 | 0.97 |
| 16.5 | 19.6 | 21.2 | 0.92 |
| 18.5 | $14-0$ | 15.4 | 0.91 |
| 20.5 | 9.7 | 9.5 | 1.02 |

In view of the limits of accuracy of the experiments given in §2, the agreement between the second and third columns of table 1 is satisfactory. The measured pressure closely obeys the exponential law of decrease down to a depth equal to half the wave-length, and probably deeper. The mean value of the ratios in the last column is 0.96 .

## 4. The standing wave

To produce a standing wave, a smooth aluminium sheet, of the same width as the tank, was inserted into the water to act as a reflector. Figure $2 c$ shows the pressure at the same point as in figure $2 b$ when the distance $l$ of the reflector from the paddle was $800 \mathrm{~cm} . X_{2} Y_{1}$ is a calibration signal representing 25 dynes- $\mathrm{cm} .^{-2}$ at the fundamental frequency of the waves, and $X_{2} Y_{2}$ represents 100 dynes-cm. ${ }^{-2}$ at twice this frequency. On the first arrival of the waves (point $A$ ) the pressure variations are similar to those in the progressive wave. However, as soon as the reflected waves arrive (point $B$ ) the record begins to differ, and at $G^{\prime}$, the theoretical time of arrival of the reflected wave front, a second-order component of twice the original frequency has appeared. Later an almost steady state is reached in which components of both frequencies are present. At $C$, however, the record begins to degenerate owing to the arrival of the waves reflected a second time from the paddle. ( $G^{n}$ denotes the theoretical time of arrival of the twice-reflected wave front.)

In figure $2 d$ the depth has been increased to 37.0 cm . The first-order pressure variations become very small, and the arrival of the first wave train can hardly be detected on the record. The only pressure variations are now of twice the fundamental frequency, which appear, as before, on the arrival of the reflected wave front. When the reflector was removed the pressure variations quickly became negligible.

To determine the amplitude of the second-order pressure variations, the reflector was placed at $l=500 \mathrm{~cm}$. and the hydrophone at such a depth that the first-order pressure variations were small. It can easily be shown that the apparent effect of a small first-order term is to increase and decrease alternately the amplitude of the (second-order) oscillations by very nearly the same amount, leaving the mean amplitude practically unchanged. The amplitude was determined from forty successive oscillations ( $P Q$ in figure $2 d$ ) in the steady state, before the record degenerated owing to the twice-reflected waves. Three sets of measurements were taken, at four different depths $z$. The mean values of the pressure at each depth are given in the second column of table 2. It was difficult to measure the height of the standing waves accurately during the short time that they remained regular. Accordingly, the height of the progressive wave in the absence of the reflector was first determined. Owing to the attenuation of the waves with distance along the tank the reflected wave was expected to be slightly smaller than the incident wave. To allow for this effect the wave height was measured at $x=500 \mathrm{~cm}$; for, on the assumption that the attenuation of the waves along the tank was exponential, the wave height at $x=500 \mathrm{~cm}$. should be the geometric mean of the height of the incident and reflected waves at $x=400 \mathrm{~cm}$. The mean values of the sixteen observations of wave height and period were 0.99 cm . and 0.461 sec . respectively. The theoretical pressure was calculated from the formula

$$
p_{\mathrm{th} .}=2 \rho a^{2} \sigma^{2}
$$

## Table 2. Comparison of meastred and theoretical pressure variations AT DIFFERENT DEPTHS IN A STANDING WAVE

| $x=400 \mathrm{~cm}$. | $l=600 \mathrm{~cm}$. | $h=41.2 \mathrm{~cm}$. | $2 a=0.99 \mathrm{~cm}$. |
| :---: | :---: | :---: | :---: |$\quad T=0.461 \mathrm{sec}$.

Table 2 shows that the difference between the measured and theoretical values is again very slight, and the measured values show no significant dependence on $z$. The mean value of the ratios in the last column is 0.99 .

By carrying out similar observations at a constant depth but at distances from the reflector varying over a range of a quarter of a wave-length, it was verified that the unattenuated pressure variations were also independent of $x$. Because of the phase shift in the amplifier no attempt was made to determine the relative
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phases of first- and second-order pressure variations, but it was found that near a nodal plane the first-order variations were relatively small.

To determine the dependence of the unattenuated pressure variations on the wave height, similar observations were made with wave heights $2 a$ lying between 0.65 and 1.75 cm . The results are given in table 3. Each figure represents the mean of three observations. It will be seen that the pressure variations increase very nearly as the square of the wave height. With waves of greater amplitude than about 2.0 cm ., the wave crests in the standing wave became unstable, and a sideways oscillation was set up across the tank, destroying the two-dimensional motion.

Table 3. Measured and theoretical pressure varlations in the
standing wave, for different valdes of the wave amplifude

$$
x=400 \mathrm{~cm} . \quad l=500 \mathrm{~cm} . \quad z=35.4 \mathrm{~cm} . \quad h=41.3 \mathrm{~cm} . \quad T=0.473 \mathrm{sec} .
$$

$\left.\begin{array}{cccc}\begin{array}{c}2 a \\ \text { (cm.) }\end{array} & \begin{array}{c}p_{\text {meas. }} \\ \text { (dyne-cm. }\end{array} & \begin{array}{c}p_{\text {th. }}\end{array} & p_{\text {meas }} / p_{\text {rb. }} \\ \left.\text { (dyne-cm. } .^{-2}\right)\end{array}\right]$

## 5. Partial reflexion

To obtain interference between two opposite wave trains of known but unequal amplitude, the reflector used in §4 was replaced by another designed to reflect only part of the wave energy. This consisted of a rectangular metal sheet, of the same width as the tank, extending to a variable depth $h^{\prime}$ below the mean surface level. The reflexion coefficient from a vertical barrier of this kind has been obtained theoretically, for low waves, by Ursell (1947). Since the unattenuated pressure variations are in theory proportional to the height of the reflected wave, their amplitude should be given by $2 \rho \beta a^{2} \sigma^{2}$, where $a$ is the amplitude of the corresponding progressive wave at the point where the reflector is inserted, and $\beta$ is the reflexion coefficient.

Three successive series of observations were carried out as for the standing wave, with values of $h^{\prime}$ lying between 2.0 and 10.0 cm . (Over this range $\beta$ increases from 0.26 to nearly unity.) The measured and theoretical values of the pressure are compared in table 4. There is fair agreement, although for the smaller values of $h^{\prime}$ the measured pressure is rather lower than might be expeoted.

Let us consider whether the distance of the hydrophone from the reflector ( 100 cm .) is great enough for the reflected wave train to be regarded as infinite in length. If we suppose a uniform pressure variation $p^{\prime}$, given by

$$
p^{\prime}= \begin{cases}2 \rho \beta a^{2} \sigma^{2} \cos 2 \sigma t & (x<l) \\ 0 & (x>l)\end{cases}
$$

to be applied to the upper surface of the water, then it may be shown that the pressure variation within the fluid is given by

$$
p^{\prime}=\left[1-\frac{1}{\pi} \tan ^{-1} \frac{z}{x-l}-\frac{1}{\pi} \sum_{\Lambda=1}^{\infty} \tan ^{-1} \frac{(-)^{n} 2(x-l) z}{4 n^{2} h^{2}+(x-l)^{2}-z^{2}}\right] 2 \rho \beta a^{2} \sigma^{2} \cos 2 \sigma t,
$$

(neglecting surface displacements). Taking $(l-x)=100 \mathrm{~cm} ., z=36.6 \mathrm{~cm}$. and $h=41.5 \mathrm{~cm}$. we find that the expression in square brackets equals 0.98 . Thus, the pressure variations should be reduced only by about $2 \%$ owing to this cause.

Table 4. Meastred and theoretioal pressure variattons in a partialiy
befleoted trais of waves


From the last column of table 4 we see that the difference between the measured and the theoretical pressures is on the whole greater for the smaller values of $h^{\prime}$, that is, when the lower edge of the reflector is nearer the surface of the water. Hence it is reasonable to attribute the discrepancy to a loss of energy at the lower edge of the reflector, where the velocity theoretically becomes infinite. In practice we may expect that a thin boundary layer will be formed and that eddies will be thrown off alternately in either direction.

## 6. Reflexion from a sloping beach

The measurement of second-order pressure variations provides a convenient method of determining by experiment the reflexion coefficient from a reflector of any given form; for since the theoretical amplitude is $2 \rho \beta \alpha^{2} \sigma^{2}, \beta$ may be deduced if both $a, \sigma$ and the actual amplitude are known. Alternatively, it may be assumed, consistently with the results of $\S 4$, that the reflexion coefficient from the smooth vertical reflector extending to the bottom equals unity. The reflexion coefficient in the given case may then be obtained simply as the ratio of the second-order pressure variations to those in the case of the vertical reflector. The latter method has the advantage that it is independent of the absolute sensitivity of the hydrophone and that it does not necessarily involve measurement of the wave height and period.

As an illustration of the second method a brief study was made of the reflexion coefficient from a plane barrier inclined at a varying angle $\alpha$ to the horizontal. Three measurements were taken at each position of the reflector, and between each
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observation a separate measurement was made with the reflector vertical. The mean values of the three corresponding ratios are given in table 5 . It will be seen that between $90^{\circ}$ and $45^{\circ}$ the reflexion coefficient does not differ much from unity. After $45^{\circ}$ there is a sharp decline, and at $15^{\circ}$ the reflexion coefficient is less than $10 \%$. Thus at the lower angles nearly all the wave energy is absorbed at the barrier. There was no genuine 'breaking' of the waves; but at $15^{\circ}$ the foremost edge of the wave began to be visibly turbulent.


## Conclusions

The foregoing experiments have shown very clearly, for waves of half-second period, the difference in character between the pressure variations in progressive and in reflected trains of waves. In a purely progressive wave the pressure variations obey the exponential law of decrease down to a depth of at least half a wave-length, and below this depth are very small. However, if any of the wave energy is reflected, appreciable second-order pressure variations, proportional to the amplitude of the reflected wave, appear at all depths. Equations (1), (4) and (5) of § 1 have been verified as accurate well within the limits of error of the experiments.

Since the second-order pressure variations increase as the square of the wave height they are relatively more important for waves of large amplitude; and they exert a considerable total force on the sides and bottom of the tank and on the reflector. For standing waves of height 1.8 cm . the second-order pressure variations were of the order of 320 dyne-cm..$^{-2}$, giving a total force on the reflector of $3.07 \times 10^{5}$ dynes or about 0.31 kg . The force corresponding to the first-order pressure variations was only 0.13 kg .

The formulae of §1, which are independent of the viscosity, should hold equally well for waves on the same scale as ocean waves. The chief difference between the waves used in the present experiments and the ocean waves occurring in practice is that the latter are usually much less regular; a generalization of the simple formulae to the case of waves having a general type of frequency spectrum has been given elsewhere (Longuet-Higgins 1950).

The reflexion coefficient for a sloping plane reflector is nearly unity when the reflector is vertical, and decreases steadily with the inclination to the horizontal, as might be expeoted. Since, however, the reflexion coefficient in this case depends on the viscosity, the same values will not necessarily apply to waves of different
period and wave-length. For ocean waves, some energy will be dissipated in breaking, which will also increase the turbulence present in the water. It would be useful to investigate in the laboratory the effect of wave height and period on the reflexion coefficient, on both sides of the breaking-point. It may also be possible to obtain information as to the amount of reflexion of ocean waves by comparing the frequency spectra of the pressure at points off a sloping beach and off a headland or harbour wall.

The authors are much indebted to Professor J. A. Steers and Mr W. V. Lewis for permission to use the wave tank in the laboratory of the Department of Geography, Cambridge.
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# CAN SEA WAVES CAUSE MICROSEISMS? 

By M. S. Languet-Higgins<br>Trinity College at Cambridge


#### Abstract

This paper is an exposition of the "wave interference" theory of microseisms. Simple proofs are given of the existence, in water waves, of second-order pressure fiuctuations which are not attenuated with depth. Such pressure fluctuations in sea waves may be sufficiently large to cause microseisms. The necessary conditions are the interference of opposite groups of waves, such as may occur in cyclones or by the reflection of waves from a coast.


Introduction-It has long been known that there is some connection between certain types of microseisms and deep atmospheric depressions over the ocean; and the similarity between microseisms and sea waves - their periodic character and the increase of their amplitude during a "storm" - naturally suggests some causal relation between them. But until recently there have seemed to be many difficulties, both theoretical and observational, to supposing that sea waves could, by direct action on the sea bed, be the cause of all these microseisms; for the latter have been recorded while the corresponding sea waves were still in dcep water, whereas theory seemed to show that the pressure fluctuations associated with water waves were quite insufficient, at such depths, to produce any appreciable movement of the ground.

However, recent thearetical wark in hydrodynamics has altered this situation: Miche (1944), in quite another connection, discovered the existence, in a standing wave, of second order pressure variations which are not attenuated with the depth; a much shorter demonstration of this result was given by Longuet-Higgins and Ursell (1948), and the result was extended by the present author (1950) to more general gystems of waves. In the latter paper it was shown that such pressure variations may be quite sufficient, under certain circumstances, to produce the observed ground movement, the chief conditions required heing the interference of waves of the same wavelength, but not necessarily of the same amplitude, travelling in opposite directions. This, then, may be called the "wave interference theory."

In the latter paper (which will be referred to as I ) the results on which the theory depends
were derived in a general and concise form, with detailed proofs. In view of the interest of the subject it seems desirable to clarify tho main ideas behind the theory and to discuss further some of the more unexpected results. This will be attempted in the present paper, in which we shall rely as far as possible on physical reasoning, and refer where necessary to the former paper for rigorous proofs of the results quoted. We shall conclude with a brief historical review of the theory.

1. The importance of the mean pressure-Let us auppose that seismic waves are to be generated by some kind of oscillating pressure distribution acting on the surface of the earth or of the aea bed. If the period of the oscillation is $T$, and the corresponding wavelength of seismic waves is L , then the pressure distribution over an area whose diameter is smail compared with L may be regarded as being applied at the same point, so far as the resulting disturbance is concerned; for the time-difference involved in applying any pressure at another point of the area would be small compared with T. Hence the resulting disturbance is of the same order of magnitude as if the mean pressure over the area were applied at the point. Now the wavelength of a seismic wave is many times that of a gravity-wave (sea waye) of the same period. It is therefore appropriate to consider the properties of the mean pressure, over a large number of wavelengths, in different kinds of gravity-wave. We shall first consider some very special but physically interesting cases, when the waves are perfectly periodic and the wave-train is infinite in length. It will be assumed for the moment that the water is incompressible.
2. The progressive wave-Consider any periodic. progressive disturbance which moves, unchanged in form, with velocity $c$ (see figure 1). Let $\vec{p}$ (t) denote the mean pressure on a fixed horizontal plane (say the bottom) between two fixed points, $A, B$, separated by a wave length

We may show that $\overline{\mathrm{p}}(\mathrm{t})$ is a constant Let $A$ and $B$ denote the points, beparated from A and B respectively by a distance ct . Then since the motion progresses with velocity $c$ the mean pressure over $A^{\prime} B^{\prime}$ at time $t$ equals the mean pressure over A B at time 0 , i.e. $\overline{\mathbf{p}}$ ( 0 ) :


Figure 1. Pasitiona of the profila of aprograbaira vera at tmo diffarent timea.
the total force on $A^{\prime} B^{\prime}$ is $\lambda \bar{p}(0)$. But since the motion is periodic the force on $A A^{\prime}$ equals the force on B B'. Hence, by subtraction, the force on $A \quad B$ equals $\lambda \overline{\mathrm{p}}$ ( 0 ); and the mean pressure on A 8 equals $\hat{p}$ ( 0 ) which is independent of the time. Thus there is no fluctuation in the mean pressure on the bottom over one wave-length, or over a whole number of wavelengths; in any interval containing more than $N$ wavelengths the fuctuation in the mean pressure is less than $N-1 \quad p_{\text {max }}$ where $p_{m a x}$ is the maximum pressure in the interval. In other words, in a progressive, wave the contributions to the disturbance from different parts of the sea bed tend to cancel one another out.

There is a second resson why progressive water waves may be expected to be relativly ineffective in producing seismic oscillations of the sea bed: not only the mean pressure fuctuation $\overline{\mathrm{p}}$. but also the pressure fluctuation $p$ at each point decreases very rapidly with depth and is very small below about one wavelength from the surface. This fact is closely connected with the vanishing of the mean pressure fluctuation; the motion below a certain horizontal plane can be regarded as being generated by the pressure fluctuations in that plane; and hence we should expect that the contributions to the motion from the pressure in different parts of the plane would tend to cancel one another out.
3. The standing vave-Consider now a standing wave, and let $A$ and $B$ be the points where two antinodal lines, a wavelength apart, meet the bottom (see figure 2). To a first approximation, a standing wave can be regarded as the sum of two progressive waves of equal wavelength and amplitude travelling in opposite directions. Therefore the mean pressure on the boltom between A 8 vanishes to a first approximation. However, the summation of the waves is not exact; if two progressive motions, each satisfying the boundary condition of constant pressure at the free surface, are added, (i.e if the velocities at each point in space are added) there is no "free surface" in
the resulting motion along which the pressure is always exactly constant; although if the elevations of the free surface are added in the usual way, the pressure is constant along this surface, to a first approximation. We should not expect the motions to be exactly superposable, on account of the non-linearity of the equations of motion.

It can be seen from the following simple argument that the mean pressure on the bottom, in a standing wave, must fluctuate. Consider the mass of water contained between the bottom, the free surface, and the two nodal planes shown in figure 2. Since there is no flow across the nodal planes, this mass consists always of the same particles; therefore the mo tion of the center of gravity of this mass is that due to the external forces alone which act upon it Figure 2 shows the mass of water in four phases of the motion, separated by intervals of one quarter of a complete period. In the first and third phases the wave crests are fully formed, and in the second and fourth phases the surface is relatively flat (though never exactly flat; see Martin et al., 1952). When the crests are formed the centre of gravity of the mass is higher than when the surface is flat, since fluid has, on the whole, been transferred from below the mean surface level to above it. Thus the centre of gravity is raised and lowered twice in a complete cycle. But
(a)

( 1

(e)

(a)


Figura 2. Conparian ofantanding चere vieh a evinging pandulum, at four differant phoaes of sha metion anparated by a quarter of a pariad.


Figura 3. Tro phace of the interferonce betrean two varea of equal lengeh hue diffarent amplitudar and antarelling in oppoaito directiona. The profila of the firat vare (dashed line) ia reduced to rait by uperponing on the eyatem a relocity -c; the second ware appara to tratel orar the first Fith raloeity-2e. The full line ahowe the final wave fara.
the external forces acting on the mass are, first, that due to gravity, which is constant, (the total mass being constant); secondly the force from the atmosphere, which is also constant, since the pressure $p_{0}$ at the free surface, if constant, will produce a constant downwards force $\lambda p_{0}$; thirdly the forces across the vertical planes, which must have zero vertical component, the motion being symmetrical about these planes; and, lastly, the force on the bottom, which equals $\lambda \overline{\mathrm{p}}$. Since all the other external forces besides $\lambda \overline{\mathrm{p}}$ are constant it follows that $\overline{0}$ must fluctuate with the time. In figures 2 (a) and 2 (c) the mass of water above the mean level is proportional to the wave amplitude ai since it is raised through a distance of the order of $a$, the displacement of the centre of gravity, and hence the mean pressure fuctuation, is proportional to a ${ }^{2}$.

An explicit expression for p can easily be derived. Let 2 denote the vertical coordinate of a particular element of fluid of mass $\mathrm{m}_{1}$ so that z is a function of the time t and of, say, the position of the fluid element when $t=0$. If $F$ denotes the vertical component of the external forces acting on the mass of water, we have, on summing the equations of mo-
tion for each element of fluid, and cancelling the internal forces:

$$
\begin{equation*}
F=\Sigma\left(m \frac{\partial^{2} z}{\partial t^{2}}\right)=\frac{\partial^{2}}{\partial t^{2}}(\Sigma m z) \tag{1}
\end{equation*}
$$

the aummation being over all the particlea. The expression in brackets on the right-hand side will be recognized as $g$ in times the potential energy of the waves; in an incompressible fluid
$\Sigma m \cdot x=\rho \int_{0}^{\lambda} / / r^{2} d x+$ conatant
where $x$ is a horizontal coordinate, $p$ is the density, $\lambda$ is the wavelength, and $\zeta(x, t)$ is the vertical displacement of the free surface. But by our previous remariks

$$
\begin{equation*}
F=\lambda\left(p-p_{\theta}-\rho_{B} h\right), \tag{3}
\end{equation*}
$$

where $h$ is the mean depth of water. On equating (1) and (3) we find

$$
\frac{\bar{D}-\mathrm{P}}{\rho}-\mathrm{gh}=\frac{\theta^{2}}{\partial L^{2}} \frac{1}{2} \int_{0}^{\lambda} x{c^{2}}_{(4)}^{d x}
$$

Now for a standing wave

$$
\begin{equation*}
C=\cos k x \cos \sigma t \tag{5}
\end{equation*}
$$

where $k=2 \pi /$ and $a=2 \pi / r$ ( $r$ being the wave period), and higher-order terms have been omitted. On subatituting in (4) we find, after simplification,

$$
\begin{equation*}
\frac{\bar{P}-P}{\rho}-g h=-K a^{2} a^{2} \text { coa } 20 t \tag{6}
\end{equation*}
$$

This shows that, to the second order, the mean pressure $\bar{p}$ fuctuates sinusoidally, with twice the frequency of the original wave, and with an amplitude proportional to the square of the wave amplitude. The pressure fluctuation is independent of the depth, for a given wave period, though of course the depth enters into the relation of the wave period to the wavelength, given by
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$$
\begin{equation*}
\sigma^{2}=B k \tanh k h \tag{7}
\end{equation*}
$$

There is a close analogy with the motion of a pendulum (see figure 2). In a complete cycle the hob of the pendulum is raised and lowered twice, through a distance proportional to the square of the amplitude of swing, when this is small. The only forces acting on the pendulum are gravity, which is constant, and the reaction at the support. Hence there must he a second-order fluctuation in the vertical component of the reaction at the support. Furthermore the reaction will be least when the pendulum is at the top of the swing (the potential energy is greatest) and will be greatest when the pendulum is at the bottom of its swing (the potential energy is least).

It will be noticed that the above analytical proof does not necessarily involve the idea of the centre of gravity, whose vertical coordinate $\bar{z}$ is defined by

$$
\begin{equation*}
(\Sigma m) \bar{z}=\Sigma(m z) \tag{8}
\end{equation*}
$$

The theorem on the centre of gravity that was used previously is in fact usually derived from equation (1): but in the present proof we have appealed directly to the original equations of motion for the individual particles, without introducing $\overline{\mathbf{z}}$.
4. Two progressive waves-The above proof can easily be extended to the more general case of two waves of equal period but unequal amplitude travelling in opposite directions. For, such a disturbance is exactly periodic in space. Thus we may consider a region one wavelength in extent, as for the standing wave. This will not always contain the same mass of
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water; but, owing to the periodicity, the vertical reaction on the bottom due to the flow of water across one vertical boundary will be exactly cancelled by that due to the flow across the opposite boundary (see I Section 2.2); thus equation (4) is still exactly valid. The wave profile in this case is represented by

$$
\begin{equation*}
\zeta=a_{1} \cos (k x-\sigma t)+a_{2} \cos (k x+\sigma t) \tag{9}
\end{equation*}
$$

and so

$$
\begin{gather*}
\frac{1}{\lambda} \int_{0}^{\lambda} x \zeta^{2} d x= \\
x\left(a_{1}^{2}+a_{2}^{2}+2 a_{1} a_{2} \cos 2 \sigma t\right) \tag{10}
\end{gather*}
$$

giving
$\frac{\bar{\rho}-\mathrm{P}}{\rho} \mathrm{B}-\mathrm{gh}=-2 \mathrm{~s}_{1} \mathrm{~A}_{2} \sigma^{2} \cos 2 \mathrm{at}$
The mean pressure fuctuation on the bottom is therefore proportional to the product of the two wave amplitudes $a_{1}$ and $a_{2}$. When these two are equal ( $a_{1}=a_{2}=\frac{1}{4} a$ ) we have the case of the standing wave, and when one is zero $\left(a_{1}-a_{i} a_{2}=0\right)$ we have the case of the single progressive wave.

A physical explanation of this result may be given as follows. Suppose that one of the waves, say the wave of amplitude $a_{1}$, is reduced to rest by superposing on the whole system a velocity - $\mathbf{c}$ in the direction of $x$ decreasing (this will not affect the pressure distribution on the bottom). The second wavo will now travel over the first with a velocity - 2 c . The crests of the second wave will pass alternately the troughs and the crests of the first wave - each twice in a complete period. Figure 3 shows the two phases. One may pass from figure 3 (a) to figure 3 (b) by transferring a mass of fluid, proportional to $a_{2}$, from a trough to a crest of the original wave, i.e. through a vertical distance proportional to a, (the transferred mass does not of course consist of identically the same particles of water). The vertical displacement of the centre of gravity of the whole mass is therefor shifted by an amount proportional to $a_{1} a_{2}$; and hence the nuctuation in $\overline{\mathrm{p}}$ is also proportional to $\mathrm{a}_{1} \mathrm{a}_{2}$.
5. Attenuation of the particle motion-The fact that there is a pressure fluctuation on the bottom even in deep water does not, however, mean that there is movement at those depths. In fact it may be shown (LonguetHiggins 1953) that in exactly space-periodic motion, whether in a simple progressive wave or a combination of such waves, the particle motion decreases exponentially with the depth, apart from a possible steady current. Now if the velocities at great depths are zero, or steady, it follows from the equations of motion that the pressure-gradient must be independent of the time. Thus if there is a pres-
sure fluctuation it must be uniform in space, i.e. it must be applied equally at all points of the fluid. This indicates that below a certain depth, in a strictly space-periodic motion, the pressure fluctuations are uniform and equal to the fluctuation $\overline{\mathrm{p}}(\mathrm{t})$ in the mean pressure on the bottom, which has been evaluated. The effect of the waves, at great depths, is then the same as would be produced by an oscillating pressure applied uniformly at the upper surface of the fluid-for example an oscillation of the atmospheric pressure. Alternately one may imagine a rigid plane or raft to be floating on the surface of the water and completely covering it, and the pressure to be applied to this plane by means of a weight attached to a spring and oscillating in a vertical direction.
6. An experimental verificalion-The above results were verified experimentally (Cooper and Longuet-Higgins 1951) in the following way. Waves were generated at one end of a wave tank and allowed to travel towards the far end, where they were dissipated on a sloping beach. The pressure beneath the waves was detected by means of a hydrophone and was recorded continuously. On starting the motion from rest, no appreciable pressure fluctuations were recorded until the wave-front, travelling with approximately the group-velocity of the waves, passed over the hydrophone. The pressure fuctuations then built up quickly to a constant amplitude, and had a period equal to that of the waves. The amplitude agreed well with the first-order theory; it diminished exponentially with depth, and was negligible below about half a wavelength.

A vertical barrier was then placed in the wave tank, between the hydrophone and the beach, which reflected the waves back over the hydrophone. As soon as the reflected wave
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front arrived over the hydrophone the appearance of the pressure record was changed. At moderate depths there were not only first-order pressure fiuctuations from the incident and the reflected wave, but also considerable secondorder pressure fluctuations, of twice the fundamental frequency. At greater depths the firstorder pressure fluctuations become negligible and only the pressure fuctuations of double the frequency remained. The amplitude of these was in good agreement with equation (6). When the barriex was removed, and the rear end of the reffected wave train had passed the hydrophone, the second-order pressure fluctuations rapidly died out.

Interference between waves of unequal amplitude was obtained by placing in the tank a vertical barrier extending only to a certain depth below the free surface, which allowed the waves to be partly refiected and partly transmitted. The coefficient of reflection from such a barrier is known theoretically for different ratios of the depth of the barrier to the wavelength of the waves, and it was verified that the amplitude of the second-order pressure fluctuations was proportional to the amplitude of the reflected wave. Indeed this property seems to provide a convenient method of actually measuring the coefficient of reflection from different types of obstacles or from plane beaches.

Since standing waves produce only secondorder pressure fluctuations below moderate depths one would expect that, if pressure fuctuations were induced deep in the water, standing waves of half the frequency would be produced at the surface. An experiment of this
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kind was in fact performed by Faraday (1831): (see Section 13 of the present paper) who produced standing waves, of half the fundamental frequency, by means of a vibrating lath inserted in a basin of water. Faraday remarked that the general result was little infiuenced by the depth of water: "I have scen the water in a barrow, and that on the head of an upright cask in a brewer's van passing over stones, exhibit these elevations." (1831, footnote to p. 334). The present author has observed a similar phenomenon on board ship: a pool of water on deck, when excited by the vibration of the ship's engines, sometimes shows a standing-wave pattern whose amplitude gradually builds up to a maximum, and then collapses; the process is repeated indefinitely.
7. Standing waves in a compressible חuidThe water has so far been assumed to be incompressible, and we have seen that in this case the pressure fluctuations below about half a wavelength from the surface occur simultaneously at all points of the fluid. But this can only be true if the least time taken for a disturbance to be propagated to the bottom and back is small compared with the period of the waves. In the deep oceans, where the speed of sound is about $1.4 \mathrm{~km} / \mathrm{sec}$ and the depth may be of the order of several kilometers, this time may be several seconds. Thus the compressibility of the water must be considered.

The first-arder theory of waves in a heavy, compressible fuid (in which all squares and products of the displacements are neglected) indicates that water waves of a few seconds' period fall into two classes (Whipple and Lee 1935). On the one hand there are waves approximating very nearly to ordinary surface waves in an incompressible fluid, in which the particle displacement decreases exponentially downwards, to first order; these may be called gravity-waves. On the other hand there are long waves controlled chiefy by the compressibility of the medium and hardly attenuated at all with depth; these may be called compres-sion-waves; their velocity is nearly the velocity of sound in water. The wavelengths of a grav-ity-wave and a compression wave will be denoted by $\lambda_{g}$ and $\lambda_{c}$ respectively. For waves of period $10^{\mathrm{sec}}$. $\lambda_{R} \lambda_{\mathrm{C}}$ is of the order of $10^{-2}$.

However, the pressure variations which are of interest to us at present are of second order. To investigate the effect of the compressibility, therefore, a complete_ example, namely a motion which in the first approximation is a standing gravity-wave, has been worked out in full to a second approximation (I Section 4). The result is as follows.

Near the free surface, that is within a distance small compared with $\lambda_{c}$, the waves are unaffected by the compressibility of the water
-as one might expect, since a disturbance could be propagated almost instantaneously through this layer. At a distance of about $1 / 2$ 2 g from the free surface the first-order pressure variations are much attenuated, and the second-order pressure variations are practically those given by the incompressible theory (equation [6]). Below this level the displacements are comparatively small, but, instead of the uniform, unattenuated pressure fluctuations in the incompressible fluid, there is now a compression wave, whose planes of equal phase are horizontal: the pressure field in this wave is given by

$$
\frac{p-p}{\rho}-g z=
$$

$$
\begin{equation*}
-1 / a^{2} \sigma^{2} \frac{c 982 \sigma(z-h) / c 1}{\cos 20 h / c^{1}} \cos 2 \sigma t \tag{12}
\end{equation*}
$$

very nearly, where $z$ is the vertical coordinate measured downwards from the mean surface level, and $c^{\prime}$ is the velocity of sound in water. This wave can be regarded as being generated by the unattenuated pressure variation (6). There is a resonance, or "organ-pipe," effect: when $\cos 2 a \mathrm{~h} / \mathrm{c}$ ' vanishes, the pressure on the bottom ( $z=h$ ) becomes infinite. This happens when

$$
\begin{equation*}
2 \sigma h / c^{\prime}=(n+1 / 2)_{\pi} \tag{13}
\end{equation*}
$$

that is, when the depth is $(1 / 2 n+1 / 4)$ times the length of the compression wave. In general, however, the displacements in the compression wave are small, being only of the order of $a^{2} / \lambda_{c}$; the displacement of the centre of gravity of the layer at the surface of thickness $1 / 2 \lambda \mathrm{~g}$ is of the order of $\mathrm{a}^{3 /} / \mathrm{g}$. This explains why the compressibility of the fluid below has little effect on the pressure fluctuations at the base of the surface layer.

We have then the following picture (see figure 4) : there is a surface-layer, of depth about $1 / 2 \lambda_{1} g_{1}$ in which the compressibility of the water is, in general, unimportant: this may be called the "gravity-layer." Below this layer there exist only second-order compression waves, generated by the gravity-waves in the surface layer, and of twice their frequency.
8. Application to sea waves-So far we have considered only the very special cases of perfectly periodic and two-dimensional waves. Such waves cannot. be expected to occur in the ocean, although the sea surface usually shows a certain degree of periodicity. We shall now consider how the sea surface is to be described in this more general case.

It can be shown (See I Section 3.2) that any free motion of the sen surface can be expressed as a Fourier integral:

$$
\begin{align*}
& C(x, y, t)= \\
& R \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(u, v) e^{i(u k x+v k y+a t)} d u d v \tag{14}
\end{align*}
$$

where ( $x, y$ ) are horizontal coordinates, $k$ is a constant and $\sigma$ is a function of ( $u, v$ ):
$\sigma^{2}=\mathrm{gk}\left(\mathrm{u}^{2}+\mathrm{v}^{2}\right)^{1 / 2} \tanh \left(u^{2}+\mathrm{v}^{2}\right)^{1 / k} \mathrm{kh}$ (15)

A ( $u, v$ ) is in general complex, and $R$ denotes the real part. The expression under the integral sign represents a long-crested wave with crests parallel to the line

$$
\begin{equation*}
u x+v y=0 \tag{16}
\end{equation*}
$$

and of wavelength $\lambda$ given by

$$
\begin{equation*}
\lambda=\frac{2 \pi}{\left(u^{2}+v^{2}\right)^{k} u} \tag{17}
\end{equation*}
$$

If the point $P_{1}=(-u k,-v k)$ is ploted in the ( $x, y$ ) plane (see figure 5) the direction of the vector $0 P$ is the direction of propagation of the wave-component and the length of $O$ equals $2 \pi$ divided by the wavelength. Points on a circle centre 0 correspond to wave components of the same wavelength; diametrically opposite points correspond to waves of the same length but travelling in opposite directions. When the energy is mainly grouped about one wavelength and direction, the complex amplitude A ( $u, y$ ) will be appreciably large only in a certain range of values of ( $u, v$ ). say $\Omega$, as in figure $\overline{5}$. The narrower this region, the more regular will be the appearance of the waves.

The spectrum $A(u, y)$ of the waves is determined uniquely by the motion of the free suriace, at a particular instant, over the whole plane (see I Section 3.2). Since we shall want to consider the wave motion in only a certain part of the plane, say a square $S$ of side $2 R$, it is convenient to define a motion $\zeta$, which, at any time, has the same value as $\zeta$ inside $S$ but is zero outside. Let $A^{\prime}$ be the spectrum function of $\zeta^{\prime}$, so that

$$
\begin{aligned}
& r^{\prime}= \\
& R \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime}(u, v) e^{i(u k x+v k y+\sigma t) d u d v}
\end{aligned}
$$

(18)
$A^{\prime}$ is very closely related to $A ;$ if $k$ is chosen $s 0$ that

$$
k=\pi / R \quad \text { (19) }
$$

and if $R$ is large compared with the wavelengths associated with most energy in the apectrum then (see I Section 3.3 )

$$
\begin{equation*}
A^{\prime}(u, v)=\int_{\infty}^{\infty} \int_{\infty}^{\infty} A\left(u_{1}, v_{i}\right) \frac{\sin \left(u-u_{1}\right) \pi}{\left(u-u_{1}\right) \pi} \frac{\sin \left(v-v_{1}\right) \pi}{\left(v-v_{1}\right) \pi} e^{-i\left(\sigma-\sigma_{2}\right)_{d u_{1}} d v_{i}} \tag{20}
\end{equation*}
$$

where $\sigma,=\sigma\left(u_{1}, v_{1}\right)$. In other words $A^{\prime}$ is the weighted average of values of $A$ over neighboring wavelengths and directions. Since $u$ and $v$ are proportional to the number of wavelengths intercepted by the $x$ - and $y$-axis in $S_{1}$ a "neighboring" wave component is one which has nearly the same number of wavelengths, in each direction, in $S$. $A^{\prime}$ gives a "blurred" picture of $A$; but the larger the side of the square the less is the blurring. The region $\Omega^{\prime}$ in the ( $u, v$ )-plane which corresponds to the blurred spectrum will be almost the same as the region $\Omega$ corresponding to the original spectrum. $A^{\prime}$ also varies slowly with the time-the waves in $S$ change graduallybut this rate of change is slow compared with the rate of change of the wave profile, or compared with o $A^{\prime}$.

The energy of the waves is given very simply in terms of the spectrum function $A^{\prime}$; in fact, if a denotes the amplitude of the single long-crested wave which has the same mean energy inside $S$,

$$
\begin{equation*}
a^{2}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A^{\prime} A^{1 A} d u d v \tag{21}
\end{equation*}
$$

where a star denotes the conjugate complex function (I equation [189]). a may be called the equivalent wave amplitude of the motion.
9. General conditions for fluctuations in the mean pressure-We shall evaluate the mean pressure $p$ at the base of the gravity-layer, i.e. at a distance of about $1 / 2 \lambda \mathrm{~g}$ below the free surface, over a square of aide 2R. (Here $\lambda$ grefers to the mean wavelength of the predominant components in the spectrum.) Consider first the two-dimensional case. The mass of water contained between the surfaces $z=\zeta$ and $z=1 / 2 \lambda_{R}$ and the planes $x= \pm R$ no longer consists of the same particles of water; but it is possible to extend the analysis of Section 3 so as to take account of the motion across the boundaries (sec I Section 2.2). Provided that the horizontal extent $2 R$ of the interval ia large compared with $\lambda \mathrm{g}$ the effect of the flow across the vertical boundaries can be neglected (I Section 3.1). Further, since the motion decreases rapidly with depth the effect of flow
across the horizontal plane $z=1 / 2 \lambda_{g}$ is small. The expression for the mean pressure variation is therefore the same as if the free surface were the only moving boundary:
$\frac{\bar{p}-p_{0}}{p}-K_{B} \lambda_{G}=\frac{\delta^{2}}{\partial t^{2}} \frac{1}{2 R} \int_{-R}^{R} 1 / \zeta^{2} d x$.
Similarly in the three-dimensional case

$$
\begin{align*}
& \frac{\bar{P}-p_{a}}{D}-y g \lambda_{g}= \\
& \frac{\delta^{2}}{\delta t^{2}} \frac{1}{4 R^{2}} \int_{-n}^{n} \int_{-\pi}^{n} y 匕^{2} d x d y_{1} \tag{23}
\end{align*}
$$

that is

$$
\begin{align*}
& \frac{\overline{p-p_{2}}}{\rho}-\not / g i_{t}= \\
& \frac{\delta^{2}}{\delta t^{2}}-\frac{1}{4 R^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x \zeta^{L^{\prime}} d x d y \tag{24}
\end{align*}
$$

aince $\zeta^{\prime}$ vanishes outside the square $S$. Now the expression on the right-hand side is closely related to the potential energy of the motion $\zeta 1$, and can be simply expressed in terms of the Fourier spectrum-function $A$ '. In fact (I Section 3.2)
Rowan
$R(\pi / k)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(A^{\prime} A^{\prime}{ }^{\infty}+A^{\prime} A^{\prime} \leq e^{2 i \sigma t}\right) d u d v$
where $A!$ stands for $A^{1}(-u,-v)$, and is the amplitude of the wave component opposite to A(u, v). On substituting in (24) we have

$$
\begin{align*}
& \frac{\bar{p}-p_{g}}{p}-K_{B} \lambda_{t}= \\
& -R \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sigma^{2} A^{\prime} A^{\prime} e^{2 i o t} d u d v \tag{26}
\end{align*}
$$

This shows that fuctuations in the mean pressure $p$ arise only from opposite pairs of wave components in the spectrum ; that the contribution to $p$ from any opposite pair of wave components is of twice their frequency and proportional to the product of their amplitudes; and that the total pressure fiuctuation is the integrated sum of the contributions from all opposite pairs of wave components separately.

The necessary condition for the occurrence
of second-order pressure fluctuations of this type is, therefore, that the sea disturbance should contain some wave-groups of appreciable amplitude which are "opposite," i.e. such that part at least of the corresponding region in the Fourier spectrum is opposite to some other part. For example, if $\Omega$ lies entirely on one side of a diameter of the ( $u, v$ )-plane, the mean pressure fluctuation, to the present order, vanishes.

An important case is when the disturbance consists of just two wave groups, corresponding to regions $\Omega_{1}$ and $\Omega_{2}$, and of equivalent amplitudes $a_{1}$ and $a_{2}$ (see figure 6). $\Omega_{1}$. and $\Omega_{2-}$ denote the regions opposite to $\Omega_{1}$ and $\Omega_{2}$ and $\Omega_{12}$ and $\Omega_{12}$ denote the regions common to $\Omega_{1}$ and $\Omega_{2}$ and to $\Omega_{1}$. and $\Omega$, respectively. Effectively, then, the integration in (26) is carried out over the two regions $\Omega_{12}$ and $\Omega_{12 .}$. When the spectrum is narrow an order of magnitude for the integral on the right-hand side of (26) can be obtained. It may be shown (see I Section 5.2) that

$$
\begin{equation*}
\frac{\tilde{p}-p_{\rho}}{\rho}-\frac{1}{2} g \lambda_{g} \sim 2 a_{1} \quad A_{2} \sigma_{12}^{2} \quad\left(\Omega_{12} / \Omega_{1} \Omega_{2}\right)^{X} \mathrm{ke}^{2 i \sigma_{12} \mathrm{~L}} \tag{27}
\end{equation*}
$$

where $a_{12}$ is the mean value of 0 in $\Omega_{12}$. Thus the mean pressure on $S$ increases proportionately to the square roct of the region $\Omega_{12}$ of overlap of the wave groups, and inversely as the square root of $\Omega_{1}$ and $\Omega_{1}$ separately, for fixed values of $a_{1}$ and $a_{2}$.
10. Calculation of the ground movement-In order to estimate the movement of the ground, at great distances, due to waves in a storm area $\Lambda$, we suppose the storm area to be divided up into a number of squares $S$ of side $2 R$ such that
$S$ contains many wavelengths $\lambda_{g}$ of the sea waves, but is only a fraction, say less than haif, of the length of a seismic wave $\lambda s$ in the ocean and sea bed. This we may do, since the wavelengths of seismic waves are of the same order as the wavelengths of compression waves in water; therefore $\lambda_{E} / \lambda_{s}$ is of the order of $10^{-2}$. The mean pressure or total force on the base the gravity-leyer can be calculated as in Section $\theta_{i}$ the vertical movement of the ground $8^{\prime}$ due to the waves in this square is of the same order as if the force were concentrated to a point at the center of the square, i.e.

$$
\begin{equation*}
\delta^{\prime} \sim 48^{\pi} \cdot 2 a_{1} A_{2} 0_{12}^{2}\left(\Omega_{12} / \Omega_{1} \Omega_{2}\right)^{K / K} \tilde{W}\left(2 \sigma_{12}, r\right) e^{2 i \sigma_{12} t} \tag{28}
\end{equation*}
$$

where $r$ is the distance from the center of the storm and $W(\sigma, r) e^{i o t}$ is the movement of the ground at distance $r$ due to a unit pressure oscillation er $t$ applied at a point in the mean free surface. The pressure can be considered to be applied in the mean free surface rather than at the base of the gravity-layer, since the latter is relatively thin compared with the length of the seismic waves. To find the total

$$
\begin{equation*}
\delta \sim 4 \pi \cdot n_{1} a_{2} a_{12}^{2} \quad\left(\Lambda \Omega_{12} / \Omega_{1} \Omega_{2}\right)^{X} \bar{H}\left(2 \sigma_{12, r)} e^{2 i \sigma_{12} \mathrm{~s}}\right. \tag{29}
\end{equation*}
$$

To calculate ${ }^{\text {W }}(\mathrm{n}, \mathrm{r})$ we may consider the disturbance due to a force applied at the surface of a compressible fiuid of depth $h$ (representing the ocean) overlying a semi-infinite elastic medium (representing the sea bed). Although this madel takes no account of varia-
displacement 8 from the storm we may add the energies from the different squares $S$, on the assumption that the contributions from the different squares are independent. Since there are $\Lambda / 4 \mathrm{R}^{2}$ such squares in the whole storm area, this means that the disturbance of from each individual square is to be multiplied by $\Lambda^{*} / 2 R$. Hence we have
tions in the depth of water, or of the propagation of the waves from the sea bed to the land or across geological discontinuities, it can nevertheless be expected to give a reasnnable estimate of the order of magnitude of the ground movement.

The disturbance $W(\sigma, r) e^{i \sigma t}$ at great distances from the oscillating point source e ${ }^{10 t}$ consists of one or more waves of surface type,

$$
\begin{equation*}
W(0, r) e^{i \sigma t}=\frac{\sigma y}{\rho_{2} \theta_{2}(2 \pi r)^{K}} \sum_{n} C_{m} i\left[\sigma t-E_{m} r+\left(\pi+\frac{1}{4}\right) \pi\right] \tag{30}
\end{equation*}
$$

where $\rho$, is the density of the elastic medium $\beta_{1}$ the velocity of gecondary waves in the medium, $2 \pi / \varepsilon_{m}$ is the wavelength of the mth wave and $\mathrm{C}_{\mathrm{m}}$ is a constant amplitude depending on the depth of water and on the elastic properties of the fuid and the underlying medium. The first wave has no nodal plane between the free surface and the "sea bed," the second has one nodal plane, the third two, and so on. When the depth $h$ of the water is small, only the first type of wave can exist; the others appear successively as the depth is increased. Graphs of $C_{1}, C_{2}$-have been computed for some typical valued of the constants: $\rho_{1}$ (the density of the fluid) $=1.0 \mathrm{~g} . / \mathrm{cm}^{s} ; \mathrm{c}^{1}$ (velocity of compression waves in water) $=1.4 \mathrm{~km} . / \mathrm{sec} . ; \beta_{1}=$ $2.8 \mathrm{~km} . / \mathrm{sec}$, and with Poisson's hypothesis, that the ratic of the velocities of compreasional and distortional waves in the medium is $\gamma \sqrt{3}$. The results are shown in figure 7 , where $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$ and $\mathrm{C}_{4}$, are plotted against oh $/ \beta_{2}$. $\mathrm{C}_{1}$, for example, increases to a maximum when oh $/ \beta_{2}=0.85$, i.e. when $h=0.27 x$ $2 \pi c 1 / a$ or $h$ is about one-quarter of the wavelength of a compression wave in water. This maximum may therefore be interpreted as a resonance peak. The amplitude, however, does not become infinite as in the case of the infinite wave-train discussed in Section $7_{\text {, }}$ since now energy is being propagated outwards from the generating area. $C_{2}, C_{3}$, and $C_{4}$ have aimilar resonance peaks when oh $/ \beta_{2}=2.7,4.1$ and 6.3, respectively, i.e. when the depth is $0.86,1.31$ and 2.0 times the length of a compression wave in water. A measure $W$ of the total disturbance can be obtained by aumming the energies from each wave. Thua

$$
\begin{equation*}
\bar{\psi}=\frac{o^{K}}{\rho_{2} \beta_{2}^{5 / 2}(2 \pi r)^{K}}\left(\sum_{m} \quad c^{2}\right)^{K} \tag{31}
\end{equation*}
$$

11. Practical examples-We have seen that a necessary condition for the occurrence of the type of pressure fluctuations studied in this paper is that the motion of the sea surface ahould contain at least some wave groups of the same wavelength traveling in opposite directions. We shall briefly consider some situations in which this may occur.
(a) A circular depression. The "eye" or center of a circular depression is a region of comparatively low winds; yet there are often observed to berhigh and chaotic seas in this region (which indicates the interferenca of more than one group of awell). Thus, the
waves in the "eye" must have originated in other parts of the storm. Now the winds in a circular depression are mainly along the isobars, but in some parts of the storm they usually possess a radial component inwards. In addition, some wave energy may well be propagated inwards at an angle to the wind. This then may account for the high waves at the center of the storm.

If wave energy is being received equally from all directions, the energy in the spectrum will be in an annular region between two circles of radii $2 \pi / \lambda_{11}$ and $2 \pi / \lambda_{2}$, where $\lambda_{1}$ and $\lambda_{2}$ are the least and greatest wavelengths in the apectrum (see figure 8). This region may be divided into two regions $\Omega_{1}$ and $\Omega_{2}$ by any diameter through the origin. Let us take numerical values appropriate to a depression in the Atlantic Ocean. Suppose that the waveperiods lie between 10 and 16 seconds, so that $\lambda_{1}=1.64 \times 10^{4} \mathrm{~cm} ., \lambda_{2}=4.00 \times 10^{4} \mathrm{~cm}$. and hence $\Omega_{1}=\Omega_{2}=\Omega_{12}=2.16 \times 10^{-7} \mathrm{~cm} .^{-2}$. Assuming $\Lambda=1000 \mathrm{~km}^{2}$ (corresponding to a sircular storm area of diameter 17 km .), $\sigma_{12}=$ $2 \pi / 13 \mathrm{sec} .^{-1}, a_{1}=a_{2}=3 \mathrm{~m} ., \mathrm{h}=3 \mathrm{~km}$ and $\mathbf{r}=2,000 \mathrm{~km}$. We find from (29) that $|\mathrm{o}|=$ $8.2 \times 10^{-4} \mathrm{~cm}$. , or $3.2 \mu$ The peak-to-trough amplitude of the displacement is $6.5 \mu$. This is of the same order of magnitude as the observed ground movement.
(b) A moving cyclone. Consider a cyclone which is in motion with a speed comparable to that of the waves. Figure 9 repreaents the position of the cyclone at two different times. When the center of the storm is at $A_{1}$ say, winds on one side of the storm (marked with an arrow) will generate waves travelling in the direction of motion of the storm; these will be propagated with the appropriate group velocity. When the storm has reached $B$, winds on the opposite side will generate waves travelling in the opposite direction; and if the atorm is moving faster than the group-velocity of the waves, there will be a region C where the two groups of waves will meet. Thus, in the trail of a fast-moving cyclone we may expect a considerable region of wave interference.
(c) Reficction from a const. The extent of wave reflection from a coast is hard to judge, since the reflected waves are usually. hidden by the incoming waves; but when the waves strike a coast or headland obliquely the refiected waves can sometimes be clearly seen. Effective wave interference will take place only on the parts of the coast where the shoreling is
parallel to the crests of some wave components of the incoming waves, but refraction of the waves by the shoaling water will tend to bring the crests parallel to the shore.

If the incoming waves are represented by a region $\Omega_{1}$ in the spectrum, then we may assume that the reflected waves are represented by a region $\Omega_{2}$ which is the refection of $\Omega_{1}$ in the line through 0 parallel to the shoreline (see figure 10 , in which the $x$-axis is taken parallel to the shoreline). $\Omega_{2}$. is then the reflection of $\Omega_{\text {, }}$ in the line through 0 perpendicular to the shoreline (the $y$-axis).

Suppose that the period of the incoming swell lies between 12 and 16 seconds, that its direction is spread over an angle of $30^{\circ}$, and that its mean direction makes an angle of $10^{\circ}$ with the perpendicular to the shoreline. Then we find $\Omega_{i}=\Omega_{1}=1.4 \times 10^{-1} \mathrm{~cm}_{-2}^{-2} \Omega_{1}$, $=1 / 3 \Omega_{j}^{\prime}=0.47 \times 10^{-1} \times \mathrm{cm} .^{-2}{ }^{2}$. If the effective shoreline is 600 km . in length and the region of interference extends, on the average, 10 km . from the shore, then $\Lambda=6,000 \mathrm{~km}^{2}$. If also $a_{1}=2 \mathrm{~m}_{1} \mathrm{a}_{2}=0.1 \mathrm{~m}$ (a reflection coefficient of $5 \%$ ) and if $r=2,000 \mathrm{~km}$, then we find from (26) (assuming $h=0$ ) that $2|\delta|=0.3 \mu$ Since this amplitude is somewhat smaller than in case (a), we may conclude that coastal reflection does not give rise to the largest disturbances at inland stations, though it may be a more common cause of microseigms near to the coast.

Besides the examples given above there is another possible class of cases, namely when a swell meets an opposing wind. For example, coastal swell may be subject to an offshore wind, or there may be a sudden reversal of the direction of the wind at the passage of a cold front. "The wind will doubtless tend to diminish the amplitude of the original swell, but it may also tend to generate waves travelling in the opposite direction, the amplitude of which may increase rapidly on account of the roughness of the sea surface. However, in none of the first three cases discussed above is it necessary to assume that such action takes place.
12. Obscrvational tests-The present theory suggests several possible kinds of experimental investigation. The first is a comparison of the periods of microseisms and of the sea waves possibly associated with them, (which should be about twice the microseism periods). There is a general agrcement between the periods, in that the range of microseism periods is from about 3 to 10 seconds while the periods of high sea waves vary from about 6 to 20 seconds. Further, the periods of both microseisms and sea waves both increase, in gencral, during a time of increased disturbance. The close two-to-one ratio between the periods of sea waves and of the corresponding microseisms which was found by Bernard (1937 and 1941) and re-

- Seo also the muthar'n comment on the paper by Frank Preas
lated by Deacon (1947) and Darbyshirc (1948) is highly suggestive, though not conclusive. A similar, though less detailed study by Kishinouye (1951) during the passage of a tropical cyclone, bas not confirmed the relationship. Comparisons of this kind are, however, inconclusive, unless it can be shown that the microseisms can be associated uniquely with the recorded sea waves. The meteorological conditions are rarely so simple, and the recording stations so well placed, that it is possible to be certain of the connection; the examples selected by Darbyshire (1950) were, however, chosen with this requirement in mind.

Figure 7 shows that the displacement of the "sea bed" may vary by a factor of the order of 5 , depending on the depth of the "ocean." Although the model chosen is extremely simplified, we can nevertheless infer that the amplitude of microseisms should, on the present theory, depend considerably on the depth of water in the path of the microscisms; the depth in the generating area itself, where the energy-density is greatest, should be of the most cyitical importance. Comparisons between the microseiams due to storms in different localities would therefore be of considerable interest. It should be noticed that the unequal response of the ocean to different frequencies may resuls in a displacement of the spectrum towards those frequencies for which the response is a maximum.

The nature of the frequency spectrum of sea waves under various conditions is of fundamental importance, and further studies should be undertaken. The wavelengths and directions of the components of the spectrum, both for swell and for waves in the generating area, could be studied by means of aerial photographs or altimeter records taken from an airplane. An estimate of the amount of wave reflection from a coast might be obtained by techniques similar to those which were used in the model experiments described in Section 7, that is, by comparing the frequency spectra of pressure records taken at different depths in the water, or off different parta of the same coast where the bottom gradient varied. The effect of an opposing wind on a swell might be investigated on a model scale, by generating progressive waves in the usual manner and then exposing them to an artificial wind; the growth of the opposing waves would be messured by means of the second-order pressure fluctuations deep in the water.

It would be of great interest to record the pressure fluctuations on the ocean floor directly, if the practical difficulties of making measurements at such depths can be overcome. A pressure recorder has been designed for this purpose by F. E. Pierce, of the National Institute of Oceanography.
13. Historical noles-It was known to FARADAX (1831), who refers to earlier work by Oersted, Wheatstone and Weber, that fluid resting on a vibrating elastic plate will form itself into short-crested standing waves. Faraday was the first to show, by an ingenious optical method, that the period of the standing waves is twice that of the vibrations of the plate. The waves that he used were mostly "ripples," controlled predominantly by surface tension, since their wavelength lay between $1 / 4$ and $8 / 8$ inch. In the same paper (1831) Faraday describes many other interesting experimental studies of waves in water, mercury and air.

About fifty years later Rayleigh (1883 b) repeated Faraday's experiments and verified, by a slightly different method, the doubling of the period. In a theoretical paper (1883 a) Rayleigh gives general consideration to the problem of how a system can be maintained in vibration with a period which is a multiple of the period of the driving force. He refers in particular to Melde's experiment, in which a stretched string is made to vibrate by the longitudinal oscillation of a tuning fork attached to one end; such a phenomenon is sometimes called "subharmonic resonance."

Neither Faraday (1831) nor Rayleigh (1883) evaluated the second-order pressure fuctuations associated with standing waves. This, however, was done by MICHE (1944) in a different connection, using a Lagrangian system of coordinates. Miche noticed the unattenuated terms, and, though he does not mention microseisms, he remarks, "on peut aussi se demander si ces pulsations de pression, malgre leur faible intensité relative, n'exercent pas une action non négligéable sur la tenue des fonds soumis au clapatis." (1944, p. 74.)

The wave interference theory seems to have arisen as follows. In 1946 Deacon, following similar studies by Bernard (1937, 1941 a) compared the period and amplitude of swell off the coast of Cornwall, England, with the corresponding microseisms at Kew, and found a two-to-one ratio between the periods (Deacon 1947). F. Biesel, then visiting England, pointed out to Deacon Miche's theoretical work on standing waves. Miche's results, however, cannot be applied directly to sea waves, since exact standing waves do not occur in the ocean. Moreover, his method is not easily generalized, since it involves a complete evaluation of the second approximation to the wave motion. A very simple proof of Miche's result, however, which depended essentially on the idea of the vertical motion of the center of gravity of the whole wave train, was found by Longuet-Higgins and Ursell (1948); the advantage of this method was that the second-order pressure fuctuations on the bottom could then be obtained immediately from the first approximation to the surface ele-
vation. It then became possible to extend the results to much more general and realistic types of wave motion. A complete theory, giving the necessary conditions for the accurrence of this type of pressure fluctuation, taking into account the compressibility of the occan, and determining the order of magnitude of the ground movement, was given by LonguctHiggins (1950).

It is interesting that Bernard (1941 $a_{1}$ b) had suggested, with intuitive reasoning, that microseisms might be caused by the standingtype waves obscrued to occur at the center of cyclonic depressions:
"J'ai cru qu'on pourrait trouver la rajson de cette particularite dans le charactere que présentent les mouvements de la mer au centre des depressions cycloniques: la houle s'y dresse aux vagues pyramidales constituant un clapatis gigantesque dont les points de plus ample oscillation peuvent être autant sies sources de pression perriodique sur le fond de la mer, pression qui donnera naissance à un mouvement oscillataire de méme période du scl . . ."
"Un clapotis analogue, avec oscillations sur place du niveau de l'eau, se produit lorsque la houle, se reflechissant sur un obstacle, vient interférer avec les ondes incidentes . . .
"Au contraire, dans le cas d'un train d'ondes de front continu et de deplacement constant, les points ou les mouvements sont de phase opposée donneront sur le fond de la mer des pressions de sens contraire, et la longeur d'onde des oscillations microsêismiques etant beaucoup plus grande que celle de la houle, les mouvements transmis par le sol a une certaine distance seront pratiquement simultanės, mais opposés, et ils interféreront, de sorte que l'effet total du train de vagues a l'exterieur sera nul." (BERNARD, 1941 a, p. 7.)

However, Bernard did not apparently see that the corresponding pressure fluctuntions must have a frequency twice that of the waves; for he suggests other causes for the observed doubling of the frequencies in the case of coastal waves." (Bernard, 1941a, p. 10.)
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## Discussion

## G. E. R. Deacon (National Institule of Oceanography at Teddington)

The wave-interference theory explains, for the first time, how energy sufficient to generate long, regular, microseisms is communicated to the ground. It has been clear for a long time that the occurrence of microseisms is associated with the presence of sea waves, but it could not be proved that the waves played an essential part in the energy transfer.

Aithough each breaker, as it crashes on the coast, must cause a local disturbance, and has been shown to do so, the variations in the moment of impact nlong a stretch of coast, and
the shortness of the wavelength compared with that of 3 to 10 second microseisms, make it most unlikely that the actual beating of surf on a coast could produce the long microscismic waves that can be detected far from the coast.

The exponential decrease in wave move. ment with depth was sufficient reason why a train of progressive waves should not disturb the gea bottom at great depths, and at lesser depths the contributions from different parts of the sea bed would tend to cancel each other out. Taking account of the compressibility of the water made no significant difference to this conclusion.

If the conviction held by many who had studied microsaisms, that sea waves are directly concerned in the generation of microseisms were to be confirmed, we had to find a theory which showed that sea waves were modified in such a way that they were able to cause regular changes in pressure, acting simultaneously over large areas of the sea hed. During the past few years it has, in addition, become necessary to explain why the periods of the microseismic waves are half those of the sea waves, and how the effect of wind and waveheight could vary with the depth of water, leing sometimes greater in deep water than in shallow.

The new wave-interference theory scems to fill these requirements, and to be capable of withstanding the test of more precise and welldirected observations.

It is not easy for the non-mathematician to understand the precise demonstration that two trains of waves of the same wavelengths, meeting each other in opposite directions, will cause variations in pressure on the sea bed with twice the frequency of the surface waves, but $\mathrm{Dr}_{\mathrm{r}}$. Longuet-Higgins has done his best to explain it in non-technical terms. The deduction is simplified by considering the vertical movements of the centre of gravity of a water mass bounded by two vertical nodal plancs, and by a comparison with the changing tension in the string of a pendulum. It is perhaps not very difficult to accent the result intuitively, as Bernard (1941) did, particularly if we remember the convincing agreement between theory and observation obtained by measurements in a tank.

There is also confirmation of the mean pressure changes and their ability to produce microseisms that can be detected far from the coast, in the work of Darbyshire (1050). As Dr. Longuet-Higgins says in his paper, confirmation of the two to one relationship between wave and microseism periods does not completely verify the theory, but when, as Darbyshire showed, the trend of a band of swell from long to short periods was exactly paralleled by proportionate changes in the microseism periods there is little raom to doubt that the waves caused the microseisms.

If the previous literature is re-examined, bearing the wave-interference theory, and what we already know about waves, in mind, some of the apparent contradictions to which emphasis has been given appear explainable. The example given by Whipple and Lee (1935) of almost identical isobaric charts of two depressions south-east of Greenland, one associated with intense microseismic activity and the other with practically none, is not such an obstacle when the previcus histories of the two depressions are studied. One had moved rapidly northwards over the ocean, with plenty of opportunity for wave interference, whereas the other had developed over the land. Similar attempts to estimate wave interference might explain why less microseismic activity was found with a depression over the mouth of the St. Lawrence river and an anticyclone over the Great Lakes than when the positions of the depression and anticyclone were reversed; or why, with a shallow depression off the east coast of Japan, the microseisms were larger on the coast of China while the wind was stronger off the coast of Japan.

There is, however, not much to be gained by studying cases which are not fully documented. We must, as Dr. Longuet-Higgins emphasizes, learn more about the conditions which give rise to wave interference; we must select examples in which the metorological conditions are sufficiently simple for us to be certain of the connection between the storm and the microseisms, and we must measure the waves and the microseisms as precisely as modern techniques will allow. It is possible that some of the present misunderstanding is due to faulty interpretation of records from seismometers that are highly tuned to the short-period end of the microseism range, and faulty estimation of the sea surface or wave and microseism recordings, in which the size of a long period oscillation can be underestimated owing to the interruption of its swing by minor, shorter, waves.

The wave-interference theory is, to say the least, an excellent working hypothesis, and if it is subjected to further question and experiment, of the standard set by Dr. Longuet-Higgins and his co-workers, we must move rapidly towards a full solution.

It seems to me that the subject has now been put on a systematic basis, and that its progress must be more rapid. In spite of some setbacks we shall soon be in a better position to take full advantage of the practical possibilities.

I think that Dr. Longuet-Higgins'a historical note gives a proper account of the development of the new theory.

## REFERENCES

Bernard, P., Elude eur Pagitation mieroasifmigut et ses variations. Ant. Snst. Phys. Globa, V. 10. pp. 1-77, 10.11.
 wilh ata haves. Proc. Roy Sac. A., v. 160, pp. 430. 448, 1950 .

Whipple, F. J. W., and Lee, A. W., Notas on the theory of mierorcisina, Mon. Not. Roy. Aat. Soc. Geophye. Suppic, v. a pp. 287-207, 1035.

## Discussion

## Jacob E. Dinger Naval Research Laboratory

As a discussion of the theoretical paper "Can Sea Waves Cause Microseisms," I should like to present some of the data and interpretations obtained by the Naval Rescarch Laboratory on various field trips during the hurricane seasons of the past several years.

The data considered here is concerned with hurricanes which have followed paths in the Western Atlantic and Caribbean. It has been a primary objective of this work to obtain evidence which might help to determine where the area of microseism generation is with respect to the hurricane center and to determine under what condition a hurricane can generate microseisms. In furthering this objective it has become of interest to study the data in the light of various theories to see if the data lends support to any of these theories.

During the hurricane seasons of 1948-1951 records of microseisms have been obtained at points in the Bahamas, Florida, North Carolina and Washington D. C. as various hurricanes have followed varying paths in the Western Atlantic. The following obseryations have in general been true for all these hurricanes:
(1) Storms which generate in the Middle Atlantic and epproach the seismograph locations do not produce appreciable microseismic activity until the storm moves over the continental shelf or over the shallower waters surrounding the Islands of the Caribbean Sea. This same observation is pointed out by Donn (1952).
(2) As the storm recedes, the microseisms continue at a much hizher level of amplitude as compared to the same distance from the seismograph location during the approach of the storm.
(3) The point of nearest approach is not necessarily the time of maximum amplitude.
The above observations can be interpreted as giving evidence that the storm must move
over the shallower waters of the continental shelf before microseisma are recorded and that the wake of the storm continues to be important in the generation of microseisms. This and similar observations in the light of the Longuet - Higgins (1950) theory, together with the word of Deacon (1947) and Darbyahire (1950). prompted the Naval Research Isaboratory group to conduct Eeld experimenta during the 1951 hurricane geason designed to obtain data which could assiat in determining whether any correlation appeara to exist between microseisms and hurricanegenerated ocean waves.

The installations of the feld experiments included the following:
(1) A tripartite station on the Weat End of Grand Bahama.
(2) The installation of two wave gages at Cocoa Beach. Florida, through the cooperation of the Beach Erofion Goard and the Univeraity of Californis. These gages ware of the pressure-sensitive type; the one was similar to the type developed by Woods Hole, and used quite extensively by the Beach Erosion Board, and the other was developed by the University of California. These gages were in water depths of about 29 and 46 feet respectively.


Figure 1. Map Shoving Pache of Hurricanes "Easy" and "How"
(8) A single horizontal-component seismograph was placed on the grounds of the U. S. Napy Underwater Sound Reference Laboratory at Orlando, Florids. This location is spproximately 50 miles inland from Cocos Beach, and therefore can be considered isolated from local aurf vibrations, which can cause high seismic naise near the shore.

The simultaneous dats of microseiams and water waves obtained by these installations during the two burricanes of the 1951 season is of apecial intereat in that the paths of the storms were radically different. Figure 1 shows the paths of the two storms "Easy" and "How." "Easy" followed a path which was well out over deep water during its entire course (except near its end when it moved over the Banks of Newfoundland). Its nearest approsch to Florids was about 650 miles.

Hurricane "How' generated in the Gulf of Mexico, rapidly moved across Florids, and entered the Atlantic with the center passing slightly to the south of the wave-recorded location. Both of these storms produced bigh waves on Florida but the character of the waves was considerably different and the microasiamic activity was greatly different. The two storms therefore provide an interesting comparison.

Figure 2 gives results of the simultaneous recordings of microseisms and water waves throughout the period hurricane "Easy" was in existence. The wave-gage data was analyzed by the Beach Erosion Board to give the aignificant wave height and period plotted as curves $C$ and $D$ respectively. A measure of the amplitude of the microaeisms was obtained by measuring the area encloaed by the envelope of the microseigms during a 15 minute interval, an interval being used every two hours and in


Figure 2. Microesimeic end Voter Vave Activiey During Hurricene
"Eesr".
some parts of the record every hour. The relative position of curves $A$ and $B$ has no aignificance aince the two curves have been ahifted with respect to each other. However, the value of the arbitrary unita for $A$ and $B$ is the same.

The sharp increase in both wave haight and period as shown in curves $C$ and $D$ on the morning of September 8 accompanied the arrival of the awell from "Easy." Data from a Beach Eroaion Board gage at Cape Henry and a report from Weather Ship H, several hundred
milles east of Charleston, N. C., also gives added evidence that the wave activity shown by curves C and D on Sept. 8 is associated with the arrival of awell from "Easy." The microseiame as recorded at Orlando on 8 Sept. nhow some increasa in amplitude at approximately the sama time as the marimum wave activity at Cocon Beach. Thfa increase in amplitude was not at all pronounced; in fact this particular period of miorogeisma normally would not have received any sttention as being an indication of snything unusual. The record was too erratic to permit an analyais of the moat pro-


Figura 3. Mieroaniamic and Tater Vave Activity During turricane
"Ho■'.
nounced period. The slight increase in microseisms during the wave activity can be interpreted as being associated with the swell rather than being genersted directly under the storm for these reasons:
(1) No simultaneous increase in microseisms occurred in Washington.
(2) Microseisms genersted under the storm should also have shown increased activity before the arrival of swell.
According to the Longuet-Higgins theory, a standing-wave pattern is required to transfer the water wave energy to microseisms. A atanding wave pattern can conceivably be established upon reffection of the incoming awell by a sufficiently steep coast. The low level of microseismic activity during the swell from "Easy" would indicate, if the Longuet-Higgins theory is of importance, that the reflected wave energy along the Florida coast is very small. Because of the very gradual slope of the shore along Florida one would indeed expect low reflections.

The fact that no microseisms of any consequence were recorded during the period this intense atorm remained over deep water indicates either one of two things: (1) microseisms were not generated by any method or (2) the genersted microseisms were almost completely attenuated before reaching the continent. The data obtained by NRL in unable to resolve which of these two factors is the important one. Carder (1951) has presented evidence to indicate that the attenuation of microseiams propagated through the floor of the Western Atlantic ia much greater than the attenuation over continental land masses. If attenuation is the important factor, then the attenuation may vary with the nature of the ocean floor and thus the results could be different in various parts of the world. Darbyshire (1950). Hanerji (1935) and others have presented evidence that microseiams are generated in deep water and have been recorded at diatant points in the case of storms over the Eastern Atlantic, the mid-Bay of Bengal, and the Pacific. In view of these observations which contrasts with the observations in the Western Atlantic it may be inferred that attenuation is a much greater factor in the Weatern Atlentic than in certain other parts of the world.

It is of interest to paint out the fact that longer period ( 7.5 to 8.0 second) mocroseisms are evident on curves $A$ and $B_{1}$ Figure 4, as occurring at Washington and Orlando on the morning of 12 September. The records of these microseisma were nicely formed and of a regular nature. The simultaneity in time and period of these microseisms at Washington and Orlando would indicate a common area of generation. The fact that the storm at this
particular time was dissipating itself over the shallow areas of the coast of Newfoundland is further evidence that a storm moving from deep water to shallow water begins to generate micrcseisms. Intense winter microseisms are frequently observed when low-pressure areas move over this portion of the North Atlantic.

Let us consider Figure 3 which shows simultaneous data on wave and microseismic activity obtained during hurricane "How." The wave gage was fortuitously placed in a atrategic location alightly to the north of the area where the storm entered the Atlantic. We may therefore assume that, if waves are responsible for the generation of microseisms, the waves as measured at this time should yield the beat possible correlation inasmuch as the waves were confined to the water areas near the gages. Let us therefore compare the water Wave amplitude and the position of the storm. We note an abrupt increase in wave amplitude during the early morning of 2 October, reaching a maximum about 1200 and dropping off abruptly about 2000 . Referring again to Figure 1 we see that the forward part of the storm entered the Atlantic in the morning of 2 October with strong winds blowing from south-southeast and bringing waves toward Cocos Beach. At about 1200 the center of the storm moved into the Atlantic and by 2000 the winds in the trailing part of the hurricane were from the north, thus effecting a reversal of wind as it existed 20 hours previously over this area. This reversal of wind is evident on the wave recorda by a rather abrupt decrease in wave amplitude. On Figure 3 we see from curve $C$ that the maximum microseisms occurred just after the wind reversal. From curves $D$ and $E$ we observe that during the period when the water wave activity was confined to an area near the wave recorder the period of the water waves was closely two times the period of the microseisms. It should alao be pointed out that the magnitude of the arbitrary units used as a measure of microseismic amplitude on the Orlando records during "Eagy" and "How" are the same. It is apparent that, although the height of water waves recorded during the two storms is about the same, the amplitude of the microseisms during "How" was five or six times as large as the amplitude during "Easy" and in the case of "How" the amplitude was very outatanding above the normal background.

From the above facts one may make the following interpretations:
(1) The correlation between one half the period of the waterwave and the period of the microseisms during "How" lends support to the LonguetHiggins theory.
(2) The reverasl of wind and the setting up of waves in a direction more or
less in opposition to the waves generated a few hours previously may be a very effective method of producing the necessary standing wave system.
One may also refer here to the association of microseisms with cold fronta to support the thought that a relatively sudden reversal of wind over ahallow water areas provides a condition for microseiam generation. Typical weather conditions off the eastern North American coast, prior to the arrival of a cold front, include moderately strong southernly winds. These winds would develop waves travelling in a northerly direction of relatively small amplitude and ahort period. Follewing the passage of the cold front the wind direction normally changes abruptly to the northwest. It is reasonable that at some time, shortly after the passage of the front, waves developed by the northwest winds will have periods and wavelengthe nearly equal to that of the dying awell from the south. Thus, a atanding wave component could exist which would have the potential for excitation of microseisms in accordance with the Languet-Higgina theory.
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## Discussion

J. G. Scholte

Royal Netherlands Meteorological Institute
The existence of an unattenuated presgure variation in the ocean was already suspected by Whipple and Lee (1935) and aome years later Bernard (1941) also suggeated that a standing wave-system produced in some way microscisms, but the well-known exponential decrease of gravity waves precluded any understanding of the process. However, in 1942 Miche proved that in the case of standing gravity waves in an incompressible

$$
\phi_{1}=\frac{g}{\nu}\left\{n_{1} \sin (k x-\nu t)=\omega_{2}\right.
$$

ocean a second order preasure variation exiata which is not easentially influenced by the depth. Moreover, as the frequency of this variation is twice that of the ocesn waves and as Bernard had observed that the period of microscisms is roughly half that of sea waves, LonguetHiggins and Ursell (1948) suppased that this second order effect is the primary cause of some microscisms.

The formula obtained by Miche can be derived by a smal] extension of the theory of gravity waves Consider the irrotational motion in an incompressible ocean of infinite depth; for simplicity's sake we suppose the movement to be two-dimensional.

The horizontal (u) and vertical (w) components of the velocity are determined by a velocity-potential:

$$
u=-\theta_{1} / \theta_{x} \text { and }=-\theta \mathrm{i} / \theta_{\mathrm{z}} .
$$

From the equations of motion

$$
D u / D t=-\frac{\Delta p}{8 x} \text { and } \frac{D u}{D t}=-\frac{\partial p}{\partial z}+80
$$

where $\mathrm{D} / \mathrm{\Pi t}=\mathrm{s}$ differentiation following the motion of the fluid, and $p=$ the pressure, we obtain

$$
\frac{\partial \phi}{\delta r}-\frac{1}{2} q^{2}+q z=\frac{p-p_{0}}{\rho}
$$

with $q^{2}=u^{2}+w^{2}$ and $p_{0}=$ the constant pressure at the free surface.

Placing the origin in the undisturbed surface the equation of this surface is

$$
==\zeta, g \zeta=\left(-\frac{\partial \phi}{\partial t}+1 / 1 q^{2}\right)_{z=\zeta}
$$

The potential has to satisfy the equation of continuity $\Delta \phi=0$ and the boundary condition
$D / D t\left(\frac{\partial \phi}{\partial t}-\frac{1}{2} q^{2}+q z\right)=0$ for $z=\tau$, or

$$
\frac{\partial^{2} \psi}{\partial t^{2}}=
$$

$$
\begin{equation*}
\mathrm{g} \frac{\partial \phi}{\theta_{z}}+\frac{\partial \mathrm{q}^{2}}{\Delta t}+1 / 2 q \Delta q^{2} \text { for } z=C \tag{1}
\end{equation*}
$$

A wave system consisting of two plane progressive waves travelling in opposite directians:
$\sin \{k x+y t)\} e^{-k z} w i t h \omega_{1}$
fulfils $\Delta=0$ and satisfies the boundary condition equation 1 , to a first approximation if $k$ a 1 and $y^{2}=\mathrm{gk}$. For a second approximation we put $\$=\phi_{1}+\nu \mathrm{a}^{2} \mathrm{f}$ where $\mathrm{d} \approx \mathrm{d}_{1}$; neglecting terms of third and higher order in
ka we obtain $a^{2} f=a_{1}$ a $\sin 2 \nu t$.
The corresponding surface elevation $\zeta=$ $\zeta_{1}+\zeta_{1}$,with

$$
\begin{gathered}
\zeta=a_{1} \cos (k x-\nu t)+a_{2} \cos (k x+\nu z) \\
\zeta_{2}=-\frac{1}{2} k\left\{a^{2} \cos 2(k x-v t)+a_{2}^{2} \cos 2(k x+v t)+2 a_{1} a_{2} \cos 2 k x\right\} \\
\text { and the pressure }=
\end{gathered}
$$

$$
-20 n_{1} n_{2} \nu^{2} \cos 2 \nu t
$$

Obviously at large depths ( $k_{2} \gg 1$ ) the varying part of the pressure is

$$
\begin{equation*}
\mathrm{P}=2 \rho_{\mathrm{a}, \mathrm{a}}^{1} \nu^{2} \cos 2 \nu \mathrm{t} . \tag{2}
\end{equation*}
$$

which is the result obtained by Miche for a atanding wave system ( $a_{1}=a_{2}$ ).

Considering a rather general irrotational movement LONGUET-HIGGINS (1950) was able to generalize equation (2) and to calculate the amplitude of microscisms caused by an arbitrary wave-like motion of the ocean. His final formula (his equation 198) may be interpreted in the following (inexact) way.

The Miche force of the square $\lambda^{2}$, where $\lambda=$ the mean wavelength of the interfering progressive waves, is according to (2) equal to

$$
20 A_{1} u_{2} \nu^{2} \lambda^{2}
$$

If the microscismic amplitude caused by a concentrated unit force with frequency 2 at a distance $r$ is denoted by $w(2 \nu, z)$ the total amplitude will be

$$
2 \rho_{B_{1}} \varepsilon_{2} \nu^{2} \lambda^{2} w(2 \nu, z)
$$

Supposing the phases of ocean waves at points separated by a distance of a wavelength to be uncorrelated the amplitude generated by a storm with an area $A$ will be of the order

$$
\left(\frac{A}{\lambda^{2}}\right)^{1 / 2} 2 \rho a_{1} a_{2} \nu^{2} \quad \lambda^{2} N(2 \nu, z)
$$

With $A=10^{3} \mathrm{~km}^{2}$ and $\lambda=0.25 \mathrm{~km}(v=1 / 2)$ the vertical amplitude at a distance of 3000 km . appears to be $9.4 \mu$, which is of the order of the observed amplitudes. The detailed investigation of Longuet-Higgins shows that this has to be multiplied by a factor which depends on the frequency spectrum of the wave system. For instance, if the energy of the movement is uniformly divided in every direction within a range of wave lengths between $\lambda_{1}$, and $\lambda_{1}$ this factor is

$$
\left\{\frac{\pi}{2}\left(\frac{\lambda_{1}}{\lambda_{2}}-\frac{\lambda_{2}}{\lambda_{1}}\right)\right\}^{x}
$$

the numerical value of this quantity is about 0.54 if $\lambda_{1}=400$ meters and $\lambda_{2}=154$ meters. The vertical amplitude is then $5 \mu$, and the horizontal $3 \mu$.

This theory undoubtedly explains the phenomenon of microscisms in a straightforward way. The only difficulty which it encounters is the fact that microscisms occur very often, while it is a matter of considerable doubt whether standing waves of rather large amplitudes are as common.
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## Discussion from the Floor

Haskell. (Questioning Longuet-Higgins.) Ocean waves are coherent over more than just one wave length, so shouldn't the area of generation be subdivided into areas that are larger than one wave length on a side-perhaps the wave lengths? (Longuat-Higgins answered, perhaps so.)
Longuet-Higgins. (In answer to Press's question, "what if the wave periods on the surface occur off the peak of your resonance curve?') The sea waves must be considered as possessing not a single period, say 12 seconds, but a frequency spectrum of a certain width, say 8-16 seconds (the pressure fluctuations would then be from 4 to 8 seconds period.) The spectrum of the microgeisms should be a combination of the spectrum of the pressure variations and that of a response curve. If the most prominent period of the pressure variations occurs off the peak of the resonance curve, the most prominent period of the microseisms would be expected to be displaced towards the peak.

## Introductory Notes for Part C C. Mass Transport in Water Waves

## Papers C1 to C6

The papers in this section were stimulated originally by some remarkable experiments due to RA Bagnold (1947) conducted at Imperial College, London, during World War II. These showed that in water waves advancing towards a shoreline there was, near the bottom, a strong forward jet, contradicting the classical expression given by Stokes (1881) for waves in water of finite depth. Paper Cl below gives an explanation of this phenomenon. The mathematical theory, in fact, is similar to that used by Rayleigh in 1881 to explain the circulation of air in a Kundt's tube, with the difference that it is here applied to progressive, not standing, waves.

The existence of a boundary-layer at the bottom implies that the waves are not irrotational, as was assumed by Stokes. The motion is initially irrotational when started from rest, but vorticity is propagated inwards from the boundaries, either by convection or diffusion. This paper ( Cl ) was the first to give general equations for this effect, under certain assumptions, among which are smallness of the wave amplitude compared to wavelength, and uniform density of the fluid. Later authors have generalized these equations, showing the important effects of non-uniform density of the fluid, especially near a surface of discontinuity.

Paper C2 shows formally that in any regular, irrotational wave, even if the amplitude is finite, the mass-transport velocity must decrease monotonically with the mean depth of a particle below the surface. Hence the bottom jets observed by Bagnold (see above) can be explained only by the presence of vortical flows.

The equations of viscous motion (the full Navier-Stokes equations) are of higher order than the Euler-Lagrange equations often used for water waves. So paper C3 provides a simple "physical" explanation for the forward bottomjet observed by Bagnold (and subsequently confirmed by others), in the special case of a progressive wave. It also shows that the analytic expression for the maximum velocity in the jet is not only independent of the viscosity (or the eddy viscosity) but is also robust; it remains valid even when the viscosity is nonuniform, provided that the viscosity is a function only of the mean height of a particle above the bottom.

Paper C4 tums attention to the upper surface of the water, where the normal and tangential velocities are unconstrained but the pressure is assumed constant. Here a different type of boundary-layer is found. Instead of the mass-transport velocity just beyond the boundary-layer being determined theoretically, it is the
normal gradient of the mass-transport velocity which is determined. The latter is measured by a simple experiment, and the theoretical value is confirmed.

In paper C5, the general theory of paper Cl is applied to the ideal case of a circular island which finds itself subject to a broad ocean current such as a periodic tidal or inertial oscillation. The current induces a local wave close to the island, and the corresponding mass-transport velocity or steady streaming is calculated. A simple experiment, corresponding to an island with vertical sides, confirms the theory (see Figure 3 of paper C5).

A much later paper (C6) suggests an explanation of how a shallow-water wave passing over a thin flexible bag filled with water can pump the water downwave, circulating it back via an external pipe - a possible means of extracting energy from the waves.

## C. Mass Transport in Water Waves

## MASS TRANSPORT IN WATER WAVES
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It was shown by Stokes that in a water wave the particles of fluid possess, apart from their orbital motion, a steady second-order drift velocity (usually called the mass-transport velocity). Recent experiments, however, have indicated that the mass-transport velocity can be very different from that predicted by Stokes on the assumption of a perfect, non-viscous fluid. In this paper a general theory of mass transport is developed, which takes account of the viscosity, and leads to reults in agreement with observation.

Part I deals especially with the interior of the fluid. It is shown that the nature of the motion in the interior depends upon the ratio of the wave amplitude $a$ to the thickness of of the boundary layer: when $a^{2} / \delta^{2}$ is small the diffusion of vorticity takes place by viscous ' conduction'; when $a^{2} / \delta^{2}$ is large, by convection with the mass-transport velocity. Appropriate field equations for the stream function of the mass transport are derived. The houndary layers, however, require separate consideration.
In parr II special attention is given to the boundary layers, and a general theory is developed for two types of oscillating boundary: when the velocities are prescribed at the boundary, and when the stresses are prescribed. Whenever the motion is simple-harmonic the equations of motion can be integrated exaculy A general method is described for determining the mass transport throughout the fluid in the presence of an oscillating body, or with an oscillating stress at the boundary.

In part III, the general method of solution described in parts I and II is applied to the cases of a progressive and a standing wave in water of uniform depth. The solutions ave markedly different from the perfect-fluid solutions with irrotational motion. The chief characteristic of the progressivewave solution is a strong forward velocity near the bottom. The predicted maximum velocity near the bottom agrees well with that observed by Bagnold.
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PART I. THE INTERIOR OF THE FLUID

## 1. Intronuction

As was pointed out by Stokes in a classical memoir (1847), the individual particles in a progressive, irrotational wave do not describe exactly closed paths; besides their orbital motion they possess also a second-order mean velocity (called the mass-transport velocity) in the direction of wave propagation. If the equation of the free surface is

$$
\begin{equation*}
z=a e^{((k x-\infty)}+O\left(a^{2} k\right), \tag{1}
\end{equation*}
$$

where $x$ and $z$ are horizontal and vertical co-ordinates ( $z$ measured downwards), $t$ is the time, $a$ is the wave amplitude, $k=2 \pi \div$ wave-length, and $\sigma=2 \pi \div$ wave period, then Stokes's expression for the mass-transport velocity $\bar{U}$ is equivalent to

$$
\bar{U}=\frac{a^{2} \sigma k \cosh 2 k(z-h)}{2 \sinh ^{2} k h}+C,
$$

where $h$ is the depth and $C$ is an arbitrary constant. If it is assumed that the total horizontal transport is zero, we must have

$$
\begin{equation*}
C=-\frac{a^{2} \sigma \sinh 2 k h}{4 h \sinh ^{2} k h}=-\frac{a^{2} \sigma}{2 h} \operatorname{coth} \dot{k} \dot{L} . \tag{3}
\end{equation*}
$$

In deep water ( $k h \geqslant 1$ ) equation ( 2 ) becomes simply

$$
\begin{equation*}
\bar{U}=a^{2} \sigma k \mathrm{e}^{-2 k x} \tag{4}
\end{equation*}
$$



Figure 1. A typical profile of the mass-transport velocity in a progressive, irrotational wave ( $k h=1 \cdot 0$ ).

The velocity profile for a typical ratio of depth to wave-length $(k h=1)$ is shown in figure I. It will be seen that the velocity increases steadily with height above the bottom and that on the bottom itself the velocity gradient is zero. Both these features can be shown to be necessary consequences of the irrotational character of the motion, and not to depend on the smallness of the wave amplitude as assumed by Stokes (an elegant geometrical proof for waves in deep water was given by Rayleigh (1876); proofs for finite depths have been given by Ursell (1953) and Longuet-Higgins (1953)).

The irrotational wave is not the only type of wave theoretically possible in a perfect fluid: in the exact solution of Gerstner ( 1809 ) and Rankine ( 1863 ) the particles describe exactly
circular orbits, and the mass-transport velocity vanishes identically; indeed, DubreilJacotin (1934) has shown that a wave motion may be superposed upon a steady stream having an arbitrary velocity distribution, so that the mass-transport velocity could take any desired value. The hypothesis of irrotational motion was assumed by Stokes on the ground that, under conservative forces, no vorticity can be generated in the interior of a uniform fluid, even with viscosity; if, therefore, the motion is started from rest it must initially be irrotational. The mass transport is then uniquely determined.

However, the mass-transport velocities observed in laboratory experiments may differ markedly from those predicted by the irrotational theory, especially in water of moderate depth. Thus Bagnold (1947) has found a strong forward velocity near the bottom and a weaker backward velocity at higher levels-the exact opposite of the Stokes velocity distribution. Other observers (Caligny 1878; King 1948) have found a forward drift both near the bottom and near the free surface, with a backward drift between.

It appears, therefore, that some assumption on which Stokes's theory is based is not valid. Now, in the theory of perfect fluids it is supposed that at a solid boundary the fluid may 'slip', i.e. that it may have a tangential velocity relative to the boundary. In fact, however, the particles of fluid in contact with the boundary must have the same velocity as the boundary itself; on the bottom, for example, they must be at rest. But quite near the bottom the fluid is observed to be in motion with velocities comparable to that in the interior of the fluid, so that in general there must be a strong velocity gradient near the bottom. This implies that there is in fact strong vorticity in the neighbourhood of the bottom; and it will be seen that, even if the vorticity is confined to a layer of infinitesimal thickness, the total amount of vorticity must still be finite. In an oscillating motion this vorticity will be of alternating sign; and the question then presents itself: will any of the vorticity spread into the interior of the fluid, or will it remain in the neighbourhood of the boundary?

In considering the diffusion of vorticity, the viscosity of the fluid must be taken into consideration; for, although the viscous terms in the equations of motion vanish when the motion is irrotational, they do not do so when there is vorticity. Although the viscosity may be small it cannot be neglected near the boundaries; for it is found that, as the viscosity tends to zcro, so the thickness of the boundary layer decreases; the viscous terms in the equation of horizontal motion, which depend upon the second normal derivative of the velocity, remain of finite magnitude.
A straightforward method of taking into account the viscosity would be to proceed by successive approximations as in Stokes's solution for a perfect fluid; that is, in the first approximation to neglect all terms proportional to the square of the displacement; in the second approximation to neglect all terms proportional to the cube, and so on-all the viscous terms being retained. For surface waves in water of uniform depth there are now four boundary conditions: both components of velocity must vanish on the bottom, and both components of stress must vanish at the free surface. This was the method by which the present author originally approached the problem. The first approximation, which had been calculated by Hough (1896) and Bassett (1888), is practically idenrical with the perfect-fuid solution except that there are now transitional boundary layers at the bottom and at the free surface, and that the motion has a small attenuation, either with the horizontal co-ordinate $x$ or with the time $t$ (Hough and Basset considered only the latter case).
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To obtain the mass transport, the present author took the solution to a second approximation; and when this was done some new and unexpected features appeared. These will be brielly described here, although another method, as will be explained below, was later found to be more satisfactory.
Two cases were considered : the progressive wave and the standing wave. On the assumption that the total mass transport in a horizontal direction was zero, a unique solution for the mass-transport distribution was found. But, when the viscosity was made to tend to zero, the limiting velocity distribution was different from the irrotational, perfect-fluid solution. The thickness of the boundary layers at the bottom and at the free surface tended to zero; but the mass-transport velocity just outside these layers tended to a value different from zero and from that in the Stokes solution. In the progressive wave, the forward velocity near the bottom (i.e. just beyond the boundary layer) was given by

$$
\begin{equation*}
\bar{U}=\frac{5}{4} \frac{a^{2} \sigma k}{\sinh ^{2} k h}, \tag{5}
\end{equation*}
$$

and the velocity gradient near the surface was given by

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial z}=-4 a^{2} \sigma k \operatorname{coth} k h ; \tag{6}
\end{equation*}
$$

this is twice the corresponding value for the irrotational wave (cf. equation (2)). In the interior of the fluid the velocity distribution was given by the sum of the distribution (2) and a parabolic distribution, which was adjusted so that equations ( 5 ) and (6) and the condition that the total horizontal flow should be zero were all satisfied. Some theoretical velocity profiles, for different ratios of depth to wave-length, will be illustrated in figure 6 , part III.

The case of a standing wave, in which the surface elevation is given by

$$
\begin{equation*}
z=2 a \cos k x \cos \sigma t, \tag{7}
\end{equation*}
$$

had already been partly evaluated by Rayleigh (r883), who showed that there must be a circulation in cells of width one-quarter of a wave-length, very similar to that occurring in a Kundt's tube. The magnitude of the circulation is independent of the viscosity, when this is small. Rayleigh considered only the case of deep water, and he did not take into account the boundary conditions at the free surface. In the general case when the depth is finite the present author found that the mass-transport velocity near the bottom (just outside the boundary layer) is given by

$$
\begin{equation*}
\bar{U}=-\frac{3}{2} \frac{a^{2} \sigma k}{\sinh ^{2} k h} \sin 2 k x ; \tag{8}
\end{equation*}
$$

the velocity gradient near the free surface is zero,

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial z}=0 . \tag{9}
\end{equation*}
$$

(The distribution of the mass transport in a typical standing wave will be illustrated in figure 7, part III.) The solution again differs from the corresponding solution when the motion is irrotational; in an irrotational standing wave the mass-transport velocity vanishes everywhere.
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An interpretation of these results may be given as follows. Suppose the motion is generated from rest by conservative forces, or by propagation of the waves from outside into the region considered. Then at first the motion in the interior will be irrotational, and the mass transport will be given by Stokes's expression. But this state is not permanent; vorticity will diffuse inwards from the boundary layers at the bottom and at the free surface until a quasi-steady state, given by the viscous solution, is obtained. Thus the Stokes solution describes the initial motion (except very near the bottom); the viscous solution describes the final motion

However, the method by which these results were derived is open to criticism: the process of approximation involves, in general, the neglect of the inertia terms in the equations of motion compared with the viscous terms; and this implies, as is shown in this part of the present paper, that the amplitude $a$ of the motion should be small compared with the thickness $\delta$ of the boundary layer ( $\delta$ is defined as ( $2 \nu / \sigma)^{4}$, where $\nu$ is the kinematic viscosity). It can also be shown that, unless $a \ll \delta$, it is not permissible to use Stokes's classical method of obtaining the boundary conditions at the free surface, for this involves expansion in a Taylor series, which is only valid if the displacement of the free surface is small compared with all other distances involved. Since the thickness of the boundary layer may be of the order of a few millimetres only, this condition seems to restrict the validity of the solution to very small waves indeed.

In this paper a different, and more general, approach is adopted. We start from the two fundamental assumptions that the velocity is periodic in time, and that the motion can be expressed as a perturbation of a state of rest. A general definition of the mass-transport velocity $\overline{\mathbf{U}}$ can then be given (see $\$ 2$ ), and equations of motion for $\overline{\mathrm{U}}$ can be derived. On examining these equations it is found that the expression for the diffusion of the vorricity consists of two parts. The first represents viscous diffusion, similar to the diffusion of heat in a solid, and the second represents diffusion by convection with the mass-transport velocity itself. These two sets of terms may be called 'conduction' and 'convection' terms respectively. The equations used by Stokes and Rayleigh are only valid, in the interior of the fluid, when the convection terms are small compared with the conduction terms, which restricts the solution to waves of very small amplitude ( $a<\delta$ ). If, on the other hand, $a \gg \delta$, the motion is governed by convection; there is then a quite different field equation for the motion in the interior of the fluid (see §4).

The boundaries, however, require special consideration, on account of the large velocity gradients encountered there. These are reated in part II, again in a general manner, so that the results could be applied to motions other than those of a standing or progressive wave in uniform depth. A general, oscillatory motion of the boundary is assumed, and moving co-ordinates relative to the boundary are taken. A boundary-layer approximation is made, similar to that used by Schlichting (1932) for a cylinder oscillating in an infinite fluid. Two different types of boundary layer are considered: first when the normal and tangential components of velocity at the boundary are prescribed (a special case being a fixed boundary or bottom); secondly, when the normal and tangential stresses are prescribed (a special case being a free surface, when both components of stress must vanish). In both cases the equations of motion can be integrated through the boundary layer, although the order of magnitude of the velocity gradients is different. In the first case the
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mass-transport velocity beyond the boundary layer (i.e. just in the interior of the fluid) is determined in terms of the boundary conditions and the known first-order motion; it differs in general from the mass-transport velocity at the boundary itself. In the second case it is the normal gradient of the mass-transport velocity which is determincel just beyond the boundary layer, and this also differs from the velocity gradient at the surface itself.
The boundary-layer method just described has the advantage of not depencling for its validity on the smallness of the ratio $a / \delta$. By combining the new 'boundary conditions' with one or other of the field equations for the interior of the fluid which are derived in part $I$, the mass-transport velocity throughout the field can be completely evaluated. In part III the method is applied to the special cases of the progressive and standing waves in water of uniform depth. The 'conduction solution', i.e. the solution for small values of $a / \delta$, is identical with that obtained by the method of successive approximations described above, as one would expect. The 'convecrion solution', however, is indeterminate for the progressive wave, and for the standing wave there are infinitely many solutions. Indeed, is seems very probable that for such large wave amplitudes the mass-transport velocity in the interior of the fluid is unstable; the assumption of periodicity then breaks down.

However, the solution in the boundary layers is still well determined, and is suitable for comparison with observation. In the last section of part III the experiments of Bagnold (r947) and others are discussed, and rather good agreement with the theory is found.

## 2. Defintition of the mass-transport velocity

When the motion is not progressive, an exact definition of the mass-transport velocity for waves of finite amplitude, such as was given by Rayleigh ( 1876 ), is no longer possible; but for small motions a definition may be given as follows.

Let $\mathbf{u}(\mathrm{x}, t)$ denote the velocity at the point $\mathbf{X}_{,}=(x, y, z)$, at time $t$. We assume, first, that the motion is periodic in time with pariod 7 :

$$
\begin{equation*}
\mathbf{u}(\mathbf{x}, t+\tau)=\mathbf{u}(\mathbf{x}, t) \tag{10}
\end{equation*}
$$

secondly, that $u$ is expressible asymptotically as a power series:

$$
\begin{equation*}
u=6 u_{1}+\epsilon^{2} u_{2}+\ldots \tag{11}
\end{equation*}
$$

where $\varepsilon$ is a small quantity and $\mathbf{u}_{1}, \mathrm{u}_{2}$, etc., are of order $l / r$. Here $l$ denotes a typical length in the geometry of the system, for example, the wave-length if the motion is periodic in space. Equation (11) implies that we are considering the motion as a perturbation of a state of rest. The order of magnitude of the displacements is $\epsilon l$, or $a$, where $a$ denotes the wave amplitude, so that $\epsilon$ is of order afl. Thirdly, if a bar denotes the mean value with respect to time over a complete period, we assume

$$
\begin{equation*}
\overline{u_{1}}=0 \tag{12}
\end{equation*}
$$

that is, there are no steady first-order currents. It may not, however, be assumed that $\overline{u_{2}}$ is zero.

Let $\mathrm{U}\left(\mathrm{X}_{0,} t\right)$ denote the velocity of the particle whose co-ordinates at time $t=0$ are $\mathbf{x}_{0}$. Then the displacement of the particle from its original position is

$$
\begin{equation*}
\int_{0}^{t} \mathbf{U} d t \tag{13}
\end{equation*}
$$
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We have therefore

$$
\begin{align*}
\mathbf{U} & =\mathbf{u}\left(\mathrm{x}_{0}+\int_{0}^{t} \mathrm{Ud} t, t\right),  \tag{14}\\
& =\mathbf{u}\left(\mathrm{X}_{0}, t\right)+\int_{0}^{t} \mathrm{U} \mathrm{~d} t \cdot \operatorname{grad} \mathbf{u}\left(\mathrm{x}_{0}, t\right)+\ldots, \tag{15}
\end{align*}
$$

by Taylor's theorem. Since $\mathbf{U}$ is of a same order as $\mathbf{u}$ we assume that

$$
\begin{equation*}
U=\epsilon U_{1}+\varepsilon^{2} U_{3}+\ldots \tag{16}
\end{equation*}
$$

whence, on substituting in (15) and equating coefficients of $\varepsilon$ and $\epsilon^{2}$, we have

$$
\begin{align*}
& \mathrm{U}_{1}=\mathrm{u}_{1}  \tag{17}\\
& \mathrm{U}_{2}=\mathrm{u}_{2}+\int_{0}^{t} \mathrm{u}_{1} \mathrm{~d} t \cdot \operatorname{grad} \mathrm{u}_{1}, \tag{18}
\end{align*}
$$

and therefore

$$
\begin{align*}
& \overline{\mathrm{U}}_{1}^{-}=\overline{\mathrm{u}_{1}}=0,  \tag{19}\\
& \overline{\mathrm{U}_{2}}=\overline{\mathbf{u}_{2}}+\overline{\int^{1} \mathrm{u}_{2} \mathrm{~d} \cdot} \cdot \mathrm{grad} \mathrm{u}_{1} \tag{20}
\end{align*}
$$

The lower limit of integration in (20) has been omitted, since it contributes nothing to the mean value. Thus, besides the first-order oscillatory velocity $\in \mathrm{U}_{\mathrm{I}}$, each particle possesses a steady drift velocity given by

$$
\begin{equation*}
\overline{\mathrm{U}}=\epsilon^{2} \overline{\mathrm{U}_{2}}=\epsilon^{2}\left(\overline{\mathbf{u}_{2}}+\overline{\int \mathbf{u}_{1} \mathrm{~d} t \cdot \mathrm{grad} \mathbf{u}_{1}}\right) \tag{21}
\end{equation*}
$$

to the second order of approximation. If $\mathrm{U}_{9}, \mathrm{U}_{4}$, etc., are calculated, they are found to be aperiodic in general, so that no mean value independent of the initial value of $t$ can be assigned to them. Indeed, $\mathbf{U}$ cannot in general be expected to be a periodic function of $t$, since in the course of time a particle may drift into a region where the motion is quite different from that at its initial position. The progressive wave is an exception, since each particle remains at a nearly constant level; but the period of the motion for a fixed particie then depends upon the vertical co-ordinate $z_{0}$. Thus the mass transport can only be defined, in general, if terms of higher order than the second are neglected, that is, for small motions. We shall therefore define the mass-transport velocity as being that given by equation (21).

The mass-transport velocity may be measured as the ratio of the displacement $d$ of a particle to the length $t$ of the corresponding time interval provided that $|\mathbf{d}| \ll l$ and that the contribution to $\mathbf{d}$ from the second-order terms is large compared with that from the firstorder terms; this implies $\left|\epsilon^{2} \bar{\Pi}_{2} t\right| \gg\left|\epsilon U_{1} \tau\right|$ and so $t \gg \varepsilon^{-1} \tau$. Both conditions are satisfied if $s$ is sufficiently small and if $t$ is of order, say, $\epsilon^{-1} \boldsymbol{T}$.

Let $f$ be any periodic quantity associated with the motion and let

$$
\begin{equation*}
\mathrm{f}=\epsilon \mathrm{f}_{1}+\varepsilon^{2} \mathrm{f}_{2}+\ldots \tag{22}
\end{equation*}
$$

where $\bar{f}_{1}$ is zero. Then we may show similarly that the mean value of $f$ following a particle is given by

$$
\begin{equation*}
\epsilon^{2}\left(\overline{\mathrm{f}}_{2}+\overline{\mathrm{u}_{1} \mathrm{~d} t \cdot \operatorname{grad} f_{1}}\right) \tag{23}
\end{equation*}
$$
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to the second order of approximation. Suppose $f$ is the acceleration,

$$
\begin{gather*}
\mathbf{f}=\frac{\partial u}{\partial t}+u \cdot \operatorname{grad} u ;  \tag{24}\\
\mathbf{f}_{1}=\frac{\partial \mathbf{u}_{1}}{\partial t}, \quad f_{2}=\frac{\partial u_{2}}{\partial t}+\mathbf{u}_{1} \cdot \operatorname{grad} u_{1} \tag{25}
\end{gather*}
$$

then
and the mean value of $f$ following a particle is therefore given by

$$
\begin{align*}
& \epsilon=\left(\frac{\partial \overline{u_{2}}}{\partial t}+\overline{u_{1} \cdot \operatorname{grad} u_{1}}+\sqrt{\mathrm{u}_{1} \mathrm{~d} t \cdot \operatorname{grad} \frac{\partial \mathrm{u}_{1}}{\partial t}}\right), \\
& =\epsilon^{2}\left(\frac{\partial \bar{u}_{2}}{\partial t}+\frac{\partial}{\partial t}\left\{\overline{\mathbf{u}_{1} \mathrm{~d} t \cdot \operatorname{grad} \mathbf{u}_{1}}\right\}\right\}, \\
& =\frac{\epsilon^{2}}{\tau}\left[u_{2}+\int u_{1} d t \cdot \operatorname{grad} u_{1}\right]_{1=0}^{1-\tau}, \tag{26}
\end{align*}
$$

which vanishes by the periodicity of the motion.
The mean acceleration of a particle is therefore of a higher order than the second. This, indeed, is what we should expect. For the mean acceleration over one complete period is the difference between the initial and final velocites, divided by $\tau$. But since in this time the particle has advanced through a distance of second order, the difference between the velocities at the initial and final positions of the particle is of third order at most.

## 3. The stream function for $\overline{\mathbf{U}}$

In the following we shall restrict ourselves to the consideration of two-dimensional motion only; thus if $u, v$ and $w$ are the components of the velocity, $v$ is zero, and $u$ and $w$ are independent of the horizontal co-ordinate $y$. Assuming the fluid to be incompressible we have
whence

$$
\begin{gather*}
\frac{\partial u}{\partial x}+\frac{\partial w}{\partial z}=0  \tag{27}\\
(u, w)=\left(\frac{\partial \psi}{\partial z},-\frac{\partial \psi}{\partial x}\right), \tag{28}
\end{gather*}
$$

where $\psi$ is a stream function. The vorticity is given by

$$
\begin{equation*}
\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}=\nabla^{2} \psi \tag{29}
\end{equation*}
$$

We may write

$$
\left.\begin{array}{c}
(u, w)=\varepsilon\left(u_{1}, w_{1}\right)+\sigma^{2}\left(u_{2}, w_{2}\right)+\ldots,  \tag{30}\\
\psi=\varepsilon \psi_{1}+\varepsilon^{2} \psi_{2}+\ldots,
\end{array}\right\}
$$

so that

$$
\left.\begin{array}{l}
\frac{\partial u_{i}}{\partial x}+\frac{\partial w_{i}}{\partial z}=0  \tag{31}\\
\left(u_{0}, w_{i}\right)=\left(\frac{\partial \psi_{i}}{\partial z},-\frac{\partial \psi_{i}}{\partial x}\right), \\
\frac{\partial u_{i}}{\partial z}-\frac{\partial w_{i}}{\partial x}=\nabla^{2} \psi_{0}
\end{array}\right\} \quad(i=1,2, \ldots)
$$
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From (12), the arbitrary function of the time contained in $\psi_{1}$ may be chosen so that

$$
\begin{equation*}
\overline{\psi_{1}}=0 . \tag{32}
\end{equation*}
$$

The components $\left(\epsilon^{2} \overline{W_{2}}, \epsilon^{2} \overline{W_{2}}\right)$ of the mass-transport velocity are given by

$$
\left.\begin{array}{l}
\bar{U}_{2}=\overline{u_{2}}+\int \overline{\int u_{1} \mathrm{~d} t \frac{\partial u_{1}}{\partial x}+\int w_{1} \mathrm{~d} t \frac{\partial u_{1}}{\partial z_{1}}},  \tag{33}\\
\overline{W_{2}}=\bar{w}_{2}+\int \overline{u_{1} \mathrm{~d} t \frac{\partial w_{1}}{\partial x}+\int w_{1} \mathrm{~d} t \frac{\partial w_{1}}{\partial z}},
\end{array}\right\}
$$

Now if $A$ and $B$ denote any periodic quantities we have identically

$$
\begin{equation*}
\frac{\overline{\partial A}}{\partial t} B+A \frac{\partial \bar{B}}{\partial t}=\frac{\partial}{\partial t}(A B)=\frac{1}{\tau}[A B]_{i=0}^{l-r}=0 . \tag{34}
\end{equation*}
$$

Hence

$$
\begin{align*}
& \bar{U}_{2}=\bar{u}_{2}+\int \overline{\frac{\partial \psi_{1}}{\partial z} \mathrm{dt} \frac{\partial^{2} \psi_{1}}{\partial x \partial z}}-\int \overline{\int \frac{\partial \psi_{1}}{\partial x} \mathrm{dt} \frac{\partial^{2} \psi_{1}}{\partial z^{2}}}=\frac{\partial \Psi}{\partial z}, \\
& \bar{W}_{2}=\bar{w}_{2}-\int \frac{\overline{\partial \psi_{1}} \frac{\partial^{2} \psi_{1}}{\partial z} \mathrm{~d} \frac{\psi_{1}}{\partial x^{2}}}{\int \overline{\int \frac{\partial \psi_{1}}{\partial x} \mathrm{~d} t \frac{\partial^{2} \psi_{1}}{\partial x \partial z}}=-\frac{\partial \Psi}{\partial x},} \tag{35}
\end{align*}
$$

where

$$
\begin{equation*}
\Psi=\bar{\psi}_{2}+\int \overline{\frac{\partial \psi_{1}}{\partial z} \mathrm{~d} t \frac{\partial \psi_{1}}{\partial x}} . \tag{36}
\end{equation*}
$$

Thus $\epsilon^{2} \Psi$ is a stream function for the mass-transport velocity $\overline{0}$.

## 4. The equations of motion

The equations of motions for a viscous, incompressible fluid may be written

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+w \frac{\partial}{\partial z}-\nu \nabla^{2}\right)(u, w)=-\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial z}\right)\left(\frac{b}{\rho}-g z\right) \tag{37}
\end{equation*}
$$

in the usual notation. On differentiating the first component of (37) with respect to $z$ and the second with respect to $x$, and subtracting, we find

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+w \frac{\partial}{\partial z}-\nu \nabla^{2}\right) \nabla^{2} \psi=0, \tag{38}
\end{equation*}
$$

and bence

$$
\begin{equation*}
\left(\overline{\left.u \frac{\partial}{\partial x}+w \frac{\partial}{\partial z}-\nu \nabla^{2}\right) \nabla^{2} \psi}=0\right. \tag{39}
\end{equation*}
$$

The second and third terms in equation (38) represent minus the rate of change of the vorticity at a fixed point due to convection; the last term, which is similar to a term in the equation of heat conduction, represents minus the rate of change of the vorticity due to viscous diffusion. On substiruting from equations ( 30 ) and formally equating the coefficient of the highest power of $\varepsilon$ to zero we have, from (38),
and from (39)

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \nabla^{2} \psi_{1}=0 \tag{40}
\end{equation*}
$$

Equation (40) gives
so that on substitution in (41) we have

$$
\begin{equation*}
\nabla ष \bar{\psi}_{2}=\overline{\left(u_{1} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right) \int \nabla \psi^{4} \psi_{1} \mathrm{~d} t} . \tag{43}
\end{equation*}
$$

Hence the field equation for 1 l in terms of $\psi_{1}$ is

$$
\begin{equation*}
\nabla^{\prime} \Psi=\left(\overline{\left.u_{1} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right) \int \nabla^{4} \psi_{1} \mathrm{~d} t}+\nabla^{4} \int \overline{\frac{\partial \psi_{1}}{\partial z} \mathrm{~d} t \frac{\partial \psi_{1}}{\partial x}} .\right. \tag{44}
\end{equation*}
$$

The introduction of viscous terms into the equations of motion involves a new fundamental length $\delta, \equiv(2 \nu / \sigma)^{i}$, and a new dimensionless ratio $a / \delta$. In the case of water waves, if $\nu=0.01 \mathrm{~cm}^{2} / \mathrm{s}$ and $\tau=1.0 \mathrm{~s}$, we see that $\delta$ is of the order of 0.02 cm . We may therefore assume that

$$
\begin{equation*}
\delta / l \ll 1 \tag{45}
\end{equation*}
$$

(but not necessarily that $a / \delta \ll 1$ ). Now, a typical periodic solution of the equations

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) f=0, \quad \bar{f}=0 \tag{46}
\end{equation*}
$$

is given by
where $n$ is a positive integer and

$$
\begin{equation*}
f_{0}=\mathrm{e}^{\mathrm{i}\left(k_{1} x+k_{z} z+n \sigma\right)}, \tag{47}
\end{equation*}
$$

$$
\begin{equation*}
k_{1}^{2}+k_{2}^{2}=-\mathrm{i} n \sigma / \nu=-\mathrm{i} n / \delta^{2} . \tag{48}
\end{equation*}
$$

Hence, in a direction perpendicular to the plane

$$
\begin{equation*}
\mathscr{R}\left(i k_{1} x+i k_{2} z\right)=0 \tag{49}
\end{equation*}
$$

$f_{0}$ must increase or decrease by a factor $\varepsilon$ in a distance of the order of $\delta$. If $f_{0}$ is to remain bounded in the interior of the fluid, it can be appreciably large only in the neighbourhood of the boundaries, and must decrease inwards exponentially.

It is useful to distinguish between the 'boundary layer' or the region near the boundaries whose thickness is of the order of $\delta$, and the 'interior' of the fluid, or the region 'beyond', i.e. inside, the boundary layer. For the remainder of the present section we shall be concerned only with the motion in the interior.

From equations (32) and (40) we see that $\nabla^{2} \psi_{1}$ satisfies equations (46). Therefore, assuming that $\nabla^{2} \psi_{1}$ is expressible as the sum of functions of the type (47) over any region of the interior, we may expect that

$$
\begin{equation*}
\nabla^{2} \not \gamma_{1} \rightarrow 0 \tag{50}
\end{equation*}
$$

exponentially inwards. The second-order terms in equation (38) now give

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\mu \nabla^{2}\right) \nabla^{2} \psi_{2} \rightarrow 0 \tag{51}
\end{equation*}
$$

in the interior, so that by a similar argument we may expect that

$$
\begin{equation*}
\nabla^{2}\left(\psi_{2}-\overline{\psi_{2}}\right) \rightarrow 0 \tag{52}
\end{equation*}
$$

exponentially inwards. Equation (50) states that in the interior the first-order vorticity is exponentially small, while equation (52) states that the second-order vorticity becomes
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independent of the time, though it is not necessarily zero. From the third-order terms in (38) we now have

$$
\begin{equation*}
\left(\frac{\partial}{\partial i}-r^{2} \nabla^{2}\right) \nabla^{2} \psi_{3}+\left(u_{1} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right) \nabla^{2} \bar{\psi}_{2} \rightarrow 0, \tag{53}
\end{equation*}
$$

so that

$$
\begin{equation*}
\nabla^{2} \psi_{3}=-\left(\int u_{1} \mathrm{~d} t \frac{\partial}{\partial x}+\int w_{1} \mathrm{~d} t \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}+\nabla^{2} \psi_{3}^{\prime} \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla^{2}\left(\psi_{9}^{\prime}-\overline{\psi_{3}^{\prime}}\right) \rightarrow 0 . \tag{55}
\end{equation*}
$$

Let us now return to equation (39) and retain temporarily all the terms up to the fourth order. Assuming (50) and (52) we have, in the interior,

$$
\begin{equation*}
\epsilon^{4}\left[\left(\overline{\left.u_{1} \frac{\partial}{\partial z}+w_{1} \frac{\partial}{\partial z}\right) \nabla^{2} \psi_{3}}+\left(\overline{u_{2}} \frac{\partial}{\partial x}+\overline{w_{2}} \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}\right]-w \nabla^{4}\left(\epsilon^{2} \bar{\psi}_{2}+\epsilon^{3} \overline{\psi_{3}}+\epsilon^{4} \overline{\psi_{4}}\right)=0 .\right. \tag{58}
\end{equation*}
$$

We may substitute for $\nabla^{2} \psi_{3}$ from equation (54). Then since

$$
\begin{equation*}
\left(\overline { ( u _ { 1 } \frac { \partial } { \partial x } + w _ { 1 } \frac { \partial } { \partial z } ) \nabla ^ { 2 } \psi _ { 3 } ^ { \prime } } \rightarrow \left(\overline{\left(u_{1} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right)} \nabla^{2} \overline{\psi_{3}^{\prime}}=0,\right.\right. \tag{57}
\end{equation*}
$$

in the interior of the fluid we have

$$
\begin{align*}
\epsilon^{4}\left[-\left(\overline{\left.u_{1} \frac{\partial}{\partial z}+w_{1} \frac{\partial}{\partial z}\right)\left\{\left(u_{1} \mathrm{~d} \frac{\partial}{\partial x}+\int w_{1} \mathrm{~d} t \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}\right)}\right.\right. & \left.+\left(\overline{u_{2}} \frac{\partial}{\partial x}+\overline{w_{2}} \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}\right] \\
- & -\nabla^{4}\left(\epsilon^{2} \overline{\psi_{2}}+\epsilon^{3} \overline{\psi_{3}}+\epsilon^{4} \overline{\psi_{4}}\right)=0 . \tag{58}
\end{align*}
$$

Now if $A, B$ and $C$ are any three periodic quantities we have identically

$$
\begin{equation*}
\overline{A \frac{\partial}{\partial x}\left(D \frac{\partial C}{\partial x}\right)}=\overline{A \frac{\partial B \partial C}{\partial x} \partial x}+\overline{A D \frac{\partial^{2} C}{\partial x^{2}}} . \tag{69}
\end{equation*}
$$

But, if $A=\partial B / \partial t$, and $C$ is independent of the time,

$$
\begin{equation*}
\overline{A B^{\partial^{2} C}} \overline{\partial x^{2}}=\bar{B} \frac{\partial \bar{B}}{\partial l} \partial^{2} C=\frac{1}{\partial x^{2}}\left[B^{2}\right]_{0}^{1} \frac{\partial^{2} C}{\partial x^{2}}=0 \tag{60}
\end{equation*}
$$

Thus writing
we have

$$
\begin{gather*}
A=u_{1}, \quad B=\int u_{1} \mathrm{~d} t, \quad C=\nabla^{2} \psi_{2}=\nabla^{2} \overline{\psi_{2}},  \tag{61}\\
\left.\left.\overline{u_{1} \frac{\partial}{\partial x}\left(\int u_{1} \mathrm{~d} t \frac{\partial}{\partial x} \nabla^{2} \psi_{2}\right.}\right)=\overline{\left(u_{1} \frac{\partial}{\partial x} \int u_{1} \mathrm{~d} t\right.}\right) \frac{\partial}{\partial x} \nabla^{2} \overline{\psi_{2}}, \tag{62}
\end{gather*}
$$

and therefore (using equation (34))

Similarly
and

$$
\begin{align*}
& \overline{u_{1} \frac{\partial}{\partial x}\left(\int w_{1} \mathrm{~d} t \frac{\partial}{\partial z} \nabla^{2} \psi_{2}\right)}+w_{1} \frac{\partial}{\partial z}\left(\int u_{1} \mathrm{~d} t \frac{\partial}{\partial x} \nabla^{2} \psi_{2}\right)  \tag{64}\\
&=-\left(\overline{\int u_{1} \mathrm{~d} t \frac{\partial w_{1}}{\partial x}}\right) \frac{\partial}{\partial z} \nabla^{2} \overline{\psi_{2}}-\left(\overline{\int w_{1} \mathrm{~d} t \frac{\partial u_{1}}{\partial z}}\right) \frac{\partial}{\partial x} \nabla^{2} \overline{\psi_{2}} .
\end{align*}
$$
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Therefore on substitution in equation (58) we find

$$
\begin{equation*}
\epsilon^{4}\left(\overline{U_{2}} \frac{\partial}{\partial x}+\bar{W}_{2} \bar{\partial}_{2} \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}-\nu \nabla^{4}\left(\epsilon^{2} \overline{\psi_{2}}+\varepsilon^{3} \bar{\psi}_{3}+\sigma^{4} \overline{\psi_{4}}\right)=0 \tag{66}
\end{equation*}
$$

where $\bar{U}_{2}$ and $\overline{W ్ V}_{2}$ are given by (35). The first group of terms on the left-hand side represents minus the rate of change of the vorticity due to convection by the mass-transport velocity. The second group of terms represents minus the rate of change of the vorticity due to viscous 'conduction'. These groups of terms may be called the convection terms and the conduction terms respectively.

Suppose that all terms in (66) of higher order than the second are neglected. We then have
or

$$
\begin{gather*}
\nabla^{4} \overline{\psi_{2}}=0,  \tag{67}\\
\nabla^{4} \Psi=\nabla^{4} \int \frac{\partial \psi_{1}}{\partial z} \mathrm{~d} t \frac{\partial \psi_{1}}{\partial x} \tag{68}
\end{gather*}
$$

which are the equations that would be obtained by setting $\nabla^{2} \psi_{1}=0$ in the right-hand side of equations (43) and (44). But, if the velocity gradients in the interior of the fluid are not large, then the ratio of the convection terms to the conduction terms in equation (66) is of order $\epsilon^{2} \sigma / \nu$, that is, of order $a^{2} / \delta^{2}$. Therefore a necessary condition for the validity of equations ( 67 ) and (68) in the interior of the fluid is that $a^{2} / \delta^{2} \ll 1$.

In most practical cases, however, we shall have $a \gg \delta$; so that the 'conduction equation' (67) will not apply. We should expect in this case that the appropriate field equation would be that obtained by equating to zero the convection terms on the left-hand side of (66). This cannot be deduced from the preceding analysis, which rests on the assumption that $\alpha^{2} / \delta^{2} \& 1$; but the same equation can be derived by another method. Let us assume that the viscous terms in the original equation of motion (38) are entirely negligible; thus
and

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+w \frac{\partial}{\partial z}\right) \nabla^{2} \psi=0 \tag{69}
\end{equation*}
$$

$$
\begin{equation*}
\overline{\left(u \frac{\partial}{\partial x}+w \frac{\partial}{\partial z}\right) \nabla^{2} \psi}=0 \tag{70}
\end{equation*}
$$

On substituting from (30) and equating coefficients of $\varepsilon$ successively to zero we have from (69), in the first approximation,

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\nabla^{2} \psi_{1}\right)=0 \tag{71}
\end{equation*}
$$

so that $\nabla^{2} \psi_{1}$ is independent of $t$. Thus, by (32),

$$
\begin{equation*}
\nabla^{2} \psi_{1}=\nabla^{2} \overline{\psi_{1}}=0 \tag{72}
\end{equation*}
$$

From the second-order terms in (69)

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\nabla^{2} \psi_{2}\right)+\left(u_{1} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right) \nabla^{2} \psi_{1}=0 \tag{73}
\end{equation*}
$$

Since the second group of terms vanishes,
and so

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\nabla^{2} \psi_{2}\right)=0 \tag{74}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{2} \psi_{2}=\nabla^{2} \overline{\psi_{2}} . \tag{75}
\end{equation*}
$$
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Similarly in the third approximation

$$
\begin{equation*}
\frac{\partial}{\partial l}\left(\nabla^{2} \psi_{3}\right)+\left(u_{1} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}=0, \tag{76}
\end{equation*}
$$

so that

$$
\begin{equation*}
\nabla^{2} \psi_{3}=-\left\{\int u_{1} \mathrm{~d} t \frac{\partial}{\partial x}+\int w_{1} \mathrm{~d} t \frac{\partial}{\partial z}\right\} \overline{\nabla^{2} \psi_{2}} . \tag{77}
\end{equation*}
$$

The terms of highest order in (70) give

$$
\begin{equation*}
\overline{\left(u_{3} \frac{\partial}{\partial x}+w_{1} \frac{\partial}{\partial z}\right) \nabla^{2} \psi_{3}}+\left(\overline{u_{2}} \frac{\partial}{\partial x}+\overline{w_{2}} \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}=0 . \tag{78}
\end{equation*}
$$

On substituting from (78) into (77) and using the relations (63), (64) and (65) we obtain

$$
\begin{equation*}
\left(\overline{U_{2}} \frac{\partial}{\partial x}+\overline{W_{2}} \frac{\partial}{\partial z}\right) \nabla^{2} \overline{\psi_{2}}=0, \tag{79}
\end{equation*}
$$

or, from (35) and (36),

$$
\begin{equation*}
\left(\frac{\partial \Psi}{\partial z} \frac{\partial}{\partial x}-\frac{\partial \Psi}{\partial x} \frac{\partial}{\partial z}\right) \nabla^{2}\left(\Psi-\int \frac{\overline{\partial \psi_{\mathrm{r}}}}{\partial z} d t \frac{\partial \psi_{1}}{\partial x}\right)=0 . \tag{80}
\end{equation*}
$$

In deriving (79) the first non-zero term omitted owing to the neglect of the viscosity is $\epsilon^{2} \nu \nabla^{4} \psi_{2}$ (since $\nabla^{4} \psi_{1}$ is zero) ; the largest terms retained are the fourth-order terms in equation (79). Hence a necessary condition for the validity of these equations is that

$$
\begin{equation*}
\epsilon^{2} \nu \nabla^{4} \Psi_{2}<\epsilon^{4}\left(\overline{U_{2}} \frac{\partial}{\partial x}+\bar{W}_{2} \frac{\partial}{\partial z}\right) \nabla^{2} \bar{\psi}_{2}, \tag{81}
\end{equation*}
$$

and hence that $a^{2} \gg \delta^{2}$.
Equations (68) and (80) may be called the 'conduction equation' and the 'convection equation' respectively.

Let us consider equation (79) more closely. It may be written in the form

$$
\begin{equation*}
\frac{\partial\left(\Psi, \nabla^{2} \overline{\psi_{2}}\right)}{\partial(x, z)}=0, \tag{82}
\end{equation*}
$$

where the left-hand side is the Jacobian of $\Psi$ and $\nabla^{2} \overline{\psi_{2}}$. Thus $\nabla^{2} \bar{\psi}_{2}$ is functionally related to $\Psi$ :

$$
\begin{gather*}
\nabla^{2} \overline{\psi_{2}}=F(\Psi),  \tag{83}\\
\nabla^{2}\left(\Psi-\overline{\int \frac{\partial \psi_{1}}{\partial z} \mathrm{~d} t \frac{\partial \psi_{1}}{\partial x}}\right)=F(\Psi) . \tag{84}
\end{gather*}
$$

or by (36)
Hence the vorticity is constant along a stream-line. Also, since $\psi_{1}$ satisfies Laplace's equation we have, on differentiation,

$$
\begin{align*}
& \nabla^{2} \int \frac{\partial \psi_{1}}{\partial z} \mathrm{~d} t \frac{\partial \psi_{1}}{\partial x}=2 \sqrt{\frac{\delta^{2} \psi_{1}}{\partial x \partial z} \mathrm{~d} t \frac{\partial^{2} \psi_{1}}{\partial x^{2}}}+2 \sqrt{\frac{\partial^{2} \psi_{1}}{\partial z^{2}} \mathrm{~d} t \frac{\partial^{2} \psi_{1}}{\partial x \partial z}} \\
& =2 \sqrt{\frac{\partial^{2} \xi_{1}}{\partial x \partial z} \mathrm{~d} t \frac{\partial^{2} / \xi_{1}}{\partial::^{2}}}-2 \overline{\int_{: t^{2}}^{\frac{\partial^{2} / \frac{1}{2}}{2}} \mathrm{~d} t \frac{\partial^{2} \psi_{1}}{\partial x \partial z}} \\
& =-4 \int \frac{\partial^{2} \psi_{1} \frac{\partial^{2} \psi_{1}}{\partial x^{2}} \mathrm{~d} \frac{\gamma_{1}}{\partial x \partial z}}{}, \tag{B5}
\end{align*}
$$

using cquation (34). From (84) and (85) we obtain

$$
\begin{equation*}
\nabla^{2} \Psi=F(\Psi)-4 \sqrt{\frac{\partial^{2} y_{1}}{\partial x^{2}} \mathrm{~d} t \frac{\tilde{\partial}^{2} \dot{y}_{1}}{\partial x z_{1}}}, \tag{86}
\end{equation*}
$$

an alternative form of the conduction equation.

## PART II. THE BOUNDARY LAYERS

## 5. Introduction

In part I the mass-transport velocity in any oscillatory motion was defined, and field equations were obtained for the mass-transport stream function $\Psi$ in the interior. It was shown, however, that the neighbourhood of the boundaries requires special consideration, on account of the large velocity gradients encountered there; it can no longer be assumed, for example, that the first-order vorticity is zero, as in the interior of the fluid.

An exact solution of the problem of an oscillating plane boundary, in a fluid at rest at infinity, was given by Stokes (1851). Lamb (1932, p. 662) gave the solution to the closely related problem of a semj-infinite fluid, with a fixed plane boundary, moving under the action of a harmonically oscillating body force. In these exact solutions the vorticity remains aiways in the neighbourhood of the boundaries, and the motion beyond a layer of thickness of the order of $\delta_{1}=(2 \nu / \sigma)^{4}$, is zero. Also the mass-transport velocity vanishes identically. Approximate solutions for wave motion in water of finite or infinite depth have been given by Basset (1888), Hough (1896) and Lamb (1932). In these approximate solutions the vorticity is also confined to the boundaries, to the first approximation; but to obtain the mass transport it is necessary to study the second-order terms.

The objections to a direct extension of the solutions of Basset and Hough to a second approximation have been discussed in part I. Briefly, the method would only be valid for very small values of the ratio $a / \delta$, where $a$ is the wave amplitude. A different method, for the case of a circular cylinder oscillating in an infinite fluid, was used by Schlichting (1932). This involved initial neglect of $\delta / l$, where $l$ was the radius of the cylinder-essentially a boundary-layer approximation. It will be found that in Schlichting's analysis there is no implied restriction on the ratio $a / \delta$ for the motion near the boundaries.* In the following we shall use a similar approximation to Schlichting's, but treat a much more general problem, assuming an arbitrary oscillating motion of the boundaries, and taking into consideration more than one type of boundary condition.

## 6. Co-ordinates and general equations

Since the normal displacement of the boundary may be large compared with $\delta$, a coordinate system must be chosen which is attached to the moving boundary. As in part I, assume the motion to be two-dimensional and independent of $y$ and let

$$
\begin{aligned}
s & =\text { arc length measured along the boundary, } \\
n & =\text { distance measured inwards along a normal. } \\
\kappa(s, t) & =\text { curvature of the boundary (positive when concave inwards), }
\end{aligned}
$$

(see figure 2a). The co-ordinates ( $s, n$ ) are to be chosen so as to be in the same sense, righthanded or left-handed, as the cartesian co-ordinates $(x, z)$ of part $\mathrm{I} .(s, n)$ are orthogonal,
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the lines $n \rightarrow$ constant, being parallel curves. The square of the displacement corresponding to small increments $\mathrm{d} s, \mathrm{~d} n$ is

$$
\begin{align*}
& \eta^{2} \mathrm{~d} s^{2}+\mathrm{d} n^{2},  \tag{87}\\
& \eta=1-n k . \tag{88}
\end{align*}
$$

If $q_{s}$ and $q_{n}$ denote the components of velocity, resolved parallel to the directions of $s$ and $n$ increasing, the equation of continuity

$$
\begin{equation*}
\frac{\partial q_{s}}{\partial s}+\frac{\partial}{\partial n}\left(\eta q_{n}\right)=0 \tag{89}
\end{equation*}
$$

implies the existence of a stream function $\psi$ such that

$$
\begin{equation*}
\left(q_{n}, q_{n}\right)=\left(\frac{\partial \psi}{\partial i},-\frac{1}{\eta} \frac{\partial \psi}{\partial s}\right) . \tag{90}
\end{equation*}
$$



Figure 2

To find the normal and tangential stresses we temporarily introduce rectangular coordinates ( $S, N$ ) tangential to ( $s, n$ ) at the origin. The corresponding velocity components $q_{s}$ and $q_{v}$ are given by

$$
\left.\begin{array}{l}
q_{s}=q_{s} \cos \theta-q_{n} \sin \theta_{,}  \tag{91}\\
q_{N}=q_{s} \sin \theta+q_{n} \cos \theta_{s}
\end{array}\right\}
$$

where $\theta$ is the angle between the normals $s=0$ and $s=$ constant (see figure 2b). Thus

$$
\begin{equation*}
\theta=\int_{0}^{t} \kappa \mathrm{ds}, \quad \frac{\partial \theta}{\partial s}=\kappa, \quad \frac{\partial \theta}{\partial n}=0 . \tag{92}
\end{equation*}
$$

When $s=0=0$ we have

$$
\left.\begin{array}{lll}
q_{s}=q_{s}, & \frac{\partial q_{s}}{\partial s}=\frac{\partial q_{s}}{\partial s}-\kappa q_{n}, & \frac{\partial q_{s}}{\partial n}=\frac{\partial q_{s}}{\partial n}  \tag{83}\\
q_{N}=q_{n}, & \frac{\partial q_{N}}{\partial s}=\frac{\partial q_{n}}{\partial s}+\kappa q_{s}, & \frac{\partial q_{N}}{\partial n}=\frac{\partial q_{n}}{\partial n}
\end{array}\right\}
$$

The normal stress $p_{n n}$ and the tangential stress $p_{N}$ are given, when $s=0$, by

$$
\left.\begin{array}{l}
\frac{1}{\rho \nu}\left(p_{n s}+p\right)=2 \frac{\partial q_{N}}{\partial N}=2 \frac{\partial q_{N}}{\partial n},  \tag{94}\\
\frac{1}{\rho \nu} p_{n s}=\frac{\partial q_{S}}{\partial N}+\frac{\partial q_{N}}{\partial S}=\frac{\partial q_{s}}{\partial n}+\frac{1}{\eta} \frac{\partial q_{N}}{\partial s},
\end{array}\right\}
$$
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where $p$ is the mean pressure. Thus from (93)

$$
\begin{align*}
& \frac{1}{\rho \nu}\left(\mu_{u n}+p\right)=-2 \frac{\partial}{\partial n}\left(\frac{1}{\eta} \frac{\partial \psi}{\partial s}\right),  \tag{95}\\
& \frac{1}{\rho \nu} p_{n s}=\frac{\partial^{2} \psi}{\partial n^{2}}+\frac{1}{\eta}\left[K \frac{\partial \psi}{\partial n}-\frac{\partial}{\partial s}\left(\frac{1}{\eta} \frac{\partial \psi}{\partial s}\right)\right] .
\end{align*}
$$

Since the form of these equations is independent of the position of the origin, they are valid for all values of ( $s, n$ ).


## Figure 3

To describe the motion of the co-ordinate system, let
$V_{s}(s, t)=$ velocity of the point $(s, 0)$ parallei to the boundary,
$V_{n}(s, t)=$ velocity of the point $(s, 0)$ normal to the boundary,
$\Omega(s, t)=$ angular velocity of the normal $s=$ constant (positive in the sense of $\theta$ increasing).
Then the velocity components of the point having co-ordinates $(s, n)$ are

$$
\begin{equation*}
\left(V_{c}-n \Omega, V_{n}\right) \tag{96}
\end{equation*}
$$

and if $(\dot{j}, \vec{n})$ denotes the rate at which the co-ordinates of a particular element of fluid are increasing, and ( $q_{s}, q_{n}$ ) denotes its actual velocity in space, we have

$$
\begin{equation*}
\dot{s}=\frac{1}{\eta}\left(q_{s}-V_{s}+n \Omega\right), \quad \dot{n}=q_{n}-V_{n} \tag{97}
\end{equation*}
$$

The following relations between $V_{n}, V_{s}$ and $\Omega$ will be of use:

$$
\left.\begin{array}{c}
\frac{\partial V_{s}}{\partial s}-\kappa V_{n}=0, \\
\frac{\partial V_{n}}{\partial s}+\kappa V_{s}=\Omega,  \tag{99}\\
\frac{\partial \kappa}{\partial t}=\frac{\partial \Omega}{\partial s}
\end{array}\right\}
$$

These may be proved as follows. Consider the normals to the surface at two neighbouring points $A$ and $B$, separated by an arc-length ds (see figure 3). Suppose that, in a short time $\mathrm{d} t, A$ and $B$ are displaced to $A^{\prime}$ and $B^{\prime}$ respectively. The displacements of $A$ perpendicular
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and parallel to the normal at $A$ are $V_{s} \mathrm{~d} t$ and $V_{n} \mathrm{~d} t$; thus, if the tangent and normal at $A$ are taken as co-ordinate axes, the vector $\overrightarrow{A A}^{\prime}$ is given by

$$
\begin{equation*}
\overrightarrow{A A}^{\prime}=\left(V_{s} V_{n}\right) d t \tag{100}
\end{equation*}
$$

Similarly, the displacements of $B$ perpendicular and parallel to the normal at $B$ are

$$
\left(V_{s}+\frac{\partial V_{s}}{\partial s} \mathrm{~d} s\right) \mathrm{d} t \text { and }\left(V_{n}+\frac{\partial V_{n}}{\partial s} \mathrm{~d} s\right) \mathrm{d} t
$$

But the normal at $B$ makes an angle $k d s$ with the normal at $A$. Hence, referred to the tangent and normal at $A$, we have

$$
\begin{equation*}
\overrightarrow{B B}^{\prime}=\left(V_{s}+\frac{\partial V_{s}}{\partial s} \mathrm{~d} s-\kappa \mathrm{d} s V_{n}^{\prime}, V_{\mathrm{n}}+\frac{\partial V_{n}}{\partial s} \mathrm{~d} s+\kappa\left(\mathrm{d} s V_{s}^{\prime}\right) \mathrm{d} t\right. \tag{101}
\end{equation*}
$$

to the present order of approximation. From (100) and (101)

$$
\begin{equation*}
\overrightarrow{B B}^{\prime}-\overrightarrow{A A^{\prime}}=\left(\frac{\partial V_{s}}{\partial s}-\kappa V_{n}, \frac{\partial V_{n}}{\partial s}+\kappa V_{s}\right) \mathrm{d} s \mathrm{~d} t \tag{102}
\end{equation*}
$$

Now in time $\mathrm{d} t$ the vector $\overrightarrow{A B}$ remains of constant length ds (neglecting dr) and turns through a small angle $\Omega \mathrm{d} t$. The displacement of the vector $A B$ is therefore given by

But since

$$
\begin{equation*}
\vec{A}^{\prime} B^{\prime}-\overrightarrow{A B}=(0, \Omega \mathrm{~d} t \mathrm{~d} s) \tag{103}
\end{equation*}
$$

$$
\begin{equation*}
\overrightarrow{A A^{\prime}}+\overrightarrow{A^{\prime} B^{\prime}}=\overrightarrow{A B^{\prime}}=\overrightarrow{A B}+\overrightarrow{B B^{\prime}} \tag{104}
\end{equation*}
$$

the left-hand sides of (102) and (103) are equal. This proves equations (98). Equation (99) may be proved similarly: if $\widehat{A B}, A^{\prime} \widehat{B^{\prime}}$, etc., denote the angles between the normals at $A$ and $B, A^{\prime}$ and $B^{\prime}$. etc., we have

Also

$$
\begin{equation*}
\widehat{A B}=\kappa \mathrm{d} s, \quad \widehat{A^{\prime} B^{\prime}}=\left(\kappa+\frac{\partial \kappa}{\partial t} \mathrm{~d} t\right) \mathrm{d} r \tag{105}
\end{equation*}
$$

But

$$
\begin{equation*}
\widehat{A A^{\prime}}=\Omega \mathrm{d} t, \quad \widehat{B B^{\prime}}=\left(\Omega+\frac{\partial \Omega}{\partial s} \mathrm{~d} s\right) \mathrm{d} t \tag{106}
\end{equation*}
$$

from which (99) follows.
As a result of the first of equations (98) we may write
where

$$
\begin{equation*}
\widehat{A A^{\prime}}+\widehat{A^{\prime} B^{\prime}}=\widehat{A B^{\prime}}=\widehat{A B}+\widehat{B B^{\prime}} \tag{107}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{z}=\frac{\partial \psi^{(b)}}{\partial}, \quad V_{n}=-\frac{1}{\eta} \frac{\partial \psi(b)}{\partial s} \tag{108}
\end{equation*}
$$

$$
\begin{equation*}
\psi^{(b)}=-\int \eta V_{n} d s \tag{109}
\end{equation*}
$$

and therefore

$$
\begin{align*}
q_{s}-V_{s} & =\frac{\partial \psi^{\prime}}{\partial n}, \quad q_{n}-V_{n}=-\frac{1}{\eta} \frac{\partial \psi^{\prime}}{\partial s},  \tag{110}\\
\psi^{\prime} & =\psi-\psi\left(()=\psi+\psi_{j} \pi V_{n} \mathrm{~d} r .\right. \tag{111}
\end{align*}
$$

where
Clearly $\psi^{(b)}$ is a stream function for the mocion of the boundary itself; $\psi^{\prime}$ is a stream function for the motion 'relative to the boundary'. There is in general no stream function for the
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motion of the co-ordinate system at points other than on the boundary, since the term ( $-n \Omega, 0$ ) in (96) represents a divergent velocity field. From (97) and (110) we have

$$
\begin{equation*}
s=\frac{1}{\eta}\left(\frac{\partial \psi^{\prime}}{\partial n}+n \Omega\right), \quad \dot{n}=-\frac{1}{\eta} \frac{\partial \psi^{\prime}}{\partial s} . \tag{I12}
\end{equation*}
$$

Consider now the equations of motion. Equation (38), which is obtained after elimination of the mean pressure $p$, may be expressed in the invariant form

$$
\begin{equation*}
\left(\frac{\mathrm{D}}{\mathrm{D} t}-\nu \nabla^{2}\right) \omega=0, \tag{113}
\end{equation*}
$$

where $\mathrm{D} / \mathrm{D} t$ denotes differentiation following the motion, $\nabla^{2}$ is Laplace's operator and $\omega$ is the vorticity of the fluid:
With the present co-ordinates

$$
\begin{equation*}
\omega=\nabla^{2} \psi \tag{114}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{D} t} \equiv \frac{\partial}{\partial t}+\dot{s} \frac{\partial}{\partial s}+\dot{n} \frac{\partial}{\partial n} \tag{115}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \equiv \frac{1}{\eta}\left[\frac{\partial}{\partial s}\left(\frac{1}{\eta} \frac{\partial}{\partial s}\right)+\frac{\partial}{\partial n} \eta\left(\frac{\partial}{\partial n}\right)\right] . \tag{116}
\end{equation*}
$$

Thus (113) can be written

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+\frac{1}{\eta}\left(\frac{\partial \psi^{\prime}}{\partial n}+n \Omega\right)-\frac{1}{\eta} \frac{\partial \psi^{\prime}}{\partial s} \frac{\partial}{\partial n}-\nu \nabla^{2}\right] \nabla^{2} \psi=0, \tag{117}
\end{equation*}
$$

$\boldsymbol{\nabla}^{\mathbf{2}}$ being given by (116).
For future reference it will be convenient to state also the equation of motion for each component of the velocity separately. If the co-ordinates $(S, N)$ are taken to refer to a definite instant of time, say $t=0$, then we have

$$
\left.\begin{array}{l}
\left(\frac{\mathrm{D}}{\mathrm{D} t}-\nu \nabla^{2}\right) q_{s}=-\frac{\partial}{\partial S}\left(\frac{p}{\rho}-g z\right),  \tag{118}\\
\left(\frac{\mathrm{D}}{\mathrm{D} t}-\nu \nabla^{2}\right) q_{N}=-\frac{\partial}{\partial N}\left(\frac{\rho}{\rho}-g z\right)
\end{array}\right\}
$$

Now when $t=0$,

$$
\left.\begin{array}{l}
\frac{\partial q_{s}}{\partial t}=\frac{\partial q_{s}}{\partial t}-\Omega q_{n \nu} \\
\frac{\partial q_{N}}{\partial t}=\frac{\partial q_{n}}{\partial t}+\Omega q_{s} \tag{119}
\end{array}\right\}
$$

Also, from equations (91) we find

$$
\left.\begin{array}{ll}
\frac{\partial^{2} q_{s}}{\partial s^{2}}=\frac{\partial^{2} q_{s}}{\partial s^{2}}-\kappa^{2} q_{s}-2 \kappa \frac{\partial q_{n}}{\partial s}-\frac{\mathrm{d} \kappa}{\mathrm{ds}} q_{n}, & \frac{\partial^{2} q_{s}}{\partial n^{2}}=\frac{\partial^{2} q_{s}}{\partial n^{2}},  \tag{120}\\
\frac{\partial^{2} q_{N}}{\partial s^{2}}=\frac{\partial^{2} q_{n}}{\partial s^{2}}-\kappa^{2} q_{n}+2 \kappa \frac{\partial q_{s}}{\partial s}+\frac{\mathrm{d} \kappa}{d s} q_{s}, & \frac{\partial^{2} q_{N}}{\partial n^{2}}=\frac{\partial^{2} q_{n}}{\partial n^{2}}
\end{array}\right\}
$$

whence, after some simplification, we have

$$
\left.\begin{array}{l}
\nabla^{2} q_{s}=\frac{\partial^{2} q_{1}}{\partial n^{2}}-\frac{1}{\eta} \frac{\partial^{2} q_{n}}{\partial s}-\frac{1}{\partial \nu} K p_{n s}  \tag{121}\\
\nabla^{2} q_{N}=\frac{\partial^{2} q_{n}}{\partial n^{2}}+\frac{1}{\eta} \frac{\partial^{2} q_{s}}{\partial s} \frac{1}{\partial n}-\frac{1}{\rho \nu} \frac{\partial p_{a s}}{\partial s}
\end{array}\right\}
$$

The equations of motion are therefore
$\begin{aligned}\left(\frac{\partial q_{s}}{\partial t}-\Omega q_{n}\right)+j\left(\frac{\partial q_{t}}{\partial s}-\kappa q_{n}\right)+\dot{n} \frac{\partial q_{t}}{\partial n}-\nu\left(\frac{\partial^{2} q_{t}}{\partial n^{2}}-\frac{1}{\eta} \frac{\partial^{2} q_{n}}{\partial s}\right)+\frac{1}{\rho} \kappa p_{n s} & =-\frac{1}{\eta} \frac{\partial}{\partial s}\left(\frac{p}{\rho}-g z\right) \\ \text { and } \quad\left(\frac{\partial q_{n}}{\partial l}+\Omega q_{s}\right)+\dot{s}\left(\frac{\partial q_{n}}{\partial s}+\kappa q_{s}\right)+\dot{n} \frac{\partial q_{n}}{\partial n}-v\left(\frac{\partial^{2} q_{n}}{\partial n^{2}}+\frac{1}{\eta} \frac{\partial^{2} q_{t}}{\partial s \partial_{n}}\right)+\frac{1}{\rho \eta} \frac{\partial p_{n s}}{\partial s} & =-\frac{\partial}{\partial n}\left(\frac{p}{\rho}-g z\right) .\end{aligned}$
Up to the present point no approximations of any kind have been made.
In order to define the mass-transport velocity we assume, first, that the motion at each point of space is time-periodic, and that the co-ordinate system is also chosen in a periodic way; all functions of the velocities, for given co-ordinates ( $s, n$ ), are then periodic in $t$. Secondly, we assume that the motion is expressible in the form of an asymptotic series

$$
\begin{align*}
& \psi=\varepsilon \psi_{1}+\varepsilon^{2} \psi_{2}+\ldots,  \tag{124}\\
& q_{s}=\varepsilon q_{s 1}+\varepsilon^{2} q_{s 2}+\ldots, \tag{125}
\end{align*}
$$

and we write
with similar expressions for $q_{n}, V_{s}, V_{n} \Omega, s_{1}, \psi_{,} \psi^{(b)}$ and $\psi^{\prime}$. Thus the motion of the co-ordinate system, defined by $V_{s}, V_{n}$ and $\Omega$, is of first order at most On the other hand, we write

$$
\left.\begin{array}{l}
\kappa=\kappa_{0}+\varepsilon \kappa_{1}+\varepsilon^{2} \kappa_{2}+\ldots,  \tag{126}\\
\eta=\eta_{0}+\epsilon \eta_{1}+\varepsilon^{2} \eta_{2}+\ldots,
\end{array}\right\}
$$

allowing for a curvature $k_{0}$ of the boundary in the undisturbed state. As in $\S 2$ the mean values of the first-order velocities at each point in space are supposed to be zero. Thus, if the coordinates ( $S, N$ ) are chosen as above, we have with an obvious notation

$$
\begin{equation*}
\overline{q_{S 1}}=\overline{q_{N 1}}=0, \tag{127}
\end{equation*}
$$

where a bar denotes mean values with respect to time. It follows from (91) that

$$
\begin{equation*}
\overline{q_{s 1}}=\overline{q_{n 1}}=0, \tag{128}
\end{equation*}
$$

since $\theta$ is constant with respect to time except possibly for a first-order variation. It may be shown also that

$$
\begin{equation*}
\overline{V_{1}}=\overline{V_{n 1}}=0, \tag{120}
\end{equation*}
$$

and, since

$$
\begin{equation*}
\bar{\Omega}=\frac{\overline{\partial \theta}}{\partial t}=[\theta]_{i=0}^{l-\tau}=0, \tag{130}
\end{equation*}
$$

we have

$$
\begin{equation*}
\overline{\Omega_{1}}=\overline{\Omega_{2}}=\ldots=0 . \tag{131}
\end{equation*}
$$

From (98) and (99) we have also the useful relations

$$
\begin{align*}
& \frac{\partial V_{s 1}}{\partial s}-\kappa_{0} V_{n 1}=0,  \tag{132}\\
& \frac{\partial V_{n 1}}{\partial s}+\kappa_{0} V_{s 1}=\Omega_{1} \\
& \frac{\partial \kappa_{1}}{\partial t}=\frac{\partial \Omega_{1}}{\partial s}
\end{align*}
$$

Since, from (88),

$$
\begin{equation*}
\eta_{0}=1-\kappa_{0} n, \quad \eta_{1}=-\kappa_{1} n, \tag{133}
\end{equation*}
$$

it follows, by the third of equations (132), that

$$
\begin{equation*}
\eta_{1}=-\int \frac{\partial}{\partial s}\left(n \Omega_{1}\right) \mathrm{d} t . \tag{134}
\end{equation*}
$$
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The choice of the normal $s=0$ is still at our disposal. If the boundary is rigid, the origin ( 0,0 ) may be chosen to be a point on the boundary and fixed relative to it, so that, at all points on the boundary,

$$
\begin{equation*}
V_{s}=q_{s}, \quad V_{n}=q_{n} . \tag{135}
\end{equation*}
$$

On the other hand, it may he more convenient to take the origin at the point of intersection of the boundary with a line fixed in space, say a line normal to the position of the undisturbed surface. Since the angle between this line and the normal to the moving surface is of first order in $\varepsilon$, it follows that $V_{s}(0, t)$ is of order $\varepsilon^{2}$ at most, i.e.
when $s=0$. But from (132) we have

$$
\begin{equation*}
V_{s 1}=0 \tag{136}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial V_{s 1}}{\partial s}=\kappa_{0} V_{11}, \tag{137}
\end{equation*}
$$

so that when $\kappa_{0}$ vanishes $V_{s 1}$ is constant along the boundary and (136) holds for all values of $s$. In other words, if the undisturbed surface has no curvature, the co-ordinates may be chosen so that $V_{s 1}$ vanishes at all points of the surface.

In precisely the same way as in $\S 2$, it may be shown that the mean rate of increase of the co-ordinates $(s, n)$ of a particle is given, to order $\epsilon^{2}$, by

$$
\begin{equation*}
\varepsilon^{2}\left[\left(\overline{s_{2}}, \overline{n_{2}}\right)+\left(\sqrt{\left.\dot{s}_{1} \mathrm{~d} t \frac{\partial}{\partial s}+\int \dot{n}_{1} \mathrm{~d} t \frac{\partial}{\partial n}\right)\left(\dot{s}_{1}, \dot{n}_{1}\right.}\right)\right], \tag{138}
\end{equation*}
$$

where, from (112),

$$
\left.\begin{array}{ll}
s_{1}=\frac{1}{\eta_{0}}\left(\frac{\partial \psi_{1}^{\prime}}{\partial n}+n \Omega_{1}\right), & \dot{n}_{1}=-\frac{1}{\eta_{0}} \frac{\partial \psi_{1}^{\prime}}{\partial s},  \tag{139}\\
\bar{s}_{2}=\frac{1}{\eta_{0}}\left(\frac{\partial \psi_{2}^{\prime}}{\partial n}-\overline{\frac{\eta_{1}}{\eta_{0}} \frac{\partial \psi_{1}^{\prime}}{\partial \pi}-\overline{\eta_{1}} n \Omega_{1}}\right), & \overline{\dot{n}_{2}}=-\frac{1}{\eta_{0}}\left(\frac{\partial \psi_{2}^{\prime}}{\eta_{s}}-\overline{\eta_{1}} \frac{\partial \psi_{1}^{\prime}}{\eta_{0}}\right) .
\end{array}\right\}
$$

But the position of the co-ordinate axes remains on the average unchanged. We therefore define the components of the mass-transport velocity $\varepsilon^{2}\left(\overline{Q_{s}}, \overline{Q_{\pi 2}}\right)$ by the equations

$$
\begin{align*}
\frac{1}{\eta_{0}} \overline{Q_{12}} & =\bar{s}_{2}+\int \overline{s_{1} \mathrm{~d} t \frac{\partial s_{1}}{\partial s}}+\int \overline{\dot{n}_{1} \mathrm{~d} t} \frac{\partial \dot{s}_{1}}{\partial n}  \tag{140}\\
\overline{Q_{n 2}} & =\overline{\dot{n}_{2}}+\int \overline{s_{1} \mathrm{~d} t \frac{\partial \dot{n}_{1}}{\partial s}}+\int \overline{\dot{n}_{1} \mathrm{~d} t \frac{\partial \dot{n}_{1}}{\partial n}} .
\end{align*}
$$

It can be shown by direct differentiation, using equation (134) and the periodic property of the motion (equation (34)), that

$$
\begin{equation*}
\bar{Q}_{r 2}=\frac{\partial \Psi}{\partial n}, \quad Q_{n 2}=-\frac{1}{\eta_{0}} \frac{\partial \Psi}{\partial s}, \tag{141}
\end{equation*}
$$

where $\Psi$, which is a stream function for the mass-transport velocity, is given by

$$
\begin{align*}
\Psi & =\overline{\psi_{2}}+\frac{1}{\eta_{0}} \int \overline{\left(\frac{\bar{\nu}_{1}^{\prime}}{\partial n}+n \Omega_{1}\right) \mathrm{d} i \frac{\partial \psi_{1}^{\prime}}{\partial s}},  \tag{142}\\
& =\overline{\psi_{2}}-\eta_{0} \int \overline{s_{1} \mathrm{~d} t \dot{n}_{1}} . \tag{143}
\end{align*}
$$
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In order to simplify the above equations we shall now make a boundary-layer approximation. The procedure we shall adopt will be, first, to neglect all quantities of order $\delta / l$ (where $\delta=(2 \nu / \sigma)^{3}$ and $l$ is a typical length associated with the geometry of the system), then to find a first-order solution in powers of $\ell$, and finally to derive the mass transport The initial neglect of $\delta / l$ involves relative errors of the order of $\delta / l \mathrm{in}$ the first approximation. But it will be found that, although the normal velocity gradients may be of order $a \sigma / \delta$, the corresponding components of the normal velocity $\dot{n}$ relative to the boundaries are in that case of order $a \sigma \delta / l ;$ by equation (140), the mass transport remains a homogeneous secondorder function of the velocities. Hence the relative errors involved in the mass-transport velocity are only of order $\delta / l ;$ no restrictions on the ratio a/ $\delta$ are implied.

The orders of magnitude of the different terms will depend, however, on the type of condition to be satisfied at the boundary. The two cases where the tangential velocity and the tangential suress, respectively, are prescribed will therefore be considered separately (§§ 7 and 8 ).

The velocity gradients in the interior of the fluid are assumed to be of ordinary magnitude, i.e. of order ar/l. Thus, over distances which are small compared with $l$ the velocity may be assumed to be uniform. The velocities or velocity gradients in the boundary layer, which may vary rapidly in the boundary layer itself, will tend to their relatively constant values 'just beyond the boundary layer', that is, in a region whose distance from the boundary is greater than a few multiples of $\delta$ but is still small compared with $l$. For points in this region we shall write $n=\infty$, with the understanding that this implies only $\delta \ll n \ll l$. Thus the components of the velocity just beyond the boundary layer will be denoted by $q_{s}^{(\infty)}$ and $q_{n}^{(\infty)}$; those at the surface itself by $q_{\mathrm{s}}^{(0)}$ and $q_{m}^{(0)}$.

## 7. The velocities are prescribed at the boundary

When $n-0$ we have
and

$$
\begin{array}{ll}
\frac{\partial \psi}{\partial s}=-V_{n}=-q_{n}^{(0)}, & \frac{\partial \psi^{\prime}}{\partial s}=0, \\
\frac{\partial \psi}{\partial n}=q_{s}^{(0)}, & \frac{\partial \psi^{\prime}}{i n}=q_{s}^{(0)}-V_{s} . \tag{145}
\end{array}
$$

Assuming the tangential velocity $\partial \psi / \partial n$ to be of order unity (in powers of $\delta / l$ ) throughout the boundary layer, we have

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial s \partial n}=O(1), \tag{146}
\end{equation*}
$$

and therefore, on integrating from $n=0$,

$$
\begin{equation*}
\frac{\partial \psi}{\partial s}=-V_{n}+O(\delta / I), \quad \frac{\partial \psi^{\prime}}{\partial s}=O(\delta / I) . \tag{147}
\end{equation*}
$$

But, since the tangential velocity $q_{s}^{(\infty)}$ just beyond the boundary layer in general differs from $q_{s}^{(0)}$, we must have

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial n^{2}}=O(\delta / l)^{-1}, \quad \frac{\partial^{2} \psi}{\partial n^{3}}=O(\delta / l)^{-2}, \tag{148}
\end{equation*}
$$
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and so on. $\psi^{(b)}$ and its derivatives being of order unity at most, we have also (since $\left.\psi^{\prime}=\psi-\psi^{(\Delta)}\right)$

$$
\begin{equation*}
\frac{\partial \psi^{\prime}}{\partial n}=O(1), \quad \frac{\partial^{2} \psi^{\prime}}{\partial n^{2}}=O(\delta / l)^{-1}, \quad \frac{\partial^{3} \psi^{\prime}}{\partial n^{3}}=O(\delta /)^{-2} \tag{149}
\end{equation*}
$$

etc. Each differentiation of $\psi^{\prime}$ with respect to $n$ raises the order of magnitude by a factor $(\delta /)^{-1}$, whereas differentiation with respect to $s$ leaves the order of magnitude unchanged. Retaining only the terms of highest order, we have from (88) and (112)

$$
\begin{equation*}
\eta=1 \tag{150}
\end{equation*}
$$

and

$$
\begin{equation*}
s=\frac{\partial \psi^{\prime}}{\partial n}, \quad \dot{n}=-\frac{\partial \psi^{\prime}}{\partial s} . \tag{151}
\end{equation*}
$$

The equation of motion (117) becomes

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\frac{\partial \psi^{\prime}}{\partial n} \frac{\partial}{\partial s}-\frac{\partial \psi^{\prime}}{\partial s} \frac{\partial}{\partial n}-v \frac{\partial^{2}}{\partial n^{2}}\right) \frac{\partial^{2} \psi^{\prime}}{\partial n^{2}}=0 \tag{182}
\end{equation*}
$$

and on taking mean values with respect to time we have

$$
\begin{equation*}
\overline{\left(\frac{\partial \psi^{\prime}}{\partial n} \frac{\partial}{\partial s}-\frac{\partial \psi^{\prime}}{\partial s} \frac{\partial}{\partial n}-\nu \frac{\partial^{2}}{\partial n^{2}}\right) \frac{\partial^{2} \psi^{\prime}}{\partial n^{2}}}=0 \tag{153}
\end{equation*}
$$

In the first approximation (in powers of $\varepsilon$ ) we have from (152)

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-v \frac{\partial^{2}}{\partial n^{2}}\right) \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}}=0, \tag{154}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\nu \frac{\partial^{2}}{\partial n^{2}}\right) \frac{\partial \psi_{1}^{\prime}}{\partial n}=\frac{\partial}{\partial t}\left(q_{n}^{(\infty)}-V_{s 1}\right), \tag{155}
\end{equation*}
$$

for the expression on the left-hand side, being independent of $n$, equals its value just beyond the boundary layer. From (154)

$$
\begin{equation*}
\frac{\partial^{2} \psi_{1}}{\partial n^{2}}=\nu \int \frac{\partial^{4} \psi_{1}^{\prime}}{\partial n^{4}} \mathrm{~d} t \tag{156}
\end{equation*}
$$

and from (155)

$$
\begin{equation*}
\frac{\partial \psi_{1}^{\prime}}{\partial n}=\nu \int \frac{\partial^{3} \psi_{1}^{\prime}}{\partial n^{3}} \mathrm{~d} t+\left(q_{s}^{(\infty)}-V_{s 1}\right) . \tag{157}
\end{equation*}
$$

The terms of lowest order in $\epsilon$ in equation (153) give

$$
\begin{equation*}
\left(\frac{\partial \psi_{1}^{\prime}}{\partial n} \frac{\partial}{\partial s}-\frac{\partial \psi_{1}^{\prime}}{\partial s} \frac{\partial}{\partial n}\right) \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}}-v \frac{\partial^{4} \overline{\psi_{2}}}{\partial n^{*}}=0, \tag{158}
\end{equation*}
$$

and so from (156)

$$
\begin{equation*}
\frac{\partial \psi_{1}}{\partial n} \int \frac{\partial^{5} \psi_{1}}{\partial s \partial v^{4}} \mathrm{~d} t-\frac{\partial \psi_{1}}{\partial s} \int \frac{\partial^{5} \psi_{1}^{\prime}}{\partial n^{5}} \mathrm{~d} t-\frac{\partial^{4} \overline{\psi_{2}^{\prime}}}{\partial n^{4}}=0 . \tag{159}
\end{equation*}
$$

Now from (142), to the present approximation,

$$
\begin{equation*}
\Psi=\bar{\psi}_{2}+\int \frac{\partial \psi_{1}^{\prime}}{\partial n} \mathrm{~d} t \frac{\partial \psi_{1}^{\prime}}{\partial s} . \tag{180}
\end{equation*}
$$
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If (142) is differentiated four times with respect to $n$ it will be seen that the terms of highest order in $\delta / /$ are simply those that would be obtained by differentiating ( 160 ) four times. Thus, by Leibniz's theorem

$$
\begin{align*}
& \frac{\partial^{4} \Psi}{\partial n^{4}}=\frac{\partial^{4} \overline{\psi_{2}}}{\partial n^{4}} \tag{161}
\end{align*}
$$

On substituting for $\partial^{4} \overline{\mathcal{F}_{2}^{\prime}} / \partial n^{4}$ from ( 159 ) and using a property of the periodicity (equation (34)), we find

$$
\begin{equation*}
\frac{\partial^{4} \Psi}{\partial n^{4}}=4 \int \frac{\overline{\partial 4 \psi_{1}^{\prime}}}{\partial n^{4}} \mathrm{~d} \frac{\partial \partial^{2} \psi_{1}^{\prime}}{\partial \sin n}+6 \int \frac{\overline{\partial^{3} \psi_{1}^{\prime}}}{\partial n^{3}} \mathrm{~d} t \frac{\partial^{3} y_{1}^{\prime}}{\partial \sin ^{\prime} n^{2}}+4 \int \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{dt} \frac{\partial^{2} \psi_{1}^{\prime}}{\partial s \partial n^{3}} . \tag{162}
\end{equation*}
$$

This is our differential equation for $\Psi$ in terms of $\psi_{2}^{\prime}$. It may be integrated as follows: from (156) and (157) (and (34))

$$
\begin{align*}
\int \frac{\partial^{4} \psi_{1}^{\prime}}{\partial n^{4}} \mathrm{~d} t \frac{\partial^{2} \mathscr{Y}_{1}^{\prime}}{\partial s}+\int \frac{\overline{\partial^{2} \psi_{1}^{\prime}}}{\partial n^{2}} \mathrm{~d} t \frac{\partial^{4} Y_{1}}{\partial s n^{2}} & =\int \frac{\overline{\partial^{4} \psi_{1}^{\prime}}}{\partial n^{4}} \mathrm{~d} t \frac{\partial}{\partial s}\left[\nu \int \frac{\partial^{3} \psi_{1}^{\prime}}{\partial n^{3}} \mathrm{~d} t+\left(q_{s i}^{(s)}-V_{s 1}\right)\right]-\nu \int \frac{\overline{\partial^{4} \psi_{1}^{\prime}}}{\partial n^{4}} \mathrm{~d} t \int \frac{\partial^{3} \xi_{1}^{\prime}}{\partial s \partial n^{3}} \mathrm{~d} t \\
& =\int \frac{\bar{\partial}^{4} \psi_{1}^{\prime}}{\partial n^{4}} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(s)}-V_{s 1}\right) . \tag{163}
\end{align*}
$$

Thus (162) may be written

On integrating twice from $n=\infty$, where $\frac{\partial^{3} \psi_{1}^{\prime}}{\partial n^{5}}, \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}}, \frac{\partial^{3} \Psi}{\partial n^{3}}$ and $\frac{\partial^{2} \Psi}{\partial n^{2}}$ vanish to the present order, we have

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=\int \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{n}^{(m)}-V_{s 1}\right)+3 \int \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{dt} \frac{\partial^{2} \psi_{1}^{\prime}}{\partial s n^{\prime}}, \tag{165}
\end{equation*}
$$

which can also be written

$$
\begin{equation*}
\left.\frac{\partial^{2} \Psi}{\partial n^{2}}=4 \int \frac{\bar{\partial}^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{1}^{(0)}-V_{s 1}\right) ~+3 \int \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{~d} t\left(\frac{\partial^{2} \psi_{1}^{\prime}}{\partial s}\right)^{2}\right)_{\infty}^{n} . \tag{166}
\end{equation*}
$$

On integrating once more, from $n=0$, we have

$$
\begin{equation*}
\left(\frac{\partial \Psi}{\partial n}\right)_{0}^{n}=4 \int\left(\frac{\partial \psi_{1}^{\prime}}{\partial n}\right)_{0}^{n} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{n}^{(n)}-V_{t 1}\right)+3 \int_{0}^{n}\left[\overline{\int \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{~d} t\left(\frac{\partial^{2} \psi_{1}^{\prime}}{\partial s \partial n}\right)^{n}}\right] \mathrm{d} n . \tag{167}
\end{equation*}
$$

Now when $n=0$ we have from (144), (145) and (160)

$$
\begin{equation*}
\left(\frac{\partial \Psi}{\partial n}\right)_{n=0}=\overline{\left(q_{s 2}^{(0)}-V_{s 2}\right)}+\sqrt{\left(q_{s 1}^{(c)}-V_{s 1}\right) \mathrm{d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(n)}-V_{s 1}\right)}, \tag{168}
\end{equation*}
$$

so that altogether

$$
\begin{align*}
\frac{\partial \Psi}{\partial n}= & 4 \int\left(\frac{\partial Y_{1}^{\prime}}{\partial n}\right)_{0}^{n} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(s)}-V_{s 1}\right) \\
& +3 \int_{0}^{n}\left[\int \frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} \mathrm{~d} t\left(\frac{\partial^{2} \psi_{1}^{\prime}}{\partial s)^{n}}\right)^{n}\right] \mathrm{V} n  \tag{169}\\
& =\left[\left(q_{s 1}^{(0)}-V_{s 1}\right) \mathrm{d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(0)}-V_{s 1}\right) .\right.
\end{align*}
$$
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Suppose that the first-order motion is simple harmonic, that is, that $\psi_{1}$, $\psi_{s 1}^{(0)}$, etc., are given by the real parts of complex quantities proportional to $\mathrm{e}^{\mathrm{i} \sigma t}$. Then equation (155) becomes

$$
\left(\mathrm{i} \sigma-\nu \frac{\partial^{2}}{\partial n^{2}}\right) \frac{\partial \psi_{1}^{\prime}}{\partial n}=\mathrm{i} \sigma\left(q_{n}^{(\infty)}-V_{s 1}\right),
$$

the general solution of which is given by

$$
\begin{equation*}
\frac{\partial \psi_{1}^{\prime}}{\partial n}=\left(q_{11}^{(\infty)}-V_{s 1}\right)+A \mathrm{e}^{\alpha n}+B \mathrm{e}^{-a n}, \tag{171}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants and

$$
\begin{equation*}
\alpha=(\mathrm{i} \sigma / \nu)^{\mathrm{i}}=\frac{1+\mathrm{i}}{\delta} . \tag{172}
\end{equation*}
$$

Since the solution is to remain finite in the interior of the fluid, $A$ must vanish. The second constant $B$ must be chosen so as to satisfy the boundary condition

$$
\begin{equation*}
\left(\frac{\partial \psi_{1}^{\prime}}{\partial n}\right)_{n=0}=q_{n 1}^{(0)}-V_{31} . \tag{173}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
\frac{\partial \psi_{1}^{\prime}}{\partial n}=\left(q_{s}^{(a)}-V_{s 1}\right)+\left(q_{n_{1}}^{(0)}-q_{s 1}^{(())}\right) e^{-a n} . \tag{174}
\end{equation*}
$$

Thus the first-order velocity tends to its value in the interior of the fluid exponentially, but with a phase depending on $n$, since $\alpha$ is complex. A graph of the function ( $e^{-a n}-1$ ) $e^{i \sigma t}$ for different values of $t$ is given by Lamb ( r 932 , p. 623) to illustrate the motion in the neighbourhood of a plane boundary when the fluid at infinity is oscillating harmonically. Equation (174) shows that in the first approximation the boundary may be regarded as plane and $q_{n 1}^{(0)}, q_{n 1}^{(10)}$ and $V_{s 1}$ as independent of $s$ as well as $n$. However, the fact that these velocitics arc not completely independent of $s$ produces a small normal velocity relative to the boundary, given by

$$
\begin{equation*}
-\frac{\partial \psi_{1}^{\prime}}{\partial s}=-n \frac{\partial}{\partial s}\left(q_{s 1}^{(\infty)}-V_{s 1}\right)+\frac{\partial}{\partial s}\left(q_{s 1}^{(0)}-q_{s 1}^{(\infty)}\right) \frac{1}{\alpha}\left(\mathrm{e}^{-\alpha n}-1\right) . \tag{175}
\end{equation*}
$$

Just beyond the boundary layer this velocity is given by

$$
\begin{equation*}
-\left(\frac{\partial \psi_{1}^{\prime}}{\partial s}\right)_{n-\infty}=-\frac{1}{\alpha} \frac{\partial}{\partial s}\left(q_{n}^{(0)}-q_{n}^{(\infty)}\right) . \tag{176}
\end{equation*}
$$

In considering the second-order terms a development of the notation will be useful. If $F_{1}$ and $F_{2}$ are any two periodic quantities of the form

$$
\begin{equation*}
F_{1}=\mathscr{R} f_{1} \mathrm{e}^{\mathrm{i} \sigma t}, \quad F_{2}=\mathscr{R} f_{2} \mathrm{e}^{\mathrm{i} \sigma t}, \tag{177}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are complex and independent of $l$, and $\mathscr{R}$ denotes the real part, we have

$$
\begin{align*}
F_{1} F_{2} & =\frac{1}{2}\left(f_{1} \mathrm{e}^{\mathrm{i} \sigma t}+f_{1}^{*} \mathrm{e}^{\mathrm{i} \sigma t}\right) \times \frac{1}{2}\left(f_{2} \mathrm{e}^{\mathrm{i} \sigma t}+f_{2}^{*} \mathrm{e}^{-\mathrm{i} \sigma t}\right) \\
& =\frac{1}{1}\left(f_{1} f_{2} \mathrm{e}^{2 i \sigma t}+f_{1}^{*} f_{2}^{*} \mathrm{e}^{-2 i \sigma t}+f_{1} f_{2}^{*}+f_{1}^{*} f_{2}\right), \tag{178}
\end{align*}
$$

a star (*) being used to denote the conjugate complex quantity. Thus

$$
\begin{equation*}
\overline{F_{1} F_{2}}=\frac{\downarrow}{}\left(f_{1} f_{2}^{*}+f_{1}^{*} f_{2}\right)=\mathscr{R} \frac{1}{2} f_{1} f_{2}^{*}=\mathscr{R} \frac{1}{2} f_{1}^{*} f_{2} . \tag{170}
\end{equation*}
$$
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If the symbol $\mathscr{R}$ is omitted in (177) and (179) we may write

$$
\begin{equation*}
\overline{F_{1} F_{2}}=\frac{1}{2} F_{1} F_{2}^{*}=\frac{1}{2} F_{1}^{*} F_{2} \tag{180}
\end{equation*}
$$

it being understood that the real part only is to be taken. Any group of terms in a product may therefore be replaced as a whole by the conjugate complex group of terms.

From equation (174) we have

$$
\begin{align*}
\left(\frac{\partial \psi_{1}^{\prime}}{\partial n}\right)_{0}^{n} & =\left(q_{n}^{(0)}-q_{n}^{(0)}\right)\left(\mathrm{e}^{-a n}-1\right), \\
\frac{\partial^{2} \psi_{1}^{\prime}}{\partial n^{2}} & =-\left(q_{n 1}^{(0)}-q_{n 1}^{(\infty)}\right) \alpha \mathrm{e}^{-a n},  \tag{181}\\
\left(\frac{\partial^{2} \psi_{1}^{\prime}}{\partial s}\right)^{n} & =\frac{\partial}{\partial s}\left(q_{n}^{(0)}-q_{n 1}^{(\infty)}\right) \mathrm{e}^{-\alpha n} .
\end{align*}
$$

On substituting these results in (169) and integrating the second term using (172) we find

Just beyond the boundary layer we have

$$
\begin{align*}
\left(\frac{\partial \Psi}{\partial n}\right)_{n-\infty}= & -\frac{2}{i \sigma}\left(q_{s 1}^{(0)}-q_{s 1}^{(\infty)}\right) \frac{\partial}{\partial s}\left(q_{1}^{(n) *}-V_{s 1}^{*}\right)-\frac{3(1+\mathrm{i})}{4 \mathrm{i} \sigma}\left(q_{s 1}^{(0)}-q_{s 1}^{(0)}\right) \frac{\partial}{\partial s}\left(q_{s 1}^{(0) *}-q_{s 1}^{(s) *}\right) \\
& +\overline{\left(q_{s i}^{(0)}-V_{s 2}\right)}+\frac{1}{2 i \sigma}\left(q_{s 1}^{(0)}-V_{s 1}\right) \frac{\partial}{\partial s}\left(q_{s 1}^{*}-V_{s 1}^{*}\right) . \tag{183}
\end{align*}
$$

Thus the tangential cemponent of the mass-transport velocity is determined by the tangential velocity $q_{i}^{(0)}$ at the boundary, the tangential velocity $q_{i=1}^{(\infty)}$ just beyond the boundary layer, and the velocity $V_{s}$, which depends partly on the movement of the boundary and partly on the choice of origin. When there is no stretching of the boundary we may take

$$
\begin{equation*}
V_{s}=q_{s}^{(0)} . \tag{184}
\end{equation*}
$$

Equations (182) and (183) then become

$$
\text { and } \quad\left(\frac{\partial \Psi}{\partial n}\right)_{n-\infty}=\frac{5-3 \mathrm{i}}{4 \mathrm{i} \sigma}\left(q_{s 1}^{(0)}-q_{s i}^{(\infty)}\right) \frac{\partial}{\partial s}\left(q_{s 1}^{(0) \psi}-q_{s i}^{(\infty) \psi}\right) \text {, }
$$

and

$$
\begin{equation*}
\frac{\partial \Psi}{\partial n}=\frac{1}{4 \mathrm{i} \sigma}\left(q_{s 1}^{(0)}-q_{s 1}^{(\infty)}\right) \frac{\partial}{\partial s}\left(q_{s 1}^{(0) *}-q_{s 1}^{(\alpha) *}\right)\left[8\left(1-\mathrm{c}^{-\alpha n}\right)+3(1+\mathrm{i})\left(\mathrm{e}^{-(\alpha+\alpha \cdot)_{n}}-1\right)\right] \tag{185}
\end{equation*}
$$

respectively. In particular when the boundary is stationary we have

$$
\begin{equation*}
q_{i}^{(0)}=0, \tag{187}
\end{equation*}
$$

and so

$$
\begin{gather*}
\frac{\partial \Psi}{\partial n}=\frac{1}{4 \mathrm{i} \sigma} q_{n 1}^{((\pi)} \frac{\partial q_{s}^{(\omega) *}}{\partial s}\left[8\left(1-\mathrm{e}^{-a n}\right)+3(1+\mathrm{i})\left(\mathrm{e}^{-\left(\alpha+a \eta_{n}\right.}-1\right)\right]  \tag{188}\\
\left(\frac{\partial \Psi}{\partial n}\right)_{n=\infty}=\frac{\delta-3 \mathrm{i}}{4 \mathrm{i} \sigma} q_{n 1}^{(\omega)} \frac{\partial q_{h 1}^{(\omega) *}}{\partial s} . \tag{189}
\end{gather*}
$$

and

$$
\begin{align*}
& +\overline{\left(q_{s 2}^{(0)}-V_{s 2}\right)}+\frac{1}{2 i \sigma}\left(q_{s i}^{(0)}-V_{s 1}\right) \frac{\partial}{\partial s}\left(q_{s}^{(0) *}-V_{s 1}^{*}\right) . \tag{182}
\end{align*}
$$
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At the boundary itself the normal component of mass-transport velocity vanishes and so $\Psi$ must be constant. In general the normal component of the mass-transport velocity can be found from the equation

$$
\begin{equation*}
\frac{\partial \Psi}{\partial s}=\frac{\partial}{\partial s} \int_{0}^{\pi} \frac{\partial \Psi}{\partial \pi} \mathrm{d} \pi . \tag{180}
\end{equation*}
$$

For example, when the boundary is stationary we have from (188)

$$
\begin{equation*}
\frac{\partial \Psi}{\partial s}=-\frac{1}{4 i \sigma}\left(\frac{\left.\partial q_{s i}^{(\infty)}\right)}{\partial s} \frac{\partial q_{n}^{(\infty) *}}{\partial s}+\psi_{s i}^{(\infty)} \frac{\partial^{2} q_{n}^{(\infty) *}}{\partial s^{2}}\right) \frac{1}{\alpha}\left[8\left(1-\alpha n-\mathrm{e}^{-\alpha n}\right)+3 \mathrm{i}\left(\mathrm{e}^{-\left(\alpha+\alpha^{*}\right) n}+\left(\alpha+\alpha^{*}\right) n-1\right)\right], \tag{191}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left(\frac{\partial \Psi}{\partial s}\right)_{n=\infty}=-\frac{1}{4 \mathrm{i} \sigma}\left(\frac{\partial q_{1}^{(i)}}{\partial s} \frac{\partial q_{n}^{(\infty) *}}{\partial s}+q_{n i}^{(\infty)} \frac{\partial^{2} q_{n}^{(\infty) *}}{\partial s^{2}}\right) \frac{1}{\alpha}\left[(8-3 \mathrm{i})-(8-3 \mathrm{i}) \alpha n+3 i \alpha^{*} n\right] . \tag{182}
\end{equation*}
$$

## 8. The stresses are prescribed at the houndary

Let $p_{n s}^{(0)}$ denote the tangential stress at the boundary, which is assumed to be of order pvar/l. We have then

$$
\begin{equation*}
\left(\frac{\partial \psi}{\partial s}\right)_{=-0}=-V_{n}, \quad\left[\left(\frac{\partial^{2}}{\partial n^{2}}-\frac{\partial^{2}}{\partial s^{2}}+\kappa \frac{\partial}{\partial n}\right) \psi\right]_{n=0}=\frac{1}{\rho \nu} p_{n}^{(0)} \tag{103}
\end{equation*}
$$

If we assume

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial n^{2}}=O(1) \tag{194}
\end{equation*}
$$

(in powers of $\delta / L)$, it follows that $\partial \psi / \partial s$ and $\partial \psi / \partial n$ are constant, to this order, throughout the boundary layer. Thus

$$
\begin{array}{ll}
\frac{\partial \psi}{\partial n}=-V_{n}=-q_{n}^{(0)}, & \frac{\partial \psi^{\prime}}{\partial n}=O(\delta / l), \\
\frac{\partial \psi}{\partial n}=q_{s}^{(0)}, & \frac{\partial \psi^{\prime}}{\partial n}=q_{s}^{(0)}-V_{s} . \tag{196}
\end{array}
$$

The second of the two boundary conditions (193) may therefore be written

$$
\begin{equation*}
\left(\frac{\partial^{2} \psi}{\partial n^{2}}\right)_{n=0}=\frac{1}{\rho \nu} p_{n s}^{(0)}-\left(\frac{\partial V_{n}}{\partial s}+\kappa q_{z}^{(0)}\right), \tag{197}
\end{equation*}
$$

or alternatively, since, when $n=0$,
we have

$$
\begin{gather*}
\nabla^{2} \equiv\left(\frac{\partial^{2}}{\partial s^{2}}+\frac{\partial^{2}}{\partial n^{2}}-\kappa \frac{\partial}{\partial n}\right),  \tag{198}\\
\left(\nabla^{2} \psi\right)_{n \rightarrow 0}=\frac{1}{\rho \nu} p_{n}^{(0)}-2\left(\frac{\partial V_{n}}{\partial s}+\kappa q_{*}^{(0)}\right) . \tag{190}
\end{gather*}
$$

But the value of $\partial^{2} \psi / \partial n^{2}$ just beyond the boundary layer in general differs from that given by (197). Therefore we must have

$$
\begin{equation*}
\frac{\partial^{3} \psi}{\partial n^{3}}=O(\delta /)^{-1}, \quad \frac{\partial^{4} \psi}{\partial n^{4}}=O(\delta / l)^{-2} \tag{200}
\end{equation*}
$$

and hence also

$$
\begin{equation*}
\frac{\partial^{2} y^{\prime}}{\partial x^{\prime}}=O(1), \quad \frac{\partial^{3} \psi^{\prime}}{\partial n^{3}}=O(\delta / l)^{-1}, \quad \frac{\partial^{4} \psi^{\prime}}{\partial n^{4}}=O(\delta / l)^{-2}, \tag{201}
\end{equation*}
$$
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each further differentiation with respect to $n$ raising the order of magnitude by $(\delta / l)^{-1}$. It should be noticed, however, that there is a break in the sequence, since both $\partial \psi^{\prime} / \partial n$ and $\partial^{2} \psi / \partial n^{2}$ are $O(1)$. This introduces a significant difference between the present case and that considered in § 7.
The equation of motion (117) now becomes

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\frac{\partial \psi^{\prime}}{\partial n} \frac{\partial}{\partial s}-\frac{\partial \psi^{\prime}}{\partial s} \frac{\partial}{\partial n}-v \frac{\partial^{2}}{\partial n^{2}}\right) \nabla \nabla^{2} \psi=0 . \tag{202}
\end{equation*}
$$

This may be compared with equation (152), where the corresponding terms are of a higher order of magnitude. It is not possible in the present case to replace $\nabla^{2} \psi$ by $\partial^{2} \psi \mid \partial n^{2}$ or by $\partial^{2} \psi^{\prime} / \partial n^{2}$. In the first approximation we now have
and so

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\nu \frac{\partial^{2}}{\partial n^{2}}\right) \nabla^{2} \psi_{1}=0, \tag{203}
\end{equation*}
$$

$$
\begin{equation*}
\nabla^{2} \dot{\xi}_{1}=\nu \int \frac{\partial^{2}}{\partial n^{2}} \nabla^{2} \psi_{1} \mathrm{~d} t=\nu \int \frac{\partial^{4} \psi_{1}^{\prime}}{\partial n^{4}} \mathrm{~d} t . \tag{204}
\end{equation*}
$$

On taking mean values in equation (202) we find

$$
\begin{equation*}
\left(\frac{\partial \psi_{1}^{\prime}}{\partial n} \frac{\partial}{\partial s}-\frac{\partial \psi_{1}^{\prime}}{\partial s} \frac{\partial}{\partial n}\right) \nabla^{2} \psi_{1}=\nu \frac{\partial^{2}}{\partial n^{2}} \nabla^{2} \overline{\psi_{2}}=\nu \frac{\partial s \bar{\psi}_{2}^{\prime}}{\partial n^{4}}, \tag{205}
\end{equation*}
$$

so that, by (204),

$$
\begin{equation*}
\overline{\left(\frac{\partial Y_{1}^{\prime}}{\partial n} \frac{\partial}{\partial s}-\frac{\partial \psi_{1}^{\prime}}{\partial s} \frac{\partial}{\partial n}\right) \int \frac{\partial \psi^{4} \psi_{1}}{\partial n^{4}} \mathrm{~d} t}-\frac{\partial 4 \overline{\psi_{2}^{\prime}}}{\partial n^{i}}=0 \tag{206}
\end{equation*}
$$

as in equation (159). The mass-transport velocity is constant throughout the boundary layer; for from (139)

$$
\left.\begin{array}{cc}
s=\frac{\partial \psi^{\prime}}{\partial n}=q_{s}^{(0)}-V_{s}=O(1), & n=-\frac{\partial \psi^{\prime}}{\partial s}=O(\delta / l),  \tag{207}\\
\frac{\partial s}{\partial n}=\frac{\partial^{2} \psi^{\prime}}{\partial n^{2}}+\kappa \frac{\partial \psi^{\prime}}{\partial n}+\Omega=O(1), & \frac{\partial \dot{n}}{\partial s}=-\frac{\partial \psi^{\prime} \psi^{\prime}}{\partial s \partial n}=O(1),
\end{array}\right\}
$$

and so from (140). $\frac{\partial \Psi}{\partial n}=\left(q_{s 2}^{(0)}-V_{s 2}\right)+\sqrt{\left(q_{s 1}^{(0)}-V_{s 1}\right) \mathrm{d} t\left(q_{s 1}^{(0)}-V_{s 1}\right)}$.
However the velocity gradient $\partial^{2} \Psi / \partial n^{2}$ is not constant. We have from (142), after differentiating four times, using Leibniz's theorem, and retaining only the terms of highest order,

$$
\begin{equation*}
\frac{\partial^{4} \Psi}{\partial n^{4}}=\frac{\partial^{4} \overline{\psi_{2}^{\prime}}}{\partial n^{4}}+\int \frac{\partial^{5} \psi_{1}}{\partial n^{5}} \mathrm{~d} t \frac{\partial \psi_{1}^{\prime}}{\partial s}+4 \int \frac{\partial^{4} \psi_{1}^{\prime}}{\partial n^{4}} \mathrm{~d} t \frac{\partial^{2} \psi_{1}^{\prime}}{\partial s \partial n}+\int \frac{\partial \psi_{1}^{\prime}}{\partial n} \mathrm{~d} t \frac{\partial^{5} \psi_{1}^{4}}{\partial s n^{4}}, \tag{209}
\end{equation*}
$$

which may be compared with equation (161). Thus, from (206),

$$
\begin{align*}
\frac{\partial^{4} \Psi}{\partial n^{4}} & =4 \int \frac{\partial^{4} \psi_{1}^{\prime}}{\partial n^{4}} \mathrm{~d} t \frac{\partial^{2} \psi_{1}^{\prime}}{\partial s \partial n}  \tag{210}\\
& =4 \int \frac{\partial^{2}}{\partial n^{2}} \nabla^{2} \psi_{1} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{s}^{(n)}-V_{s}\right) . \tag{211}
\end{align*}
$$

On integrating from $n=\infty$ we have

$$
\begin{equation*}
\frac{\partial^{s} \Psi}{\partial n^{3}}=4 \int \overline{\frac{\partial}{\partial n} \nabla^{2} \psi_{1} \mathrm{~d} t \frac{\partial}{\partial s}\left(\mathcal{q}_{x}^{(0)}-\nabla_{s}\right)} \tag{212}
\end{equation*}
$$
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and on integrating from $n=0$

$$
\begin{equation*}
\left(\frac{\partial^{2} \Psi}{\partial n^{2}}\right)_{0}^{n}=4 \sqrt{\left(\nabla^{2} \psi_{1}\right)_{0}^{n} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{n}^{(0)}-V_{s 1}\right)} . \tag{213}
\end{equation*}
$$

To obtain a boundary condition for $\Psi$ when $n=0$ we have from (140) and (141), after differentiating with respect to $n$,

$$
\begin{equation*}
\frac{\partial}{\partial n}\left(\frac{1}{\eta_{0}} \frac{\partial \Psi}{\partial n}\right)=\frac{\partial \overline{s_{2}}}{\partial n}+\int \overline{\partial \dot{s}_{1}} \frac{\partial \mathrm{\partial} \cdot \frac{\bar{s}_{1}}{\partial n}}{\partial s}+\int \overline{\dot{s}_{1} \mathrm{~d} t \frac{\partial^{2} \dot{s}_{1}}{\partial s} \partial n}+\int \overline{\frac{\partial \dot{n}_{1}}{\partial n} \mathrm{~d} t \frac{\partial s_{1}}{\partial n}}+\int \overline{\dot{n}_{1} \mathrm{~d} i \frac{\partial^{2} s_{1}}{\partial n^{2}}}, \tag{214}
\end{equation*}
$$

or, since $\dot{n}_{1}$ vanishes and $\partial \dot{n}_{1} / \partial n$ equals $-\partial \dot{s}_{1} / \partial s_{\text {, }}$,

But from (207)

$$
\begin{equation*}
\frac{\partial \dot{s}}{\partial n}=\frac{\partial^{2} \psi}{\partial n^{2}}+x\left(q_{i}^{(0)}-V_{s}\right)+\Omega \tag{215}
\end{equation*}
$$

so that from (197) and (132)

$$
\left(\frac{\partial s}{\partial n}\right)_{n=0}=\frac{1}{\rho \nu^{2}} \psi^{(0)} .
$$

Hence

$$
\begin{equation*}
\left(\frac{\partial^{2} \Psi}{\partial n^{2}}\right)_{n=0}+\kappa_{0} \frac{\partial \Psi}{\partial n}=\frac{1}{\rho \nu}\left[\overline{p_{n=2}^{(0)}}+2 \int \overline{p_{s 11}^{(0)} \mathrm{d} t \frac{\partial}{\partial s}\left(q_{n 1}^{(0)}-V_{s 1}\right)}+\sqrt{\left.\left(q_{n}^{(0)}-V_{s 1}\right) \mathrm{d} t \frac{\partial p_{n+1}^{(0)}}{\partial s}\right] .}\right. \tag{217}
\end{equation*}
$$

Thus altogether

$$
\begin{align*}
\frac{\partial^{2} \Psi}{\partial n^{2}}+\kappa_{0} \frac{\partial \Psi}{\partial n} & =4 \int\left(\nabla^{2} \psi_{1}\right)_{0}^{n} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(0)}-V_{s 1}\right) \\
& +\frac{1}{\rho \nu}\left[\overline{\rho_{n+2}^{(0)}}+2 \int \overline{p_{n s 1}^{(0)} \mathrm{d} t \frac{\partial}{\partial s}\left(q_{n 1}^{(0)}-V_{s 1}\right)}+\overline{\int\left(q_{s 1}^{(0)}-V_{s 1}\right) \mathrm{d} t \frac{\partial p_{n 1}^{(0)}}{\partial s}}\right] . \tag{219}
\end{align*}
$$

From (219) we have, on replacing $V_{n 1}$ by $q_{n 2}^{(0)}$,

$$
\begin{equation*}
\left(\nabla^{2} \psi_{1}\right)_{n=0}=\frac{1}{\rho p} \phi_{m 1}^{(0)}-2\left(\frac{\partial q_{n 1}^{(0)}}{\partial s}+\kappa_{0} q_{s 1}^{(0)}\right), \tag{220}
\end{equation*}
$$

so that (219) can be written

$$
\begin{align*}
\frac{\partial^{2} \Psi}{\partial n^{2}}+\kappa_{0} \frac{\partial \Psi}{\partial n} & =4 \int \overline{\nabla^{2} \psi_{1} \mathrm{~d} t \frac{\partial}{\partial s}\left(q_{n}^{(0)}-V_{s 1}\right)}+8 \int\left(\overline{\left.\frac{\partial q_{n 1}^{(0)}}{\partial s}+\kappa_{0} q_{n 1}^{(0)}\right) \mathrm{d} t \frac{\partial}{\partial s}\left(q_{n 1}^{(0)}-V_{s 1}\right)}\right. \\
& +\frac{1}{\rho \nu}\left[\overline{p_{n 2}^{(0)}}-2 \overline{\int p_{n s 1}^{(0)} \mathrm{d} t \frac{\partial}{\partial s}\left(q_{n 1}^{(0)}-V_{s 1}\right)}+\int\left(q_{n 1}^{(0)}-V_{s 1}\right) \mathrm{d} t \frac{\partial p_{n 1}^{(0)}}{\partial s}\right] . \tag{221}
\end{align*}
$$

Also $\Psi$ is to be constant along the boundary.
When the first-order motion is simple harmonic, equation (203) becomes

$$
\begin{equation*}
\left(\mathrm{i} \sigma-\nu \frac{\partial^{2}}{\partial n^{2}}\right) \nabla^{2} \psi_{1}=0 \tag{222}
\end{equation*}
$$

The only solution of this equation which is finite for large $n$ and which satisfies the boundary condition (220) is

$$
\begin{equation*}
\nabla^{2} \psi_{1}=\left[\frac{1}{\rho v} q_{n s 1}^{(0)}-2\left(\frac{\partial q_{a}^{00}}{\partial s}+\kappa_{0} q_{r 1}^{(0)}\right)\right] \mathrm{e}^{-a n} . \tag{223}
\end{equation*}
$$

Thus from (219)

$$
\begin{align*}
\frac{\partial^{2} \Psi}{\partial n^{2}}+\kappa_{0} \frac{\partial \Psi}{\partial n} & =\frac{2}{2 \sigma}\left[\frac{1}{\rho \nu}-2\left(\frac{\partial q_{n 1}^{(0)}}{\partial s}+\kappa_{0} q_{s 1}^{(0)}\right)\right] \frac{\partial}{\partial s}\left(\eta_{s 1}^{(0) *}-V_{s 1}^{*}\right)\left(\mathrm{e}^{-a n}-1\right) \\
& +\frac{1}{\rho \nu}\left[\overline{p_{n s}^{(0)}}+\frac{1}{i \sigma} p_{n s 1} \frac{\partial}{\partial s}\left(q_{s}^{(0) *}-V_{s 1}^{*}\right)+\frac{1}{2 \mathrm{i} \sigma}\left(q_{s 1}^{(0)}-V_{s 1}\right) \frac{\partial p_{n 1}^{(0) *}}{\partial s}\right], \tag{224}
\end{align*}
$$

and just beyond the boundary layer we have from (221)

$$
\begin{align*}
\left(\frac{\partial^{2} \Psi}{\partial I^{2}}+\kappa_{0} \frac{\partial \Psi}{\partial n}\right)_{n-\infty} & =\frac{4}{i \sigma}\left(\frac{\partial q_{n 1}^{(0)}}{\partial s}+\kappa_{0} q_{n 1}^{(0)}\right) \frac{\partial}{\partial s}\left(q_{1}^{(0) *}-V_{s 1}^{*}\right) \\
& +\frac{1}{\rho \nu}\left[\overline{p_{n J 2}^{(0)}}-\frac{1}{i \sigma} p_{n s 1} \frac{\partial}{\partial s}\left(q_{s 1}^{(0) *}-V_{s 1}^{*}\right)+\frac{1}{2 i \sigma}\left(q_{s 1}^{(0)}-V_{s 1}\right) \frac{\partial \rho_{n 1}^{(0) *}}{\partial s}\right] . \tag{225}
\end{align*}
$$

At a free surface $p_{n j}^{(0)}$ vanishes, making the last group of terms in (224) and (225) zero. If also $\kappa_{0}=0$, then the co-ordinates may be chosen so that $V_{s 1}$ vanishes (see § 6 ). We have then

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=\frac{4 \partial q_{11}^{(0)}}{i \sigma} \frac{\partial q_{1}^{(0) *}}{\partial s}\left(1-\mathrm{e}^{-a n}\right), \tag{226}
\end{equation*}
$$

and just beyond the boundary layer

$$
\begin{equation*}
\left(\frac{\partial^{2} \Psi}{\partial n^{2}}\right)_{n m \infty}=\frac{4}{\mathrm{i} \sigma} \frac{\partial}{\partial q_{n 1}^{(0)}} \frac{\partial q_{s 1}^{*}}{\partial s} \tag{227}
\end{equation*}
$$

Thus, in the present case, it is the normal gradient of the mass transport which is determined throughout the boundary layer.

## 8. Determination of $\Psi$ in the interior

Suppose that it is desired to find a periodic motion satisfying, at the boundaries, one of two types of condition: either the normal and the tangential velocities are prescribed to be equal to $q_{a}^{(0)}$ and $q_{a}^{(0)}$ respectively or else the normal and tangential stresses are to be equal to $p_{n \pi}^{(0)}$ and $\hat{p}_{n}^{(0)}$ respectively. Suppose also that a perfect-fluid solution $\psi_{a}$ exists, satisfying Laplace's equation in the interior of the fluid, having the normal velocity $q_{*}^{(0)}$ at the first type of boundary, and having a value of $p$ equal to - $p_{n \mathrm{n}}^{(0)}$ at the second type of boundary. ( $\psi$, will not of course satisfy the other two boundary conditions, in general.) Let $\varepsilon \psi_{a 1}$, be the first approximation to $\psi_{a}$, in powers of $\varepsilon ; \psi_{a 1}$ is to be considered as being referred to coordinates normal and tangential to the boundaries. Since $\psi_{a}$ satisfies Laplace's equation, it satisfies also the equations of viscous motion in the interior of the fluid. Also, since $p$, apart from the hydrostatic pressure, is a function of the velocities of the order of $\rho a \sigma^{2} /$ (see equation (122)) and since, from equation (94),

$$
\begin{equation*}
p_{n n}=-p+O(\rho \nu a \sigma / l) \tag{228}
\end{equation*}
$$

it follows that $\epsilon \psi_{a}$, gives the prescribed value of the normal stress $\psi_{n n}$, with rclative errors of the order of $(\delta / l)^{2}$. Further, from $\S \S 7$ and 8 we see that by adding to $\psi_{a 1}$ functions, say $\psi_{b}$, which vanish exponentially inwards from the boundaries, the conditions of prescribed tangential stress or velocity may be satisfied (to order $\varepsilon$ ). The functions $\varepsilon \psi_{\Delta 1}$ produce also
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additional stresses and velocities normal to the boundaries. But, considered as functions of the velocities, these are at most of order $\delta / l$ relative to the corresponding functions for $e \psi_{a_{a}}$. Hence $e\left(\psi_{a 1}+\psi_{b_{1}}\right)$ satisfies all the prescribed boundary conditions for $\varepsilon \psi_{1}$, with neglect only of $\delta / 2$. In the interior of the fluid $\varepsilon \psi_{1}$ tends exponentially to $\varepsilon \psi_{a 1}$. Hence the velocities $q_{n 1}^{(\infty)}, q_{n}^{(0)}, V_{11}$ and $V_{n 1}$ may be calculated by the ordinary theory of perfect fluids, and will be correct to order $\delta / l$ in the interior. The effect of surface tension, which enters only into the normal stress, may be taken into account by calculating its effect on $\psi_{a 1}$ in the usual way.
Thus the theory of perfect fluids can be expected to describe the motion in the interior of the fluid successfully to order $\varepsilon$. But to order $\epsilon^{2}$ this is not so. From $\S 7$ we see that when the normal and tangential velocities at the boundary are given, the mass-transport velocity $\partial \Psi / \partial n$ just beyond the boundary layer is well determined, and not arbitrary as in the theory of a perfect fluid. To the present order of approximation the velocity is independent of the viscosity, and, as $\nu$ tends to zero, it tends to a value different from that at the boundaries. This phenomenon was noticed by Schlichting (1932) and Rayleigh (1883) in special cases. Similarly, from $\S 8$, when the tangential stress is prescribed at the boundary the normal gradient of the mass-transport velocity, or rather $\left(\frac{\partial^{2} \Psi}{\partial n^{2}}+x_{0} \frac{\partial \Psi}{\partial n}\right)$, is determined just beyond the boundary layer.

To determine $\Psi$ in the interior of the fluid, suppose that the first-order solution $\psi_{a 1}$ is found by the classical theory; $q_{n 1}^{(0)}, q_{n 1}^{(0)}, q_{s 1}^{(0)}$, etc., are then known. At the first type of boundary we have

$$
\begin{equation*}
\frac{\partial \bar{\Psi}}{\partial s}=0, \tag{229}
\end{equation*}
$$

and just beyond the boundary layer (if the velocities are expressed as the real parts of complex quantities)

$$
\begin{align*}
\frac{\partial \Psi}{\partial n}=4 \int\left(q_{n 1}^{(0)}-q_{n 1}^{(0)}\right) \mathrm{d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(0)}-V_{s 1}\right) & -\frac{3(1+\mathrm{i})}{2} \overline{\int\left(q_{s 1}^{(0)}-q_{n 1}^{(0)}\right) \mathrm{dt} \frac{\partial}{\partial s}\left(q_{s 1}^{(\alpha)}-q_{s 1}^{(0)}\right)} \\
& +\overline{\left(q_{s 2}^{(0)}-V_{s 2}\right)}+\sqrt{\left(q_{s 1}^{(0)}-V_{s 1}\right) \mathrm{d} t \frac{\partial}{\partial s}\left(q_{s 1}^{(0)}-V_{s 1}\right)} \tag{230}
\end{align*}
$$

by (183). Since the boundary layer is only of thickness $\delta$, the second condition may be supposed to be satisficd at the boundary itself, or at the mean boundary, for this will not affect the value of $\Psi$ in the interior to the present approximation. Similarly, at the second type of boundary we have

$$
\begin{equation*}
\frac{\partial \Psi}{\partial s}=0, \tag{231}
\end{equation*}
$$

and from (221)

In the interior of the fluid the field equation may be taken to be either (68) or (86), according as $a^{2} \ll \delta^{2}$ or $a^{2} \geqslant \delta^{2}$. Solutions of these equations may be called conduction solutions and convection solutions respectively, corresponding to the names for the equations suggested in §4.

Since the conduction equation is of the fourth order we may expect that a conduction solution satisfying all the boundary conditions exists in general. But since the convection equation is only of the second order, a convection solution can be expected to exist only in special cases.

Let us consider more closely the conditions to be satisfied by the convection solution near a free surface, say $z=0$. Setting $p_{n u}^{(0)}=\kappa_{0}=V_{s 1}=0$ in equation (232), we have

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=8 \int \frac{\partial q_{n}^{(0)}}{\partial s} d t \frac{\partial q_{n}^{(0)}}{\partial s}, \tag{233}
\end{equation*}
$$

or, on replacing $(s, n)$ by $(x, z)$,

$$
\begin{equation*}
\left(\frac{\partial^{2} \Psi}{\partial z^{2}}\right)_{z=0}=-8 \int \frac{\partial^{2} \psi_{q} \frac{\partial^{2}}{\partial x^{2}} \mathrm{~d} t \psi_{\rho 1}}{\partial x z z} . \tag{234}
\end{equation*}
$$

Now since $\Psi$ is constant when $z=0$ we have from the convection equation (86)

$$
\begin{equation*}
\left(\frac{\partial^{2} \Psi}{\partial z^{2}}\right)_{z=0}=\text { constant }-4 \int \frac{\partial^{2} \psi_{a 1}}{\partial x^{2}} \mathrm{dt} \frac{\partial^{2} \psi_{a 1}}{\partial x \partial z} . \tag{235}
\end{equation*}
$$

From (234) and (235) it follows that a necessary condition is
or

$$
\begin{align*}
& \int \frac{\overline{\partial^{2} \psi_{\sigma 1}} \frac{d}{\partial x^{2}} \mathrm{~d} t \frac{\partial^{2} \psi_{a 1}}{\partial x \partial z}}{\partial z}=\text { constant },  \tag{236}\\
& \int \frac{\overline{\partial^{2} \psi_{a 1}} \frac{\partial^{2} \psi_{a 1}}{\partial z^{2}} \mathrm{~d} t \frac{\psi_{0}}{\partial x \partial z}}{\partial z} \text { constant, } \tag{237}
\end{align*}
$$

since $\psi_{a 1}$ satisfies Laplace's equation. This is equivalent to

$$
\begin{equation*}
\int \frac{\overline{\partial^{2} \psi_{a 1}} \frac{\partial^{2} \psi_{a 1}}{\partial x \partial z^{2}}}{\frac{\partial}{} \frac{\partial^{2} \psi_{a 1}}{\partial x \partial z}} \frac{\partial z^{2}}{\partial z^{2}} \int \frac{\partial^{3} \psi_{a 1}}{\partial z^{3}} \mathrm{dt}=0 \tag{238}
\end{equation*}
$$

(on differentiating with respect to $x$ and using the property of the periodicity, equation (34)). Now the condition of constant normal pressure at the free surface gives, for the perfectfluid solution,

$$
\begin{equation*}
\frac{\partial \phi_{a 1}}{\partial l^{2}}-g \frac{\partial \phi_{a 1}}{\partial z}=0, \tag{239}
\end{equation*}
$$

where $\phi_{a!}$ is the velocity potential corresponding to $\psi_{a 1}$ (Stokes 1847 ). On differentiating with respect to $x$ and replacing $\partial \phi_{a_{1}} / \partial x$ by $-\partial \psi_{a_{1}} / \partial z$ we have

$$
\begin{equation*}
\frac{\partial^{3} \psi_{a 1}}{\partial z \partial t^{2}}-g \frac{\partial \psi_{a 1}}{\partial z^{2}}=0 \tag{240}
\end{equation*}
$$

Thus the left-hand side of (238) may be written

$$
\begin{equation*}
\frac{1}{g}\left[\overline{\frac{\partial^{3} \psi_{a 1}}{\partial x \partial z \partial t} \frac{\partial^{2} \psi_{a 1}}{\partial x \partial z}}+\frac{\partial^{2} \psi_{a} \frac{\partial \xi^{\frac{\gamma}{\psi_{a l}}}}{\partial z^{2}} \frac{\partial z^{2} \partial t}{\partial z}}{} .\right. \tag{241}
\end{equation*}
$$

Each term vanishes, by the periodicity; thus the necessary condition is satisfied. Thie proof can be extended to the case when the surface tension is taken into account. Hence, if both normal and tangential stresses at the surface vanish, it may be possible to satisfy the condition (232); but if the stresses do not vanish a convection solution cannot in general be found.
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## PART III. WAVES IN WATER OF UNIFORM DEPTH

## 10. Introduction

In parts I and II a general method was described for finding the mass-transport velocity in any oscillatory motion of small amplitude, given the first-order motion for a perfect fluid. In this part the method will be applied to the case of waves in water of uniform depth.

As shown in part I, the motion in the interior of the fluid has a different character when the ratio $a^{2} / \delta^{2}$ is small, and when it is large, compared with unity ( $a$ denotes the amplitude of the first-order oscillation, and $\delta=(2 \nu / \sigma)^{\prime}$, where $\nu$ is the viscosity and $2 \pi / \sigma$ is the period). In the first case the vorticity is diffused throughout the fluid by viscous conduction, and in the second case by convection with the mass-transport velocity. There are two different field equations for the two cases (equations (68) and (84)). The mass transport near the boundaries, however, does not depend critically on the ratio a/ $\delta$, but is determined by the first-order motion and the local boundary conditions. The thickness of the boundary layer is of order $\delta$. Just beyond this layer either the mass-transport velocity $\partial \Psi / \partial n$ itself or its normal gradient $\partial^{2} \Psi / \partial n^{2}$ takes a certain definite value, depending on whether the boundary is fixed or 'free'; and, by combining the known values of $\partial \Psi / \partial n$ or $\partial^{2} \Psi / \partial n^{2}$ just beyond the boundaries with the approximate field equations for the stream function $\Psi$ in the interior of the fluid, a 'conduction solution' or a 'convection solution' may be obtained.

In order to treat the progressive and the standing wave together we shall consider a motion which, in the first approximation, consists of two waves of the same period and wave-length travelling in opposite directions; that is, we suppose that the equation of the free surface is

$$
\begin{equation*}
z=a_{1} \cos (k x-\sigma t)+a_{2} \cos (k x+\sigma t) \tag{242}
\end{equation*}
$$

in the usual notation; or, if the real part only is taken,

$$
\begin{equation*}
z=\left(a_{1} \mathrm{c}^{-\mathrm{j} k}+a_{2} \mathrm{e}^{1 k x}\right) \mathrm{c}^{\mathrm{l} \sigma t} . \tag{243}
\end{equation*}
$$

The corresponding stream function is given by

$$
\begin{equation*}
\varepsilon \psi_{01}=-\frac{\sigma \sinh k(z-k)}{\sin l k j k}\left(a_{1} \mathrm{e}^{-1 k x}-a_{2} \mathrm{e}^{\mathrm{i} k x}\right) \mathrm{e}^{\mathrm{i} \sigma t} \tag{244}
\end{equation*}
$$

(Stokes 1847). The condition of constant pressure at the free surface gives

$$
\begin{equation*}
\sigma^{2}=g k \tanh k h . \tag{245}
\end{equation*}
$$

To obtain a single progressive wave of amplitude $a$ travelling in the direction of $x$ increasing we shall write

$$
\begin{equation*}
a_{1}=a, \quad a_{2}=0 . \tag{246}
\end{equation*}
$$

To obtain a standing wave of amplitude $2 a$ we shall write

$$
\begin{equation*}
a_{1}=a_{2}=a . \tag{247}
\end{equation*}
$$

We shall first evaluate the motion in the boundary layers, and then proceed to consider the motion in the interior of the fluid. Finally, the results will be compared with some observations of mass-transport velocities.
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## 11. The boundary layer at the bottom

In equation (188) we write

$$
\begin{equation*}
s=-x, \quad n=h-z, \tag{248}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon q_{51}^{(\infty)}=\frac{\sigma}{\sinh k h}\left(a_{1} \mathrm{e}^{-k x}-a_{2} \mathrm{e}^{\mathrm{i} k \pi}\right) \mathrm{e}^{\mathrm{l} \sigma \alpha_{1}} . \tag{249}
\end{equation*}
$$

This gives

$$
\epsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{\sigma k}{4 \sinh ^{2} k h}\left(a_{1}^{2}-a_{2}^{2}-2 a_{1} a_{2} \sin 2 k x\right)\left[8\left(1-\mathrm{e}^{-\alpha(h-z)}\right)-3(1+\mathrm{i})\left(1-\mathrm{e}^{-(\alpha+\alpha)(a-x)}\right)\right] .
$$

Now

$$
\begin{equation*}
\alpha(h-z)=(1+\mathrm{i}) \frac{h-z}{\delta} \tag{250}
\end{equation*}
$$

Thus, retaining only the real part, we have

$$
\begin{equation*}
\epsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{\sigma k}{4 \sinh ^{2} k h}\left[\left(a_{1}^{2}-a_{2}^{2}\right) f^{(b)}\left(\frac{h-z}{\delta}\right)+2 a_{1} a_{2} \sin 2 k x f^{(u)}\left(\frac{h-z}{\delta}\right)\right], \tag{252}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
f^{(\phi)}(\mu)=5-8 \mathrm{e}^{-\mu} \cos \mu+3 \mathrm{e}^{-2 \mu}, \\
f^{())}(\mu)=-3+8 \mathrm{e}^{-\mu} \sin \mu+3 \mathrm{e}^{-2 \mu} . \tag{253}
\end{array}\right\}
$$

(a) The progzessive wave

Assuming (246) we have

$$
\begin{equation*}
\sigma^{2} \frac{\partial \Psi}{\partial z}=\frac{a^{2} \sigma k}{4 \sinh ^{2} k h} f^{(\varphi)}\left(\frac{h-z}{\delta}\right) . \tag{254}
\end{equation*}
$$



Fioure 4. Graph of $f^{(0)}(\mu)$, representing the profile of the mass-transport velocity in the boundary layer at the bottom, in a progressive wave.
$f^{(\rho)}(\mu)$, which represents the typical velocity profile near the bottom for the progressive wave, is plotted against $\mu$ in figure 4. It will be seen that $f^{(\rho)}(\mu)$ is always positive and, when $\mu$ tends to infinity, tends to the vaiue 5 . Thus, just beyond the boundary layer,

$$
\begin{equation*}
\epsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{5 a^{2} \sigma k}{4 \sinh ^{2} k h^{2}} . \tag{255}
\end{equation*}
$$
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Also

$$
\begin{equation*}
\frac{\mathrm{d} f(\phi)}{\mathrm{d} \mu}=8 \sqrt{ } 2 \mathrm{e}^{-\mu} \sin \left(\mu+\frac{1}{2} \pi\right)-6 \mathrm{e}^{-2 \mu}, \tag{256}
\end{equation*}
$$

so that stationary values of the velocity occur when

$$
\begin{equation*}
\sin \left(\mu+\frac{1}{4} \pi\right)=\frac{3}{4 \sqrt{2}} e^{-\mu} \tag{257}
\end{equation*}
$$

The lowest root is given by

$$
\begin{equation*}
\mu=2.306, \quad f^{(p)}=5.505, \tag{258}
\end{equation*}
$$

so that the maximum value of the velocity is given by

$$
\begin{equation*}
\varepsilon^{2}\left(\frac{\partial \Psi}{\partial z}\right)_{\operatorname{man}}=1 \cdot 37 \epsilon \frac{a^{2} \sigma k}{\operatorname{sini}^{2} k h} . \tag{258}
\end{equation*}
$$

Subsequent maxima or minima occur when

$$
\begin{equation*}
\mu \div\left(m-\frac{1}{6}\right) \pi \quad(m=2,3, \ldots) . \tag{260}
\end{equation*}
$$

Assuming (247) we have

> (b) The standing wave

$$
\begin{equation*}
\epsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{1}{2} \frac{a^{2} \sigma k}{\sinh ^{2} k h} \sin 2 k x f^{(i)}\left(\frac{h-z}{\delta}\right) . \tag{261}
\end{equation*}
$$

$f^{(u)}(\mu)$ is plotted against $\mu$ in figure 5 . As $\mu$ tends to infinity $f^{(u)}$ tends to -3 . Thus just beyond the boundary layer we have

$$
\begin{equation*}
\sigma^{2} \frac{\partial \Psi}{\partial z}=-\frac{3}{2} \frac{a^{2} \sigma k}{\sinh ^{2} k h} \sin 2 k x . \tag{262}
\end{equation*}
$$



Figure 5. Graph of $f^{(h)}(\mu)$, representing the profile of the mass-transport velocity in the boundary layer at the bottom, in a standing wave.

However, for small values of $\mu_{3} f^{(b)}$ takes positive values. There is one zero, namely, when $\mu=0.93$. Since

$$
\begin{equation*}
\frac{\mathrm{d} f(v)}{\mathrm{d} \mu}=8 \sqrt{ } 2 \mathrm{e}^{-\mu} \sin \left(\mu+\frac{8}{4} \pi\right)-6 \mathrm{e}^{-2 \mu} \tag{263}
\end{equation*}
$$

maxima and minima occur when

$$
\begin{equation*}
\sin \left(\mu+\frac{8}{4} \pi\right)=\frac{3 e^{-\mu}}{4 \sqrt{ } 2} \tag{264}
\end{equation*}
$$
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The first two stationary values occur when
and

$$
\begin{array}{ll}
\mu=0.49, & f^{(s)}=-0.41  \tag{265}\\
\mu=3.94, & f^{(s)}=3.11 .
\end{array}
$$

Subsequent maxima or minima occur when

$$
\begin{equation*}
\mu \neq\left(m-\frac{3}{4} \pi\right) \quad(m=3,4, \ldots) . \tag{267}
\end{equation*}
$$

We see from (201) that the horizontal mass-transport velocity varies as $\sin 2 k x$; in the planes $x=0, \pm \frac{1}{4} \lambda, \pm \frac{1}{2} \lambda, \ldots$, it is zero, and in the planes $x= \pm \frac{1}{8} \lambda, \pm \frac{3}{8} \lambda, \ldots$, it is a maximum. The particles very close to the bottom tend to move towards the planes of greatest horizontal first-order motion and away from the planes where the motion is purely vertical, but for larger values of $(h-z) / \delta$ the particles drift in the reverse sense. Hence there is a circulation in the boundary layer itself, in cells whose length is $1 \lambda$. The vertical velocity is given by

$$
\begin{equation*}
\epsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{a^{2} \delta k^{2} \sigma}{\sinh ^{2} k h} \cos 2 k x \int_{0}^{(1-s) / 4} f(\omega)(\mu) d \mu \tag{268}
\end{equation*}
$$

This vanishes when $(h-z) / \delta=0$ and $1 \cdot 47$.

## 12. The boundary layer at the frre surface

Since the boundary is moving we retain at first the co-ordinates ( $5, n$ ). In equation (226) we write

$$
\begin{equation*}
\varepsilon q_{i 1}^{(0)}=\mathrm{i} \sigma\left(a_{1} \mathrm{e}^{-1 k s}+a_{2} \mathrm{e}^{\mathrm{j} t}\right) \mathrm{e}^{1 \sigma t} \tag{269}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial \Psi}{\partial n^{2}}=-4 \sigma k^{2} \operatorname{coth} k h\left(a_{1}^{2}-a_{2}^{2}-2 i a_{1} a_{2} \sin 2 k s\right)\left(1-\mathrm{e}^{-a n}\right) . \tag{270}
\end{equation*}
$$

giving
Thus, retaining only the real part of (271) we have

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial^{2} \Psi}{\partial n^{2}}=4 \sigma k^{2} \operatorname{coth} k h\left[\left(a_{2}^{2}-a_{2}^{2}\right) g^{(\phi)}\left(\frac{n}{\delta}\right)+2 a_{1} a_{2} \sin 2 k s g^{(s)}\left(\frac{n}{\delta}\right)\right], \tag{272}
\end{equation*}
$$

where

$$
\begin{align*}
& g^{(\theta)}(\mu)=-1+\mathrm{e}^{-\mu} \cos \mu  \tag{273}\\
& g^{(n)}(\mu)=-\mathrm{e}^{-\mu} \sin \mu . \tag{274}
\end{align*}
$$

In this case

> (a) The progressive wave

$$
\begin{equation*}
\epsilon^{2} \frac{\partial^{2} \Psi}{\partial n^{2}}=4 a^{2} \sigma k \operatorname{coth} k h g^{(n)}\left(\frac{\pi}{\delta}\right) . \tag{275}
\end{equation*}
$$

As $\mu$ tends to infinity $g^{(\phi)}$ tends to -1 . Thus, just beyond the boundary layer the velocity gradient is given by

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial \partial^{\partial U_{P}}}{\partial n^{2}}=-4 \sigma^{2} \sigma k \operatorname{coth} k h_{h} \tag{276}
\end{equation*}
$$

which is twice the corresponding value for the irrotational wave (see Stokes 1847). Hence there is a vorticity given by $\quad \epsilon^{2} \nabla^{2} \overline{\psi_{2}}=-2 a^{2} \sigma k^{2} \operatorname{coth} k h$.
From (273) we see that $g^{(p)}$ is always negative except at the free surface, where it vanishes. The stationary values of $g^{(\rho)}$ are given by

$$
\begin{equation*}
\mu=\left(m-\frac{1}{2}\right) \pi \quad(m=1,2, \ldots) . \tag{278}
\end{equation*}
$$
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The greatest value of the velocity gradient is given by

$$
\begin{equation*}
m=1, \quad \mu=\frac{3}{3} \pi, \quad g^{(p)}=-1 \cdot 67 \tag{279}
\end{equation*}
$$

(b) The standing wave

In this case we have from (274)

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial^{2} \Psi}{\partial n^{2}}=8 a^{2} \sigma k \operatorname{coth} k h \sin 2 k s g^{(x)}\left(\frac{n}{\delta}\right) . \tag{280}
\end{equation*}
$$

As $\mu$ tends to infinity $g^{(s)}$ tends to zero. Thus, just beyond the boundary layer

$$
\begin{equation*}
\varepsilon^{2} \frac{\partial^{2} \frac{\tau^{2}}{\partial}}{\partial n^{2}}=0, \tag{28I}
\end{equation*}
$$

as in the irrotational wave. In the boundary layer itself the velocity gradient may take both positive and negative values. The stationary values of $g^{(s)}$ are given by

$$
\begin{equation*}
\mu=\left(m-\frac{3}{4}\right) \pi \quad(m=1,2, \ldots) . \tag{282}
\end{equation*}
$$

The greatest and least values of the velocity gradient occur when

$$
\begin{array}{ll}
\mu=\frac{1}{4} \pi, & g^{(x)}=-0.67, \\
\mu=\frac{3}{4} \pi, & g^{(v)}=0.14,
\end{array}
$$

and
respectively. The velocity gradient vanishes when

$$
\begin{equation*}
\mu=m \pi \quad(m=0,1,2, \ldots) . \tag{295}
\end{equation*}
$$

## 13. Motion in the interior: the conduction soiution

As boundary conditions for the motion in the interior we find the values of $\partial \Psi / \partial n$ (or $\partial^{2} \Psi / \partial n^{2}$ ) just beyond the boundary layers ( $n \geqslant \delta$ ), and suppose that these are to be taken at the mean boundary itself. Thus from (252) and (273) we have, so far as the motion in the interior is concerned,
and

$$
\begin{equation*}
\epsilon^{2}\left(\frac{\partial \Psi}{\partial z}\right)_{z-h}=\frac{\sigma k}{4 \sinh ^{2} k h}\left[5\left(a_{1}^{2}-a_{2}^{2}\right)-6 a_{1} a_{2} \sin 2 k x\right] \tag{286}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{E}\left(\frac{\partial^{2} \Psi}{\partial Z^{2}}\right)_{z-0}=-\frac{2 \sigma k^{2} \sinh 2 k h}{\sinh ^{2} k h}\left(a_{\mathrm{I}}^{2}-a_{\mathrm{z}}^{\mathrm{I}}\right) . \tag{287}
\end{equation*}
$$

On each of the mean boundaries $\Psi$ is to be constant. The arbitrary constant in $\Psi$ may be chosen so as to make $\Psi$ vanish at the upper boundary. Thus

$$
\begin{equation*}
(\Psi)_{z-0}=0 \tag{288}
\end{equation*}
$$

and

$$
\begin{equation*}
(\Psi)_{X-h}=\text { constant } \tag{289}
\end{equation*}
$$

Also from equation (244) we have

$$
\begin{equation*}
\epsilon^{2} \int \frac{\partial \psi_{a 1}}{\partial z} \mathrm{~d} \frac{\partial \psi_{a 1}}{\partial x}=\frac{\sigma \sinh 2 k(z-h)}{4} \frac{\sinh ^{2} k h}{\left(a_{1}^{2}-a_{2}^{2}\right),} \tag{290}
\end{equation*}
$$

so that the conduction equation for $\Psi$ in the interior of the fluid is, by equation (68),

$$
\begin{equation*}
\nabla^{4} \Psi=\nabla^{4} \frac{\sigma \sinh 2 k(z-h)}{\sinh ^{2} k h}\left(a_{1}^{2}-a_{2}^{2}\right), \tag{291}
\end{equation*}
$$
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However, the equations (286) to (289) and (291) are not quite sufficient to determine. $\Psi$ uniquely; one further condition is required. We may suppose that

$$
\begin{equation*}
(\Psi)_{x-h}=0, \tag{292}
\end{equation*}
$$

i.e. that the total horizontal flow due to the mass transport is zero. Assume a solution of the form

$$
\begin{equation*}
\sigma^{2} \Psi=\frac{\sigma}{4 \sinh ^{2} k h}\left[\left(a_{1}^{2}-a_{2}^{2}\right)\left\{\sinh 2 k(z-h)+Z^{(\varphi)}(z)\right\}+2 a_{1} a_{2} \sin 2 k x Z^{(3)}(z)\right] . \tag{293}
\end{equation*}
$$

Then $Z^{(0)}$ and $\mathcal{Z}^{(0)}$ must satisfy

$$
\left.\begin{gather*}
\frac{\left.d^{4} Z^{( }\right)}{\mathrm{d} z^{4}}=0,  \tag{294}\\
\\
\quad\left(Z^{(0)}\right)_{x=h}=0, \\
k^{2} \sinh 2 k h, \quad\left(Z^{(b)}\right)_{z=0}=\sinh 2 k h
\end{gather*} \right\rvert\,
$$

and

$$
\begin{gather*}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}}-4 k^{2}\right)^{2} Z^{(s)}=0, \\
\left(\frac{\mathrm{~d} Z^{(k)}}{\mathrm{d} z}\right)_{z=-k}=-3 k,  \tag{295}\\
\left(\frac{\mathrm{~d}^{2} Z^{(x)}}{\mathrm{d} z^{2}}\right)_{x=0}=0, \\
\left(Z^{(s)}\right)_{z-h}=0, \\
\end{gather*} \quad\left(Z^{(s)}\right)_{z=0}=0 .
$$

The solutions of these equations are given by

$$
\begin{equation*}
2^{(b)}=\sinh 2 k h+3 k z+k^{2} h^{2} \sinh 2 h h\left(z^{3} / h^{3}-2 z^{2} / h^{2}+z / h\right)+\frac{1}{2}(\sinh 2 k / h+3 k h)\left(z^{3} / h^{3}-3 z / h\right) \tag{298}
\end{equation*}
$$

and

$$
\begin{equation*}
Z^{(0)}=8 \frac{2 k h \cosh 2 k h \sinh 2 k z-2 k z \cosh 2 k z \sinh 2 k h}{\sinh 4 k h-4 k h} \tag{297}
\end{equation*}
$$

This gives the solution (293) uniquely. But if the condition (294) is relaxed an arbitrary multiple of

$$
\begin{equation*}
a^{2} \sigma\left(z^{3} / h^{3}-3 z / h\right) \tag{298}
\end{equation*}
$$

may be added to $\Psi$. The expression (298) represents a parabolic velocity distribution which vanishes on the bottom and has zero velocity gradient at the free surface.
(a) The progressive wave

When $a_{1}=a, a_{2}=0$, we have from (293) and (296)

$$
\begin{equation*}
\epsilon^{2} \frac{\partial \Psi}{\partial z}=a^{2} \sigma k F^{(p)}(z / h), \tag{299}
\end{equation*}
$$

where

$$
\begin{align*}
& F(\mu)(\mu)=\frac{1}{4 \sinh ^{2} k h}\left[2 \cosh 2 k h(\mu-1)+3+k h \sinh 2 k h\left(3 \mu^{2}-4 \mu+1\right)\right. \\
&\left.+3\left(\frac{\sinh 2 k h}{2 / h h}+\frac{3}{2}\right)\left(\mu^{2}-1\right)\right] . \tag{300}
\end{align*}
$$
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In figure $6, F^{(0)}$ is plotted against $\mu$ for $k h=0.5,1.0$ and 1.5 . It will be seen that the curve is always concave towards the right. For small values of $k h$ the velocity is greatest near the bottom. When $k h$ is negligible we have
and so

$$
\begin{align*}
& F(h)(\mu)=\frac{5}{8 k^{2} h^{2}}\left(3 \mu^{2}-1\right),  \tag{301}\\
& \varepsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{5 b^{2} \sigma k}{8}\left(3 z^{2} / h^{2}-1\right), \tag{302}
\end{align*}
$$

where $b$ is the amplitude of the horizontal motion:

$$
\begin{equation*}
b=a \operatorname{coth} k h=a / k h . \tag{303}
\end{equation*}
$$



Figure 6. Graphs of $F^{(h)}(z / h)$ when $k h=0.5,1.0$ and $1 \cdot 5$, representing the profile of the masstransport velocity in the interior of the fluid in a progressive wave (conduction solution).

Equation (302) gives a parabolic velocity distribution, which is zero when $z / h=\sqrt{ } 3$ and has a vertical tangent at the mean free surface. However, for small values of $k h$ the present approximation may not be good unless the wave amplitude $a$ is very small; for the method can only be expected to remain valid if the mass-transport velocity is small compared with the orbital velocity of the particles; it will be seen that this requires $a / h \ll 1$.
For large values of $k h$ the velocity is greatest near the free surface. When $(k h)^{-1}$ and $\mathrm{e}^{-k h}$ are negligible we have

$$
\begin{equation*}
F^{(0)}(\mu)=\frac{1}{2} k h\left(3 \mu^{2}-4 \mu+1\right), \tag{304}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\epsilon^{2} \frac{\partial \Psi}{\partial z}=\frac{1}{2} a^{2} \sigma k^{2} h\left(3 z^{2} / h^{2}-4 z / h+1\right) . \tag{305}
\end{equation*}
$$

This represents a parabolic velocity distribution which is zero when $z / h=1$ and $z / h=\frac{1}{5}$, and has a vertical tangent when $z / h=\frac{\pi}{3}$.

## (b) The standing wave

When $a_{1}=a_{2}=a$ we have from (293)

$$
\begin{equation*}
\epsilon^{2} \Psi=\frac{a^{2} \sigma}{2 \sinh ^{2} k h} \sin 2 k x Z^{(s)}(z), \tag{306}
\end{equation*}
$$

$Z^{(s)}$ being given by (297). Contours of the function $\sin 2 k x Z^{(s)}(z)$ when $k h=1 \cdot 0$ are shown in figure 7. The circulation is in cells bounded by the vertical planes $x=3 \mathrm{~m} \lambda$ (where $m$ is any
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integer) and by the horizontal planes $z=0$ and $z=h$. It may he shown that $Z^{(s)}(z)$ has only one stationary value, given by

$$
\begin{equation*}
2 k z \tanh 2 k z=2 k h \operatorname{coth} 2 k h-1 . \tag{307}
\end{equation*}
$$



Figure 7. Contours of $\sin 2 k x Z^{(s)}(z)$ when $k h=I \cdot 0$, representing the circulation of mass transport in a standing wave (conduction solution).

Hence there is only one cell in each vertical line. When $k h$ is small we have

$$
\begin{equation*}
\varepsilon^{2} \Psi=-\frac{3}{4} b^{2} \sigma k h \sin 2 k x\left(z^{3} / h^{3}-z / h\right), \tag{308}
\end{equation*}
$$

where $b$ is given by (303), so that there is a point of zero velocity where

$$
\begin{equation*}
x=\left(\frac{1}{2} m+\frac{1}{4}\right) \lambda_{1} \quad z / h=\sqrt{3} . \tag{309}
\end{equation*}
$$

When $k h$ is large we find

$$
\begin{equation*}
\varepsilon^{2} \Psi=\frac{3}{2} a^{2} \sigma \sin 2 k x \mathrm{e}^{-2 k h} 2 k(h-z) \mathrm{e}^{-2 k(h-2)} \tag{310}
\end{equation*}
$$

This is the special case found by Rayleigh (I883).* The velocities are very small, owing to the factor $\mathrm{e}^{-2 k h}$. The circulation is driven by the tangential velocity near the bottom, and takes place almost entirely within a quarter of a wave-length from the bottom. There is a point of zero velocity where

$$
\begin{equation*}
x=\left(\frac{1}{2} m+\frac{1}{4}\right) \lambda, \quad 2 k(h-z)=1, \quad h-z=\lambda / 4 \pi . \tag{311}
\end{equation*}
$$

## 14. Motion in the interior: the convection solution

The boundary conditions for $\Psi$ are given, as before, by equations (286) to (289), but the field equation, from equation (84), is now

$$
\begin{equation*}
\nabla^{2}\left[\Psi-\frac{\sigma \sinh 2 k(z-h)}{4 \sinh ^{2} k h}\left(a_{1}^{2}-a_{2}^{2}\right)\right]=F(\Psi) . \tag{312}
\end{equation*}
$$

(a) The progressive wave

In this case a solution is simply

$$
\begin{equation*}
\varepsilon^{2} \Psi=\frac{a^{2} \sigma}{4 \sinh ^{2} k h} H(z), \tag{313}
\end{equation*}
$$

[^3]
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where $H(z)$ is an arbitrary function satisfying only the conditions

$$
\begin{align*}
\left(\frac{\partial H}{\partial z}\right)_{z=A} & =5 k  \tag{314}\\
\left(\frac{\partial z H}{\partial z^{2}}\right)_{z=0} & =-2 k^{2} \sinh 2 k h \\
(H)_{z=0} & =0
\end{align*}
$$

and, if the total horizontal flow is assumed to be zero,

$$
\begin{equation*}
(H)_{x-h}=0 ; \tag{3I5}
\end{equation*}
$$

for, equation (313) defines $z$ as a function of $\Psi$, and then $F$ can be defined by equation (312). The motion represented is a horizontal flow depending only on $z$. It can only be defined further if the conditions at $x= \pm \infty$ are specified.
(b) The general case

When neither $a_{1}$ nor $a_{2}$ vanishes, we assume, as the simplest hypothesis, that $F$ is a linear function of $\Psi$ :

$$
\begin{equation*}
F(\Psi)=\frac{C \sigma k^{2}}{4 \sinh ^{2} k h}\left(a_{1}^{2}-a_{2}^{2}\right)-r^{2} \Psi \tag{316}
\end{equation*}
$$

where $C$ and $r$ are constants to be determined. The differential equation for $\Psi$ is then

$$
\begin{equation*}
\left(\nabla^{2}+\tau^{2}\right) \Psi=\frac{\sigma\left(a_{1}^{2}-a_{2}^{2}\right)}{4 \sinh ^{2} k h}\left[C k^{2}+4 k^{2} \sinh 2 k(z-h)\right] . \tag{317}
\end{equation*}
$$

Let

$$
\begin{equation*}
\epsilon^{2} \Psi=\frac{\sigma}{4 \sinh ^{2} k h}\left[\left(a_{1}^{2}-a_{2}^{2}\right)\left\{\frac{C k^{2}}{r^{2}}+\frac{4 k^{2}}{4 k^{2}+r^{2}} \sinh 2 k(z-h)+Z^{()^{\prime}}(z)\right\}+2 a_{1} a_{2} \sin 2 k x Z^{(s)^{\prime}}(z)\right] \tag{318}
\end{equation*}
$$

Then $Z^{\left.()^{\prime}\right)^{\prime}}$ and $Z^{(s)^{\prime}}$ must satisfy

$$
\left.\begin{array}{c}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}}+r^{2}\right) Z^{(p)^{\prime}}=0, \\
\left(\frac{\mathrm{~d} Z^{(b)}}{\mathrm{d} z}\right)_{\Sigma=h}=\frac{\left(12 k^{2}+5 r^{2}\right) k}{4 k^{2}+r^{2}}, \\
\left(\frac{\mathrm{~d}^{2} Z(\varphi)}{\mathrm{d} z^{2}}\right)_{z=0}=-\frac{\left(2 k^{2}+r^{2}\right) 8 k^{2}}{4 k^{2}+r^{2}} \sinh 2 k h,  \tag{318}\\
\left(Z^{(\phi)}\right)_{z=0}=-\frac{C k^{2}}{r^{2}}+\frac{4 k^{2}}{4 k^{2}+r^{2}} \sinh 2 k h,
\end{array}\right\}
$$

and

$$
\begin{gather*}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}}+r^{2}-4 k^{2}\right) Z^{()^{\prime}}=0,  \tag{320}\\
\left(\frac{\mathrm{~d} Z^{(s)}}{\mathrm{d} z}\right)_{z=h}=-3 k, \quad\left(Z^{\left(s^{\prime}\right)}\right)_{\Sigma-h}=0, \\
\left(\frac{\mathrm{~d}^{2} Z^{(s)}}{\mathrm{d} z^{2}}\right)_{z=0}=0, \quad\left(Z^{(s)^{\prime}}\right)_{\Sigma=0}=0 .
\end{gather*}
$$
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From the first and the last two of equations (319) it follows that

$$
\begin{equation*}
C=-4 \sinh 2 k h . \tag{321}
\end{equation*}
$$

The first three equations give

$$
\begin{equation*}
Z^{(0)}=\frac{\left(12 k^{2}+5 r^{2}\right) k}{\left(4 k^{2}+r^{2}\right) r} \frac{\sin r z}{\cos \tau h}+\frac{\left(2 k^{2}+r^{2}\right) 8 k^{2}}{\left(4 k^{2}+r^{2}\right) r^{2}} \sinh 2 k h \frac{\cos r(z-h)}{\cos r h} . \tag{322}
\end{equation*}
$$

Equations (320) possess a solution
provided that

$$
\begin{equation*}
Z^{()^{\gamma}}=-2 k \frac{\sin \left(r^{2}-4 k^{2}\right)^{4} z}{\left(r^{2}-4 k^{2}\right)^{4} \cos \left(r^{2}-4 k^{2}\right)^{1} h} \tag{323}
\end{equation*}
$$

where $m$ is a positive integer. In this case (323) may also be written

$$
\begin{equation*}
Z^{()^{\prime}}=(-1)^{m+1} \frac{3 k \hbar h}{m r \pi} \sin (m r z / h) . \tag{325}
\end{equation*}
$$

Once $m$ is chosen, bath $Z^{(s)^{\prime}}$ and $Z^{(0)}$ are completely defined. There is an infinite number of solutions, each corresponding to a different integer $m$, but solutions corresponding to different values of $m$ are not of course superposable. Now when $z=h$ we have

$$
\begin{equation*}
\sigma^{2} \Psi=\frac{\sigma\left(a_{1}^{2}-a_{2}^{2}\right)}{4 \sinh ^{2} k h}\left[-\frac{4 k^{2}}{r^{2}} \sinh 2 k h+\frac{\left(12 k^{2}+5 r^{2}\right) k}{\left(4 k^{2}+r^{2}\right) r} \tan r \dot{r}+\frac{\left(2 k^{2}+r^{2}\right) 8 k^{2}}{\left(4 k^{2}+r^{2}\right) r} \sinh 2 k h \sec r h\right] . \tag{326}
\end{equation*}
$$

It may be shown that the expression in square brackets cannot vanish when $k h>0$. Hence the present solution does not represent a motion having zero total horizontal flow, except when $a_{1}^{2}=a_{2}^{2}$ (the case of the standing wave).

## (c) The standing wave

When $a_{1}=a_{2}=a$ we have from (318) and (315)

$$
\begin{equation*}
\epsilon^{2} \Psi=(-1)^{m+1} \frac{3}{2} \frac{\sigma k h a^{2}}{m \pi \sinh ^{2} k h} \sin 2 k x \sin (m \pi z / h) . \tag{327}
\end{equation*}
$$

This represents a circulation in cells similar to those in the conduction solution (§ 13), except that in each vertical line there are now $m$ cells instead of only one as formerly. The vertical boundaries of the cells are the planes $x=\frac{4}{4} m^{\prime} \lambda$ (where $m^{\prime}$ is any integer), and the horizontal boundaries are the planes $\mathcal{L}=m^{\prime \prime} h / m\left(0 \leqslant m^{\prime \prime} \leqslant m\right)$. The circulations in adjacent cells are in opposite senses; those in the lowest cells are in the same sense as the circulations in the corresponding cells in the conduction solution.

The results of the present section may be summarized by saying that for the progressive wave the convection solution is arbitrary, for the standing wave there is an infinity of possible solutions, and in the general case of two opposite waves of unequal amplitude there exists an infinity of homogeneous solutions of the present type; these, however, represent motions with non-zero total horizontal flow.

## 15. Discussron

The conduction and convection solutions for the first-order motion which is represented by (244) are exact, to the present degree of approximation. However, owing to the dissipation of energy by viscosity, equation (244) itself is only approximate; for the motion cannot be exactly periodic in both space and time. The assumption usually made (see Basset 1888 ; Hough 2896 ) is that the motion is periodic in space and has a small decrement in time. But since one of our fundamental assumptions is that the motion is periodic in time, we must here suppose that the motion is attenuated in a horizontal direction. For a progressive wave in which the energy is propagated in the direction of $x$ increasing, there will be an exponential decrease with $x$; instead of a 'standing wave' we may consider the sum of two progressive waves attenuated in opposite directions.

Now the energy dissipation $E$ per unit volume is proportional to $\rho v$ times (velocity gradient) ${ }^{2}$. Thus in the interior of the fluid, and in the boundary layer at the free surface, $E$ is only of order $\rho \nu a^{2} \sigma^{2} k^{2}$, or $\rho g a^{2} \sigma k(\delta / l)^{2}$, where $l$ is the wave-length. But in the boundary layer at the bottom the velocity gradients are of order $a \sigma / \delta$, and hence the energy dissipation is of order $\rho g a^{2} \sigma k$ per unit volume, or $\rho g a^{2} \sigma(\delta / l)$ per unit area of the bottom. Thus most of the energy dissipation takes place in the boundary layer at the bottom, provided the depth is not too great. But the transfer of energy horizontally can be shown to be almost independent of the viscosity, so that the proportional rate of attenuation horizontally is of order $\delta / 2$ per unit wave-length at most. This is of the same order as quantities already neglected.

The conduction solution for the progressive wave given in § 13, which is independent of the horizontal co-ordinate $\boldsymbol{x}$, satisfies also the convection equations; for the stream-lines are parallel, and the vorticity along each is constant. It might therefore be supposed that the solution is valid for all values of $a^{2} / \delta^{2}$. However, if the horizontal attenuation of the waves is taken into account there must be a small vertical component of velocity, and the conduction terms no longer vanish identically. It then becomes difficult to find a convection solution. The conduction solution, on the other hand, can easily be modified to take account of the attenuation. Since the vertical velocities are small it is possible that, for the progressive wave, the range of validity of the conduction solution (for which it was specified that $a^{2} / \delta^{2} \ll 1$ ) is slightly greater than that assumed. However, in the case of the standing wave, where the convection terms do not vanish identically, the condition $a^{2} / \delta^{2} \ll 1$ cannot be relaxed.

Let us now consider the possible sequence of events, supposing that the motion is started from a state of rest. For definiteness suppose that waves are generated in a rectangular tank of length $L$, width $D$, and depth $h$ (where $L$ is large compared with a wave-length) by an oscillating plunger or paddle at one end of the tank. If a progressive wave is considered, the waves may be supposed to be dissipated by a 'beach' or wave absorber at the far end of the tank, or they may be partially or wholly reflected by a suitable obstacle placed in the tank; if they are wholly reflected a standing wave is formed.

Observation has shown (see Cooper \& Longuet-Higgins 1950) that the wave energy travels down the tank with approximately the theoretical group velocity $g / 2 \sigma$, and that soon after the passage of the 'wave front' the first-order motion is well established. The mass-
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transport distribution in the boundary layers can be expected to be set up almost immediately, for it depends, as was shown in part II, only on the first-order motion and on the local boundary conditions. There may be some departures from the theoretical velocity distribution owing to the presence of large velocity gradients just beyond the boundary layer, for these might not at first be small compared with the velocity gradients in the boundary layer itself, as was assumed. But after a few cycles the velocity gradients just beyond the boundary layer can be expected to be smoothed out by the viscosity.

In the interior of the fluid the motion will at first be irrotational, since no vorticity can be generated there. The mass-transport distribution should therefore be as described by Stokes ( 1847 ). Subsequently the nature of the motion will depend upon the ratio $a^{2} / \delta^{2}$. If $a^{2} / \delta^{2} \ll 1$, that is, for very small waves indeed, the motion would be as described by the conduction solutions of $\S 13$ (except possibly near the vertical sides of the tank, where the motion has not yet been considered). In order that the solution should be valid it must be supposed that the width $D$ of the tank is great compared with the depth $h$ of water. By analogy with the diffusion of heat, the time taken for the vorticity to diffuse into the interior and for a steady state to be reached will be of the order of $h^{2} / \nu$.

In nearly all practical cases, however, we shall bave $a^{2} / \delta^{2} \gg 1$, so that, if a steady state exists, it is given by the convection solution of § 14. For the progressive wave, this solution is arbitrary, or rather it depends on the boundary conditions imposed at $x= \pm \infty$. In practice, therefore, we may expect that the motion will depend upon the special conditions at the wave maker and the wave absorber respectively; vorticity will be generated at these points and will be diffused horizontally along the stream-lines. The time taken for the whole interior of the tank to be affected in this way is of the order of $L /\left(a^{2} \sigma k\right)$. In the meantime, some vorticity will be diffused inwards from the bottom, from the free surface and from the vertical sides by viscous conduction. The width affected in this manner is of the order of ( $L v / a^{2} \sigma k$ ) (this quantity is assumed to be small compared with $h$ or $D$ ). However, it is by no means certain that a steady state will exist which is compatible with the boundary conditions at both the wave maker and at the wave absorber, or that, if it exists, it is stable. The situation is even less predictable when one considers a partially reflected wave, for which no convection solution satisfying the condition of zero total transport has been found, or the standing wave, for which there is an infinity of such solutions.

## 16. Comparison with observation

It appears from the preceding discussion that the theory can best be compared with observation, first, in the boundary layers, where the motion is well-determined irrespective of the ratio $a^{2} / \delta^{2}$, and, secondly, in the interior of the fluid before vorticity has had time to be diffused inwards; the motion should then be described by Stokes's irrotational theory. Not many quantitative determinations of mass-transport velocity have been made under controlled conditions, but the chief observations will now be discussed.

## Caligny ( 1878 )

The earliest quantitative observations seem to be due to Bertin \& Caligny (Caligny 1878). These authors used a tank of length 29.7 m , depth 47 cm and width 50 cm ; the depth
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of water was 36 cm . Waves were generated at one end by a steam-driven plunger, travelled down to the far end and were dissipated on a sloping plane 'beach'. The movement of particles of resin suspended in the fluid was observed through glass windows in a side wall of the tank. Caligny gives the following values of the mean horizontal velocity for waves of period 1 s , wave-length 130 cm and height 6 cm :

| distance above bottom (cm) | 0 | 5 | 9 | 15 | 23 | 27 | 36 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mean velocity $(\mathrm{cm} / \mathrm{s})$ | 0.4 | 0.0 | -0.3 | -0.5 | 0.0 | 0.3 | 0.5 |

This shows a forward velocity both near the bottom and near the free surface, with a negative velocity between. Assuming $\sigma=2 \pi \mathrm{~s}^{-1}, k=2 \pi / 130 \mathrm{~cm}^{-1}, h=36 \mathrm{~cm}$ and $a=3 \mathrm{~cm}$ we find that the theoretical velocity just in the interior of the fluid, according to equation (255), is $0.45 \mathrm{~cm} / \mathrm{s}$, in good agreement with the observation at the lowest level. The velocity gradient near the free surface was not recorded; the theoretical value given by equation (276) is $-0.56 \mathrm{~s}^{-1}$, compared with a mean value of $-0.02 \mathrm{~s}^{-1}$ between the two observations nearest the upper surface. Caligny, however, mentions that the observations at the uppermost levels were rather scattered. This might either be because the motion was not steady, or because the velocity gradient was so large that the velocity depended critically on the depth of the particle of resin below the free surface.

In some previous but less precise experiments (186r) Caligny had observed a backward movement of grains of sand and resin on the bottom. But this movement diminished rapidly with distance from the wave maker and seems to have been due to the fact that locally the waves were not progressive.

## Mitchim (1939)

A systematic experimental study of deep-water waves was made by Mitchim (1939) using a tank 60 ft . long, 1 ft . wide and 3 ft . deep. The depth of water was 2.5 ft ., and the wavelengths investigated were from 2 to 5 ft ., or less than twice the depth of water; thus the waves were, effectively, in deep water. The motion was generated at one end of the tank by a wooden flap hinged on the bottom, and was dissipated at the far end on a sloping plane beach. The mass-transport velocities below the freesurface were measured by photographing the tracks of white liquid particles suspended in the fluid; the velocities at the surface were measured by observing the progress of a small wooden cylinder $\frac{1}{16} \mathrm{in}$. in diameter.

The surface velocities agreed fairly well with the irrotational theory, being mostly within $20 \%$. The velocities in the interior were in qualitative agreement with the irrotational theory, being forward near the surface and backward at the lower levels; but the scatter of the observations, even on the same run, was such that it seems anlikely that a steady state had been reached. No observations very near the bottom are reported.

## The United States Beach Erosion Board (1941)

Some mass-transport observations are included in an experimental study of surface waves by the United States Beach Erosion Board (194r). The wave-lengths $\lambda$ used were between 3.5 and 12.2 ft ., and the depth of water was between 1 and 3 ft . There were no observations near the bottom, nor is it stated for how long the waves had been running at the time of the observation. In deep water ( $h>\frac{1}{2} \lambda$ ) there was reasonable agreement with
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Stokes's theory in the upper half of the fluid (though no observations within 2 in . of the surface are given); in shallow water ( $h<\frac{1}{2} \lambda$ ) the agreement with Stokes's theory was poor and the observations show considerable scatter; it seems unlikely that a steady state had been reached.
Bagnold (1947)

In the course of a study of the movement of sand by water waves, Bagnold (1947) also made observations of the motion of the water particles themselves. His apparatus consisted of a glasi-sided channcl 11 m long, 30 cm wide and 30 cm deep, opening at one end into a slightly deeper channel 3 m long. A paddle hinged at the bottom of the deeper channel generated waves which travelled down the channel and were dissipated on a beach of pebbles or sand. To observe the mass transport, grains of dye impregnated with fluorescein were inserted into the water; these fell to the bottom, leaving a vertical streak which then gradually deformed, giving a direct picture of the velocity profile.


Figure 8 (after Bagnold 1947). Successive positions of the dye streak, indicating the profile of the mass-transport velocity ( $a$ ) after one wave ( $b$ ) after 10 waves.

Bagnold's first observations were made with a sandless bed, the bottom being of painted wood. His sketch of a typical velocity profile is reproduced in figure 8. It shows a strong forward drift near the bottom, and a weaker backward drift at higher levels. The uppermost part of the profile was unsteady; but in all cases there was a forward bend at the top of the curve.

The velocity of the foremost tip of the dye was observed; Bagnold's two series of observations are tabulated in the final column of table 1 (a) and (b). The parameters used by him to define the motion were the period $2 \pi / \sigma$, the wave height $2 a$ and the height of the wave troughs above the bottom ( $h-a$ in the present notation). For each observation the nondimensional parameter $\sigma^{2} h / g$ has been calculated, and $k h$ found from equation (245). In the fourth column of table 1 is given the theoretical maximum velocity in the boundary layer, calculated from equation (259).

The agreement between the last two columns of table $1(a)$ is within $15 \%$, which is satisfactory considering the errors probably involved in the observations. In table $1(b)$ there is good agrecment at the two ends of the range of observation, but some discrepancy
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for intermediate values. No explanation of the 'kink' in the experimental curve bas been found.

On reaching the point at which the waves broke, the dye was observed to rise vertically from the bottom and to become dispersed in the upper layers, which drifted slowly away from the shore. From the velocities in table 1 we should expect that the motion, if controlled by convection, would be established in a few minutes. After starting the paddle, a few minutes were always allowed for the motion to settle down; afterwards the velocity profile remained the same shape indefinitely. However, the initial drift profile could not be observed very well owing a to 'seiche' which was set up in the tank when the motion was started.

Table 1. Comparison of the observed and theorettgal mass-transport VELOCITIES NEAR the bottom in a progressive wave

| 7 (s) | $\sigma^{2} h / g$ | kh | $U_{\text {max }}(\mathrm{cm} / \mathrm{s})$ | $U_{\text {abe }}$ (cmis) |
| :---: | :---: | :---: | :---: | :---: |
| (a) $a=3.0 \mathrm{~cm}, h=18.0 \mathrm{~cm}$ |  |  |  |  |
| 0.78 | $1-05$ | 1.24 | 3-1 | 3-0 |
| 0.88 | 0.83 | 1.00 | $3 \cdot 6$ | $3 \cdot 2$ |
| 0.95 | 0.71 | 0.66 | $3 \cdot 8$ | 3.6 |
| 1.08 | 0.55 | 0.82 | $4 \cdot 4$ | 3.8 |
| 1-32 | 0.37 | $0 \cdot 65$ | 4.9 | $4 \cdot 1$ |
| 1.58 | $0 \cdot 26$ | 0.68 | $5 \cdot 3$ | 4.6 |
| (b) $a=1.55 \mathrm{~cm}, h=14.5 \mathrm{~cm}$ |  |  |  |  |
| $0 \cdot 69$ | 1-67 | 1.77 | 0.5 | 0.5 |
| 0.78 | 0.96 | $1 \cdot 17$ | 1.0 | $1 \cdot 4$ |
| 0.98 | 0.61 | 0.87 | 1.3 | $2 \cdot 2$ |
| 1.09 | 0.49 | 0.76 | 1.4 | 20 |
| 1.30 | 0.35 | 0.63 | 1.5 | 1.8 |
| 1.57 | 0.24 | 0.51 | 1-6 | 1.6 |

Similar observations to those of Bagnold, but on an inclined wooden ramp, were made by King (1948). In this case the forward movement was found both near the bottom and near the free surface, with backward movernent between.

## Conclusions

The strong forward velocities near the bottom, which were observed by Bagnold and by Bertin \& Caligny, are accounted for quantitatively by the present theory. In a progressive wave we may expect a forward bending of the velocity profile near the free surface-twice that predicted by the irrotational theory-but no careful observations are yet available. In the standing wave there should be a circulation in the bottom boundary layer in cells of width one-quarter of a wave-length. Although there are some indications from the motion of sand particles that this may be so, there is as yet no direct experimental verification.

The observations of mass transport in the interior of the fluid may be divided into two classes: those in deep water and those in shallow water. In deep water the observations seem to be not greatly different from those predicted by the irrotational theory-as one would expect if the waves had not been running for long. In shallow water the observations appear to be very scattered; it is uncertain whether, in any of the observations quoted, a steady state had been reached.

MASS TRANSPORT IN WATER WAVES
Further experiments are desirable to determine the range of validity of the boundarylayer theory for progressive waves, to verify the results predicted for standing waves and to determine whether the motion in the interior is stable.
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#### Abstract

The following theorems are proved for irrotational surface waves of finite amplitude in a uniform, incompressible fluid: (a) In any space-periadic motion (progressive or otherwiee) in uniform depth, the mann aquare of the velocity is a decreasing function of the mean depth $z$ helow the surface. Hence the fluctuations in the mean pressure $\bar{p}$ increase with $z$. (b) In any space-periodic motion in infinite depth, the particle motion tende to zero exponentially as $z$ tends to infinity. The pressure fluctuations at great deptins are therefore simultaneous, but they do not in general tend to zero. (c) In a progressive periodic wave in uniform depth the mass transport velocity is a decreasing function of the mean depth of a particle below the free surface, and the tangent to the velocity profile is vertical at the bottom. This result conflicts with observations in wave tanks, and shows that the waves cannot be wholly irratational. (d) Analogous results are proved for the solitary wave.


The present paper discusses the vertical attenuation of certain physical quantities associated with irrotational wave motion. The interest of these quantities arises in different connexions, but because of a similarity in the analytical methods employed it is convenient to consider them together.

In the well-known approximate theory of surface waves (see Lamb (2) chap. 9), in which squares or products of the displacements are neglected, both the pressure fluctuations and the particle motion decrease rapidly downward from the surface; in deep water this decrease is exponential. It was therefore surprising when Miche (6) discovered that in a standing wave there are second-order fluctuations in the pressure even at infinite depths. Similar pressure variations have been shown to occur in a more general case, when the motion consists, in the first approximation, of two waves of the same wave-length, though not necessarily the same amplitude, travelling in opposite directions (Longuet-Higgins (3)). It is of some interest, therefore, to consider whether, in higher approximations than the first, the particle motion possesses a property similar to the pressure fluctuations or whether it decays rapidly with depth in all cases.

The results proved in $\S \S 1$ and 2 of the present paper are for any irrotational motion which is periodic in space-for example, a progressive or a standing wave, or a motion which in the first approximation is a combination of two progressive waves of equal length. Periodicity in time, however, is not required. In $\S 1$ it is shown by a simple argument that the mean square of the velocity at a given depth $z$ is a decreasing function of $z$, and hence also that the mean value of the dynamical part of the pressure increases with $z$. In § 2 upper bounds are found for the velocity; when the depth is infinite the velocity diminishes exponentially. These results are independent of the
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pressure condition at the free surface, and follow from purely kinematical considerations, assuming the fluid to be incompressible and the motion irrotational. No approximations depending on the smallness of the wave amplitude are made. In deep water, therefore, the decay of the particle motion must be exponential to all orders of approximation.

One consequence of this result is that the pressure fuctuations at great depths, though depending in general on the time $t$, must be uniform in space.

In § 3 the mass-transport velocity of the waves is considered. It was Stokes (8) who first showed that in a progressive irrotational wave the particle orbits are not closed, but that each particle has in general an average, non-zero forward motion (called the mass-transport velocity). Stokes's method was approximate only. An exact and very elegant geometrical demonstration of this property was given by Rayleigh (7). The existence of a forward mass-transport velocity relative to the fluid at great depths was shown by him to be a consequence of the irrotational character of the motion. However, Rayleigh's proof is valid only for water of infinite depth; his argument does not apply when the depth is uniform and finite. Recently Ursell (10) presented an analytical proof, found by him some years previously, which extends Rayleigh's result to water of finite depth; he showed that the mass-transport velocity must be an increasing, or at any rate a non-decreasing, function of the depth, and that the tangent to the (mass-transport) velocity profile is vertical at the bottom itself. These results are of considerable interest, since wave-tank experiments have shown that for real fluids thereis, on une contrary, a strong forward velocity near the bottom, in water of moderate depth (see, for example, Bagnold (1)); hence there must be a strong vorticity near the bottom, and the assumption of irrotational motion is invalid for real waves. Bagnold's observations have been accounted for quantitatively by the present writer (4) by introducing the viscous terms into the equations of motion. The original discrepancy between theory and observation has in fact led, in the paper just quoted, to a fundamental re-examination of the theory of mass transport and of the diffusion of vorticity in an oscillatory motion.

The method of proof used by Ursell (10) was to translate the first part of Rayleigh's geometrical proof into analytical terms; that is, he supposed that the progressive wave was reduced to a steady state by superposing a constant velocity -c on the system ( $c$ being the wave velocity) and then found the time $T$ taken by a particle to travel along a stream-line over a complete wave-length in the form

$$
T^{\prime}(\psi)=\int_{0}^{\phi(\lambda)}\left[\left(\frac{\partial x}{\partial \phi}\right)^{2}+\left(\frac{\partial z}{\partial \phi}\right)^{2}\right] d \phi
$$

where $\lambda$ is the wave-length, $x$ and $z$ are horizontal and vertical coordinates, and $\phi$ and $\psi$ are the potential and stream function respectively. Then, by expanding $x$ and $z$ in Fourier series he showed that $T$ was an increasing function of $\psi$, and hence that the mass-transport velocity increased with height above the bottom. In § 3 of the present paper we shall give a slightly simpler proof which avoids the use of a Fourier series expansion; $T(\psi)$ is shown to be an increasing function of $\psi$ by direct differentiation; the analysis is precisely similar to that used in § 1.
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Analogous results for an irrotational solitary wave are proved in §4. Here the advantage of the present method compared with that of Ursell (10) is also apparent; for the present method avoids altogether the use of Fourier integrals.

The usual notation will be used : $x$ and $z$ are rectangular coordinates, $z$ being measured vertically downwards from the mean surface level. $u$ and $w$ denote the components of the velocity, which is two-dimensional and takes place in the $(x, z)$-plane. $\lambda$ is the wave-length, $h$ the mean depth of the fluid, $p$ the pressure and $\rho$ the density. The velocity potential and the stream function are denoted by $\phi$ and $\psi$. The fluid is assumed to be uniform and incompressible. A bar will be used to denote mean values with respect to $x$ over a complete wave-length.

1. In any space-periodic motion the mean square velocity at a given depth is a decreasing function of $z$.

Since the motion is irrotational the components of velocity are given by

$$
\begin{equation*}
u=\frac{\partial \phi}{\partial x}, \quad w=\frac{\partial \phi}{\partial z}, \tag{1}
\end{equation*}
$$

where, by the equation of continuity,

$$
\begin{equation*}
\nabla^{2} \phi=\frac{\partial u}{\partial x}+\frac{\partial w}{\partial z}=0 \tag{2}
\end{equation*}
$$

The mean square of the velocity at a fixed depth is given by

$$
\begin{equation*}
\overline{q^{2}}=\frac{1}{\lambda} \int_{0}^{\lambda}\left(u^{2}+w^{2}\right) d x=\frac{1}{\lambda} \int_{0}^{\lambda}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d x \tag{3}
\end{equation*}
$$

Differentiating with respect to $z$, we have

$$
\begin{align*}
\frac{\partial}{\partial z}\left(\overline{g^{2}}\right) & =\frac{2}{\lambda} \int_{0}^{\lambda}\left[\frac{\partial \phi}{\partial x} \frac{\partial^{2} \phi}{\partial x \partial z}+\frac{\partial \phi}{\partial z} \frac{\partial^{2} \phi}{\partial z^{2}}\right] d x \\
& =\frac{2}{\lambda} \int_{0}^{\lambda}\left[\frac{\partial \phi}{\partial x} \frac{\partial^{2} \phi}{\partial x \partial z}-\frac{\partial \phi}{\partial z} \frac{\partial^{2} \phi}{\partial x^{2}}\right] d x \tag{4}
\end{align*}
$$

by equation (2). But

$$
\begin{equation*}
\int_{0}^{\lambda}\left[\frac{\partial \phi}{\partial x} \frac{\partial^{2} \phi}{\partial x \partial z}+\frac{\partial \phi}{\partial z} \frac{\partial^{2} \phi}{\partial x^{2}}\right] d x=\left[\frac{\partial \phi}{\partial x} \frac{\partial \phi}{\partial z}\right]_{0}^{\lambda}=0 \tag{5}
\end{equation*}
$$

by the periodicity of the motion. Thus

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\overline{q^{2}}\right)=\frac{4}{\lambda} \int_{0}^{\lambda} \frac{\partial \phi}{\partial x} \frac{\partial^{2} \phi}{\partial x \partial z} d x \tag{6}
\end{equation*}
$$

On differentiating a second time we have similarly

$$
\begin{align*}
\frac{\partial^{2}}{\partial z^{2}}\left(\overline{q^{2}}\right) & =\frac{4}{\lambda} \int_{0}^{\lambda}\left[\left(\frac{\partial^{2} \phi}{\partial x \partial z}\right)^{2}+\frac{\partial \phi}{\partial x} \frac{\partial^{3} \phi}{\partial x \partial z^{2}}\right] d x \\
& \left.=\frac{4}{\lambda} \int_{0}^{\lambda}\left[\left(\frac{\partial^{2} \phi}{\partial x}\right)^{2}\right)^{2}-\frac{\partial \phi}{\partial x} \frac{\partial^{3} \phi}{\partial x^{3}}\right] d x \\
& =\frac{4}{\lambda} \int_{0}^{\lambda}\left[\left(\frac{\partial^{2} \phi}{\partial x \partial z}\right)^{2}+\left(\frac{\partial^{2} \phi}{\partial x^{2}}\right)^{2}\right] d x . \tag{7}
\end{align*}
$$

The right-hand side of (7) can never be negative; so that $\partial\left(\overline{q^{2}}\right) / \partial z$ is an increasing function of $z$. But, on the bottom $z=h, \partial \phi / \partial z$ vanishes, and hence also do $\partial^{2} \phi / \partial x \partial z$ and $\partial\left(\overline{q^{2}}\right) / \partial z$. Therefore $\partial\left(\overline{q^{2}}\right) / \partial z$ is never positive when $z \leqslant h$ and so $\overline{q^{2}}$ is a decreasing function of $z$. This proves the result.
(We may note that, since $\partial \phi / \partial z$ also satisfies Laplace's equation and is periodic in $x$,

$$
\begin{gather*}
\frac{\partial^{3}}{\partial z^{3}}\left(\overline{q^{2}}\right)=\frac{16}{\lambda} \int_{0}^{\lambda} \frac{\partial^{2} \phi}{\partial x \partial z} \frac{\partial^{3} \phi}{\partial x \partial z^{2}} d x  \tag{8}\\
\frac{\partial^{4}}{\partial z^{4}}\left(\overline{q^{2}}\right)=\frac{16}{\lambda} \int_{0}^{\lambda}\left[\left(\frac{\partial^{3} \phi}{\partial x \partial z^{2}}\right)^{2}+\left(\frac{\partial^{3} \phi}{\partial x^{2} \partial z}\right)^{2}\right] d x . \tag{9}
\end{gather*}
$$

and
Hence, by exactly similar arguments,
and in general
for every positive integer $n$.)
Since the density of the kinetic energy is proportional to $q^{2}$ the result may be stated in the form: the mean density of kinetic energy is a decreasing function of the depth.

Some corollaries may also be deduced. We have

$$
\begin{align*}
\frac{\partial}{\partial z} \overline{\left(u^{2}-w^{2}\right)}= & \frac{\partial}{\partial z} \frac{1}{\lambda} \int_{0}^{\lambda}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}-\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d x \\
= & \frac{2}{\lambda} \int_{0}^{\lambda}\left[\frac{\partial \phi}{\partial x} \frac{\partial^{2} \phi}{\partial x \partial z}-\frac{\partial \phi}{\partial z} \frac{\partial^{2} \phi}{\partial z^{2}}\right] d x \\
= & \frac{2}{\lambda} \int_{0}^{\lambda}\left[\frac{\partial \phi}{\partial x} \frac{\partial^{2} \phi}{\partial x \partial z}+\frac{\partial \phi}{\partial z} \frac{\partial^{2} \phi}{\partial x^{2}}\right] d x=0  \tag{12}\\
& \overline{u^{2}}-\overline{w^{2}}=C,
\end{align*}
$$

by equation (5). Therefore

$$
\begin{gather*}
\frac{\partial^{3}\left(\overline{q^{2}}\right)}{\partial z^{3}} \leqslant 0, \quad \frac{\partial^{4}\left(\overline{q^{2}}\right)}{\partial z^{4}} \geqslant 0,  \tag{10}\\
\frac{\partial^{(2 n-1)}\left(\overline{q^{2}}\right)}{\partial z^{(2 n-1)}} \leqslant 0, \quad \frac{\partial^{2 n}\left(\overline{q^{2}}\right)}{\partial z^{2 n}} \geqslant 0, \tag{11}
\end{gather*}
$$

where $C$ is a function of the time only. Since, at any instant, $\overline{u^{2}}$ and $\overline{w^{2}}$ differ by a constant, and their sum $\overline{q^{2}}$ is a decreasing function of $z$, each separately must be a decreasing function of $z$. Thus the mean square of each component of velocity is a decreasing function of the depth.

The total pressure $p$ is given by the Bernoulli equation

$$
\begin{equation*}
\frac{p}{\rho}=-\frac{\partial \phi}{\partial t}-\frac{1}{2} q^{2}+g z+F(t) \tag{14}
\end{equation*}
$$

(see Lamb (2), §20), where $g$ denotes gravity and $F(t)$ is a function of the time $t$ only. The dynamical part of the pressure, that is, the difference between the actual pressure and the pressure in the fluid at rest, is given by

$$
\begin{equation*}
\frac{p^{\prime}}{\rho}=\frac{p}{\rho}-g z=-\frac{\partial \phi}{\partial t}-\frac{1}{2} q^{2}+F(t) . \tag{15}
\end{equation*}
$$

$\phi$ is not yet completely determined, since the addition of an arbitrary function of $t$ would not affect the velocities. Suppose then that $\phi$ and $F(t)$ are chosen so that the mean value of $\phi$ over a wave-length, at a certain depth $z$, is zero:

$$
\begin{equation*}
\bar{\phi}=\frac{1}{\lambda} \int_{0}^{\lambda} \phi d x=0 . \tag{16}
\end{equation*}
$$

## Now
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$$
\begin{equation*}
\frac{\partial \bar{\phi}}{\partial z}=\frac{1}{\lambda} \int_{0}^{\lambda} \frac{\partial \phi}{\partial z} d x=0 \tag{17}
\end{equation*}
$$

since the total flow across any horizontal plane is zero. Therefore (12) holds for all values of $z$. On taking mean values in equation (15) we have

$$
\begin{equation*}
\frac{\overline{p^{\prime}}}{\rho}=-\frac{1}{2} \overline{q^{2}}+F(t) \tag{18}
\end{equation*}
$$

It follows that $\overline{p^{\prime}}$ is an increasing function of $z$ : the mean value of the dynamical part of the pressure increases with the depth.

The function $F(t)$ may be evaluated explicitly in terms of the displacement $\zeta$ of the free surface. It has been shown (see Longuet-Higgins (3), equation (28)) that

$$
\begin{equation*}
\frac{\overline{p^{\prime}}}{\rho}=\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \overline{\zeta^{2}}\right)-\overline{w^{2}}, \tag{19}
\end{equation*}
$$

and so, on comparison with (18),

$$
\begin{equation*}
F(t)=\frac{\partial^{2}}{\partial t^{2}}\left(\overline{\frac{1}{2} \overline{\zeta^{2}}}\right)+\frac{1}{2}\left(\overline{u^{2}}-\overline{w^{2}}\right) . \tag{20}
\end{equation*}
$$

2. In any space-periodic motion in infinite depth, the motion tends to zero exponentially with depth (the frame of reference being suitably chosen).

To prove this result a stronger method is required. From equations (1) and (2) above we have

$$
\begin{equation*}
u-i w=f(Z) \tag{21}
\end{equation*}
$$

where $f(Z)$ is an analytic function of the complex variable

$$
\begin{equation*}
Z=x+i z . \tag{22}
\end{equation*}
$$

$f(Z)$ is only defined when $0 \leqslant z \leqslant h^{*}$; but since $w$ vanishes when $z=h, f(Z)$ may be continued analytically to the region $h \leqslant z \leqslant 2 h$ by simple reflexion in the line $z=h$.

Consider a large rectangle $A B C D$ with vertices at the points $(R, 0),(-R, 0),(-R, 2 k)$ and ( $R, 2 h$ ) respectively. If $Z_{0}=x_{0}+i z_{0}$, is any point inside $A B C D$, we have by Cauchy's theorem

$$
\begin{equation*}
f\left(Z_{0}\right)=\frac{1}{2 \pi i} \int_{A B C D A} \frac{f(Z)}{Z-Z_{0}} d Z . \tag{23}
\end{equation*}
$$

Now $f(Z)$ is periodic in $x$ and therefore bounded as $x$ tends to infinity. Thus on the sides $B C$ and $D A$ the integrand is of order $R^{-1}$. As $R$ tends to infinity the contributions from these sides of the rectangle therefore tend to zero. Hence we have

$$
\begin{align*}
f\left(Z_{0}\right) & =\frac{1}{2 \pi i} \lim _{R \rightarrow \infty}\left[-\int_{-R}^{R} \frac{f(x)}{x-Z_{0}} d x+\int_{-R}^{R} \frac{f(x)}{x+2 i \hbar-Z_{0}} d x\right]  \tag{24}\\
& =\frac{1}{2 \pi i}\left[-I_{1}+I_{2}\right], \tag{25}
\end{align*}
$$

say. Now since the integrand tends to zero for large $x$ we have

$$
\begin{align*}
I_{1} & =\lim _{N \rightarrow \infty} \sum_{n=-N}^{N} \int_{0}^{\lambda} \frac{f(x+n \lambda)}{x+n \lambda-Z_{0}} d x  \tag{26}\\
& =\lim _{N \rightarrow \infty} \sum_{n=-N}^{N} \int_{0}^{\lambda} \frac{f(x)}{x+n \lambda-Z_{k}} d x \tag{27}
\end{align*}
$$
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by the periodicity of $f$. When $z_{0}>\varepsilon>0$ the above series is uniformly convergent, so that the order of summation and integration may be reversed, giving

$$
\begin{align*}
I_{1} & =\int_{0}^{\lambda} f(x)\left[\lim _{N \rightarrow \infty} \sum_{n=-N}^{N} \frac{1}{x+n \lambda-Z_{0} .}\right] d x  \tag{28}\\
& =\int_{0}^{\lambda} f(x) \frac{\pi}{\lambda} \cot \frac{\pi\left(x-Z_{0}\right)}{\lambda} d x \tag{29}
\end{align*}
$$

by a known result (see, for example, Titchmarsh (9)).
Now since the total flow of water across any horizontal plane is zero we have

$$
\begin{equation*}
\int_{0}^{\lambda} w d x=0 \tag{30}
\end{equation*}
$$

for all $z$ and $t$. By imposing on the axes a suitable horizontal velocity we may also make
for particular values of $z$ and $t$. But

$$
\begin{equation*}
\int_{0} u d x=0 \tag{31}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial z} \int_{0}^{\lambda} u d x=\frac{\partial}{\partial z}[\phi]_{0}^{\lambda}=\left[\frac{\partial \phi}{\partial z}\right]_{0}^{\lambda}, \tag{32}
\end{equation*}
$$

which vanishes by the periodicity, and from the Bernoulli equation (10) we have

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{0}^{\lambda} u d x=\left[\frac{\partial \phi}{\partial t}\right]_{0}^{\lambda}=\left[\frac{p}{\rho}-\frac{1}{2} q^{2}+g z+F(t)\right]_{0}^{\lambda}, \tag{33}
\end{equation*}
$$

which again vanishes by the periodicity. Hence (31) is valid for all values of $z$ and $t$. From (30) and (31) we have then

$$
\begin{equation*}
\int_{0}^{\lambda} f(Z) d x=0 \tag{34}
\end{equation*}
$$

so that (29) may be written

$$
\begin{align*}
I_{1} & =\int_{0}^{\lambda} f(x) \frac{\pi}{\lambda}\left[\cot \frac{\pi\left(x-Z_{0}\right)}{\lambda}-1\right] d x  \tag{35}\\
& =\int_{0}^{\lambda} f(x) \frac{i k \exp \left\{i k\left(x-Z_{0}\right)\right\}}{1-\exp \left\{i k\left(x-Z_{0}\right)\right\}} d x \tag{36}
\end{align*}
$$

where $k=2 \pi / \lambda$. Hence when $e^{-k c_{0}}<\frac{1}{2}$ (that is, when $z_{0}$ is greater than about $\frac{1}{4} \lambda$ ) we have

$$
\begin{equation*}
\left|I_{1}\right|<4 \pi e^{-k s_{0} \max }|f(x)| . \tag{37}
\end{equation*}
$$

Similarly we may show that

$$
\begin{equation*}
I_{2}=\int_{0}^{\lambda} f(x) \frac{i k \exp \left\{i k\left(x+2 i h-Z_{0}\right)\right\}}{1-\exp \left\{i k\left(x+2 i h-Z_{0}\right)\right\}} d x \tag{39}
\end{equation*}
$$

so that when $\exp \left\{-k\left(2 h-z_{0}\right)\right\}<\frac{1}{2}$ (which is certainly satisfied if $e^{-k c_{0}}<\frac{1}{2}$ and $0 \leqslant z_{0} \leqslant h$, we have

$$
\begin{equation*}
\left|I_{2}\right|<4 \pi \exp \left\{-k\left(2 h-z_{0}\right)\right\} \max |f(x)| . \tag{39}
\end{equation*}
$$

Therefore from equation (25)

$$
\begin{equation*}
\left|f\left(Z_{0}\right)\right| \leqslant \frac{1}{2 \pi}\left(\left|I_{1}\right|+\left|I_{2}\right|\right)<4 e^{-k \lambda} \cosh k\left(z_{0}-h\right) \max |f(x)| . \tag{40}
\end{equation*}
$$

On dropping the suffix 0 we have

$$
\begin{equation*}
\left(u^{2}+w^{2}\right)^{\frac{1}{2}}<4 e^{-k h} \cosh k(z-h) \max \left[\left(u^{2}+w^{2}\right)^{\frac{1}{2}}\right]_{s-0}, \tag{41}
\end{equation*}
$$
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and on letting $k h$ tend to infinity we find that in infinitely deep water

$$
\begin{equation*}
\left(u^{2}+w^{2}\right)^{i} \leqslant 2 e^{-k z} \max \left[\left(u^{2}+w^{2}\right)^{4}\right]_{z=0} . \tag{42}
\end{equation*}
$$

This proves the result.
$u$ and $w$ are each less than or equal to $\left(u^{2}+w^{2}\right)^{i}$ in absolute value. Thus (42) implies that both components of velocity diminish exponentially.

If $\phi$ is chosen as in $\S 2$, so that $\bar{\phi}$ vanishes, then we may show that $\phi$ also decreases exponentially. For since $\phi$ is continuous and its mean value when $0<x<\lambda$ is zero, it follows that $\phi$ itself must be zero somewhere in this interval, say when $x=x^{\prime}$. We have then

$$
\begin{equation*}
|\phi|=\left|\int_{x^{\prime}}^{x} \frac{\partial \phi}{\partial x} d x\right| \leqslant\left|x-x^{\prime}\right| m, \tag{43}
\end{equation*}
$$

where $m$ is the maximum value of $|\partial \phi / \partial x|$ in the interval. But $\left|x-x^{\prime}\right|<\lambda$, and $m$ is exponentially small; hence $\phi$ also is exponentially small.

From equation (11) we have then, at great depths,

$$
\begin{equation*}
\frac{p^{\prime}}{\rho}=F(t), \tag{44}
\end{equation*}
$$

so that the pressure fluctuation is a function of the time $t$ only, and therefore occurs uniformly and simultaneously at all points; and from equation (16) we see that in this case $F(t)$ is given by

$$
\begin{equation*}
F(t)=\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \overline{\zeta^{2}}\right) . \tag{45}
\end{equation*}
$$

The above expression has been evaluated in some particular cases (see LonguetHiggins and Ursell (5), and Longuet-Higgins (3), § 24). In general, $P(t)$ represents a pressure fluctuation of double the fundamental frequency of the waves.
3. In a progressive wave in water of uniform depth the mass-transport velocity diminishes with the mean depth of the particle.

Following Ursell (10) we first express Rayleigh's geometrical argument (Rayleigh (7)) in analytical terms. Let the motion be reduced to a steady state by referring it to axes moving in the direction of the waves with the wave velocity $c$. In the present section $x, z, \phi$ and $\psi$ will denote the coordinates, velocity potential and stream function in the steady-state motion. If the orbital motion of the particles does not exceed $c$ it follows that the horizontal component of the steady-state velocity is negative:

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}=\frac{\partial \psi}{\partial z}<0 . \tag{46}
\end{equation*}
$$

Now let $\phi$ and $\psi$ be taken as fundamental coordinates, and $x$ and $z$ be expressed as functions of them. Let $s(\phi, \psi)$ denote the arc-length measured along a stream-line, $\psi=$ constant, from the equipotential line $\phi=0$. The motion being space-periodic, there will be another equipotential line $\phi=\phi_{\lambda}$ at a wave-length's distance from $\phi=0$, where the motion is identical with that on $\phi=0$. If the time taken for a particle to travel from $\phi=0$ to $\phi=\phi_{\lambda}$ is denoted by $T(\psi)$, then the forward mass-transport velocity $U(\psi)$ may be defined by the equations

$$
\begin{equation*}
T=\frac{\lambda}{c-U}, \quad U=c-\frac{\lambda}{\bar{T}} \tag{47}
\end{equation*}
$$

Now the velocity $q$ along a stream-line is given by the ratio of an increment $d \phi$ to the corresponding increment $d s, \psi$ being kept constant; that is

$$
\begin{equation*}
q=\left(\frac{d \phi}{d s}\right)_{\psi \text { constant }}=\left(\frac{\partial s}{\partial \phi}\right)^{-1} . \tag{48}
\end{equation*}
$$

We have therefore
that is,

$$
\begin{gather*}
T=\int_{0}^{\phi_{\lambda}} q^{-1} d s=\int_{0}^{\phi_{\lambda}} \frac{\partial s}{\partial \phi} d s=\int_{0}^{\phi_{\lambda}}\left(\frac{\partial s}{\partial \phi}\right)^{2} d \phi,  \tag{49}\\
T=\int_{0}^{\phi_{\lambda}}\left[\left(\frac{\partial x}{\partial \phi}\right)^{2}+\left(\frac{\partial z}{\partial \phi}\right)^{2}\right] d \phi .
\end{gather*}
$$

At this point Ursell (10) introduces a Fourier series expansion. However, since $x, z$ are conjugate functions, $\partial z / \partial \phi$ can be replaced by $-\partial x / \partial \psi \psi$, so that

$$
T=\int_{0}^{\phi_{\lambda}}\left[\left(\frac{\partial x}{\partial \phi}\right)^{2}+\left(\frac{\partial x}{\partial \psi}\right)^{2}\right] d \phi .
$$

$x$ satisfies Laplace's equation in the coordinates $\phi$ and $\psi$, and all its derivatives are periodic in $\phi$ with period $\phi_{\lambda}$. Therefore, precisely as in § 1 , we have
and

$$
\begin{equation*}
\frac{\partial T}{\partial \psi}=4 \int_{0}^{\phi_{\lambda}} \frac{\partial x}{\partial \phi} \frac{\partial^{2} x}{\partial \phi \partial \psi} d \phi \tag{50}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial^{2} T}{\partial \psi^{2}}=\dot{4} \int_{0}^{\phi_{\lambda}}\left[\left(\frac{\partial^{2} x}{\partial \phi \partial \psi}\right)^{2}+\left(\frac{\partial^{2} x}{\partial \phi^{2}}\right)^{2}\right] d \phi . \tag{51}
\end{equation*}
$$

$\partial T / \partial \psi$ vanishes on the bottom $\psi=\psi_{h}$, since $\partial x / \partial \psi$, which equals $-\partial z / \partial \phi$, is zero. Since by (46) $\psi>\psi_{h}$ in general, it follows by an exactly similar argument that $\partial T / \partial \psi$ is in general positive. Thus $U$ by (47) is an increasing function of $\psi$ and so a decreasing function of the mean depth of the stream-line. This proves the result.

It may be asked whether the analytical proof given above could not be translated back into geometrical terms. This is probably so; but the geometrical version would almost certainly be more complicated; for it will be seen that the proof essentially involves the curvature of the velocity-profile, that is, the second derivative of the velocity. In a geometrical proof, therefore, small quantities of the second or higher orders would have to be taken into account.
4. The solitary wave. Similar results may be proved for the solitary wave. In this case it is assumed that when $x \rightarrow \pm \infty$ the motion tends to zero, or that, when a uniform velocity is superimposed, the motion tends to a uniform stream. Thus the velocity at $+\infty$ equals that at $-\infty$. Instead of the mean velocity $\overline{q^{2}}$, which over an infinite interval would be zero, we may consider the quantity

$$
\begin{equation*}
Q^{2}=\int_{x_{1}}^{x_{1}}\left(u^{2}+w^{2}\right) d x=\int_{x_{1}}^{x_{1}}\left[\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}\right] d x, \tag{52}
\end{equation*}
$$

where $x_{1}$ and $x_{2}$ are made to tend to $+\infty$ and $-\infty$ respectively. In other words $Q^{2}$, in the limit, is the square of the velocity at a given depth $z$ integrated with respect to $x$ from $-\infty$ to $+\infty$. Since the values of $\partial \phi / \partial x, \partial \phi / \partial z$ and their derivatives at the two ends of the interval are equal in the limit it follows, as before, that

$$
\begin{equation*}
\frac{\partial Q^{2}}{\partial z} \leqslant 0, \quad \frac{\partial^{2} Q^{2}}{\partial z^{2}} \geqslant 0, \tag{53}
\end{equation*}
$$
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and hence (1) the total density of kinetic energy, integrated from $-\infty$ to $+\infty$, is a decreasing function of the depth $z$; (2) the square of each component of velocity, integrated from $-\infty$ to $+\infty$ is a decreasing function of $z$; (3) the dynamical part of the total force on a horizontal plane $z=$ constant increases with $z$.

To consider the mass transport we suppose, as in §3, that the motion is reduced to a steady state by superposing on it a uniform horizontal velocity -c. The time $T$ taken by a particle to travel along a stream-line $\psi=$ constant between the two equipotential lines $\phi=\phi_{1}$ and $\phi=\phi_{2}$ is given by

$$
\begin{equation*}
T(\psi)=\int_{\phi_{1}}^{\phi_{2}}\left[\left(\frac{\partial x}{\partial \phi}\right)^{2}+\left(\frac{\partial x}{\partial \psi}\right)^{2}\right] d \phi \tag{54}
\end{equation*}
$$

(where $x, \phi$ and $\psi$ now refer to the steady motion). The displacement of the particle with respect to the moving axes is $[x]_{\phi}^{\phi}$. Hence the displacement $D$ with respect to stationary axes is given by

$$
\begin{gather*}
D=[x]_{\phi_{2}}^{\phi_{2}}+c T,  \tag{55}\\
\frac{\partial D}{\partial \dot{\psi}^{\prime}}=\left[\frac{\partial x}{\partial \dot{\psi}^{\prime}}\right]_{\phi_{1}}^{\phi_{2}}+c \frac{\partial T}{\partial \psi} . \tag{56}
\end{gather*}
$$

and so
Now as $\phi_{1}$ and $\phi_{2}$ tend to $-\infty$ and $+\infty$ respectively the flow, in the steady state, tends to a uniform stream, and so $\partial x / \partial \psi$ tends to zero. Thus, in the limit,

$$
\begin{equation*}
\frac{\partial D}{\partial \psi}=c \frac{\partial T}{\partial \psi} . \tag{57}
\end{equation*}
$$

But since $\partial x / \partial \phi, \partial x / \partial \psi$, etc., tend, in the limit, to the same values at the two ends of the interval, we have from (54)

$$
\begin{equation*}
\frac{\partial T}{\partial \psi} \geqslant 0, \quad \frac{\partial^{2} T}{\partial \psi^{2}} \geqslant 0 . \tag{58}
\end{equation*}
$$

Hence in the original motion: (4) the total horizontal displacement of a particle during the passage of a solitary wave is a decreasing function of the mean depth of the particle.
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## AN EXPERIMENTAL INVESTIGATION OF DRIFT PROFILES IN A CLOSED CHANNEL

It was found possible to obtain drift velocities set up by progressive waves in a closed channel, which were independent of position and time. It is probable however that the velocities would be disordered by circulations in a horizontal plane, if the waves were not confined to a narrow channel.

Stable drift profiles were not obtained with the very longest waves, those amounting to a succession of solitary waves, except when the waves were very low. Possibly the channel, which was only long enough to contain four of these waves at a time, was too short.

Near the bottom the drift velocities are as predicted by longuetHiggins for all vaues of kd that mere investigated. Fig. 15 shows this agreement. This is in spite of the fact that the theory applies in the first place to laminar conditions, whereas the flow was nearly always turbulent. However in an appendix Eonguet-Higgins has given reasons why the formula may be generally applicable in the turbulent case also.

For the surface and interior of the fluid there is no strictly applicable theory. However in deep water the surface drif'ts are found to be as in Stokes' irrotational theory. Further, when $0.7<k d<.13$ the profiles in the interior are fairly well fitted by Longuet-Higgins' conduction solution. There is only one departure from this curve which is systematic. It is that for a given value of kd the lower waves produce bigger non-dimensional drift velocities.

The drift profiles are disrupted in the neighbourhood of breaking waves. This provides a mechanism capable of sustaining an offshore sand bar, because opposed bed drifts are set uo which meet at the top of the bar.

When the waves do not break, the slope of the bed does not alter the drift curves a great deal and the theoretical values of the drift at the bed are almost equally applicable to maves over a horizontal or a gently sloping bed.
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## APPENDIX

THE MECHANICS OF THE BCUNDARY-LAYER NEAR THE BOTTOM IN A PROGRESSIVE WAVE

M. S. Longuet-Higgins<br>National Institute of Oceanography, Wormley, England


#### Abstract

Mr. Russell has asked me to give a brief theoretical account of the somewhat paradoxical forwards drift in the boundary-layer near the bottom, which he and Mr. Osorio have measured. A general treatment, of such boundary-layer effects is to be found in a previous paper: ${ }^{21}$; but in the following I shall try to give a simple physical picture of one particular case, namely where the wave motion is purely progressive, and the bottom is rigid and level.


It is assumed at first that the viscosity is constant and that the motion is laminar - a condition not always satisfied in Nr. Russell's experiments. Under these circumstances it is shown that the mass-transport velocity near the bottom and just outside the boundary-layer is given by

$$
0=\frac{5 A^{2}}{4 c}
$$

where $A$ is the amplitude of the horizontal oscillatory motion at the bottom and c is the wave velocity. Since, however, the observations are in agreement with this result even when the flow is turbulent, I also consider the case where the (constant) coefficient of viscosity is replaced by a coefficient of eddy viscosity depending on the distance from the bottom. I find then that the above formula is valid independently of the functional form of the viscous coefficient. This appears to be a step towards the explanation of the phenomenon in the turbulent case.
(1) The boundary layer at the bottom According to the first-order theory of surface waves, and from observation, a wave in water of finite depth produces near the bottom a horizontal oscillatory velocity given by

$$
\begin{equation*}
u_{\infty}=A \cos (\sigma t-k x) \tag{1}
\end{equation*}
$$

approximately, where

$$
A=\frac{a \sigma}{\sinh \operatorname{kod}}
$$

However, on the bottom itself the velocity must be zero. It appears, then, that there is a region of strong shear very close to the bottom, where viscous stresses are important, and outside which they are relatively small. This region may be called the "boundary-layer".

To determine the horizontal motion within this layer, compare an element of fluid within the layer with an element just outside. (Fig. Al). The forces accelerating each element horizontally are the pressure
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Fig. Al. Comparison of the motion of two fluid elements in and outside the boundary-layer.


Fig. A2. The velocity-profiles (correct to first order) in the boundarylayer for five successive phases of the motion at intervals of T/8. (Vertical acale greatly exaggerated).


Fig. A3. Diagram showing the origin of the vertical motion in the boundary-layer .
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gradient $\partial / / \partial x$ and the viscous stress $\partial / \partial y(\beta \nu \partial u / \partial y)$. Now since the layer is very thin and the vertical acceleration is not large, the pressure gradient is practically the same for the two elements, while the viscous stress is aporeciable only for the element within the layer. So the difference in their horizontal acceleration is due to the viscous stress only. Hence (neglecting second-order terms)

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial u}{\partial t} \infty+\frac{\partial}{\partial y}\left(\nu \frac{\partial u}{\partial y}\right) . \tag{2}
\end{equation*}
$$

When the viscosity is constant, the solution of this equation is

$$
\begin{equation*}
u=A\left[\cdot \cos (\operatorname{cr} t-k x)-e^{-y / \delta} \cos (\sigma t-k x-y / \delta)\right] \tag{3}
\end{equation*}
$$

where

$$
\delta=\left(\frac{2 \nu}{\sigma}\right)^{1 / 2} .
$$

(Here $y$ is messured vertically upwards from the bottom).
The motion is illustrated in Fig. A2, where the velocity profile is shown for various phases, at a fixed noint. Effectively the velocity is the same as for a uniform fluid oscillating in the neighbourhood of a plane wall (see Lamb(5) s 347). The velocity tends very rapidly to its value $u_{\infty}$ just outside the layer, and the total thickness of the layer is of the same order as $\delta$.

An important feature of the motion is that the phase of the velocity inside the layer tends in general to be in advance of the velocity just outside. The integrated flow in the layer increases indefinitely, of course, as $y$ tends to infinity. But the component of the integrated flow which is in quadrature with $u_{\infty}$ is finite, and is given by the shaded area of the velocity-profile curve (c) in Fig. A3. Denoting this by $M$ we have

$$
\begin{equation*}
M=\int_{0}^{\infty} u d y=\frac{1}{2} A \delta \sin (\sigma t-k x) \tag{4}
\end{equation*}
$$

Now if the flow were unifors horizontally, as in Lamb's solution Just mentioned, there would be no vertical component of motion. But since $u$ varies sinusoidally with $x$, so also does the total flow $M$; this produces a piling-up of mass within the layer which gives use to a small but important vertical component of velocity. From Fig. A3 we see that just behind a crest the flow $M$ is nerative, and just in front of a crest it is positive. Hence beneath the crest itself there is "stretching" of the layer, giving a downwards velocity. Similerly beneath a trough there is a piling-up in the layer, giving an uvwards velocity. Analytically, we have

$$
v=\int_{0}^{y} \frac{\partial v}{\partial y} d y=\int_{0}^{y}\left(-\frac{\partial u}{\partial x}\right) d y=-\frac{\partial}{\partial x} \int_{0}^{y} u d y .
$$

Paying attention only to the part of $v$ that is in phase with $u_{\infty}$, that is, the part arising from $M$ we have

## AN EXPERIMENTAL INVESTIGATION OF DRIFT PROFILES

$$
\begin{gather*}
\text { IN A CLOSED CHANNEL } \\
v_{\infty}=-\frac{\partial M}{\partial x}=-\frac{1}{2} A k \delta \cos (\sigma t-k x) \tag{5}
\end{gather*}
$$

This shows that the mean value of the product $u_{\infty} v_{0}$ is negative:

$$
\begin{equation*}
(\overline{u v})_{\infty}=-\frac{1}{4} A^{2} k \delta<0 \tag{6}
\end{equation*}
$$

the significance of which will soon become apparent.
(2) The mean stress on the bottom If first-order terms only are considered, the mean stress on the bottom is identically zero. But we shall show, by a straightforward consideration of momentum, that to second order, the mean stress must in fact be positive.

Inagine a rectangle, one wavelength long, drawn in the fluid with its upper sideCD just outside the boundary-layer and its lower side $C$ ' $D$ ' on the bottom. When fluid having a horizontal velocity $u$ crosses the uoper sideCD with velocity $v$ there is a transfer of momentum across the boundary at the rate puvper unit horizontal distance. The mean rate of transfer of mamentumacross CD in this way is given ky p $\overline{u v}$, the familiar Reproids stress. Consider then the momentum balanoe inside the rectangle $C D D^{\prime} C^{\prime}$. Along the umper side viscous stresses are negligible and there is a transfer of momentum due to the Reynolda stress $\rho(\overline{u v})_{\infty}$. On the lower side $C^{\prime} D^{\prime}$ the Reynolds stress vanishes (since $\mathcal{T}=0$ ), but there is a mean viscous stresg $\rho(\overline{\nu d u / d y})$. On the two vertical sides the conditions are identical by the periodicity of the motion, and so the transfer of momentum across one side just cancels the transfer across the other side. But the total momentum within the rectangle remains unchanged; therefore the viscous stress on the bottom mast just balance the Reynoids stress at the top. In other words

$$
\begin{equation*}
\left(\overline{\frac{\partial u}{\partial y}}\right)_{0}=-(\overline{u v})_{\infty} \tag{7}
\end{equation*}
$$

We have seen from eq. (6) that the mean product ( $\overline{U v}$ ) an is negative. In other words there is a downards transfer of momentum into the boundarylayer. To balance this, there must be a backwards stress on the layer at the bottom, that is to say a forwards gradient of mean velocity. In the case Fhen the viscosity is constant we have

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial y}=-\frac{1}{y}(\overline{u v})_{\infty}=\frac{A^{2}}{2 c \delta}>0 . \tag{8}
\end{equation*}
$$

The velocity gradient at other levels Fithin the layer may be obtained by considering a rectangle CDD $D^{\prime \prime}$ (see Fig. $\mu_{4}$ ) which has its lower side $C$ " $D$ " at an arbitrary level within the boundary layer. The same considerations of momentum apply, but now account must be taken of both the viscous stress and the Reynolds stress at the level $C^{n} D^{n}$. This leads us at once to the relation

$$
\begin{equation*}
\overline{\nu \frac{\partial u}{\partial y}}=\overline{u v}-(\overline{u v})_{\infty} \tag{9}
\end{equation*}
$$

## COASTAL ENGINEERING

If the viscosity is given, the profile of the mean velocity $\bar{u}$ may be deduced by direct integration. This is done in $\mathbf{5} 5$, and we find

$$
\begin{equation*}
\bar{u}=\frac{1}{c} \overline{u_{\infty} u}+\frac{1}{2 c} \overline{u^{2}}-\overline{\frac{\partial u}{\partial y} \int v d t} \tag{10}
\end{equation*}
$$

a result which does not depend upon the distribution of viscosity within the layer. For constant viscosity we obtain the left-hand curve shown in Fig. AS.
(3) The mass-transport velocity it is essential to distinguish between the mean velocity $\bar{u}$ measured at a fixed point and the mass-transport velocity $U$, which may be defined as the mean velocity of the same particle of fluid averaged over a complete period (both $\bar{u}$ and $U$ being assumed small compared with the orbital velocity $u$ ). For example in the Stokes irrotational wave the mass transport velocity is always positive relative to the mean velocity. This is for two reasons: first because as a wave crest passes overhead the orbital velocity is positive, and so the particle "stays with the wave", spending slightly longer on the forwards part of its orbit than on the backwards part; secondly, the velocity of a particle is slightly greater at the top of its orbit, where it is travelling forwards, than at the bottom, where is is travelling backwards (see Fig. A6).

The same considerations apply, in general, in the boundary-layer; although the vertical displacements are very small, the vertical gradient of velocity is correspondingly large, so that both the effects just mentioned become appreciable. However, the phase difference between horizontal and vertical components of velocity is a function of the mean position of a particle within the layer.

Analytically, if $P$ is the point on the orbit of a particle mise mean position is $Q$, the instantaneous velocity at $P$ will differ from that at $Q$ by an amount

$$
\Delta u=\frac{\partial u}{\partial x} \Delta x+\frac{\partial u}{\partial y} \Delta y
$$

Where $\Delta x, \Delta y$ are the horizontal displacements of $P$ from $Q$. These displacements are given by

$$
\begin{equation*}
\Delta x-\int u d t, \quad \Delta y=\int v d t \tag{11}
\end{equation*}
$$

approximately, (apart from a constant term). Hence the difference between the mean velocity of the particle and the velocity at $Q$ is given, to the second approximation, by

$$
\begin{equation*}
U=\bar{u}+\overline{\frac{\partial u}{\partial x} \int u d t}+\overline{\frac{\partial u}{\partial y} \int v d t} . \tag{12}
\end{equation*}
$$

On the bottom itself, $u, v, \partial u / \partial x$ and $\partial v / \partial y$ all vanish, and so on differentiation me find

$$
\begin{equation*}
\frac{\partial U}{\partial y}=\frac{\partial \bar{u}}{\partial y}>0 . \tag{13}
\end{equation*}
$$
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Fig. A4. Diagram for deriving the stress on the bottom.


Fig. A5. The mean velocity $\bar{u}$ and the mase-transport velocity $U$ in the boundary-layer .


Fig. AG. How the mase-transport velocity arises, when $\overline{\mathrm{u}}=0$.

## COASTAL ENGINEERING

Since $U$ vanishes on the bottom itself, this shows that $U$ must be positive very close to the bottom; here at least there is a forwards mass-transport velocity.

At other levels within the boundary-layer, however, the last two terms in eqn. (12) are not negligible. For a progressive wave we have

$$
\overline{\frac{\partial u}{\partial x} \int u d t}=-\frac{1}{c} \overline{\frac{\partial u}{\partial t} \int u d t}=\frac{1}{c} \overline{u^{2}}
$$

by eqn. (2l) below, and so from (10)

$$
\begin{equation*}
U=\frac{1}{c}\left(\overline{u_{\infty} u}+\frac{3}{2} \overline{u^{2}}\right) . \tag{14}
\end{equation*}
$$

When $u \rightarrow u_{=}=w e$ have

$$
\begin{equation*}
U \rightarrow \frac{5}{2 c} u_{\infty}^{2} \tag{15}
\end{equation*}
$$

These remarkably simple formulae are independent of the absolute value of the viscosity and even (as will be shown) independent of the form of the distribution of viscosity within the layer. However, in the soecial case when the viscosity is constant and the motion sinusoidal we have on substitution from ( 3 )

$$
\begin{equation*}
U=\frac{A^{2}}{4 c}\left(5-8 e^{-y / 6}\right. \tag{16}
\end{equation*}
$$

This distribution is shom by the second curve in Fir. A5. $U$ is always positive and has a maximum value

$$
\begin{equation*}
U=1.376 \ldots A^{2} / c \tag{17}
\end{equation*}
$$

As $y / b$ tends to infinity

$$
\begin{equation*}
U \rightarrow 1.25 \quad A^{2} / c \tag{18}
\end{equation*}
$$

compared with the limiting value

$$
\begin{equation*}
\bar{u} \rightarrow 0.75 A^{2 / c} \tag{19}
\end{equation*}
$$

for the mean velocity.
(4) Discussion fe have remarked that the formulae (14) and (15) are independent of the distribution of viscosity within the layer, provided that the flow is laminar. Now for turbulent but steady boundary-layers it has been shown that the flow may be quite well aporoximated by the laminar velocity profile, provided that in the outer part of the layer the ordinary viscosity is replaced by a uniform coefficient of eddy viscosity (0). Now if the eddy viscosity fluctuates according to the instantaneous velocity gradient, then an oscillatory boundary-layer will not be strictly comparable with a steady boundary-layer. If on the other hand we assume that the eddy-viscosity of a small element of fluid does not fluctuate appreciably throughout a wave period it is possible to replace the ordinary kinematic viscosity $y$ by a coefficient which is constant for a particle, though varying with the mean distance of the
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 IN A CLOSED CHANNELparticle from the bottom. Our result then indicates that the equation

$$
U_{\infty}=\frac{5}{2 c} \overline{u_{\infty}^{2}}
$$

for the velocity just outside the boundary-layer is valid also when the flow is turbulent.

Moreover this expression is valid even when the motion, though periodic is not strictly harmonic, as will happen with long waves in shallow water when the form of a solitary wave is approached. Suppose that the velocity near the bottom, instead of being simply harmonic is given by an expression of the form

$$
\begin{aligned}
u_{\infty}=A_{1} \cos (\sigma t-k x) & +A_{2} \cos 2(\sigma t-k x)+\cdots \\
& +B_{2} \sin 2\left(\sigma t-k_{x}\right)+\cdots
\end{aligned}
$$

in which the coefficients may be deduced theoretically or found from observation by Fourier analysis. Then the above expression gives

$$
\begin{equation*}
U_{\infty}=\frac{5}{4 c}\left(A_{1}^{2}+A_{2}^{2}+\cdots+B_{2}^{2}+B_{2}^{2}+\cdots\right) \tag{20}
\end{equation*}
$$

Although the mass-transport velocity just outside the layer has been show to be independent of $\gamma$, eqn. (2) shows that the distribution of the velocity within the layer is certainly dependent on the form of the viscosity. For this reason the expression (17) for the maximum velocity within the layer may not be valid for a turbulent layer.

However, what is observed in practical experiments is less likely to be the maximum velocity than the velocity just outside the layer, where the velocity gradients are less steep - especially if the boundary layer is thus and observations are made with streaks of dye. For, a slender tongue of dye is less easy to observe than a diffused cloud moving forwards with a relatively uniform velocity. It is fortunate that the latter velocity appears to be more easily predictable.
(5) Proof of eon. (10) Finally shall prove our statement that eqn. (10) is true independently of the viscosity. Although the argument can at some length be translated into physical terns, it is simpler at this stage to give an analytical proof.

We start from eq. (2) and (9), which are both valid even when the viscosity is a function of time and position. From (2) we have by integration with respect to $t$,
and therefore

$$
u=u_{\infty}+\int \frac{\partial}{\partial y}\left(\nu \frac{\partial u}{\partial y}\right) d t
$$

$$
\overline{u v}-(\overline{u v})_{\infty}=\overline{u_{\infty} v}+\overline{\int \frac{\partial}{\partial y}\left(v \frac{\partial u}{\partial y}\right) d t \cdot v}-(\overline{u v})_{\infty} .
$$

## COASTAL ENGINEERING

Since $U$ vanishes on the bottom itself, this shows that $U$ must be positive very close to the bottom; here at least there is a forwands mass-transport velocity.

At other levels within the boundary-layer, however, the last two terms in eqn, (12) are not negligible. For a progressive wave we have

$$
\overline{\frac{\partial u}{\partial x} \int u d t}=-\frac{1}{c} \overline{\frac{\partial u}{\partial t} \int u d t}=\frac{1}{c} \overline{u^{2}}
$$

by eqn. (21) below, and so from (10)

$$
\begin{equation*}
U=\frac{1}{c}\left(\overline{u_{\infty} u}+\frac{3}{2} \overline{u^{2}}\right) \tag{14}
\end{equation*}
$$

When $u \rightarrow u_{\infty}$ we have

$$
\begin{equation*}
U \rightarrow \frac{5}{2 c} \overline{u_{\infty}^{2}} \tag{15}
\end{equation*}
$$

These remarkably simple formulae are independent of the absolute value of the viscosity and even (as will be shown) independent of the form of the distribution of viscosity within the layer. However, in the soecial case when the viscosity is constant and the motion sinusoidal we have on substitution from (3)

$$
\begin{equation*}
U=\frac{A^{2}}{4 c}\left(5-8 e^{-y / 6} \cos y / 6+3 e^{-2 y / 6}\right) \tag{16}
\end{equation*}
$$

This distribution is shom by the second curve in Fif, A5. $U$ is almays positive and has a maximum value

$$
\begin{equation*}
U=1.376 \ldots A^{2} / \mathrm{c} \tag{17}
\end{equation*}
$$

As $y / b$ tends to infinity

$$
\begin{equation*}
U \rightarrow 1.25 \quad A^{2} / \mathrm{c} \tag{18}
\end{equation*}
$$

compared with the limiting value

$$
\begin{equation*}
\bar{a} \rightarrow 0.75 \quad A^{2} / c \tag{19}
\end{equation*}
$$

for the mean velocity.
(4) Discussion We have remarked that the formulae (14) and (15) are independent of the distribution of viscosity within the layer, provided that the flow is laminar. Now for turbulent but steady boundary-layers it has been shown that the flow may be quite well aporoximated by the laminar velocity profile, provided that in the outer part of the layer the orinary viscosity is replaced by a uniform coefficient of eddy viscosity ${ }^{(6)}$. Now if the eddy viscosity fluctuates according to the instantaneous velocity gradient, then an oscillatory boundary-layer will not be strictly comparable with a steady boundary-layer. If on the other hand we assume that the eddy-viscosity of a small element of fluid does not fluctuate appreciably throuphout a mave period it is possible to replace the ordinary kinematic viscosity $y$ by a coefficient which is constant for a particle, though varying with the mean distance of the

# AN EXPERIMENTAL INVESTIGATION OF DRIFT PROFILES IN A CLOSED CHANNEL <br> particle from the bottom. Our result then indicates that the equation 

$$
U_{\infty}=\frac{5}{2 c} \overline{u_{\infty}^{2}}
$$

for the velocity just outside the boundary-layer is valid also when the flow is turbulent.

Moreover this expression is valid even when the motion, though periodic is not strictly harmonic, as will happen with long waves in shallow water when the form of a solitary wave is approached. Suppose that the velocity near the bottom, instead of being simply harmonic is given by an expression of the form

$$
\begin{aligned}
u_{\infty}=A, \cos (\sigma t-k x) & +A_{2} \cos 2(\sigma t-k x)+\cdots \\
& +B_{2} \sin 2(\sigma t-k x)+\cdots
\end{aligned}
$$

in which the coefficients may be deduced theoretically or found from observation by Fourier analysis. Then the above expression gives

$$
\begin{equation*}
U_{\infty}=\frac{5}{4 c}\left(A_{1}^{2}+A_{2}^{2}+\cdots+B_{2}^{2}+B_{3}^{2}+\cdots\right) \tag{20}
\end{equation*}
$$

Although the mass-transport velocity just outside the layer has been shown to be independent of $y$, eqn. (2) shows that the distribution of the velocity within the layer is certainly dependent on the form of the viscosity. For this reason the expression (17) for the maximum velocity within the layer may not be valid for a turbulent layer.

However, what is observed in practical experiments is less likely to be the maximum velocity than the velocity just outside the layer, where the velocity gradients are less steep - especially if the boundary layer is thus and observations are made with streaks of dye. For, a slender tongue of dye is less easy to observe than a diffused cloud moving forwards with a relatively uniform velocity. It is fortunate that the latter velocity appears to be more easily predictable.
(5) Proof of eqn. (10) Finally shall prove our statement that eqn. (10) is true independently of the viscosity. Although the argument can at some length be translated into physical terms, it is simpler at this stage to give an analytical proof.

We start from eqn. (2) and (9), which: are both valid even when the viscosity is a function of time and position. From (2) we have by integration with respect to $t$,

$$
u=u_{\infty}+\int \frac{\partial}{\partial y}\left(\nu \frac{\partial u}{\partial y}\right) d t
$$

and therefore

$$
\overline{u v}-(\overline{u v})_{\infty}=\overline{u_{\infty} v}+\sqrt{\frac{\partial}{\partial y}\left(v \frac{\partial u}{\partial y}\right) d t \cdot v}-(\overline{u v})_{\infty}
$$

## COASTAL ENGINEERING

Now from the equation of continuity

$$
\frac{\partial v}{\partial y}=-\frac{\partial u}{\partial x}=\frac{1}{c} \frac{\partial u}{\partial t}
$$

and so


Where the limit $\infty$ denotes a value of $y$ large compared with $\delta$ but small compared with the wavelength or total depth. On substituting for du/dt from eqn. (2) we have
$\overline{u_{\infty} v}-(\overline{u v})_{\infty_{0}}=\frac{1}{c} \int_{\infty}^{y} \overline{u_{\infty}\left[\frac{\partial u_{\infty}}{\partial t}+\frac{\partial}{\partial y}\left(\nu \frac{\partial u}{\partial y}\right)\right]} d y=\frac{1}{c} \overline{u_{\infty} \nu \frac{\partial u}{\partial y}}$
since $u_{m} \cdot \partial u_{n o} / \partial t$ is identically zero. Further, if $f$ and $g$ denote any
two periodic quantities then

$$
\begin{equation*}
\overline{f \frac{\partial g}{\partial t}}+\overline{\frac{\partial f}{\partial t} g}=\overline{\frac{\partial}{\partial t}(f g)}-\frac{1}{T}(f g)_{t=0}^{t}=T=0 \tag{21}
\end{equation*}
$$

and so in any averaged product of this type the operator $\partial / \partial t$ may be transferred from one member to the other, provided the sign is reversed at the same time. Thus for example

$$
\overline{\int \frac{\partial}{\partial y}\left(v \frac{\partial u}{\partial y}\right) d t \cdot v}=-\overline{\frac{\partial}{\partial y}\left(\nu \frac{\partial u}{\partial y}\right) \int v-d t} .
$$

On substituting these results in eqn. (9) we obtain

$$
\begin{equation*}
\overline{v \frac{\partial u}{\partial y}}=\frac{1}{c} \overline{u_{\infty} \nu \frac{\partial u}{\partial y}}-\overline{\frac{\partial}{\partial y}\left(\nu \frac{\partial u}{\partial g}\right) \int v d t} . \tag{22}
\end{equation*}
$$

We assume that the viscosity is constant following a particle but is a function $N(Y)$ of the mean height $Y$ of the particle above the bottom, then at any fixed point $(x, y)$ the viscosity will be a slightly varying function of the time. To the first approximation

$$
\nu(x, y, t)=N(Y)-\frac{d N}{d Y} \Delta y=N-\frac{d N}{d Y} \int v d r .
$$

Substituting in (22) and neglecting third-order terms we have
$\overline{\left(N-\frac{d N}{d Y} \int v d r\right) \frac{\partial u}{\partial y}}=\overline{\frac{1}{c}} \overline{N u_{\infty} \frac{\partial a}{\partial y}}-\overline{\left(N \frac{\partial^{2} u}{\partial y^{2}}+\frac{d N}{d r} \frac{\partial u}{\partial y}\right) \int v d r}$.
The terms involving $d N / a Y$ cancel, and on dividing through by $N$, which is a function of $Y$ only, we obtain

$$
\frac{\partial \bar{u}}{\partial y}=\frac{1}{c} \overline{u_{\infty} \frac{\partial u}{\partial y}}-\overline{\frac{\partial^{2} u}{\partial y^{2}} \int v \cdot d t} .
$$

This relation is entirely free from $N$. The last term can be written as

$$
-\frac{\partial}{\partial y}\left(\overline{\frac{\partial u}{\partial y} \int v d r}\right)+\overline{\frac{\partial u}{\partial y} \int \frac{\partial v}{\partial y} d t}
$$
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and since

we have

$$
\frac{\partial \bar{u}}{\partial y}=\frac{1}{c} \overline{u_{00} \frac{\partial u}{\partial y}}+\frac{1}{2 c} \frac{\partial}{\partial y} \overline{u^{\prime}}-\frac{\partial}{\partial y}\left(\overline{\frac{\partial u}{\partial y} \int v d t}\right) .
$$

On integrating from $y=0$, where $u$ and $v$ vanish, we find eqn. (10)
Since the relation (12) between $U$ and $\bar{u}$ is purely kinematical, it follows that eqn. (14) and (15) also are independent of $N$.
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# Mass transport in the boundary layer at a free oscillating surface 

By M. S. LONGUET-HIGGINS<br>National Institute of Oceanagraphy, Wormley, Surrey

(Received 24 November 1858)
In a previous paper (1953b) it was shown theoretically that just below the boundary layer at the surface of a free wave the mass-transport gradient should be exactly twice that given by Stokes's irrotational theory. The present paper describes careful experiments which confirm the higher value of the gradient.

The results have an implication for any oscillatory boundary layer at the free surface of a fluid; such a boundary layer must generate a second-order mean vorticity which diffuses inwards into the interior of the fluid.

## 1. Introduction

Although it was Stokes (1847) who first theoretically predicted the existence of a mean forwards velocity of the particles (mass transport) in a water wave, only since the experimental work of Bagnold (1947) has it been realized that the mass-transport velocities may be very different quantitatively from those given by Stokes's irrotational theory. For example, Bagnold observed a strong forwards 'jet' close to the bottom, a phenomenon unaccountable on the hypothesis of irrotational motion. The whole distribution of the mass transport is in fact strongly influenced by viscous boundary layers both at the bottom and at the free surface, as was shown by the present author (1953b; this paper will be referred to as (I)).

The boundary-layer theory of (I) yielded two surprising results; first, that just above the boundary layer at the bottom the forward mass-transport velocity is independent of the viscosity and has the value

$$
\begin{equation*}
U_{\mathrm{i}}=\frac{5}{4} \frac{a^{2} \sigma k}{\sinh ^{2} k h} \tag{1.1}
\end{equation*}
$$

where $a$ denotes the amplitude of the waves at the surface, $2 \pi / \sigma$ the wave period, $2 \pi / k$ the wavelength and $h$ the mean depth. This value is quite different from that obtained on the non-viscous theory of Stokes (1847).*

Secondly, just below the boundary layer at the free surface the vertical gradient of the mass-transport velocity is given by

$$
\begin{equation*}
\frac{\partial U}{\partial z}=-4 a^{2} \sigma k^{2} \operatorname{coth} k h \tag{1.2}
\end{equation*}
$$

[^5]$z$ being measured vertically downwards. This is also independent of the viscosity and moreover is exactly twice the value given by Stokes.

The value (1.1) has been well verified by the recent experimental studies of Vincent \& Ruellan (1957), Russell \& Osorio (1958) and Allen \& Gibson (1959), though with a considerable scatter of observations in the last case.*

On the other hand no careful verification has yet been attempted of the gradient (1.2), which may be no less important in determining the distribution of mass transport throughout the fluid. Partly, no doubt, this is due to the greater experimental difficulty in making measurements close to a moving surface, and partly also to the weak stability of the motion near the surface, which can be easily disturbed by external influences, as will be explained in $\S 4$.
Our purpose is to describe some experiments designed to measure the velocity gradient near the free surface. These do in fact confirm equation (1-2) as against Stokes's prediction.

The opportunity is taken to correct a theoretical oalculation of Harrison (1908) on the same subject. Harrison's corrected calculation leads also to equation (1.2) but over a more restricted range of the amplitude $a$.

The validity of (1.2) implies that a second-order vorticity is generated by the oscillatory boundary layer and is diffinsed inwards into the fluid, as described in § 5 below. Moreover, a similar phenomenon must occur in any fluid motion where there is a free oscillating boundary, even though the mean velocity is zero to the first order. The value of the vorticity $\omega$ generated by any free surface in this way is given by equation (6.12).

## 2. Theory of the boundary layer

A general theory for an osoillating free boundary has been given in §8 of (I). Here we shall present a simplified version, relying however on (I) for some of the results quoted.

On account of the thinness of the boundary layer in relation to the usual amplitude of the waves it is desirable to take co-ordinates ( $s, n$ ) measured along and normal to the free surface itself (and therefore moving with the fluid). The co-ordinate $n$ is supposed to be directed normally inwards into the fluid. In the notation of (I) the components of velocity tangential and normal to the surface are written $q_{s}, q_{n}$ and these are related to the stream function $\psi$ by

$$
\begin{equation*}
\left(q_{s}, q_{n}\right)=\left(\frac{\partial \psi}{\partial n},-\frac{1}{\eta} \frac{\partial \psi}{\partial s}\right), \tag{2.1}
\end{equation*}
$$

where $\eta=1-n \kappa$ and $\kappa$ denotes the curvature of the surface. The vorticity is equal to $\nabla^{2} \psi$ where

$$
\begin{equation*}
\nabla^{2} \equiv \frac{1}{\eta}\left[\frac{\partial}{\partial s}\left(\frac{1}{\eta} \frac{\partial}{\partial s}\right)+\frac{\partial}{\partial n}\left(\eta \frac{\partial}{\partial n}\right)\right] \tag{2.2}
\end{equation*}
$$

[^6]It is supposed that $q_{s}, q_{n}$ and $\psi$ can be expanded asymptotically in the series

$$
\left.\begin{array}{rl}
q_{\varepsilon} & =\varepsilon q_{s 2}+\epsilon^{2} q_{s 2}+\ldots,  \tag{2.3}\\
q_{n} & =\varepsilon q_{n 1}+\epsilon^{2} q_{n 2}+\ldots, \\
\psi & =\epsilon \psi_{1}+\epsilon^{2} \psi_{2}+\ldots,
\end{array}\right\}
$$

where $\epsilon$ is a small parameter which may tend to zero and where the mean values of $q_{s 1}, q_{n 1}$ are identically zero. The mass-transport velocity is then shown in (I) $\S 6$ to be of order $\epsilon^{2}$; its stream function is denoted by $\epsilon^{2} \Psi$.

The case when the stresses vanish at the surface $n=0$ is included in the discussion in (I) §8. By applying a 'boundary-layer' approximation it is shown that $\psi_{1}$ satisfies the differential equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-v \frac{\partial^{2}}{\partial n^{2}}\right) \nabla^{2} \psi_{1}=0 . \tag{2.4}
\end{equation*}
$$

Assuming that the tangential stress at the surface vanishes we have the boundary condition

$$
\begin{equation*}
\nabla^{2} \psi_{1}=-2 \frac{\partial q_{n I}}{\partial s} \quad(n=0) \tag{2.5}
\end{equation*}
$$

(derived from (220) of ( I ) by setting $p_{n s}^{(0)}=0$ and $\kappa_{0}=0$ ). When the motion is simple-harmonic with angular frequency $\sigma$ the appropriate solution of (2.4) and (2.5) is

$$
\begin{equation*}
\nabla^{2} \psi_{1}=-2 \frac{\partial q_{n 1}^{(0)}}{\partial s} e^{-a n} \tag{2.6}
\end{equation*}
$$

where $q_{n 1}^{(0)}$ denotes the value of $q_{n 1}$ at $n=0$ and

$$
\begin{equation*}
\alpha=\frac{1+i}{\delta}, \quad \delta=(2 v / \sigma)^{\frac{1}{2}} \tag{2.7}
\end{equation*}
$$

It is underetood that in (2.6) the real part of the right-hand side is to be taken. So the first-order vorticity $\nabla^{2} \psi_{1}$ vanishes exponentially inwards, in a distance of order $\delta$.

The differential equation satisfied by $\Psi$ is given by (211) of ( I ) (in which $V_{s 1}$ is to be set equal to zero). We have

$$
\begin{equation*}
\frac{\partial^{4} \Psi}{\partial n^{4}}=4 \sqrt{\frac{\partial^{2}}{\partial n^{2}} \nabla^{2} \psi_{1} d t \frac{\partial q_{1}^{(0)}}{\partial s}}, \tag{2.8}
\end{equation*}
$$

where a bar denotes mean values with respect to the time. On integrating from outside the boundary layer, where $\partial^{3} \Psi / \partial n^{3}$ is assumed to be relatively small, we have

$$
\begin{equation*}
\frac{\partial^{3} \Psi}{\partial n^{3}}=4 \sqrt{\frac{\partial}{\partial n} \nabla^{2} \psi_{1} d t \frac{\partial \tau_{f i}^{(0)}}{\partial s}} . \tag{2.9}
\end{equation*}
$$

At the free surface $n=0$, the boundary condition for $\Psi$ is that

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=0 \quad(n=0) \tag{2.10}
\end{equation*}
$$

(see equation (218) of (I)), and so from (2.9) and (2.10)

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=4 \int\left(\nabla^{2} \psi_{1}\right)_{0}^{n} d t \frac{\partial q_{q 1}^{0}}{\partial s} . \tag{2.11}
\end{equation*}
$$

In the case of simple-harmonic motion, when $\nabla^{2} \psi_{1}$ is given by (2.6) we have

$$
\begin{equation*}
\frac{\partial^{2 \Psi}}{\partial n^{2}}=\frac{4}{i \sigma} \frac{\partial q_{n s}^{(0)}}{\partial s} \frac{\partial q_{a t}^{(0)}}{\partial s}\left(1-e^{-\alpha n}\right), \tag{2.12}
\end{equation*}
$$

where a star denotes the complex conjugate quantity and the real part of the product is to be taken. Hence, just beyond the boundary layer ( $n \gg \delta$ ) we have

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=\frac{4}{i \sigma} \frac{\partial q_{n}^{(0)}}{\partial s} \frac{\partial q_{n}^{(0) *}}{\partial s} \quad(n \gg \delta), \tag{2.13}
\end{equation*}
$$

a value independent of the viscosity.
Now in the case of progressive gravity waves in water of uniform depth the orbital velocities at the surface are given by

$$
\left.\begin{array}{l}
\varepsilon q_{n 1}^{(0)}=a \sigma \operatorname{coth} k h e^{i(\sigma t-k a)},  \tag{2.14}\\
\varepsilon q_{n 1}^{(\omega)}=i a \sigma e^{i(\sigma-k s)},
\end{array}\right\}
$$

approximately, so that (2.12) and (2.13) become

$$
\begin{equation*}
\epsilon^{2} \frac{\partial^{2} \Psi}{\partial n^{2}}=4 a^{2} \sigma k^{2} \operatorname{coth} k h\left(1-e^{-n / \delta} \cos n / \delta\right) \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon^{2} \frac{\partial^{2} \Psi}{\partial n^{2}}=-4 a^{2} \sigma k^{2} \operatorname{coth} k h \quad(u \gtrdot \delta) . \tag{2.16}
\end{equation*}
$$

Since $\epsilon^{2} \partial \Psi / \partial n$ is equal to the mean tangential component of mass transport ( $(\mathrm{I}), \S 6$ ) and since $n$ is approximately vertical, equation (2.16) is equivalent to (1.2).

As already remarked, this result represents exactly twice the gradient given by the irrotational theory of Stokes (1847).

## 3. Digression on a result of Harrison

It was pointed out to me by Professor P. S. Eagleson that a conclusion apparently different from the above was obtained by Harrison (1908). Harrison's method consisted of a direct expansion of the equations of motion and boundary conditions in terms of rectangular co-ordinates ( $x, z$ ). This method has the disadvantage of being valid only for waves whose amplitude $a$ is amall compared with the thickness $\delta$ of the boundary layer. Nevertheless, since the range of validity of equation (2.16) certainly inoludes such small amplitudes, one would expect Harrison's result to agree with equation (2.16) over the restricted range.

Another formal difference between Harrison's solution and ours is that we have assumed the motion to be periodic in time, whereas Harrison allows for a slight exponential decrement proportional to $\nu k^{2} t$. It can, however, be shown that such a slight decrement, or one proportional to $(\nu / \sigma)^{\frac{1}{2}} k^{2} x$, does not affect the boundarylayer theory outlined in § 2.

Translated into our notation, Harrison's expression for the elevation of the free surface in waves on deep water is

$$
\begin{align*}
-z= & a e^{-2 k^{2} 4} \cos (k x-\sigma t) \\
& +a^{2} k e^{-\omega k^{4}}\left[\frac{1}{2} \cos 2(k x-\sigma t)-k\left(\nu^{2} / 4 g k\right)^{\frac{1}{4}} \sin 2(k x-\sigma t)\right] \tag{3.1}
\end{align*}
$$

and for the mass-transport velocity (p. 115)

$$
\begin{align*}
& U=a^{2} \sigma k e^{-\phi k^{2} t} \\
& \quad \times\left\{e^{-2 k s}+\frac{1}{2} k \delta\left\{4(\cos z / \delta-\sin z / \delta) e^{-\left(k+\delta^{-1}\right) \varepsilon}-\sin 2 k z\right\}\right. \\
& \left.\quad+\nu k^{2} / \sigma\left\{4 \sin z / \delta e^{-(k+\delta-1) z}-3 e^{-2 \varepsilon / \delta}\right\}\right] \tag{3.2}
\end{align*}
$$

terms of higher order in $\nu$ being neglected. (Harrison's $\beta, \lambda, \mu, \boldsymbol{p}, \boldsymbol{y}$ are equivalent to our $a, \delta^{-1}, \delta^{-1},-\sigma,-z$.) On differentiation with respect to $z$ this gives us for the terms of highest order

$$
\begin{equation*}
\frac{\partial U}{\partial z}=-2 a^{2} \sigma k^{2}\left(1-2 e^{-z / \delta} \cos z / \delta\right) \tag{3.3}
\end{equation*}
$$

which is not in agreement with (2.15). (The slight exponential decrement $e^{-40 k^{2} t}$ is ignored.)

An examination of Harrison's analysis reveals the source of the discrepancy. For his second boundary condition on p. 111 he has assumed that the stress component $p_{x y}$ vanishes at the free surface. This is incorrect, for in fact it is not $p_{x y}$ but $p_{\pi s}$ which must vanish, and the two differ by the second-order quantity

$$
\begin{equation*}
4 \mu \frac{\partial \eta}{\partial x} \frac{\partial^{2} \psi}{\partial x i z y} \tag{3.4}
\end{equation*}
$$

where $z=-\eta$ denotes the equation of the free surface. Hence to the left-hand side of his equation (12) should be added a term

$$
\begin{equation*}
2 p k^{2} \beta^{2} e^{2 \alpha t} . \tag{3.5}
\end{equation*}
$$

This would add to his expression for $U$ on p .115 a term

$$
\begin{equation*}
-p k \beta^{2} \sin 2 k y e^{2 \alpha t}, \quad \sim-a^{2} \sigma k e^{-4 \nu k^{2} l} \sin 2 k z, \tag{3.6}
\end{equation*}
$$

whence the gradient of $U$, for values of $z$ comparable with $\delta$, would be

$$
\begin{equation*}
\frac{\partial U}{\partial z}=-2 a^{2} \sigma k^{2}\left(2-2 e^{-\varepsilon / \delta} \cos z / \delta\right) \tag{3.7}
\end{equation*}
$$

in agreement with (2.15).
Doubtless the reason why Harrison overlooked his algebraical slip was that it happens by chance to bring the value for $(\partial U / \partial z)_{z \geqslant \delta}$ into exact agreement with the irrotational theory of Stokes, as might at first sight have been expected.

## 4. Observations

The actual measurement of velocity gradients near the free surface is a somewhat delicate matter owing not only to the movement of the surface itself but to the external influences by which it is easily affected. The presence of grease or other impurity in the form of a thin surface film may completely alter the gradient by restricting the free tangential motion of the particles and producing a forwards jet, as in the boundary layer at the bottom. Turbulent currents in the air may have a disturbing influence; and very slight temperature changes can produce strong velocity gradients associated with density currents; for if the length of the tank or wave system is restricted, the forwards mass transport at
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one level must be compensated by a backwards flow at other levels; hence any temperature stratification will tend to intensify the horizontal shearing.
Further, the presence of obstacles in the water, even the vertical walls of a measuring tank, will alter the distribution of mass transport in the neighbourhood. The observations must therefore be made far enough from such obstacles for their effect to be negligible.

Lastly, it is extremely important to ensure that the wave motion is purely sinusoidal. In relatively deep water, for example (coth $k h \div 1$ ) equation (1.2) shows that $\partial U / \partial z$ is proportional to $a^{2} \sigma k^{2}$, that is to $\sigma^{5}$ since $\sigma^{2} \doteqdot g k$. If any second harmonic, of amplitide $a^{\prime}$, is present in the wave motion its effect on the velocity gradient will he in the ratio

$$
\begin{equation*}
32 a^{\prime} 2 / a^{2} \tag{4.1}
\end{equation*}
$$

Even if $a^{\prime} / a$ is as little as $1 / 10$ this will be sufficient to increase the observed velocity gradient by $32 \%$. In shallow water waves, however, the relative effect is correspondingly less.
For the purpose of the experiments the wind-wave tank at the Hydraulics Research Station, Wallingford, was kindly made available. A full description of the apparatus is given in the paper by Russell \& Osorio (1958). The tank is 185 ft . long, 4 ft . wide and has a maximum depth of 22 in . The wave generator is of a paddle type with a fixed or movable hinge at the bottom. The wave absorber consists of a shingle beach, at a slope of about 1 in 10 . All the present observations were made from the centre window of the tank, which is about 90 ft . from the wave generator. The tank is covered, and is fitted with a fan capable of drawing air over the surface in the direction of the beach, at a mean speed of about 25 ft ./s.

In preliminary trials of the wavemaker it was found that on switching off the motor, and after the main group of waves had passed the point of observation half-way down the tank, there persisted a train of waves of twice the frequency but of smaller amplitude, until their group-velocity in turn has carried them past the point of observation. The existence of this second harmonic was attributed to the form of linkage used in the wave generator which had in fact been designed so as to inorease the velocity of the forward stroke compared with that of the backward stroke. The linkage was therefore modified with the result that the amplitude of the second harmonic at the point of observation was reduced to about $4 \%$ of that of the first harmonic. The error corresponding to (4.1) was thus reduced to about $5 \%$.

## Method of observation

A grid of lines was drawn (see figure 1) at an angle tan ${ }^{-1} 2$ to the vertical, and was attached to a metal sheet on the far side of the tank, in the plane of motion. A drop of black ink (Waterman's ink, diluted 3:1) was let fall from a ayringe at a height of about 18 in . above the surface, between the viewer and the grid of lines. The drop penetrated about 1 cm below the surface, leaving a nearly vertical streak. Owing to the velocity gradient the streak gradually beoame inclined (figure 1), and the time $\tau$ taken for its mean inclination to become parallel to
the grid of lines was measured with a stop-watch. The velocity gradient was then taken to be

$$
\begin{equation*}
\frac{\partial I}{\partial z}=\frac{2}{\tau} . \tag{4.2}
\end{equation*}
$$

The height $2 a$ of the waves was measured against a grid on the near window of the tank, and the wave period was measured over 20 cycles with a stop-watch.


Figure 1. A photograph taken through the window of the tank from a point just below the surface of the wave. This showe the streak left by a drop of dilute ink, inclined after the passage of a few waves. (Some ink is left on the surface.) The lines in the background were drawn at an angle tan ${ }^{-1} 2$ to the vertical. The vertical eeparation of the lines was $\frac{1}{2}$ in.

## Precautions

It was found that a thin film of oil or grease was nearly alwaya present on the surface. In order to remove this, the fan was switched on for about 15 min , so that the surface film was driven up to the far end of the tank. Without further precautions the film would quickly have returned and covered the surface of the tank (at a rate of several cm/s). Accordingly, when the wind ceased a plastic curtain was immediately inserted in the tank at about 15 ft . from the beach. This prevented the return of the surface film, while allowing the transmission of waves from the generator to the beach.

The vigorous action of the wind also had the effect of thoroughly stirring the water, so that suspended particles were observed to be carried quickly from near
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the bottom to the surface and back again. In this way any temperature gradient present in the tank was temporarily destroyed.

After switching off the wind, a period of $30-45 \mathrm{~min}$ was allowed for the tank to become quiet again, until a drop of ink or dye inserted in the water showed that the velocity gradients were negligible. The wave generator was then started and allowed to run for 5 min before observations were begum. This period gave time for the vorticity generated in the boundary layer to penetrate at least the upper 5 mm below the free surface (see § $\overline{\text { o below) }}$. Only those observations were


Frgure 2. Results of observations at three different wave periods: (a) $k h=2.81$, (b) $k h=1.54$, (c) $k h=1.06$.
accepted in which the ink trace was initially vertical and remained in a practically straight line from 2 to 10 mm below the surface. At each run, ten acceptable observations were recorded: these were completed between 5 and 15 min after switching on the wave generator.

The choice of parameters for the experiments was limited: first, by the design of the wavemaker, which could not run safely at periods much less than 0.7 sec ; secondly, by the method of observation, which is satisfactory only if the time of observation $r$ contains a sufficient number of wave cycles (about 10), for otherwise it is hard for the observer to judge accurately the moment when the mean inclination of the ink trace becomes parallel with the grid of lines; thirdly, by the presence of very weak gradients due to turbulent air movements and to residual effects of the stirring process described above: these last set the lower limit to the observed gradients.

Finally, three periods were chosen: $T=0.65,0.925$ and 1.20 sec corresponding to $k h=2.81,1.54$ and 1.06 , respectively, and a number of runs were made at
different amplitudes $a$, while the wave period was kept constant. The mean depth $h$ was kept at 29.7 cm throughout the experiments.

The observed results are shown in figure 2, plotted in each case against the square of the wave amplitude $a^{2}$. At each wave period, according to equation (1.2) the plotted points would be expected to lie on a straight line through the origin, as has been indicated in the figure. Each plotted point represents the mean of just ten consecutive observations, and the vertical lines through the points represent the total range of the same ten observations.

The most obvious feature of the results is the very wide scatter of observations, but this is in fact not much greater than would be expected considering the method of observation. It is perhaps puzzling that in figures $2(a)$ and (b) the mean values tend to lie slightly below the theoretical value while in figure 2 (c) they lie somewhat ahove it; but this could be brought about by quite a small error in the measurement of wave period.

Two fairly definite conclusions may be drawn: (1) over the ranges of $T, a$ and $k \hbar$ covered by the experiments the velocity gradient does tend to increase proportionally to $a^{2}$ approximately; and (2) the constant of proportionality is not far from that given by equation (1.2), and is certainly closer to (1.2) than to half this value.

## 5. Consequences for the interior of the fluid

Some implications of these resulte for the motion in the main body of the fluid may be briefly mentioned here.

Before the waves are started the vorticity is everywhere zero, and since vorticity cannot be generated within the fluid it follows that immediately after starting the waves the motion beyond the boundary layer is irrotational and will be given by Stokes's theory approximately. The difference between (1.2) and Stoke's value corresponds to a vorticity

$$
\begin{equation*}
\omega=-2 a^{2} \sigma k^{2} \operatorname{coth} k h \tag{5.1}
\end{equation*}
$$

which can be regarded as having been generated in the boundary layer itself, that is, within a distance of order $(\nu / \sigma)^{\frac{1}{2}}$ from the free surface. This vortioity will then begin to diffuse into the interior of the fluid.

Now it was shown in (I) that in a quasi-steady (that is, perfectly periodic) state of motion the vorticity $\omega$ in the interior of the fluid $\left(n \gg(\nu / \sigma)^{\frac{1}{2}}\right)$ satisfies the equation

$$
\begin{equation*}
\mathrm{U} \cdot \nabla \omega-\nu \nabla^{2} \omega=0 \tag{5.2}
\end{equation*}
$$

where U denotes the mass-transport velocity.* The first term in (5.2) represents the transport of vorticity by convection with the mass-transport velocity, and the second term represents the transport of vorticity by viscous conduction. This result might also be expected on physical grounds (of. Lamb 1932, §328); the motion being two-dimensional, there is no stretching of the vortex lines.

Before the vorticity in the interior is fully established the motion is not

[^7]
## M. S. Longuet-Higgins

exactly periodic beyond the first order; but similar arguments suggest that the differential equation governing the distribution of vorticity in the interior is

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}+\mathbf{U} \cdot \nabla \omega-\nu \nabla^{2} \omega=\mathbf{0} . \tag{5.3}
\end{equation*}
$$

In a regular progressive wave the mass-transport velocity is almost horizontal, apart from effects at the ends of tank. Any decrease in amplitude with distance also produces small vertical mass transports, but since the third term in (5.3) initially predominates near the surface it can be seen that most of the transport of vorticity in the layers nearest the free surface will take place by viscous 'conduction'.

Thus the equation governing the initial distribution of the vorticity just beyond the boundary layer is

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}=\nu \nabla^{2} \omega=\nu \frac{\partial^{2} \omega}{\partial z^{2}} . \tag{5.4}
\end{equation*}
$$

The solution of this equation with initial conditions

$$
\omega=\left\{\begin{array}{lll}
0, & z=0, & t<0,  \tag{5.5}\\
\omega_{0}, & z=0, & t>0,
\end{array}\right\}
$$

is well known:

$$
\begin{equation*}
\omega(z, t)=\frac{2 \omega_{0}}{\sqrt{\pi}} \int_{z / 2(v))^{t}}^{\infty} e^{-\theta t} d \theta, \tag{5.6}
\end{equation*}
$$

which may also be written
where

$$
\begin{gather*}
1-\frac{\omega}{\omega_{0}}=\frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-6^{2}} d \theta \equiv f(Z)  \tag{5.7}\\
Z=\frac{z}{2(\nu t)^{\frac{1}{2}}} . \tag{5.8}
\end{gather*}
$$

For a fixed value of $z$, as $t \rightarrow \infty$ so $Z \rightarrow 0$ and $f(Z) \rightarrow 0$; hence $\omega \rightarrow \omega_{0}$. The following tahle gives some typical values of $f(Z)$

| $2 Z$ | $f(Z)$ |
| :--- | :---: |
| 0.0018 | 0.001 |
| 0.0035 | 0.002 |
| 0.0089 | 0.005 |
| 0.0177 | 0.01 |
| 0.0355 | 0.02 |
| 0.095 | 0.05 |
| 0.178 | 0.01 |

Thus to ensure that the vorticity is within $10 \%$ of its value $\omega_{0}$ at $z=0$ wemust have

$$
\begin{equation*}
\frac{z}{(\nu t)^{\frac{1}{2}}} \leqslant 0.178 \tag{5.9}
\end{equation*}
$$

Taking $\nu=0.013 \mathrm{~cm}^{2} / \mathrm{s}$ and $t=5 \mathrm{~min}$ we find $z \leqslant 0.47 \mathrm{~cm}$.
However, the mean value of $\omega$ between $O$ and $z$, defined by

$$
\begin{equation*}
\frac{\omega_{\text {mean }}}{\omega_{0}}=\frac{1}{Z} \int_{0}^{s} f(Z) d Z \tag{5.10}
\end{equation*}
$$

is much closer to unity, as may be seen from the series expansion

$$
\begin{equation*}
\frac{\omega_{\text {mean }}}{\omega_{0}}=1-\frac{1}{\sqrt{\pi}}\left(Z-\frac{Z^{3}}{6}+\frac{Z^{5}}{30}-\frac{Z^{7}}{180}+\ldots\right) . \tag{5.11}
\end{equation*}
$$

With the same values: $t=5 \mathrm{~min}, z=0.47 \mathrm{~cm}$, we find

$$
\begin{equation*}
\frac{\omega_{\text {mean }}}{\omega_{0}}=0.950 \tag{5.12}
\end{equation*}
$$

so that the mean velocity gradient in the upper 5 mm is within $5 \%$ of its ultimate value. It was this mean value which was measured in the experiments of $\S 4$.

Generally, the width of the upper region influenced by the diffusion of vorticity from the oscillatory boundary layer will be of order ( $\nu t)^{\frac{1}{2}}$, within the first few minutes. This region constitutes an outer 'boundary layer' of a different type from the oscillatory layer, the thickness of the latter being of order ( $\nu T)^{\frac{1}{2}}$ only.*

At later times the fluid may be influenced by vorticity diffused in a similar way from the boundary layers at the bottom and sides of the tank. However, in most wave tanks it seems likely that the transport of vorticity by convection from the ends of the tank will intervene and ultimately predominate, so that conditions beyond the first few cm of fluid at the surface and bottom may depend somewhat on the type of wave generator or wave absorber which is used. The time required for vorticity to be convected from the ends of the tank through a. distance $x$ is clearly of order $x / U$. In the experiments described above this time was considerably greater than the time taken for the observations.

All the above predictions rely upon the assumption that the motion is laminar and the mass-transport current is predominantly horizontal and parallel to the wave velocity. Even slight winds may completely alter the character of the circulation (except near the bottom, where the motion is controlled by the bottom boundary layer). The possibility of the shearing motion becoming unstable of its own accord when the waves are sufficiently short and steep has also to be borme in mind. Indeed, this mechanism may contribute to the very marked turbulence that is present in all waves under the action of wind.

## 6. General implications

The analysis of $\S 2$ shows that the effects just described are by no means peculiar to water waves, but will occur whenever there is an oscillatory fluid motion with a free boundary.

Thus from equation (2.11) we have just beyond the boundary, where $\nabla^{2} \psi_{1} \rightarrow 0$,

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=-4 \sqrt{\left(\nabla^{2} \psi_{1}\right\rangle_{0} d t \frac{\partial q_{1}^{(0)}}{\partial \delta}} \quad(n \gg \delta), \tag{6.1}
\end{equation*}
$$

which combined with (2.5) becomes

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial n^{2}}=8 \overline{\frac{\partial q_{1}^{(0)}}{\partial s} d t \frac{\partial q_{1}^{(0)}}{\partial s}} \quad(n \gg \delta) . \tag{6.2}
\end{equation*}
$$

[^8] to see how such a motion, not tending to zero as $z \rightarrow \infty$, could be realized in practice.
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Since we are now dealing with the part of the fluid beyond the inner boundary layer, we may, to the present order in $\varepsilon$, replace the velocity $q_{s 1}, q_{n 1}$ by $\partial \psi_{1} / \partial z$, $-\partial \psi_{1} / \partial x_{1}$ where $(x, z)$ are rectangular co-ordinates tangentiai and normal to the mean boundary. Thus

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial z^{2}}=-8 \sqrt{\frac{\partial^{2} \psi_{1}}{\partial x^{2}} d t \frac{\partial^{2} \psi_{1}}{\partial x \partial t}} . \tag{6.3}
\end{equation*}
$$

Since the mean boundary forms a streamline for the mass transport we must have also

$$
\begin{equation*}
\frac{\partial \Psi}{\partial x}=0, \quad \frac{\partial^{2} \Psi}{\partial x^{2}}=0 \tag{6.4}
\end{equation*}
$$

so that the left-hand side of (6.3) can be replaced by $\nabla^{2} \Psi$. Now the mass-transport velocity is given in terms of $\psi_{1}$ and $\psi_{2}$ by

$$
\begin{equation*}
\Psi=\Psi_{2}+\sqrt{\frac{\partial \psi_{1}}{\partial z} d l} \frac{\partial \psi_{1}}{\partial x} \tag{6.5}
\end{equation*}
$$

(see (I) §3), and since by equation (85) of (I)

$$
\begin{equation*}
\nabla^{2} \int \frac{\partial \psi_{1}}{\partial z} d t \frac{\partial \psi_{1}}{\partial x}=-4 \sqrt{\frac{\partial^{2} \psi_{1}}{\partial x^{2}} d t \frac{\partial^{2} \psi_{1}}{\partial x \partial z}} \tag{6.6}
\end{equation*}
$$

it follows, on operating on both sides of (6.5) with $\nabla^{2}$, that

$$
\begin{gather*}
-8 \int \frac{\partial^{2} \psi_{1}}{\partial x^{2}} d t \frac{\partial^{2} \psi_{1}}{\partial x \partial z} \tag{6.7}
\end{gather*}=\nabla^{2} \bar{\psi}_{2}-1 \overline{\int \frac{\partial^{2} \psi_{1}}{\partial x^{2}} d t \frac{\partial^{2} \psi_{1}}{\partial x \partial z}} .
$$

This last expression, multiplied by $\varepsilon^{2}$, represents the vorticity just in the interior of the fluid, for, beyond the boundary layer,

$$
\begin{equation*}
\nabla^{2} \psi_{1} \rightarrow 0, \quad \nabla^{2} \psi_{2} \rightarrow \nabla^{2} \bar{\psi}_{2} \tag{6.9}
\end{equation*}
$$

(see (I) §4) and therefore

$$
\begin{equation*}
\omega=\nabla^{2} \psi \rightarrow \varepsilon^{2} \nabla^{2} \bar{\psi}_{2}+\ldots \tag{6.10}
\end{equation*}
$$

Now write

$$
\begin{equation*}
\varepsilon \frac{\partial \psi_{1}}{\partial z}=u_{1} \quad-\varepsilon \frac{\partial \psi_{1}}{\partial x}=w \tag{6.11}
\end{equation*}
$$

for the components of velocity tangential and normal to the mean position of the boundary (these differ from their corresponding values at the boundary by quantities of order $\epsilon^{2}$ ). Our result can thus be written

$$
\begin{equation*}
\omega=4 \frac{\partial u}{\partial x} \int \frac{\partial w}{\partial x} d t . \tag{6.12}
\end{equation*}
$$

In other words, the presence of the free boundary produces a mean vorticity in the interior given by (6.12). The modifications of this result needed to take account of any arbitrary tangential stresses applied at the surface may be deduced from the general formulae of (I) §8.

It is interesting to note that so far as the distributon of mass transport in the interior is concerned the presence of the boundary is equivalent to a virtual stress

$$
\begin{equation*}
4 \mu \frac{\partial u}{\partial x} \int \frac{\partial w}{\partial x} d t . \tag{6.13}
\end{equation*}
$$

Since $\int w d t$ is equal to the surface elevation $\eta$, this last expression may be written

$$
\begin{equation*}
4 \mu \frac{\partial u}{\partial x} \frac{\partial \eta}{\partial x} \tag{6.14}
\end{equation*}
$$

which, as we saw in § 3, is equal to the difference between the stress components $p_{x s}$ and $p_{n s}$. It is $p_{n s}$ that vanishes and $p_{x s}$ generally differs from zero on account of the tilting of the surface through an angle $\partial \eta / \partial x$. Thus we might say that the virtual stress (6.13) was due simply to the corrugation of the free surface; but this would be to neglect the structure of the boundary layer itself, throughout which the tangential stress, like the vorticity, is not uniform.

## 7. Conclusions

Our concluding picture is as follows. The periodic motion of the fluid produces in the first place boundary layers at both bottom and free surface whose thickness is of the order of $(\nu T)^{\frac{1}{2}}$, where $\nu$ denotes kinematic viscosity and $T$ the period of the waves. In practical cases these oscillatory boundary layers have a thickness of only a few millimetres. But within the surface layer there is produced a secondorder mean vorticity which, from the moment of starting the waves, begins to diffuse downwards into the fluid. After a time $t$ the region affected by the vorticity is of order $(\nu t)^{\frac{1}{2}}$, provided $t$ is not too great. This latter region may be thought of as a kind of outer boundary layer which finally may fill the whole fluid. Some vorticity may, however, be transported by convection as well as by viscous diffusion. Finally, the motion is no longer irrotational, but contains everywhere a second-order vorticity determined by the oscillatory layers at the boundaries.

I am indebted to the Director of the Hydraulics Research Station for permission to make use of the 185 ft . wind-wave tank there, and to Mr R. C. H. Russell and MrF. A. Kilner for their interest and co-operation. The experiments described above were carried out with the assistance of Mr A. J. Bunting.
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# Steady currents induced by oscillations round islands 
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An oscillating current such as a tidal stream or an inertial oscillation may have a horizontal scale of the order of many times the local depth of water. Thus an island projecting from an otherwise uniform sea bed will give rise to a local, periodic disturbance near the island. It is shown that this disturbance may be resolved into two waves travelling in opposite senses round the island. If the particle orbits at large distances are circular, then only one of these waves has non-zero amplitude.

In addition to the oscillatory motion, however, there is a steady d.c. streaming, or mass-transport velocity, whose magnitude is of order $u^{2} / \sigma a$ where $u$ denotes the magnitude of the oscillatory velocity at large distances, $\sigma$ denotes the radian frequency, and $a$ is the radius of the island. In this paper the profile of the streaming velocity is calculated for circular islands, with or without shoaling regions offshore. It is shown that resonance with the free modes trapped by the shoaling regions may greatly increase the streaming velocity. Viscosity (or horizontal mixing) also tends to increase the streaming velocity close to the shoreline.

The conclusions are supported by some simple model experiments. It is suggested that such streaming may partly account for the observed pattern of currents near Bermuda.

## 1. Introduction

The best-known example of a steady, rectified flow associated with an oscillatory motion is the mass-transport velocity in a progressive water wave, first discovered by Stokes (1847); (see also Longuet-Higgins 1953, 1960). It has been pointed out by Longuet-Higgins (1969b) that significant rectified flows are also to be expected in many types of long-period, oscillatory ocean currents, particularly in tides, internal waves and motions depending on bottom topography, such as double Kelvin waves. $\dagger$

The aim of the present paper is to consider another topographic effect, the effect of an island which projects from the sea bed in an otherwise uniform, oscillating current.

Assuming the displacement in the initial oscillation to be small compared to
$\dagger$ Mass-transport in tidal flows was first considered by Hunt \& Johns (1963). Pedlosky (1985), Robinson (1965, ch. 17, pp. 504-533) and Munk \& Moore (1968) have suggested mass-transport effects in other types of current, but for a criticism of their analysis see Moore (1969).
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the radius of the island, the first problem to be considered is the linear response of the fluid near the island to a forced oscillation in the ocean at large distances. This problem is solved in $\S 2$ below, for islands with vertical sides. For a circular island it is possible to evaluate the local disturbance caused by the island in very simple terms. Particularly, when the currents at large distances are inertial, it turns out that the disturbance is seen locally as a wave progressing anticlockwise round the island, in the northern hemisphere; the tangential velocity at the boundary is just double what it would be in the absence of the island.

The second-order currents associated with this flow are considered in §3. It is shown that the rectified flow outside a thin viscous boundary layer consists of a current circulating anticlockwise round the island and falling off rapidly with radial distance, like the inverse fifth power of the radius at first. But inside a thin riscous boundary layer, the mass-transport current is reinforced by viscosity. In fact the effect of viscosity is to multiply the non-viscous streaming velocity just beyond the boundary layer by a factor $\frac{5}{2}$ independent of $\nu$. This effect is analogous to the effect of the viscous layer on the bottom in a progressive water wave (Longuet-Higgins 1953), experimentally verified by Allen \& Gibson (1959) and others. After some time, the vorticity introduced by the viscous boundary layer diffuses outwards throughout the interior of the fluid, augmenting the initial circulation.

Some simple experiments to test this theoretical prediction are described in $\S 4$ of the present paper.

So far the discussion has referred to islands with vertical sides. On the other hand, when the island is surrounded by a shallow region or 'skirt', the possibility arises of free waves becoming trapped near the island, as was shown by Rhines (1969) in a particular case. Moreover, the amplitude of the forced oscillations may increase greatly near the resonant frequencies. In §5 we calculate both the amplitude of the forced oscillations and the magnitude of the steady masstransport essociated with them. Figure 6 is a typical plot of the relative magnification near the resonant frequencies. A simple model experiment is described in $\S 6$, in which oscillations were set up in a rotating basin containing islands of various shapes. Strong currents were observed to be circulating round the islands, consistent with the above predictions.

The possible connection of this phenomenon with the observed pattern of currents near Bermuda is discussed in $\S 7$.

## 2. Forced oscillations round a cylindrical island

We imagine an island with vertical sides, in an ocean of locally uniform depth $h$, in which there exists a large-scale system of oscillating currents. The latter may be inertial oscillations, tidal waves, planetary waves or other types of large-scale oscillation, and may be generated, for example, by tidal or atmospheric forces. The purpose of this section is to calculate the local effect of the island on this large-scale system of currents and in particular to find the form of the surface elevation at the edge of the island itself.

We shall suppose that the differential equation governing the surface elevation
$\zeta$ is the classical equation for long waves of small amplitude oscillating harmonically with radian frequency $\sigma$, in an ocean of uniform depth $h$ and constant Coriolis parameter $f$, that is to say

$$
\begin{equation*}
\left(\nabla^{2}+\frac{\sigma^{2}-f^{2}}{g h}\right) \zeta=0 \tag{2.1}
\end{equation*}
$$

(see Lamb 1932). The associated current-vector $u$ is given by

$$
\begin{equation*}
\mathbf{u}=\frac{-g}{\sigma^{2}-f^{2}}(i \sigma \nabla \zeta-\mathbf{f} \wedge \nabla \zeta), \tag{2.2}
\end{equation*}
$$

where f denotes the vertical vector of magnitude $f$. We assume that $\sigma^{2} \neq f^{2}$, in general, but when it is appropriate we shall take the solutions to the limit as $\sigma \rightarrow \pm f$, bearing in mind that the limit may be singular.

Now for most applications, and certainly with islands of the dimensions of order 100 km the scale of the local disturbance will be exceedingly small compared to $\sqrt{ }(g h) / f$. Since $\sigma$ is assumed to be of the same order as $f$, it follows that in (2.1) the second term is negligible for practical purposes, and that $\zeta$ satisfies simply Laplace's equation,

$$
\begin{equation*}
\nabla^{2} \zeta=0 . \tag{2,3}
\end{equation*}
$$

In the present context (2.1) may be called the exact differential equation for $\zeta$ and (2.3) the approximate equation. A solution of the exact equation does exist representing waves trapped round a circular island (Longuet-Higgins 1969 a). We shall find solutions to the approximate equation, and show that they do tend, in one case of special interest, to the corresponding exact solution.

Suppose first that we have a circular island of radius a. Let the rectangular components $(u, v)$ of the current at large distances $r$ from the centre of the island be given by

$$
\begin{equation*}
u=A e^{-i \sigma t}, \quad v=B e^{-i \sigma t}, \tag{2.4}
\end{equation*}
$$

where $A$ and $B$ are complex constants. It is understood that the real part of the expressions on the right is to be taken. The radial and tangential components of velocity are then given by

$$
\left.\begin{array}{l}
u_{\tau}=u \cos \theta+v \sin \theta=C e^{i(\theta-\sigma t)}+D e^{-i(\theta+\sigma t)},  \tag{2.5}\\
u_{\theta}=-u \sin \theta+v \cos \theta=i C e^{i(\theta-\sigma t)}-i D e^{-i(\theta+\sigma t)},
\end{array}\right\}
$$

where $C=\frac{1}{2}(A-i B)$ and $D=\frac{1}{2}(A+i B)$. In other words, the motion can be formally separated into two component waves, one with complex amplitude $C$, rotating clockwise round the island (when $\sigma<0$ ), the other with complex amplitude $D$, rotating anticlockwise.

To find the corresponding surface elevation we take (2.2) in the form,

$$
\begin{align*}
(\partial \mid \partial r)(g \zeta) & =i \sigma u_{\tau}+f u_{\theta},  \tag{2.6}\\
\frac{1}{r}(\partial \mid \partial \theta)(g \zeta) & =i \sigma u_{\theta}-f u_{r},
\end{align*}
$$

and assume that $\zeta$ vanishes at the origin. It follows that the surface elevation $\zeta_{0}$ in the absence of the island is given uniquely by

$$
\begin{equation*}
g \zeta_{0}=i(\sigma+f) \operatorname{Cr} e^{\langle(\theta-\sigma t)}+i(\sigma-f) D r e^{-i(\theta+\sigma t)} . \tag{2.7}
\end{equation*}
$$

## M. S. Longuet-Higgins

In inertial oscillations, $\zeta_{0}$ vanishes. Such motion can be represented either by $C=0$ and $\sigma=f$ or alternatively by $D=0$ and $\sigma=-f$.

Now to take account of the presence of the island we add to (2.7) a surface elevation $\zeta_{1}$ of the form,

$$
\begin{equation*}
g \zeta_{1}=P\left(a^{2} / r\right) e^{i(0-\sigma t)}+Q\left(a^{2} / r\right) e^{-ц(\theta+\sigma t)} \tag{2.8}
\end{equation*}
$$

in which the constants $P$ and $Q$ are to be chosen so as to make the normal component of velocity vanish at the circumference $r=a$. Thus $\zeta=\zeta_{0}+\zeta_{1}$ must satisfy

$$
\begin{equation*}
\left(i \sigma \frac{\partial \zeta}{\partial r}-\frac{f}{r} \frac{\partial \zeta}{\partial \theta}\right)_{r-\alpha}=0 \tag{2.9}
\end{equation*}
$$

Hence

$$
\begin{equation*}
-\left(\sigma^{2}-f^{2}\right) C-i(\sigma+f) P=0, \tag{2.10}
\end{equation*}
$$

with a similar equation for $Q$. Solutions of these equations are

$$
\begin{equation*}
P=-i(\sigma-f) C, \quad Q=-i(\sigma+f) D . \tag{2.11}
\end{equation*}
$$

Therefore altogether we have

$$
\begin{equation*}
g \zeta=i\left[(\sigma+f) r-(\sigma-f)\left(a^{2} / r\right)\right] C e^{i(\theta-\sigma t)}+i\left[(\sigma-f) r+(\sigma+f)\left(a^{2} / r\right)\right] D e^{-i(\theta+\sigma t)} . \tag{2.12}
\end{equation*}
$$

At the perimeter of the island this reduces to

$$
\begin{equation*}
g \zeta=2 i f a\left[C e^{i(\theta-\sigma t)}-D e^{-i(\theta+\sigma t)}\right] . \tag{2.13}
\end{equation*}
$$

Thus if $u_{\infty}$ denotes the transverse component of the velocity at infinity, the surface elevation at the edge of the island is simply given by

$$
\begin{equation*}
g \zeta=2 a f u_{\infty} \tag{2.14}
\end{equation*}
$$

In the important case of inertial oscillations we take $D=0$ and $\sigma \rightarrow-f$ in (2.12), giving

$$
\begin{equation*}
g \zeta=2 i f C\left(a^{2} / r\right) e^{i(\theta-\sigma t)} \tag{2.15}
\end{equation*}
$$

Thus, for inertial motions, the surface elevation progresses round the island in the clockwise sense, in the northern hemisphere. Since in this case $\zeta_{0}$ vanishes, the surface elevation is given by $\zeta_{1}$, alone.

To find the components of velocity ( $u_{r}, u_{\theta}$ ) near the island, some care must be taken. The exact expressions

$$
\left.\begin{array}{l}
u_{r}=\frac{-1}{\sigma^{2}-f^{2}}\left(i \sigma \frac{\partial}{\partial r}-\frac{f}{r} \frac{\partial}{\partial \theta}\right) g \zeta, \\
u_{\theta}=\frac{-1}{\sigma^{2}-f^{2}}\left(\frac{i \sigma}{r} \frac{\partial}{\partial \theta}+f \frac{\partial}{\partial r}\right) g \zeta \tag{2.16}
\end{array}\right\}
$$

may be used only when $\sigma^{2} \neq f^{2}$. However, if we substitute in (2.16) from (2.12), we obtain in the general case,

$$
\left.\begin{array}{l}
u_{r}=\left(1-\frac{a^{2}}{r^{2}}\right)\left[C e^{i(\theta-\sigma t)}+D e^{-i(\theta+\sigma t)}\right],  \tag{2.17}\\
u_{\theta}=i\left(1+\frac{a^{2}}{r}\right)\left[C e^{i(\theta-\sigma t)}-D e^{-i(\theta+\sigma t)}\right] .
\end{array}\right\}
$$

It is remarkable that this solution is formally independent of the Coriolis parameter $f$ and of the frequency $\sigma$. To find a solution for inertial motions we again let $D=0$ and $\sigma=-f$ giving

$$
\left.\begin{array}{l}
u_{r}=\left(1-\frac{a^{2}}{r^{2}}\right) C e^{i(\theta-\sigma t)},  \tag{2.18}\\
u_{\theta}=i\left(1+\frac{a^{2}}{r^{2}}\right) C e^{i(\theta-\sigma t)}
\end{array}\right\}
$$



Frgure I. Graphs of the radial and tangential components $u_{r}, u_{\theta}$ of the orbital velocity in an oscillation in the neighbourhood of an island of radius a. The associated surface elevation is also shown.

These expressions for $u_{r}, u_{\theta}$ and $\zeta$ are illustrated in figure 1. At the circumference of the island equations (2.18) become simply

$$
\begin{equation*}
u_{r}=0, \quad u_{\theta}=2 i C e^{i(\theta-\sigma t)} \tag{2.19}
\end{equation*}
$$

Comparing this with (2.5) we see that the presence of the island exactly doubles the transverse component of velocity at the perimeter.

It may be noted that (2.15) is also the first term in the asymptotic expansion of the exact solution of (2.1), namely,
where

$$
\begin{equation*}
g \zeta=2 i f C k a^{2} K_{1}\left(k_{r}\right) e^{i(\theta-\sigma t)}, \tag{2.20}
\end{equation*}
$$

$$
\begin{equation*}
k=\left(\frac{f^{2}-\sigma^{2}}{g h}\right)^{\frac{1}{2}} \quad\left(\sigma^{2}<f^{2}\right) . \tag{2.21}
\end{equation*}
$$

This represents a mode trapped exponentially at large distances from the island (Longuet-Higgins $1969 a$ ). Equation (2.15) is the limit of ( 2.20 ) when aff $\sqrt{ }(g h) \rightarrow 0$. The expressions for the currents, (2.18), also correspond to (2.7) of the paper just referred to, if the constants in the factors ( $1 \pm a^{2} / r^{2}$ ) are replaced by terms varying only logarithmically with $r$.

Because in the present approximation the surface elevation $\zeta$ satisfies Laplace's equation (2.3) it is simple to extend these results to islands of other shape, by a conformal transformation. The boundary condition $\mathbf{u} \cdot \mathbf{n}=0$ is transformed into the same condition at all non-singular points of the boundary, by (2.2). For example, the exterior of the elliptic island,

$$
\begin{equation*}
\frac{x_{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 \quad(a>b>0) \tag{2.22}
\end{equation*}
$$

having principal axes $a$ and $b$, is transformed by the substitutior

$$
\left.\begin{array}{rl}
z \equiv x+i y & =\frac{1}{2} c\left(\lambda+\frac{1}{\lambda}\right),  \tag{2.23}\\
\lambda & =\mu+i \nu, \\
c & =\left(a^{2}-b^{2}\right)^{2},
\end{array}\right\}
$$

into the exterior of the circle,

$$
\begin{equation*}
\mu^{2}+\nu^{2}=\frac{a+b}{a-b} \tag{2.24}
\end{equation*}
$$

Moreover, at infinite distance from the island, $z \sim \frac{1}{4} c \lambda$. So the corresponding expression for $\zeta$ is of the same form as for the circular island, but in terms of $\lambda$, not $z$. To obtain the corresponding expressions in terms of $x$ and $y$ we replace $\lambda$ by that solution of the quadratic equation,

$$
\begin{equation*}
\lambda^{2}+(2 / c) z \lambda+1=0 \tag{2.25}
\end{equation*}
$$

which tends to infinity as $z \rightarrow \infty$. The expressions for the currents follow from the formula,

$$
\begin{equation*}
(u-i v)=\mathscr{R}\left\{\frac{-g}{\sigma^{2}-f^{2}}(i \sigma+f) \frac{d \zeta}{d \lambda} \frac{d \lambda}{d z}\right\} \tag{2.26}
\end{equation*}
$$

From this solution it can be shown that $u, v$ and $\zeta$ are in antiphase at diametrically opposite points on the island, and that currents of near-inertial frequency are associated with a surface elevation which travels anticlockwise ronnd the ellipse, as for the circle.

Similar transformations may be devised to cope with islands of more complicated shape. For more than one island (the 'archipelago problem'), extended techniques are available from potential theory. But in such a case variations of depth between the islands are likely to prove important also.

As suggested earlier ( $1969 a$ ), it is possible to understand the energy in the frequency-band centred on 0.73 c.p.d. at Oahu as the local manifestation of near-inertial currents on a wider scale surrounding the island. The observed phase difference of about $130^{\circ}$ between Mokuoloe and Honolulu (Mokuoloe leading) can be interpreted as due to the tendency of the surface elevation to progress round the island in the clockwise direction. Although the angle subtended at the centre of the island by Mokuoloe and Honolulu is only about $40^{\circ}$, the difference may be explained by the tendency of some energy to be guided round the elongated ridge on which Oahu stands.

It should be stressed that motions of near-inertial frequency are not necessarily uniform currents, as is often supposed. The inertial frequency is the limiting frequency for many other types of motion, including internal waves and motions trapped by topography and $\beta$-effect. The possibility that they are internal waves cannot yet be dismissed. An interesting experimental program awaits those who wish to investigate the matter further.

## 3. Mass-transport currents

Let $\mathbf{u}$ denote any time-periodic velocity field such that to the first order in the amplitude the mean velocity $\bar{\Delta}$ vanishes. If the (second-order) mean velocity of a marked particle (the Lagrangian mean velocity) be denoted by $\overline{\mathbf{u}}_{L}$, and the (second-order) mean velocity at a fixed position (the Eulerian mean velocity) be denoted by $\overline{\mathbf{u}}_{E}$, then it can be shown (see Longuet-Higgins 1953) that
where

$$
\begin{equation*}
\overline{\mathbf{u}}_{L}=\overline{\mathbf{u}}_{E}+\mathbf{U}, \tag{3.1}
\end{equation*}
$$

$\mathrm{U}=\mathrm{Ju}$.
The quantity U has been called the Stokes velocity (Longuet-Higgins 1969b) after G. G. Stokes, who first evaluated this term for surface waves on water.

When the motion is practically two-dimensional, as in the present application, the two components $U, V$ of the Stokes velocity may be expressed in terms of a stream-function $\psi_{s}$ (ef. Longuet-Higgins 1953) as follows:
where

$$
\begin{equation*}
U=\frac{\partial \psi_{s}}{\partial y}, \quad \nabla=-\frac{\partial \psi_{s}}{\partial x} \tag{3.3}
\end{equation*}
$$

In the radial co-ordinates suited to the present problem, the corresponding expressions are
where

$$
\begin{equation*}
U_{r}=\frac{1}{r} \frac{\partial \psi_{s}}{\partial \theta}, \quad U_{\theta}=-\frac{1}{r} \frac{\partial \psi_{s}}{\partial r} \tag{3.5}
\end{equation*}
$$

For the simple progressive motion given by (2.18) we have

$$
\begin{equation*}
\Psi=\frac{1}{2 \sigma}\left(1-\frac{a^{2}}{r^{4}}\right) C C^{*} \tag{3.7}
\end{equation*}
$$

where a star denotes the complex conjugate quantity. From (3.5) it follows that $U_{r}=0$, as we should expect from symmetry, while

$$
\begin{equation*}
U_{\theta}=\frac{2 a^{5}}{r^{5}} \frac{C C^{*}}{a \sigma} \tag{3.8}
\end{equation*}
$$

Thus the Stokes velocity is altogether tangential and falls off like the inverse fifth power of the radial distance $r$. At the circumference of the island $(r=a)$ we have

$$
\begin{equation*}
U_{\theta}=2 C O^{*} / a \sigma \tag{3.9}
\end{equation*}
$$
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To find either $\mathbf{u}_{L}$ or $\mathbf{u}_{E}$ we must employ the full dynamical equations for the mean motion. The motion is in effect two-dimensional and hence by analogy with surface waves on water (Longuet-Higgins 1953, §4), or otherwise, the differential equation for the stream function $\psi_{E}$ of the Eulerian mean flow is

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \nabla^{2} \psi_{E}=0 . \tag{3.10}
\end{equation*}
$$

Initially, if the motion is irrotational, we expect that $\psi_{E} \equiv 0$ everywhere, that is to say

$$
\begin{equation*}
\psi_{L}=\psi_{s}=\overline{u \int v d t}, \tag{3.11}
\end{equation*}
$$

except near the boundary of the fluid. The subsequent development of the motion represents the diffusion of velocity outwards from the circumference of the island.

Near the boundary $r=a$, we expect a boundary layer of the type described in Longuet-Higgins (1953, §7). It is shown there that if the first-order normal and tangential velocities are given by $q_{n}$ and $q_{s}$ respectively then just beyond the boundary layer there is a tangential velocity given by

$$
\begin{equation*}
u_{L}=\frac{5 i+3}{4 \sigma} q_{s} \frac{\partial q_{t}^{*}}{\partial s} \tag{3.12}
\end{equation*}
$$

(loc. cit. equation (189)), the co-ordinate $s$ being measured tangentially to the boundary. In the present problem, we replace $q_{s}$ by $u_{\theta}$ and $s$ by $a \theta$. Thus

$$
\begin{equation*}
u_{L}=\frac{5 i+3}{4 a \sigma} u_{\theta} \frac{\partial u_{\theta}^{*}}{\partial \theta} . \tag{3.13}
\end{equation*}
$$

For the progressive wave described by (2.19) we find then

$$
\begin{equation*}
u_{L}=5 C C^{*} / a \sigma \tag{3.14}
\end{equation*}
$$

which is to be compared to the non-viscous value given by (3.9). In other words, the presence of a viscous boundary layer increases the velocity near the boundary $\dagger$ in the ratio 5/2.

Is a final steady state possible? Writing $\partial / \partial t=0$ in (3.10) we find that $\psi_{E}$ has to satisfy the biharmonic equation in two dimensions, and therefore

$$
\begin{equation*}
\psi=P r^{2} \log r+Q r^{2}+R \log r+S \tag{3.15}
\end{equation*}
$$

where $P, Q, R, S$ are arbitrary constants. If $u_{E}$ is to vanish at infinity, $P$ and $Q$ must both be zero. The value of $S$ is immaterial, and if the boundary condition at $r=a$ is to be satisfied we must have

$$
\begin{equation*}
R=3 C C^{*} / \sigma \tag{3.16}
\end{equation*}
$$

[^9]so that the traneverse component $u_{x}$ of the Lagrangian mean velocity is given ultimately by
\[

$$
\begin{equation*}
u_{L}=\left(\frac{2 a^{5}}{r^{5}}+\frac{3 a}{r}\right) \frac{C C^{*}}{a \sigma} . \tag{3,17}
\end{equation*}
$$

\]

More generally, when the motion consists of two progressive waves travelling in opposite directions (see (2.17)) then substitution in (3.6) gives for the Stokes velocity

$$
\begin{equation*}
\psi_{s}=\frac{a^{4}}{2 \sigma r^{4}}\left(C C^{*}-D D^{*}\right)+\frac{1}{2 \sigma}\left(\frac{a^{4}}{r^{4}}-1\right)\left(C D^{*} e^{2 i \theta}-C^{*} D e^{-2 i \theta}\right) . \tag{3.18}
\end{equation*}
$$



Fygure 2. Graphs of the initial and final Lagrangian mean velocities $u_{L}$ round an island of radius $a$, as a function of $r / a$.

When the amplitudes of the two waves are equal ( $C C^{*}=D D^{*}$ ), the first term vanishes, and taking the origin of $\theta$ and $t$, so that $C$ and $D$ are real and equal, we have

$$
\begin{equation*}
\psi_{s}=\frac{i}{\sigma}\left(\frac{a^{4}}{r^{4}}-1\right) C^{2} \sin 2 \theta \tag{3.19}
\end{equation*}
$$

This represents a kind of dipole motion.
Similarly, (3.13) gives in general for the velocity just outside the boundary layer:

$$
\begin{equation*}
u_{L}=\frac{5}{a \sigma}\left(C C^{*}-D D^{*}\right)+\frac{3}{a \sigma}\left(C D^{*} e^{2 i \theta}-C^{*} D e^{-2 i \theta}\right) . \tag{3.20}
\end{equation*}
$$

When, as before, $C$ and $D$ are real and equal,

$$
\begin{equation*}
u_{x}=\frac{3 C^{2}}{a \sigma} \sin 2 \theta . \tag{3.21}
\end{equation*}
$$

The result is similar to the streaming first found by Schlichting (1932) to occur in the presence of an oscillating cylinder. See also Batchelor (1967, ch. 5). The fluid enters the boundary layer at $\theta=0^{\circ}$ and $180^{\circ}$ in the plane of oscillation and leaves it at the intermediate points $\theta= \pm 90^{\circ}$.

It will be noticed that we have neglected friction on the bottom and taken into account only the friction at the vertical sides of the island. This may be justified if the vertical mixing is small compared to the horizontal mixing.

## 4. Experimental verification (i)

So long as the flow is practically two-dimensional and non-divergent, the mass transport currents depend only on the relative motion between the axis of the cylinder and the fluid at infinite distance. Hence these corrents should be the same as if the fluid at infinity were stationary and the island were made to oscillate in a horizontal plane.

The latter arrangement is the more convenient experimentally. Accordingly, the author constructed a mechanism (shown in figure 3 (a), plate 1), whereby a cylindrical can of radius $a=3$ in. and length 9 in . could be made to oscillate so that its axis described a smaller vertical cylinder of radius $b=\frac{1}{2} \mathrm{in}$. Throughout the oscillation the orientation of the can remained fixed. This was achieved by fixing the can $\dagger$ to a rectangular frame pivoted on four joints, each of which was made to oscillate in parallel by four gear wheels driven from a central vertical shaft. This vertical shaft was driven by a bevel gear attached to a horizontal shaft, which in turn could be operated either by hand or by attachment to an electric motor.

The whole apparatus was then supported on two angle pieces laid across the top of a circular tank of diameter 30 in., as in figure $3(b)$, plate 1 . The tank was filled with water to within 1 in . of the top of the can. With a syringe, some dilute ink was injected into the water close to the surface of the can and near its centre. The can was then made to oscillate by turning the handle as shown, or with an electric motor. The time $t$ required for the ink to make a complete circuit was measured with a stop-watch, and also the mean period $T$ of the first ten oscillations.

According to $\S 3$ above, the magnitude $|C|$ of the relative velocity between the fluid at infinity and the axis of the cylinder is equal to $\sigma b$. Hence the streaming velocity just outside the oscillatory boundary layer is equal to $5 \sigma b^{2} / a$ by (3.14). It follows that the time taken for a marked particle of fluid to complete a circuit of the cylinder, just outside the oscillatory boundary layer, is just equal to $a^{2} / 5 b^{2}$ periods of the oscillation. This result is independent not only of the viscosity but also of the period of oscillation, within the range of the present approximations.

[^10]Corresponding to the apparatus described above we have $a / b=6$; hence the time required for a circuit is $6^{2} \div 5$, that is $7 \cdot 2$, periods.

This simple result in practice is slightly complicated by the following considerations:
(i) The radius of the outer cylinder is finite. This introduces errors of order $a^{2} / A^{2}$ where $A$ is the radius of the outer cylinder.
(ii) The surface is free. This introduces errors of order $\sigma^{2} a l g$, where $g$ denotes the acceleration of gravity.
(iii) The amplitude of the motion is finite. This introduces relative errors of order $b / a$.
(iv) The thickness of the oscillatory boundary layer, though small, is finite. This introduces errors of order $\delta / a$, where $\delta=(\nu / \sigma)^{\frac{1}{2}}$.
(v) Outside the boundary layer the motion is not steady until a time of order $(r-a)^{2} / \nu$ after starting.

The presence of these errors, especially (iii), leads us to expect discrepancies of the order of $10 \%$ between the observations and the simple theory of §3.

Nevertheless, the experiment was tried. On starting the motion from rest by running the motor so that the mean period $T$ of the first ten oscillations lay between 1.37 and 6.91 sec , it was found that the time taken for the first trace of dye to orbit the can lay always between 5.4 and 8.8 periods of oscillation with a mean of $7 \cdot 3$ periods (see table 1). The agreement was thus at least as good as expected.

| $\begin{gathered} T \\ (\mathrm{sec}) \end{gathered}$ | $\begin{gathered} t \\ \text { (sec) } \end{gathered}$ | $\begin{gathered} N \\ (=~ \\ \hline / T) \end{gathered}$ | Serial number of observation |
| :---: | :---: | :---: | :---: |
| 1.37 | 7.4 | $5 \cdot 4$ | 3 |
| 1.81 | 12.3 | 6.8 | 2 |
| 2.58 | 20.5 | 7.9 | 1 |
| 3-52 | 24.2 | 6.8 | 4 |
| $4 \cdot 65$ | f37.8 | 8.1 | 5 |
| $4 \cdot 65$ | 128.9 | 6.2 | 6 |
| $5 \cdot 30$ | (43.5 | 8.2 | 8 |
| b. 30 | \|38.5 | 7.3 | 9 |
| 6.91 | 60-4 | 8.8 | 7 |

Table 1. The observed number $N$ of cycles taken by a particle to make a complete circuit of the cylinder in figure 3

## 5. Islands with sloping sides: free oscillations

So long as the sides of the island are vertical it is impossible for free waves to be trapped near the island unless the horizontal dimensions of the ocean are at least of order $\sqrt{ }(g h) / f$ (see Longuet-Higgins 1969a). This restricts the practical possibility of wave trapping with vertical sides to baroclinic motions.

The situation is quite different if the island is surrounded by a sloping shelf or 'skirt'. Then trapping becomes reasonably possible, and a double infinity of free trapped motions appears. An example restricted to the case $\sigma \ll f$ has
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been studied by Mysak (1967). Rhines (1967, 1969) has considered a more general case when the depth $h(r)$ is assumed to be given by

$$
h=\left\{\begin{array}{ll}
0 & (0<r<a),  \tag{5.1}\\
h_{1}(r / a)^{a} & (a<r \leqslant b), \\
h_{2} & (b \leqslant r<\infty),
\end{array}\right\}
$$

(see figure 4), $\alpha$ being any positive constant. $\dagger$ When $\alpha<1$ the sloping 'skirt' is concave upwards; when $\alpha=1$ the skirt is conical; and when $\alpha>1$ it is convex. Continuity of $h$ at $r=b$ requires that $h_{2}=h_{1}(b / a)^{a}$.


Figure 4. Cross-section of the model island with a 'skirt' given by (5.1) in three typical cases: ( $\alpha$ ) $\alpha=1,(b) \alpha=1,(c) \alpha=4$.

Rhines (1969, pp. 195-198) has considered the scattering of a Rossby wave by an island of the above form. Here we shall assume a simple model in which $f$ is constant, and we shall consider simply the response to an oscillation whose form at infinity is given by (2.4) or (2.5). We shall then proceed as in §3 to calculate the corresponding mass transport velocities. Owing to the possibility of resonant excitation of the free modes, the mass-transport can be very greatly amplified.

Neglecting the dynamical effect of the horizontal convergence (which serves only to increase the hydrostatic pressure), we may assume the existence of a stream function $\psi$ such that

$$
\begin{equation*}
\bar{h} u_{r}=\frac{1}{r} \frac{\partial \psi}{\partial \theta}, \quad h u_{e}=-\frac{\partial \psi}{\partial r} . \tag{5.2}
\end{equation*}
$$

$\dagger$ Rhines treated especially the case $\alpha=\frac{1}{2}$. Phillips (1966) considered the motion in an annular region between two concentric cylinders, when $\alpha=2$.

From the conservation of potential vorticity it follows that $\psi$ has to satisfy the differential equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla \cdot\left(\frac{1}{h} \nabla \psi\right)-\mathbf{f} \cdot \nabla\left(\frac{1}{h}\right) \wedge \nabla \psi=0 \tag{5.3}
\end{equation*}
$$

where f denotes the vector of magnitude $f$ directed vertically. We now seek solutions to this equation in the form,

$$
\begin{equation*}
\psi=\hat{\psi}(r) e^{i(n \theta-\sigma t)} \tag{5.4}
\end{equation*}
$$

where $n$ is a positive integer. We are particularly interested in the case $n=1$. It follows that in the sloping region $a<r<b, \hat{\psi}$ must satisfy the ordinary differential equation,

$$
\begin{equation*}
\frac{d^{2} \hat{\psi}}{d r^{2}}+\frac{1-\alpha}{r} \frac{d \hat{\psi}}{d r}-\frac{n(n+\alpha f / \sigma)}{r^{2}} \hat{\psi}=0 \tag{5,5}
\end{equation*}
$$

In the constant-depth region $r>b$ we use the same equation but with $\alpha$ set equal to 0 . We have further to satisfy the boundary conditions that

$$
\left.\begin{array}{ll}
\hat{\psi} \rightarrow 0 & (r \rightarrow a),  \tag{5.6}\\
\hat{\psi}, \frac{d \psi}{\hat{d} r} \text { continuous } & (r \rightarrow b), \\
\hat{\psi} \sim C r^{n} & (r \rightarrow \infty) .
\end{array}\right\}
$$

The differential equation (5.5) is satisfied by taking

$$
\begin{equation*}
\hat{\psi}=P_{1}(r / a)^{p_{1}}+P_{2}(r / a)^{p_{1}} \tag{5.7}
\end{equation*}
$$

where $P_{1}, P_{2}$ are arbitrary constants and $p_{1}, p_{2}$ are the roots (assumed different) of the quadratic equation,

$$
\begin{equation*}
p^{2}-\alpha p+n(n+\alpha f / \sigma)=0 \tag{5.8}
\end{equation*}
$$

Thus

$$
\begin{equation*}
p_{1}, p_{2}=\frac{1}{2} \pi \pm \beta \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\left(n^{2}+n \alpha f / \sigma+\alpha^{2} / 4\right)^{\frac{1}{2}} \tag{5.10}
\end{equation*}
$$

provided $\beta \neq 0$. The boundary condition at $r=a$ is satisfied by taking

$$
P_{1}=-P_{2}=P
$$

say. Then we have

$$
\begin{equation*}
\hat{\psi}=2 P(r / a)^{\alpha / 2} \sinh [\beta \ln (r / a)] \quad(a<r \leqslant b) . \tag{5.11}
\end{equation*}
$$

When $r>b$, the differential equation and the boundary condition at infinity are satisfied by

$$
\begin{equation*}
\hat{\Psi}=C r^{n}+Q r^{-n} \tag{5.12}
\end{equation*}
$$

where $Q$ is a constant to be determined. Now to satisfy the boundary conditions at $r=b$ we must have

$$
\left.\begin{array}{l}
2 P(b / a)^{\frac{t^{\alpha}}{} \alpha} \sinh \xi=C b^{n}+Q b^{-n}  \tag{5.13}\\
2 P(b / a)^{\frac{1}{2} \alpha}\left(\beta \cosh \xi+\frac{1}{2} \alpha \sinh \xi\right)=n C b^{n}-n Q b^{-n},
\end{array}\right\}
$$

where

$$
\begin{equation*}
\xi=\beta \ln (b / a) \tag{5.14}
\end{equation*}
$$

Thus the ratios of $P, Q$ and $C$ are given by the two equations

$$
\begin{align*}
& P(b / a)^{\frac{1}{2} \alpha}\left[\left(n+\frac{1}{2} \alpha\right) \sinh \xi+\beta \cosh \xi\right]=n C b^{n}, \\
& \left.P(b / a)^{\frac{1}{2} \alpha}\left[\left(n-\frac{1}{2} \alpha\right) \sinh \xi-\beta \cosh \xi\right]=n Q b^{-n} .\right\rfloor \tag{5.15}
\end{align*}
$$

The free modes are given by $C=0, P \neq 0$, and so

$$
\begin{equation*}
\left(n+\frac{1}{2} \alpha\right) \sinh \xi+\xi \cosh \xi / \ln (b / a)=0 \tag{5.16}
\end{equation*}
$$

Since $\ln (b / a)>0$, there are no real roots $\xi$; but when $\beta$ and $\xi$ are imaginary, say $\beta=i \beta^{\prime}$ and $\xi=i \xi^{\prime},(5.16)$ becomes

$$
\begin{equation*}
\xi^{\prime} \cot \xi^{\prime}=-\left(n+\frac{1}{2} \alpha\right) \ln (b / a) . \tag{5.17}
\end{equation*}
$$

We see that for each value of $n$ there is an infinite sequence of possible roots $\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots$ such that $\left(m-\frac{1}{2}\right) \pi<\xi_{m}^{\prime}<\left(m+\frac{1}{2}\right) \pi$. Each root $\xi_{m}^{\prime}$ corresponds to a possible free mode, and so to a resonant condition. Moreover, from (5.10) we have

$$
\begin{gather*}
n^{2}+n \alpha f / \sigma+\frac{1}{4} \alpha^{2}=-\beta^{\prime 2}  \tag{5.18}\\
\sigma / f<0 \tag{5.19}
\end{gather*}
$$

that is to say the free waves must progress clockwise round the island in the northern hemisphere ( $f>0$ ) and anticlockwise in the southern hemisphere. From (5.18) we have also

$$
\begin{equation*}
-\frac{\sigma}{f}=\frac{\alpha n}{n^{2}+\frac{1}{2} \alpha^{2}+\beta^{\prime 2}}<\frac{\alpha n}{n^{2}+\frac{1}{4} \alpha^{2}} . \tag{5.20}
\end{equation*}
$$

The term on the right attains its maximum value 1 when $n=\frac{1}{2} \alpha$. Hence in all cases $|\sigma / f|<1$, that is to say the frequency of the free modes is always less than the inertial frequency. It may be shown that the corresponding stream function $\psi$, given by

$$
\psi=\left\{\begin{array}{ll}
2 i P(r / a)^{\frac{1}{2} \alpha} \sin \left[\beta^{\prime} \ln (r / a)\right] & (a<r<b),  \tag{5.21}\\
C r^{n}, & (b<r<\infty),
\end{array}\right\}
$$

has exactly $m$ zeros in the interval $a<r<\infty$, as well as the zero at $r=a$. Outside $r=a,|\hat{\psi}|$ decreases monotonically and tends to 0 as $r \rightarrow \infty$. The corresponding circulation is in $m$ cells in the radial direction, $2 n$ cells in the transverse direction.

The relative frequencies $\sigma / f$ of the free modes are shown in figure 5 as functions of $b / a$, for some typical values of the constant $\alpha$.

We are now in a position to calculate the mass transport velocities in both forced and free oscillations. From (3.6) it follows that the stream function $\psi_{s}$ for the Stokes velocity is given by

$$
\begin{equation*}
\psi_{\delta}=-\frac{1}{r} \overline{\frac{\partial \psi}{\partial \theta} \int \frac{\partial \psi}{\partial r} d t} \tag{5.22}
\end{equation*}
$$

From (5.4) this is

$$
\begin{equation*}
\psi_{s}=\frac{n}{2 \sigma r} \hat{\psi} \frac{d \hat{\psi}^{*}}{d r}=\frac{n}{4 \sigma r} \frac{d|\psi|^{2}}{d r} \tag{5.23}
\end{equation*}
$$

In the free osciliations, $\hat{\psi}$ has in general ( $m-1$ ) maxima and ( $m-1$ ) zeros in $a<r<\infty$, so that $|\hat{\psi}|^{2}$ has (2m-2) maxima. Hence the Stokes velocity $\partial \psi_{s} / \partial r$ changes sign ( $2 m-2$ ) times in $a<r<\infty$.

In the forced oscillations, we can calculate the Stokes velocity from (5.23). In particular, at the perimeter of the island, where $\hat{\psi}$ vanishes we have from (5.23)

$$
\begin{equation*}
U_{s}=\frac{n}{2 \sigma a}\left|\frac{d \hat{\psi}^{2}}{d r}\right|^{2}=\frac{2 n \beta^{2} P^{2}}{\sigma a^{3}} \tag{5.24}
\end{equation*}
$$

$\beta$ and $P$ being given by (5.10) and (5.14).



Fiaure $5(a, b)$. For legend see p. 716.
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In the important case $n=1$, the total Stokes transport is given by the difference between $\rho \psi_{s}$ at infinity and $\psi_{a}$ at $r=a$. Since $\psi_{s}$ vanishes at $r=a$, and when $r>b, \quad \hat{\psi} \hat{\psi}^{*}=C C^{*} r^{2}+\left(C Q^{*}+C^{*} Q\right)+Q Q^{*} r^{-2}$,



Fraure 6. Graphs of the non-dimensional frequency ( $\sigma / f$ ) for some of the lower modes, plotted as a function of $b / a$. The symbol $(m, n)$ denotes the $m$ th mode with azimuthal wave-number $n$. (a) $\alpha=\frac{1}{2}$, (b) $a=1$, (c) $\alpha=2,(d) a=4$.
it follows from (5.22) that, as $r \rightarrow \infty$,

$$
\begin{equation*}
\psi_{a} \rightarrow C C^{*} / 2 \sigma . \tag{5.26}
\end{equation*}
$$

This quantity has always the same sign as $\sigma$.
The angular momentum of the Stokes flow, on the other hand, is given by

$$
\begin{equation*}
\text { a.m. }=2 \pi \rho \int_{\int_{a}}^{\infty} \frac{\partial \psi_{s}}{\partial r} r^{2} d r . \tag{5.27}
\end{equation*}
$$




Frgure 6. Relative magnitude of the mase-transport velocity near the perimeter of the island in a typical case: $\alpha=2, b / a=4$, showing the peaks at the resonant frequencies. The vertical scale on the right $(\sigma / f>0)$ is ten times that on the left.

In this expression $\psi_{s}$ may be replaced by ( $\psi_{s}-\psi_{s \infty}$ ), where $\psi_{s \infty}$ denotes the limit in (5.26). On integrating by parts, and using (5.22) and (5.24), we find

$$
\begin{equation*}
\text { a.m. }=-\frac{\pi p}{\sigma}\left(C Q^{*}+C^{*} Q\right) . \tag{5.28}
\end{equation*}
$$

This quantity may be either positive or negative, depending on the sign of $Q$. When the sides are vertical, we find from $\S 3$ that $Q=-C a^{2}$ and so

$$
\begin{equation*}
\text { a.m. }=\frac{2 \pi \rho a^{2} C C^{*}}{\sigma} \tag{5.29}
\end{equation*}
$$

which has always the same sign as $\sigma$.
Consider now the Lagrangian mass-transport velocity $u_{L}$. This will depend on the viscous boundary conditions on the bottom and the vertical wall, and in general also on the time since the motion was started. But, on the vertical wall of the island, the velocity just outside the oscillatory boundary layer is given simply
by (3.12), provided we now substitute $q_{a}=(-\partial \psi / \partial r)_{r-a}$. Since $\psi$ is given by (5.4), we have then

$$
\begin{equation*}
u_{L}=\frac{5 n}{4 \sigma a}\left|\frac{d \psi}{d r}\right|^{2}=\frac{5 n \beta^{2} P^{2}}{\sigma a^{5}} . \tag{5.30}
\end{equation*}
$$

As before, the effect of viscosity is to multiply the mass-transport velocity near the perimeter of the island by the factor $5 / 2$.

As an example let us take $\alpha=2, b / a=4$ and $n=1$. Then figure $5(c)$ indicates that we must expect resonance when $\sigma / f=-0.396,-0.125$ and -0.056 , corresponding to the three lowest modes, $m=1,2$ and 3 respectively. In figure 8 we show a graph of the non-dimensional quantity,

$$
\begin{equation*}
\frac{n a \sigma u_{L}}{5} \frac{1 \beta C^{*}}{C P^{2}} \tag{5.31}
\end{equation*}
$$

This represents the relative magnification of the mass-transport velocity near the perimeter $r=a$, compared to the mass transport in the absence of a surrounding 'skirt'. The amplification of the mass-transport near resonance can be clearly seen. By contrast, the response of the island to waves progressing in the clockwise direction ( $\sigma / f>0$ ) is remarkably small.

In calculating the amplitude of the forced oscillations, we have of course neglected the dissipation of energy by viscosity and also the detuning of the oscillations due to the slight dependence of the frequency on the amplitude. Both these effects will act to limit the amplitude near resonance.

## 6. Experimental verification (ii)

The following experiment provided a qualitative verification of the effects described in §5.

A circular tank of diameter 18 in . and depth about 6 in . was fitted with a false wax bottom in the form of a parabola, curved so as to be parallel to the free surface when rotating in equilibrium at a speed of $0.25 \mathrm{c} / \mathrm{s}$. Projecting from the bottom of the tank were three islands. Two of these were oircular cylinders with vertical sides and diameters 1 in . and $1 \frac{1}{2}$ in. respectively (see figure 7). The third island was fitted with a 'skirt' corresponding to the parameters $\alpha=2, b / a=2$. The tank was placed on a rotating turntable and filled to a depth of about 3 in . (so as to cover the curved part of the skirted island). Aluminium powder was scattered on the surface to facilitate viewing the surfane velocities.

The tank was then set in rotation at a speed of $0.25 \mathrm{c} / \mathrm{s}$, and the relative motions were viewed through a rotascope.

On reaching the spin-up velocity one might have expected at first to see no relative motion between the fluid and the rotating tank. On the contrary, small oscillations, having the same period as the rotation, were observed in the main body of the fluid, due to the fact that the axis of rotation was not perfectly aligned with the vertical. The rotation of the tank being in the positive (eastwards) sense, the effect was to produce a component of gravity rotating in the
negative (westwards) sense relative to the rotating tank. The frequency $\sigma$ of the oscillation was thus given by

$$
\begin{equation*}
\sigma / f=-\frac{1}{2} \tag{6.1}
\end{equation*}
$$

since $f$ is equal to twice the angular rate of rotation.
Close to the islands, however, the most obvious feature of the motion was not the oscillatory motion so much as an intense d.c. component of flow directed anticlockwise round each island. The motion was more intense round the smaller of the two cylindrical islands. This is to be expected from (3.14), in which the mass transport velocity is inversely proportional to the radius $a$ of the island.

The most intense current, however, was observed near the third island, the one with the skirt. A computation of the relative velocity (5.31) in the case $\alpha=2$, $b / a=2$ and $\sigma / f=-\frac{1}{2}$ shows that, for these values, the relative magnification is given by

$$
\begin{equation*}
\frac{a \sigma u_{\Sigma}}{5 C C^{*}}=4.432 \tag{6.2}
\end{equation*}
$$

It was not possible to measure the drift currents accurately in this experiment but the observations appeared to be consistent with the above ratio. Further experiments are at present in progress.

## 7. Discussion

Equation (3.14) indicates that the order of magnitude of the streaming velocity is inversely proportional to the radius $a$ of the island. It follows that the smaller the island, the greater the streaming velocity, within the present approximations. Hence a quite small island may be, as it were, a useful probe for detecting oscillatory motions in the surrounding ocean.

It does not seem altogether fanciful to suggest that the drift velocities observed in the neighbourhood of Bermuda by Stommel (1954) may be partly attributed to mass-transport streaming associated with oscillations nearby. From figure I of Stommel's paper it appears that the particle tracks nearly all circulate that island in the clockwise sense, and with times comparable to 15 days, or about 30 tidal cycles. If this is to be comparable with $a^{2} / 5 b^{2}$, where $a$ is the mean radius of the island of Bermuda we must have $b / a \sim 0.08$, or, since $a \sim 5 \mathrm{~km}$, the half tidal displacement $b$ must be of order 0.4 km . This is not inconsistent with what is known of the tidal currents in that area.

This investigation was begun at Oregon State University, Corvallis, under NSF Grant No. GA-1452 and completed at the National Institute of Oceanography, England. The experiments described in $\S 6$ were carried out with the assistance of Steve Wilcox at Oregon State University, using a rotating turntable and rotascope constructed at N.I.O. The experiments in $\S 4$ were first performed at my home in Cambridge, and subsequently at Wormley. John Simpson held the stopwatch.
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## Plate 1


(c)


Fioure 3. (a) A mechanism for oscillating a cylinder of radius 3 in . so that its axia deacribes a amaller cylinder of radius $\frac{1}{2}$ in. The orientation of the cylinder remains fixed.
(b) An experiment to measure the Lagrangian drift velocity near to the boundary of an oscillating cylinder, using the mechenism of figure 3 (a).

# Peristaltic pumping in water waves 
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In this paper we calculate the streaming induced by gravity waves passing over a thin fluid layer, one side of which is rigid while the other is a flexible, inextensible membrane. The problem is relevant to some recent laboratory experiments by Allison (1983) on the pumping action of water waves.

On the assumption that the flow is laminar and that the lateral displacement $b$ of the membrane is small compared with the thickness $\Delta$ of the fluid layer, we calculate the velocity profile of the streaming $U$ within the layer. This depends on the ratio $\Delta / \delta$, where $\delta$ is the thickness of the Stokes layers at the upper and lower boundaries. When $0<\Delta / \delta<6$ the boundary layers interact strongly and the velocity profile is unimodal. At large values of $\Delta / \delta$ the profile of $U$ exhibits thin 'jets' near the boundaries.

The calculated drift velocities agree as regards order of magnitude with those observed. However, the pressure gradients observed were larger than those calculated, due possibly to turbulence, but probably also to finite-amplitude and end-effects.

The theory given here can be considered as an extension of the theory of peristaltic pumping to flows at higher Reynolds number.

## 1. Introduction

In a recent experiment to extract power from the mass transport in water waves, Allison (1983) laid a flexible bag, 6 m long and 0.5 m wide, on the floor of a wave basin, with the longer side in the direction of wave propagation. The two ends of the bag were connected externally by a rigid pipe. In the presence of gravity waves of $0.8-2.5 \mathrm{~s}$ period it was found that mean circulation of fluid took place down-wave through the bag, returning via the pipe. If the pipe was constricted, a mean head of $1-2 \mathrm{~cm}$ of water was built up.
The aim of the present note is to analyse the fluid mechanics of this effect. We shall show that the pumping action is due very largely to viscosity, being similar to that occurring in organic tubes (Jaffrin \& Shapiro 1971).
In any oscillating flow, the importance of viscosity in inducing a steady streaming close to a rigid or flexible boundary has been known ever since Rayleigh (1884) analysed the currents induced by standing oscillations in air or water. On the other hand for progressive motions, the streaming tangential to a membrane or solid boundary was first evaluated by Longuet-Higgins (1953). His analysis showed that just outside the Stokes layer, of thickness $\delta=(2 \nu / \sigma)$ t, where $\nu$ is the kinematic viscosity and $\sigma$ the radian frequency of oscillation, the tangential streaming velocity tended to the finite value

$$
\begin{equation*}
U=\frac{5}{4} \frac{q^{2}}{c} \tag{1.1}
\end{equation*}
$$
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Here $q$ denotes the amplitude of the first-order oscillatory velocity relative to the boundary, and $c$ is the phase speed. Particularly interesting is the fact that the limiting value ( 1.1 ) is independent of $\nu$ and so remains non-negligible even when the Stokes layer itself is quite thin. This forwards streaming or jet near the bottom had been first noticed in water waves by Bagnold (1947), and was later confirmed by Russell \& Osorio (1956) and many others.

It is a forwards streaming of this type which we suggest controls the flow within the flexible bag in Allison's experiment. A preliminary analysis is given below in §2, assuming the flow to be laminar and the separation $\Delta$ between upper and lower surfaces of the bag to be large compared with the thickness $\delta$ of the Stokes layers. In $\S \S 3$ and 4 we extend the analysis to the situation of turbulent flow, and to when $\Delta / \delta$ is not necessarily large. The theory gives a reasonable agreement with Allison's experiment. Further discussion follows in $\S \S 6$ and 7.

## 2. A laminar model: $\delta \ll \Delta$

The situation is idealized as in figure 1 (a). Homogeneous, incompressible fluid is contained between a rigid planc $z=0$ and a flexible membrane at a mean distance $\Delta$ above the bottom. The vertical oscillations in the membrane are of amplitude $b$ and travel to the right with speed $c$, so that the equation of the membrane is

$$
\begin{equation*}
z=\Lambda+b \cos (k x-\sigma t), \tag{2.1}
\end{equation*}
$$

where $x$ and $z$ are horizontal and vertical coordinates, $k$ is the wavenumber, and $\sigma / k=c$. We shall assume at first that

$$
\begin{equation*}
k \Delta \ll 1, \tag{2.2}
\end{equation*}
$$

that is, the wavelength is long compared with the thickness of the fluid layer, and


Fraure 1. (a) A two-dimensional model of the flexible bag. (b) A typical profile of the streaming velocity $U$.
also

$$
\begin{equation*}
b / \Delta \ll 1, \tag{2.3}
\end{equation*}
$$

that is, the vertical displacements are only a small fraction of the layer thickness; this latter restriction will be modified later. The motion will be treated at first as two-dimensional and independent of the $y$-coordinate.

The vertical velocity $w$ vanishes on the bottom and, when $z=A, w$ is given by $b \sigma \sin (k x-\sigma t)$ to first order in $b k$. Hence in general

$$
\begin{equation*}
w=\frac{z}{\Delta} b \sigma \sin (k x-\sigma t) \tag{2.4}
\end{equation*}
$$

everywhere outside the boundary-layers.
To begin with we shall assume

$$
\begin{equation*}
\delta=(2 \nu / \sigma)^{\frac{1}{2}} \ll \frac{1}{2} \Delta, \tag{2.5}
\end{equation*}
$$

so that outside the boundary-layer the horizontal velocity is given by

$$
\begin{equation*}
u=\frac{b \sigma}{\dot{k} \Delta} \cos (\dot{k} x-\sigma t) \tag{2.6}
\end{equation*}
$$

to first order in $b k$. To this order the tangential velocity of the membrane is negligible, so that in (1.1) the amplitude $q$ of the oscillatory velocity relative to the boundary is

$$
\begin{equation*}
q=\frac{b \sigma}{k \Delta}=\frac{b c}{\Delta} \tag{2.7}
\end{equation*}
$$

at both upper and lower boundaries.
To evaluate the mean flow we note that, if there were no mean horizontal gradient in the pressure, the streaming velocity would be uniform and equal to (1.1) everywhere in the interior. In the presence of a mean pressure gradient $w$ we have to solve the equation

$$
\begin{equation*}
\nu \frac{\partial^{2} \bar{u}}{\partial z^{2}}=\frac{w}{\rho}+\overline{u \frac{\partial u}{\partial x}+w \frac{\partial u}{\partial z}} \tag{2.8}
\end{equation*}
$$

(see Longuet-Higgins 1953), where $\bar{u}$ is the time-mean velocity at a fixed point. This is related to the streaming velocity $U$ by

$$
\begin{equation*}
U=\widetilde{u}+\overline{\int u \mathrm{~d} t \frac{\partial u}{\partial x}}+\sqrt{\int w \mathrm{~d} t \frac{\partial u}{\partial z}} \tag{2.9}
\end{equation*}
$$

the last two terms representing the Stokes drift. In view of (2.4) and (2.6), this reduces to

$$
\begin{equation*}
U=\bar{u}+\frac{1}{2} q^{2} / c \tag{2.10}
\end{equation*}
$$

Since the second term on the right of (2.10) is independent of $z$, we have for $U$ in the interior the same equation as for $\bar{u}$, namely

$$
\begin{equation*}
\frac{\partial^{2} U}{\partial z^{2}}=\frac{w}{\rho \nu} \tag{2.11}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
U=\frac{5}{4} \frac{q^{2}}{c} \text { when } z \div 0, \Delta \tag{2.12}
\end{equation*}
$$

(see figure $1 b$ ). The use of $\doteqdot$ signifies that the condition has actually to be satisfied just outside each boundary-layer, but since $\delta \ll \Delta$ the difference is negligible. In
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addition, to second order in $b k$ the boundary condition can be taken as satisfied at the mean vertical position of the membrane, that is at $z=\Delta$ and not on (2.1).

The solution to the problem (2.11), (2.12) is clearly

$$
\begin{equation*}
U=\frac{5}{4} \frac{q^{2}}{c}+\frac{1}{2} \frac{w}{\rho v} z(z-\Delta) . \tag{2,13}
\end{equation*}
$$

In other words, we add to the uniform velocity (1.1) a parabolic flow, symmetric about the central line, as in figure I (b).

Corresponding to (2.13), the total volume flux $M$ is given by

$$
\begin{equation*}
M=\frac{5}{4} \frac{q^{2} \Delta}{c}-\frac{1}{12} \frac{\varpi \Delta^{2}}{\rho \nu} . \tag{2.14}
\end{equation*}
$$

If $\boldsymbol{m}$ vanishes, the mean velocity is simply

$$
\begin{equation*}
\bar{U}=\frac{5}{4} \frac{q^{2}}{c}, \tag{2.15}
\end{equation*}
$$

while, if the flow is blocked so that $M$ vanishes, we induce a pressure head

$$
\begin{equation*}
[p]=w L=15 \frac{\rho \nu L}{\Delta^{2}} \frac{q^{2}}{c} \tag{2.16}
\end{equation*}
$$

where $L$ is the total length of the flexible tube. In general the power $P$ available per unit width of the tube is

$$
\begin{equation*}
P=w L M \tag{2.17}
\end{equation*}
$$

From (2.14) this is a maximum when

$$
\begin{equation*}
v=\frac{15}{2} \frac{\rho \nu}{d^{2}} \frac{q^{2}}{c} \tag{2.18}
\end{equation*}
$$

so the maximum available power is given by

$$
\begin{equation*}
\dot{P}_{\max }=\frac{75}{16} \frac{\rho \nu L}{\Delta} \frac{q^{4}}{c^{2}} . \tag{2.19}
\end{equation*}
$$

In all these expressions $q^{2} / c$ may be replaced by $(b / \Delta)^{2} c$, where $2 b$ is the overall vertical displacement of the membrane.

## 3. Comparison with observation

In Allison's experiment (1983, figure 6 ) the wave period $T=2 \pi / \sigma$ ranged from 0.8 to 2.5 s , in water of constant depth $h=30 \mathrm{~cm}$. The wave height $2 a$ was greatest at about 5.5 cm for waves of period about 1.2 s .

The amplitude $b$ of the vertical displacement of the membrane was however measured as 1.0 cm for waves of 1.1 s period. This compares with a notional amplitude

$$
\begin{equation*}
b^{\prime}=a \frac{\sinh k \Delta}{\sinh k h}=0.27 \mathrm{~cm} \tag{3.1}
\end{equation*}
$$

of vertical fluid motion at a height $\Delta$ above the bottom, in the absence of the flexible bag. From Allison's figure 2 we take $\Delta=4.0 \mathrm{~cm}$. Since $b>b^{\prime}$ it appears that the presence of the membrane does affect the waves above the bag, increasing their amplitude, possibly by wave refraction.

For the waves of period 1.1 s we have from the linear dispersion relation

$$
\begin{equation*}
k h \tanh k h=\sigma^{2} \hbar / g=1.00 \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
k h=1.20 \tag{3.3}
\end{equation*}
$$

and the wavelength $2 \pi / k$ is about 1 m or three times the depth $h$. The phase speed $c$ is $143 \mathrm{~cm} / \mathrm{s}$, and if we assume the ratio $b / \Delta$ in (2.7) to be constant despite variations in $\Delta$ across the width of the bag, then $q$ is constant at $0.25 c$ or about $36 \mathrm{~cm} / \mathrm{s}$. The mean-flow velocity (2.15) in the absence of an external pressure gradient would be $11.2 \mathrm{~cm} / \mathrm{s}$, in apparently good agreement with the measured velocity $13 \mathrm{~cm} / \mathrm{s}$ at this wave period; see Allison's figure 8.
However two adjustments must be made. The cross-section $\Omega$ of the external pipe, diameter $d=9.0 \mathrm{~cm}$, at the point of measured velocity, was

$$
\begin{equation*}
\Omega=\frac{d}{d} \pi d^{2}=64 \mathrm{~cm}^{2} \tag{3.4}
\end{equation*}
$$

compared with the cross-section of the flexible bag, of width $W=50 \mathrm{~cm}$. Assuming the upper surface of the bag to be parabolic, the cross-sectional area $\Omega^{\prime}$ would be

$$
\begin{equation*}
\Omega^{\prime}=\frac{2}{3} W \Delta=133 \mathrm{~cm}^{2}, \tag{3.5}
\end{equation*}
$$

so that the theoretical flow velocity should be multiplied by a factor $\Omega^{\prime} / \Omega=2.1$. On the other hand, the external resistance to the flow, both from the turbine and from a pipe of non-uniform cross-section, would tend to reduce the flow, so that the observed flow is not necessarily in disagreement with the simple theory.

Consider the dependence of the flow velocity upon the wave period $T$. The effects of refraction, etc. being difficult to assess, we shall assume roughly that the amplitude $b$ of the vertical displacement of the bag varied simply in proportion to the theoretical displacement $b^{\prime}$. Carrying through the same calculation as above for $T=1.1 \mathrm{~s}$, we arrive at the numbers shown in table 1 . The velocity

$$
\begin{equation*}
V_{\max }=\frac{\Omega^{\prime}}{\Omega} \frac{5}{4} \frac{q^{2}}{c} \tag{3.6}
\end{equation*}
$$

shown on the right of table 1 will be seen to behave qualitatively in a similar way to the measured velocity, with a maximum at around $T=1.2 \mathrm{~s}$ instead of 1.1 s .

Consider now the maximum pressure head $[p]$ as given by (2.16). Clearly this depends critically on the thickness $A$ of the fluid layer. Since in the experiment $\Delta$ was non-uniform over the width of the bag, being smaller near the two sides, (2.16) suggests there may have been some lateral circulation within the bag, in contrast with

| $\begin{gathered} T \\ (s) \end{gathered}$ | $\frac{\sigma^{2} h}{g}$ | kh | $\stackrel{c}{(\mathrm{~cm} / \mathrm{s})}$ | $\begin{gathered} 2 a \\ (\mathrm{~cm}) \end{gathered}$ | $\underset{(\mathrm{cm} / \mathrm{s})}{q}$ | $\underset{\substack{q^{2} \\(\mathrm{~cm} / \mathrm{s})}}{ }$ | $\underset{(\mathrm{cmax} / \mathrm{s})}{V_{\mathrm{m}}}$ | $\begin{gathered} {[p]} \\ \left(\mathrm{dyn} / \mathrm{cm} \mathrm{~m}^{2} ;\right. \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.8 | 1.886 | 1.962 | 120 | 3.0 | 13 | 1.3 | 3.4 | 21 |
| 0.9 | 1.490 | 1613 | 160 | 4.5 | 24 | 3.2 | 8.3 | 53 |
| 1.0 | 1.207 | 1.373 | 137 | 5.0 | 31 | 6.9 | 17.9 | 113 |
| 1.1 | 0.998 | 1.198 | 143 | 5.0 | 35 | 8.9 | 23.5 | 143 |
| 1.2 | 0.838 | 1.064 | 148 | 5.5 | 42 | 11.8 | 30.6 | 194 |
| 1.3 | 0.714 | 0.960 | 151 | 5.0 | 40 | 10.8 | 27.5 | 174 |
| 1.4 | 0.616 | 0.875 | 154 | 4.2 | 35 | 8.0 | 20.8 | 132 |
| 1.5 | 0.537 | 0.805 | 156 | 4.2 | 30 | 8.4 | 17.7 | 138 |
| 2.0 | 0.302 | 0.579 | 163 | 3.5 | 33 | 6.8 | 20.8 | 112 |
| 2.5 | 0.193 | 0.454 | 166 | 2.5 | 25 | 3.7 | 9.6 | 61 |
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our two-dimensional model. To estimate the actual mean pressure gradient it is perhaps reasonable to replace $\Delta$ by its mean value $\frac{2}{3} \Delta_{0}$, where $\Delta_{0}=4.0 \mathrm{~cm}$, the value at the centre of the cross section. Then on taking $\nu=0.013 \mathrm{~cm}^{2} / \mathrm{s}$ we find for $[p]$ the numerical values given in the right-hand column of table 1. Clearly these are less than the observed mean pressures in Allison's figure 8 by an order of magnitude.

Inspection of table 1 suggests one possible reason for the discrepancy, for the Reynolds numbers

$$
\begin{equation*}
R=q \Delta / \nu \tag{3.7}
\end{equation*}
$$

are of order $10^{3}$, implying that the flow within the flexible bag is possibly turbulent.
Now a formal extension of the theory of oscillatory boundary-layers to turbulent flow was given by Longuet-Higgins (1956), who showed that if the molecular viscosity $\nu$ were replaced by a coefficient of kinematic viscosity $N$ which was a function only of the mean distance $\bar{z}$ of a particle from the boundary ( $N$ being constant following a particle), then in a progressive wave motion, though the details of the boundary layer depended on the form of $N(z)$, the limiting drift velocity $U$ outside the layer was unaffected. That is to say (1.1) remained valid. Indeed, some such result was necessary to explain the observations by Russell \& Osorio (1956).

In a turbulent flow the complete velocity profile (corresponding to (2.13) in the laminar conditions) must depend on the function $N(\bar{z})$. The observational evidence, combined with equation (2.16), suggests that in order of magnitude $N$ should be about $10 \nu$. The result of increasing the effective viscosity by this amount would be to multiply the thickness $\delta$ of the boundary layer by a factor $(N / v)^{\text {f }}$, or about 3. For waves of 1 s period, for instance, $\delta$ would be increased from 0.064 cm to about 0.2 cm . As this is beginning to be comparable to the half-thickness of the layer within the bag, there may in fact be some interaction between the upper and lower boundary layers, leading to a reduction in the net mean flow. We investigate this effect in §4.

## 4. Boundary-layer interactions: $\delta / \Delta=O(1)$

We now extend and generalize the analysis of $\S 2$ to a situation when the thickness of the boundary-layer is no longer small compared with the thickness of the fluid layer in the flexible bag. Thus we assume $\delta / \Delta=O(1)$, where $\delta=(2 \nu / \sigma)^{\frac{1}{2}}$. However, the restrictions

$$
\begin{equation*}
k \Delta \ll 1, \quad b / \Delta \ll 1 \tag{4.1}
\end{equation*}
$$

will be retained. The first of these implies that the wavelength is long compared with the thickness $\Delta$ of the layer, so that $\partial / \partial x \ll \partial / \partial z$ in general. The second implics that the stream function may be expanded in the form

$$
\begin{equation*}
\psi=\epsilon \psi_{1}+\epsilon^{2} \psi_{2}+\ldots \tag{4.2}
\end{equation*}
$$

where $\epsilon$ is a small parameter of order $b / \Delta$, and we may use the equations for the mass transport and mean flow developed by Longuet-Higgins (1953).

Thus for the first-order flow $\psi_{1}$ we have the differential equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\nu \nabla^{2}\right) \nabla^{2} \psi_{1}=0 \tag{4.3}
\end{equation*}
$$

in which $\nabla^{2}$ may be approximated by $\partial^{2} / \partial z^{2}$. The boundary conditions are that

$$
\begin{gather*}
\psi_{1 x}=0, \quad \psi_{1 z}=0 \quad \text { when } \quad z=0  \tag{4.4}\\
\epsilon \psi_{1 x}=-w, \quad \psi_{1 z}=0 \quad \text { when } z=\Delta \tag{4.5}
\end{gather*}
$$
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where $w$ denotes the vertical velocity imposed at the upper membrane. For a progressive wave this is given by (2.4). Using complex notation, so $\psi_{1} \propto<\mathrm{e}^{1(k x-\sigma t)}$, we have

$$
\begin{gather*}
\psi_{1 z z l}-\nu \psi_{1 z z z z}=0  \tag{4.6}\\
\psi_{1}=0, \quad \psi_{1 z}=0 \quad \text { when } z=0,  \tag{4.7}\\
\psi_{1}=c \Delta \mathrm{e}^{1(k x-\sigma t)}, \quad \psi_{1 z}=0 \quad \text { when } z=\Delta . \tag{4.8}
\end{gather*}
$$

with

The solution of these equations is
where

$$
\begin{equation*}
\psi_{1}=[A(\cosh \alpha z-1)+B(\sinh \alpha z-\alpha z)] \mathrm{e}^{1(k x-\alpha t)} \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
\alpha=\left(\frac{\sigma}{i v}\right)^{i}=\frac{i-i}{\delta} \tag{4.10}
\end{equation*}
$$

and $A$ and $B$ are constants, satisfying

$$
\begin{align*}
A(\cosh \alpha \Delta-1)+B(\sinh \alpha \Delta-\alpha \Delta) & =c \Delta \\
A \sinh \alpha A+B(\cosh \alpha \Delta-1) & =0 . \tag{4.11}
\end{align*}
$$

For the stream function $\epsilon^{2} \psi_{2}$ of the mean motion at a fixed point in the fluid, we have from the momentum equations

$$
\begin{equation*}
\overline{\psi_{1 z} \psi_{1 x z}}-\overline{\psi_{1 x} \psi_{1 z z}}=-\frac{w}{\rho \epsilon^{2}}+\nu \bar{\psi}_{2 z z z} . \tag{4.12}
\end{equation*}
$$

$m$ is the mean horizontal pressure gradient, $\rho$ is the density, and an overbar denotes the mean value with respect to time. The terms on the left represent the convected momentum.

Since the motion is periodic in the $x$-direction, the first term $\overline{\psi_{12} \psi_{1 x 2}}$ vanishes identically. In the second term, since the motion is progressive, we may replace $\partial / \partial x$ by $-c^{-1} \partial / \partial t$, and then use the property that if $F$ and $G$ are any two periodic quantities

$$
\begin{equation*}
\overline{F_{t} G+F G_{t}}=0 \tag{4.13}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\overline{\psi_{1 x} \psi_{1 z z}}=-\frac{1}{c} \overline{\psi_{12} \psi_{1 z z}}=\frac{1}{c} \overline{\psi_{1} \psi_{1 z z t}} . \tag{4.14}
\end{equation*}
$$

On substituting for $\psi_{1 z z t}$ from (4.6) we obtain for $\bar{\psi}_{2}$ the equation

$$
\begin{equation*}
\bar{\psi}_{2 z z z}=-\frac{1}{c} \overline{\psi_{1} \psi_{12 z z z}}+\frac{\omega}{\rho v \varepsilon^{2}} . \tag{4.15}
\end{equation*}
$$

To obtain the mass-transport velocity we note that the stream function $\epsilon^{2} \Psi$ for the mass transport is related to $\psi_{2}$ by

$$
\begin{equation*}
\Psi=\bar{\psi}_{2}+\overline{\jmath \psi_{12} \mathrm{~d} t \psi_{1 x}} \tag{4.16}
\end{equation*}
$$

in general (see Longuet-Higgins 1953, equation (38)). The second group of terms on the right corresponds to the Stokes drift. For progressive motion, on replacing $\psi_{1 x}$ by $-c^{-1} \psi_{1 t}$ and using (4.13) we have

$$
\begin{equation*}
\sqrt{\psi_{1 z} \mathrm{~d} t \psi_{1 x}}=-\frac{1}{c} \int \overline{\psi_{1 z}} \mathrm{~d} t \psi_{1 t}=\frac{1}{c} \overline{\psi_{1 z} \psi_{1}}, \tag{4.17}
\end{equation*}
$$

so that (4.14) can be written

$$
\begin{equation*}
\Psi=\bar{\psi}_{2}+\frac{1}{2 c}\left(\overline{\psi_{1}^{2}}\right)_{2} \tag{4.18}
\end{equation*}
$$
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From (4.15) and (4.18) we obtain for $\Psi$ the equation

$$
\begin{equation*}
\Psi_{z z z}=\frac{1}{2 c}\left(\overline{\psi_{1}^{2}}\right)_{z z z z}-\frac{1}{c} \overline{\psi_{1} \psi_{1 z z z z}}+\frac{w}{\rho \nu \epsilon^{2}} . \tag{4.19}
\end{equation*}
$$

This can be further simplified. For by Leibnitz's theorem the first two terms on the right can be written

$$
\begin{equation*}
\frac{1}{c}\left(\overline{\left(\psi_{1} \psi_{1 z z z z}\right.}+4 \overline{\psi_{1 z} \psi_{1 z z z}}+3 \overline{\psi_{1 z z}^{2}}\right)-\frac{1}{c} \overline{\psi_{1} \psi_{1 z z z z}}=\frac{1}{c}\left(\overline{\psi_{1 z} \psi_{1 z z z}}+\frac{3}{2} \frac{\partial^{2}}{\partial z^{2}} \overline{\psi_{1 z}^{2}}\right) . \tag{4.20}
\end{equation*}
$$

But from (4.6) we have

$$
\begin{equation*}
\psi_{1 z z}=\nu \int \dot{\psi}_{1 z z z x} \mathrm{~d} t, \tag{4.21}
\end{equation*}
$$

and so on integration with respect to $z$

$$
\begin{equation*}
\psi_{1 z}=v \int \psi_{1 z z z} \mathrm{~d} t+Q \tag{4.22}
\end{equation*}
$$

where $Q$ is independent of $z$. In fact

$$
\begin{equation*}
Q=\frac{\nu}{\mathrm{i} \sigma}\left(\psi_{1 z z z}\right)_{r=0}=-\alpha B \mathrm{e}^{i(k x-\sigma t)} . \tag{4.23}
\end{equation*}
$$

Multiplying (4.22) by $\psi_{1 z z 2}$ and averaging, we have

$$
\begin{equation*}
\overline{\psi_{1 z} \psi_{1 z z z}}=\overline{Q \psi_{1 z z z}} . \tag{4.24}
\end{equation*}
$$

From (4.19), (4.20) and (4.24) we have altogether

$$
\begin{equation*}
\Psi_{z z z}=\frac{1}{c} \overline{Q \psi_{1 z z z}}+\frac{3}{2 c}\left(\overline{\psi_{1 z}^{2}}\right)_{z z}+\frac{w}{\rho \nu \epsilon^{2}} . \tag{4.25}
\end{equation*}
$$

To obtain the mass-transport velocity

$$
\begin{equation*}
U=\epsilon^{2} \Psi_{2} \tag{4.26}
\end{equation*}
$$

we now need only integrate (4.25) twice with respect to $z$, subject to the two boundary conditions

$$
\begin{equation*}
U=0 \quad \text { when } \quad z=0 \quad \text { and } \quad z=\Delta \tag{4.27}
\end{equation*}
$$

Since $\psi_{1 z}$ vanishes on both boundaries, we have immediately

$$
\begin{equation*}
U=\frac{\epsilon^{2}}{c}\left(\bar{Q} \bar{\psi}_{1 z}+\frac{3}{2} \bar{\psi}_{1 z}^{2}\right)+\frac{w}{2 \rho \nu} z(z-\Delta) . \tag{4.28}
\end{equation*}
$$

The total volume flux $M$ is equal to $\epsilon^{2}[\Psi]_{0}^{A}$, and so

$$
\begin{equation*}
M=\frac{\epsilon^{2}}{c}\left\{\overline{Q\left(\psi_{1}\right)_{z-\Delta}}+\frac{3}{2} \int_{0}^{\Delta} \overline{\psi_{1 z}^{2}} \mathrm{~d} z\right\}-\frac{w . \Lambda^{3}}{12 \rho \nu} . \tag{4.29}
\end{equation*}
$$

In evaluating the time-averaged terms in (4.28) and (4.29) we may use the complex expressions (4.9) and (4.23) for $\psi_{1}$ and $Q$ together with the rule

$$
\begin{equation*}
F \bar{F}=\frac{\downarrow}{\delta}\left(F G^{*}+F^{*} G\right)=\frac{1}{2} \operatorname{Re} F G^{*} . \tag{4.30}
\end{equation*}
$$

## 5. Discussion

Consider first the case when $\Delta \gg \delta$. Then from (4.10) we have $|\alpha \Delta| \gg 1$. Neglecting quantities of order $e^{-a s}$, we see from (4.11) that

$$
\begin{equation*}
A \div-B \div \frac{c \Delta}{a \Delta-2} \div \frac{c}{\alpha} \tag{5.1}
\end{equation*}
$$
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Fioure 2 The streaming velocity $U$ and the Eulerian-mean velocity $a$ in the boundary-layer at the bottom when $m=0$ and $\Delta / \delta \gg 1$.

Hence near the bottom, when $\alpha x=O(1)$, we find

$$
\begin{equation*}
\psi_{1}=A\left(\mathrm{e}^{-\alpha z}+\alpha z-1\right) \mathrm{e}^{1(k x-\alpha t)} . \tag{5.2}
\end{equation*}
$$

This is the stream function for a Stokes layer (see Lamb 1932, §347) in which as $\alpha z \rightarrow \infty$ the horizontal velocity $\epsilon \psi_{1 z}$ tends to ( $b c / \Delta$ ) $\mathrm{e}^{\mathrm{i}(k x-\sigma t)}$, as in § 2 above. Similarly near the upper surface, setting $z=\Delta+z^{\prime}$, with $\alpha z^{\prime}=O(1)$, we find, after approximating $A$ and $B$ more closely, that

$$
\begin{equation*}
\psi_{1}=A\left(\alpha \Delta-1+\alpha z^{\prime}-\mathrm{e}^{\alpha z^{\prime}}\right) \mathrm{e}^{\mathrm{i}(k x-\sigma t)}, \tag{5.3}
\end{equation*}
$$

which represents a similar Stokes layer on the underside of the membrane ( $z^{\prime}<0$ ), but with an imposed vertical velocity i $\sigma b \mathrm{e}^{(k x-\sigma t)}$ as in $\S 2$.

It will be noticed that the two Stokes layers are nearly but not quite symmetrical with respect to the mean level, the strength of the bottom layer being greater than that at the upper membrane by a factor $|1-2 / \alpha \Delta|^{-1}$, with a slight phase difference of order $\delta / \Delta$.

The mass-transport velocity $U$ in the lower layer is easily calculated from (4.28) together with (5.2). When $\approx=0$ we obtain

$$
\begin{equation*}
U=\frac{q^{2}}{4 c}\left(5-8 \mathrm{e}^{-z / \mathrm{d}} \cos \frac{z}{\delta}+3 \mathrm{e}^{-2 z / \mathrm{d}}\right), \tag{5.4}
\end{equation*}
$$

where $q=b c / \Delta$, the amplitude of the first-order horizontal oscillatory velocity just outside the boundary layer. At this point the streaming velocity is $U=5 q^{2} / 4 c$ just as in (1.1). The velocity profile within the layer is shown in figure 2, plotted against $z / \Delta$. We show also the profile of $\bar{u}=\epsilon^{2} \bar{\psi}_{\mathrm{gz}}$, the mean velocity at a fixed point. As will he seen, this tends to a different value, namely $3 q^{2} / 4 c$, and is quite distinct from $U$.

## 402
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Folres 3. The streaming velocity $U$ and the Eulerian-mean velocity $u$ as functions of $z / \Delta$, when $w=0$ and $\Delta / \delta \ll 1$.

The streaming in the upper boundary-layer, which we get from (4.26) and (5.3), is entirly similar to (5.4), being given by reflecting (5.4) in the mean level $z=\frac{1}{2} \Delta$.

Thus we have shown that, in the case when $\Delta>\delta$, there is no significant interaction between the boundary-layers, and the mean flow is as described in $\S 2$.

In the opposite case when $\Delta \ll \delta$, the first-order solution (4.9) reduces to

$$
\begin{equation*}
\psi_{1}=c \Delta\left(\frac{3 z^{2}}{\Delta^{2}}-\frac{2 z^{3}}{\Delta}\right) \mathrm{e}^{1(k x-\sigma t)}, \tag{5.5}
\end{equation*}
$$

so

$$
\begin{equation*}
\epsilon \psi_{1 z}=6 q \zeta(1-\zeta) \mathrm{e}^{1(k x-\sigma l)}, \tag{5.6}
\end{equation*}
$$

where $\zeta=z / \Delta$ and from (4.28)

$$
\begin{equation*}
U=\frac{3 q^{2}}{c}\left[\zeta(1-\zeta)+10 \zeta^{2}(1-\zeta)^{2}\right]-\frac{1}{2} \frac{w \Delta^{2}}{\rho \nu} \zeta(1-\zeta) \tag{5.7}
\end{equation*}
$$

This represents a quartic velocity profile (see figure 3) with a total transport

$$
\begin{equation*}
M=\frac{3}{2} \frac{q^{2} \Delta}{c}-\frac{1}{12} \frac{\varpi \Delta^{2}}{\rho \nu} . \tag{5.8}
\end{equation*}
$$

If the flow is blocked so that $M=0$, the resulting pressure-gradient $\boldsymbol{w}_{\text {max }}$ is given by

$$
\begin{equation*}
\varpi_{\max }=18 \frac{\rho \nu q^{2}}{c \Delta^{2}} . \tag{5.9}
\end{equation*}
$$

For general values of the ratio $\Delta / \delta$ it is clear that the profile of the mass-transport velocity has the form

$$
\begin{equation*}
U=\frac{q^{2}}{c} \Phi\left(\zeta, \frac{\Delta}{\delta}\right)-\frac{\varpi \Delta^{2}}{2 \rho \nu} \zeta(1-\zeta) . \tag{5.10}
\end{equation*}
$$



Figure 4. Profiles of the streaming velocity $U$ when $w=0$ and $\Delta / \delta=1,4,6,8,16$ and $\infty$.
where $g$ is the typical horizontal velocity $b c / \Delta$ (cf. (2.7)). If. we define a Reynolds number $R$ by

$$
\begin{equation*}
R=\frac{q \Delta}{\nu}=\frac{b c}{\nu} \tag{5.11}
\end{equation*}
$$

then $\Delta / \delta$ is related to $R$ by

$$
\begin{equation*}
\frac{\Delta}{\delta}=\frac{k \Delta R^{\frac{1}{2}}}{(2 b k)^{\frac{1}{2}}} \tag{5.12}
\end{equation*}
$$

In figure 4 we have plotted the function $\Phi$ for a number of different values of $\Delta / \delta$. The transition from the profile (5.7) at low values of $\Delta / \delta$ to the double boundary-layer profile (5.4) at high values of $\Delta / \delta$ can be clearly seen. Between $\Delta / \delta=1$ and 6 the velocity profile is unimodal. Between $\Delta / \delta=6$ and 8 the curvature at the central level $z / A=0.5$ changes sign and the profile becomes bimodal. As $A / \delta$ increases further, the velocity maxima move apart towards the boundaries and new, less pronounced, oscillations develop near the centre. Finally as $\Delta / \delta \rightarrow \infty$ the profile tends to the limiting form indicated by the straight lines. This is the limiting form used in $\S 2$.

It can be seen that even when $\Delta / \delta$ is as low as 4 there is a strong interaction between the two boundary layers. Remarkably, however, little change in the profile takes place when $\Delta / \delta<4$. Indeed the profile for $\Delta / \delta=1$ is practically indistinguishable from the limiting form (5.8) corresponding to $\Delta / \delta=0$.

In figure 4 we have plotted only the profiles corresponding to zero pressure gradient, $\boldsymbol{m}=0$. For general values of $m$ one has only to add a parabolic velocity profile, as in (4.28).

The profiles for $U$ are all symmetric about the mean level, in spite of the asymmetry in the first-order velocity $\psi_{1 z}$. The boundary conditions (4.7) and (4.8) for $\psi_{1}$ are indeed asymmetric, but could be made symmetric by the addition of a small transverse (vertical) velocity - $\frac{1}{2} \sigma \sigma \mathrm{e}^{1(k x-\sigma t)}$, independent of $z$. This would not affect the mechanics of the drift velocity $U$ at lowest order in $\epsilon$ and $k \Delta$. Hence, provided that the amplitude $b$ of the vertical displacement is small compared with the thickness


Fiadae 5. The integral $l_{\text {, giving the total mass fux in the fluid layer at }}$ zero pressure-gradient (see (5.13)).
$\Delta$, and also that $\Delta$ is small compared with the wavelength, the mass transport velocity must be symmetric.

From equation (5.10) the total volume flux $M$ can be expressed in the form

$$
\begin{equation*}
M=\frac{q^{2} \Delta}{c} I\left(\frac{\Delta}{\delta}\right)-\frac{1}{12} \frac{\nabla \Delta^{2}}{\rho v}, \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\int_{0}^{1} \Phi \mathrm{~d} \zeta . \tag{5.14}
\end{equation*}
$$

In figure 5 we have plotted $I$ as a function of $\Delta / \delta$. Evidently $I$ is almost a constant, lying always between the two limiting values 1.5 and 1.25 .

From (5.13) the maximum pressure gradient $w_{\text {max }}$ is given by

$$
\begin{equation*}
w_{\max }=12 \frac{\nu q^{2}}{\Delta^{2} c} I_{1} \tag{5.15}
\end{equation*}
$$

or, if we express $q$ in terms of the vertical displacement $b$ at the upper boundary ( $q=b c / \Delta$ ), then

$$
\begin{equation*}
\sigma_{\max }=12 \frac{\nu b^{2} c}{\Delta^{4}} I \tag{5.16}
\end{equation*}
$$

This shows that, given the measured parameters $b, c$ and $\Delta$, the pressure gradient depends primarily upon $\nu$, at least for small values of $b / \Delta$. Thus the replacement of the leminar coefficient $\nu$ by an effective eddy coefficient $\nu_{\mathrm{e}}$ might account for the observed pressure difference $[p]$.

## 6. Effects of finite amplitude

When $b / \Delta$ is no longer small, the formulae of $\S 5$ must be modified. A general solution will not be attempted here, but we note that in the extreme case $b=\Delta$, when the whole layer is occluded by the perturbation, then $q=b c / \Delta=c$. Since the fluid is carried along with mean velocity $c$ and the mean thickness of the layer is still equal to $\Delta$, the transport $M$ is

$$
\begin{equation*}
M=c \Delta=\frac{q^{2} \Delta}{c} . \tag{6.1}
\end{equation*}
$$

In other words (5.13), with $w=0$, remains valid if we substitute $I=1.00$. This represente a change of less than $50 \%$ from the value for $b / \Delta \ll 1$.

## Peristallic pumping in water waves

On the other hand the pressure gradient $m$ must be more drastically affected by the finite amplitude. For in the constricted portions of the channel, where the fuid flow tends to be reversed, not only is the strength of the oscillating component of the current greater (at zero mean flux) owing to conservation of mass, but also the pressure gradient is more than proportionately increased. In the limiting case $b=\boldsymbol{A}$ it is clear that $w_{\text {max }}$ must tend to infinity. Hence (5.15) and (5.16) must be serious underestimates, even at some values of $b / \Delta$ less than 1 .

## 7. End-effects

We have so far neglected any effects due to the two ends of the bag. But if, for example, the flow in the pipe is blocked, the condition of zero net flow at the down-wave end may result in a reflected, damped elastic wave, which will tend to increase the amplitude $p_{1}$ of the pressure fluctuation there; in fact $p_{1}$ may be about double the corresponding amplitude far from the ends, i.e.

$$
\begin{equation*}
p_{1} \sim 2 \rho g a \operatorname{sech} k h, \tag{7.1}
\end{equation*}
$$

and similarly for the fluctuation $p_{2}$ at the other end. The pressure difference between the two ends will be at most

$$
\begin{equation*}
p_{1}+p_{2} \sim 4 \rho g a \operatorname{sech} k h \tag{7.2}
\end{equation*}
$$

when the phases are opposite. This estimate agrees quite well with the relation between the peak-to-peak pressure $P$ and the wave height $H$ in figure 6 of Allison (1982). At the same time, the observed irregularities in the curve for $P$ may be accounted for by phase differences between the two ends of the bag. The effect of the two ends on the second-order mean-pressure difference is, however, more difficult to estimate.

## 8. Conclusions

We have calculated the mean-drift velocities induced by water waves progressing over a thin flexible bag laid on the bed of a wave tank. The induced velocities are similar to those measured by Allison, but the calculated pressure gradients are smaller than those observed.

Among the assumptions in our calculation are that the flow was laminar, and that the amplitude of the vertical displacement $b$ of the bag was small compared with the thickness $\Delta$ of the contained layer of fluid. Part of the discrepancy may be due to turbulence in the fluid. Although turbulence can be partly represented by an eddy viscosity $N(z)$, it is no longer true, in the presence of interaction between the boundary layers, that the streaming is independent of $N$.
A more probable cause for the discrepancies is the finite value of $b / \Delta$. This ratio was assumed constant over the surface of the bag. But any values much greater than the assumed value of 0.27 would certainly have the effect of increasing the pressure gradient, without drastically altering the total mean flow.
For small displacements, the general method of calculation given in $\S 4$ above (which was developed previously for water waves) provides a very convenient framework for problems of this kind. In interpreting the theoretical solutions it is essential to distinguish between the Eulerian- and Lagrangian-mean velocities, a distinction not always observed in previous studies of peristaltic flow. An example is given in the Appendix.

## M. S. Longuet-Higgins

## Appendix. On the time-average velocity $\bar{u}$

As pointed out in $\S \S 2$ and 4 , the time-average $\bar{u}$ of the velocity at a fixed point differs essentially from the particle drift velocity $U$. In fact from (4.16) we have in general

$$
\begin{align*}
\bar{u} & =U-\frac{1}{2 c}\left(\overline{\psi_{1}^{2}}\right)_{z z}  \tag{A1}\\
& =U-\frac{1}{c}\left(\overline{\psi_{1} \psi_{1 z z}}+\overline{\psi_{1 z}^{2}}\right) . \tag{A2}
\end{align*}
$$

In figure 6 we have plotted $\bar{u}$ for comparison with $U$ in dimensionless form when $\Delta / \delta=\sqrt{ } 14$. As will be seen, not only is $\bar{u}$ quite different from $U$, but it is also asymmetrical. Whereas $U$ must vanish on both upper and lower boundary, $\bar{u}$ need vanish only on the lower boundary $z=0$.

The point is relevant to some previous discussions of peristaltic flow, for example Fung \& Yih (1968) and Jaffrin \& Shapiro (1971). Thus Fung \& Yih studied the two-dimensional flow induced by small oscillations of the two boundaries of a thin Huid layer. Their analysis is directly comparable with ours, with a Reynolds number $R^{\prime}$ equivalent to our $(\Delta / \delta)^{2} / k \Delta$. In numerical examples they took $\frac{1}{2} k \Delta R^{\prime}$ equal to 0.1 , 0.4 and 7.0. However, their discussion is solely in terms of the second-order mean velocity $\bar{u}$, not the drift velocity $U$. The appropriate condition for a reflux, or reverse flow, is surely not $\bar{u}<0$ but rather $U<0$. Moreover, with a moving boundary the total flux $M$ cannot be obtained by integrating $\bar{u} u p$ to the mean boundary; additional second-order terms are involved. Lastly, in Fung \& Yih's paper it is not clear that the correct boundary condition $U=0$ has been employed.

The correct solution to Fung \& Yih's problem can in fact be written down immediately from the analysis of $\S 4$ above. Moving the origin $O$ to the central level


Figure 6. Comparison of the Eulerian- and Lagrangian-mean velocities ( $\bar{\pi}$ and $U$ ) when $\Delta / \delta=\sqrt{ } 14=3.742$. Also shown is the Eulerian-mean velocity $\pi^{\prime}$ in the problem of Fung \& Yih (1968).
$z=\frac{3}{2} \Delta$ by writing $z^{\prime}=z-\frac{1}{2} \Delta$ we have for the first-order motion $\psi_{1}^{\prime}$ the boundary conditions

$$
\begin{align*}
& \psi_{1}^{\prime}=\frac{1}{2} c \Delta \mathrm{e}^{\mathrm{i}(k x-\sigma t)}, \quad \psi_{12}=0 \quad \text { when } \quad z^{\prime}=\frac{1}{2} \Delta, \\
& \psi_{1}^{\prime}=-\frac{1}{2} c \Delta \mathrm{e}^{\mathrm{i}(k x-\sigma t)}, \quad \psi_{12}=0 \quad \text { when } \quad z^{\prime}=-\frac{1}{2} \Delta, \tag{A3}
\end{align*}
$$

where $\epsilon=b / \Delta$ and the amplitude of the vertical displacement at each membrane equsls $\frac{1}{2} b$. The required solution is

$$
\begin{equation*}
\psi_{1}^{\prime}=\frac{\alpha z^{\prime} \cosh \left(\frac{1}{2} \alpha \Delta\right)-\sinh \alpha z^{\prime}}{\frac{1}{2} \alpha \Delta \cosh \left(\frac{1}{2} \alpha \Delta\right)-\sinh \left(\frac{1}{2} \alpha \Delta\right)} \frac{c \Delta}{2} e^{1(k x-\sigma t)} \tag{A.4}
\end{equation*}
$$

This compares with the first-order solution $\psi_{1}$ of (4.9), which can be expressed simply as

$$
\begin{equation*}
\psi_{1}=\psi_{1}^{\prime}+\frac{1}{2} c \Delta \mathrm{e}^{\mathrm{i}(k x-\sigma t)} . \tag{A5}
\end{equation*}
$$

Clearly $\psi_{12}^{\prime}=\psi_{12}$ and in (4.21) $Q^{\prime}=Q$. Therefore by (4.26) the mass-transport velocity $U^{\prime}$ is given by

$$
\begin{equation*}
U^{\prime}=U \tag{A6}
\end{equation*}
$$

and so is described by the curves in figures 4-6.
The corresponding Eulerian-mean velocity $\boldsymbol{a}^{\prime}$ can be found from the relation

$$
\begin{equation*}
\bar{u}^{\prime}=U^{\prime}-\frac{\epsilon^{2}}{c}\left(\overline{\psi_{1}^{\prime} \psi_{1 z z}}+\overline{\psi_{12}^{\prime 2}}\right), \tag{A7}
\end{equation*}
$$

which in view of (A 5) reduces to

$$
\begin{equation*}
\bar{u}^{\prime}=\bar{u}+\frac{1}{2} \epsilon^{2} \Delta \overline{\mathrm{e}^{1(k x-\sigma l)} \psi_{1 z z}} . \tag{A8}
\end{equation*}
$$

Numerical evaluation of this expression yields the curve for $\bar{u}^{\prime}$ in figure 6 , which agrees closely with figure 3 (c) of Fung \& Yih (1968).
The fact that the Eulerian-mean velocities $\bar{u}$ and $\bar{u}^{\prime}$ in the two problems are quite different, while the Lagrangian-mean velocities $U$ and $U^{\prime}$ are equal confirms that the latter have a greater physical significance.

The author is indebted to Dr H . Allison for stimulating correspondence and to Drs T. J. Pedley and S. J. Hogan for comments.
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## Introductory Notes for Part D <br> D. Stochastic Processes

## Papers D1 to D28

The first paper Dl of this series was written at the Scripps Institution of Oceanography in La Jolla, in 1952. Subsequent papers are more abstract and therefore more generally applicable, but all are written with the analysis of the sea surface in mind.

Papers D2 to D4 are about the statistical properties of a function of a single random variable. Papers D5 to D7 extend these ideas to a function of three variables - two of space and one of time. Most of the quantities analyzed are essentially local, involving a function or its derivatives at one point, but D 8 is the start of a series of studies of the intervals between zeros of a gaussian function, an easily measured property much used by oceanographers and others. This series of studies is continued in papers D16 and D17.

Papers D9 to D14 are about optical properties of gaussian surfaces, particularly the reflection of light from the sea surface; they were motivated by observations of the twinkling of sunlight, made while the author was vacationing on Beach Island off the coast of Maine.

Papers D18 and D19 were written in response to a colleague (H Chamock) who remarked that the sea surface "looked different when viewed upside-down". Thus in wind-waves, the wave crests are generally sharper and more pointed than the wave troughs. These two papers extend the statistics of a gaussian (linear) model of the sea surface so as to include "weak" nonlinearities (but not strong nonlinearities such as wave breaking). A further paper D21 concentrates on the effects of weak nonlinearity on the distribution of wave heights in a sea state having a narrow frequency spectrum (c.f paper C1) and also some effects of a finite band-width. Paper D22, which discusses effects of capillarity and viscosity, is included in this series.

Paper D27, with MA Srokosz, applies the basic nonlinear theory of D18 to a practical problem which is of special importance for the accurate measurement of sea-surface elevation by orbiting satellites. (Such measurements are used for the calculation of ocean currents).

For many engineering purposes it is useful to know not merely the distribution of heights and the "periods" (defined as the time intervals between successive crests or crossings for the mean level) but also their joint distribution. This problem is solved approximately in paper D20, and to a higher approximation in D23.

Papers D25 and D26 (but especially D25) contain a thorough discussion of the meaning of a wave "group" and its statistical properties. The dynamics of wave groups are discussed in a later paper (Paper L19).

Lastly, paper D28 discusses the statistical effect of side-walls on the waves in a wind-wave channel, an effect often overlooked in laboratory experiments.

## D. Stochastic Processes

# ON THE STATISTICAL DISTRIBUTION OF THE HEIGHTS OF SEA WAVES 

By<br>M. S. LONGUET-HIGGINS<br>Trinity College, Cambridge ${ }^{1}$


#### Abstract

The statistical distribution of wave-heights is derived theoretically on the assumptions (a) that the wave spectrum contains a single narrow band of frequencies, and (b) that the wave energy is being received from a large number of different sources whose phases are random. Theoretical relations are found between the roat-meansquare wave-height, the mean height of the highest one-third (or highest one-tenth) waves and the most probable height of the largest wave in a given interval of time. There is close agreement with observation.


## 1. INTRODUCTION

At present several different quantities are in use for describing the state of the sea: for example, the mean height of the waves, the root-mean-square height, the height of the "significant" waves (defined by Sverdrup and Munk [1947] as the mean height of the highest onethird of all the waves), the maximum height over a given interval of time, and so on. The purpose of the following is to investigate the relationship of these quantities to one another in some special cases, and especially in the case when the spectrum of the waves consists of a single narrow frequency-band.
${ }^{1}$ The author is indebted to the Commonwealth Fund, New York, for a Fellowship to enable him to study at the Scripps Institution of Oceanography, where this paper was prepared.

For definiteness let us consider the elevation $\zeta$ of the sea surface at a fixed point, given as a function of the time $t$ only. Much of the following, however, will apply to any oscillatory function of a single variable: for example, to the pressure at a point on the bottom, or to the rolling motion of a ship as measured by its angular deflection from the vertical. In general we shall denote by $a$ the amplitude of $\zeta$, which may be defined as half the distance in level between a wave crest and the preceding trough; thus $2 a$ equals the wave-height. The period, or interval between successive crests, will be denoted by $\tau$, or $2 \pi / \sigma$, where $\sigma / 2 \pi$ is the frequency. I denotes any interval of the $t$-axis, of length $T$, in which the variable $\zeta$ is under consideration; it is supposed that $T \gg \tau$, i. e., the interval contains a large number of complete periods. The successive values of $a$ in the interval $I$ may


Figure 1. A simple sine-wave: deffition of the wave amplitude.
be denoted by $a_{1}, a_{2} \ldots a_{N}$. If these are arranged in descending order of magnitude, the mean value of the first $p N$ of these, where $p$ is a fraction between 0 and 1 , will be denoted by $a^{(p)}$. Thus the amplitude of Sverdrup and Munk's "significant waves" is $a^{(\mathbf{t})}$. The mean amplitude of all of the waves is $a^{(1)}$. It is clear that $a^{(p)}$ is a decreasing, or at any rate a nonincreasing, function of $p$; and if $a_{\text {max }}$ is the maximum value of $a$ in the interval, we have

$$
\begin{equation*}
a_{m a x} \geqslant a^{(p)} \geqslant a^{(1)} \tag{1}
\end{equation*}
$$

The root-mean-square amplitude $\bar{a}$ is defined by

$$
\begin{equation*}
\bar{a}^{2}=\frac{1}{N}\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{N}^{2}\right) . \tag{2}
\end{equation*}
$$

It may easily be shown that

$$
\begin{equation*}
a>a^{(1)} \tag{3}
\end{equation*}
$$

Since $a$ is of physical significance in a wide class of cases, $a^{(p)}$ will normally be expressed in terms of $\bar{a}$. The mode is defined as the most frequently occurring wave amplitude and will be denoted by $\mu(a)$.

Example 1. Simple sine-wave. Suppose

$$
\begin{equation*}
\zeta=a_{0} \cos \sigma t ; \tag{4}
\end{equation*}
$$

then we have a simple sine-wave of period $2 \pi / \sigma$ and amplitude $a_{0}$ (see Fig. 1). All the waves are of amplitude $a_{0}$ and therefore

$$
\begin{equation*}
a_{\mathrm{max}}=a^{(\boldsymbol{p})}=\hat{a}=\mu(\boldsymbol{a})=a_{0} . \tag{5}
\end{equation*}
$$



Figure 2. Combination of two dne waves of alightly different frequency.
Example 2. Two sine-wayes. Consider the sum of two sine-waves of equal amplitude but of very slightly differing period:

$$
\begin{equation*}
\zeta=a_{0} \cos \sigma_{1} t+a_{0} \cos \sigma_{2} t \tag{6}
\end{equation*}
$$

say, where $\left|\sigma_{1}-\sigma_{2}\right| \ll\left|\sigma_{1}+\sigma_{2}\right|$. We may write

$$
\begin{equation*}
\zeta=2 a_{0} \cos \frac{\sigma_{1}+\sigma_{2}}{2} t \cos \frac{\sigma_{1}-\sigma_{2}}{2} t, \tag{7}
\end{equation*}
$$

showing that the resultant consists of a carrier wave $\cos \frac{\sigma_{1}+\sigma_{3}}{2} t$, whose period is nearly the same as that of the two component waves, modulated by an envelope function $2 a_{0} \cos \frac{\sigma_{1}-\sigma_{2}}{2} t$, whose period, by hypothesis, is comparatively long (see Fig. 2). The maxima and minima of $\zeta$ occur nearly on the envelope and so are nearly equal in magnitude to the magnitude of the envelope function. In the limit they are distributed at even intervals along the $t$-axis. Taking the interval $0<t<\pi /\left(\sigma_{1}-\sigma_{2}\right)$ as typical, and supposing it contains $N$ waves, we see that the highest $p N$ waves will be contained in the interval $0<t<p \pi /\left(\sigma_{1}-\sigma_{\mathbf{g}}\right)$. The mean amplitude $a^{(p)}$ of these is given by

$$
\begin{equation*}
\frac{p \pi}{\sigma_{1}-\sigma_{2}} a^{(p)}=\int_{0}^{p \pi /\left(\sigma_{1}-\sigma_{2}\right)} 2 a_{0} \cos \frac{\sigma_{1}-\sigma_{2}}{2} t d t \tag{8}
\end{equation*}
$$

and hence

$$
\begin{equation*}
a^{(p)}=2 a_{0} \cdot \frac{2}{p \pi} \sin \frac{p \pi}{2} . \tag{9}
\end{equation*}
$$

The root-mean-square wave-height is given by

$$
\begin{equation*}
\frac{\pi}{\sigma_{1}-\sigma_{2}}{a^{2}}^{2}=\int_{0}^{\tau /\left(\sigma_{1}-\sigma_{2}\right)} 4 a_{0}^{2} \cos ^{2} \frac{\sigma_{1}-\sigma_{2}}{2} t d t \tag{10}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\bar{a}^{2}=2 a_{0}, \quad \bar{a}=\sqrt{ } 2 a_{0} . \tag{11}
\end{equation*}
$$

Thus

$$
\begin{equation*}
a^{(p)} / \bar{a}=\sqrt{ } 2 \cdot \frac{2}{p \pi} \sin \frac{p \pi}{2} . \tag{12}
\end{equation*}
$$

In particular

$$
\begin{align*}
a^{(1 / 10)} / \bar{a} & =\frac{20 \sqrt{ } 2}{\pi} \sin \frac{\pi}{20}=1.408 \\
a^{(1)} / \bar{a} & =\frac{6 \sqrt{ } 2}{\pi} \sin \frac{\pi}{6}=1.350  \tag{13}\\
a^{(1)} / \bar{a} & =\frac{2 \sqrt{ } 2}{\pi} \sin \frac{\pi}{2}=0.901
\end{align*}
$$

$a^{(p)} / d$ is plotted against $p$ in Fig. 3. We have also

$$
\begin{equation*}
a_{\max }=2 a_{0} ; \quad \quad a_{\max } / a=\sqrt{ } 2 . \tag{14}
\end{equation*}
$$

The statistical distribution of the wave amplitudes is evidently the same as that of the envelope function, which is that of the simple cosine curve

$$
\begin{equation*}
r=2 a_{0} \cos \theta \tag{15}
\end{equation*}
$$

See Fig. 4. The probability that a point in the interval $0<\theta<\pi / 2$ lies in any given region of width $d \theta$ is $2 ; d \theta \mid / \pi$. Hence the probability $P(r)|d r|$ that the function (15) lies between $r$ and $r+d r$ is given by

$$
\begin{equation*}
P(r)|d r|=\frac{2}{\pi}|d \theta| . \tag{16}
\end{equation*}
$$

Thus, when $0<r<2 a$,

$$
\begin{equation*}
P(r)=\frac{2}{\pi}\left|\frac{d \theta}{d r}\right|=\frac{2}{\pi} \frac{1}{2 a_{0} \sin \theta}=\frac{2}{\pi} \frac{1}{\left(4 a_{0}^{2}-r^{2}\right)^{2}} \tag{17}
\end{equation*}
$$

Clearly a can never exceed $2 a_{0}$ or $\sqrt{ } 2 a$. Hence the probabilitydistribution $P(r)$ of the wave-height $a$ is given by

$$
P(r)=\left\{\begin{array}{ll}
\frac{2}{\pi} \frac{1}{\left(2 \bar{a}^{2}-r^{2}\right)^{1}}, & (r<\sqrt{ } 2 \bar{a})  \tag{18}\\
0, & (r>\sqrt{ } 2 \bar{a})
\end{array}\right\}
$$



Figure 3. Graph of $a^{(p)} / d$ as a function of $p$, for two sine-waves of sightly different frequency.


Figure 4. The curve $y=2 a_{n} \cos 0$.


Figure 5. Frequency distribution of the wave amplitude for two sine-waves of alighty different frequency.

The function $\overline{\boldsymbol{a}} P$ is plotted against $r / a$ in Fig. 5. It will be seen that $P$ increases steadily with $r$ and tends to infinity as $r$ tends to $\sqrt{ } \mathbf{2} \bar{a}$. We have therefore

$$
\begin{equation*}
\mu(a)=\sqrt{ } 2 \bar{a}=a_{\mathrm{max}} . \tag{19}
\end{equation*}
$$

The foregoing examples, however, are very special cases which are unlikely to occur in practice. In the following we shall be concerned with a more realistic case, namely when the spectrum of the waves is narrow and the disturbance is made up of a number of random contributions. Such a case was considered by Rayleigh (1880) in connection with the amplitude of sound derived from many independent sources, and the theoretical distribution of maxima has been used in acoustics and in the theory of filters (for example, see Rice, 1944-5; Eckart, 1950). Indeed, Barber (1950) has already presented evidence that for waves there is rough agreement with this distribution. We shall consider rather carefully the application of this distribution to sea waves, find the theoretical values of $a^{(p)} / \vec{a}$ and the distribution of $a_{\mathrm{max}} / \bar{a}$, and compare the results with observation.

## 2. A NARROW WAVE-BAND

Let the wave elevation $\zeta$ in any interval $I$ be expressed as a Fourier integral:

$$
\begin{equation*}
\zeta=\int_{-\infty}^{\infty} A(\sigma) e^{i o t} d \sigma, \tag{20}
\end{equation*}
$$

where the spectrum function $A(\sigma)$ may be complex and where it is understood that only the real part of the right-hand side is to be taken. Suppose that the spectrum consists of a single narrow frequency-band of wavelength $2 \pi / \sigma_{0}$, say, so that $A(\sigma)$ is appreciable only for values of $\sigma$ near $\sigma_{0}$. We may write

$$
\begin{equation*}
\zeta=e^{i \sigma_{0} t} \int_{-\infty}^{\infty} A(\sigma) e^{i\left(\sigma-\sigma_{0}\right) t} d \sigma \tag{21}
\end{equation*}
$$

In this expression $e^{i \sigma_{0} t}$ represents a carrier wave of wavelength $2 \pi / \alpha_{0}$, and the integral

$$
\begin{equation*}
B(t)=\int_{-\infty}^{\infty} A(\sigma) e^{i\left(\sigma-\sigma_{0}\right) s} d \sigma \tag{22}
\end{equation*}
$$

is a slowly varying function which represents the envelope of the waves (see Fig. 6). As in Example 2 above, the maxima and minima


Figure 6. A disturbance $\zeta(t)$ having a narrow frequency hand, and its envelope $|B(t)|$.
of $\zeta$ are spaced nearly evenly along the $t$-axis and are approximately equal to the value of $|B|$ at these points. It follows that the prob-ability-distribution of the wave amplitudes is the same as the prob-ability-distribution of $|B|$, which we shall therefore consider.

Now the wave-energy received at any point on the coast will have originated in many different places over a wide area. We may imagine that the generating area of the waves is divided into a large number of different regions, each of which will contribute to the wave-height $\zeta$ and to the envelope function $B$. If each region of the generating area is sufficiently large compared with a wavelength, it may be assumed that the phases of the contributions from different regions are inde-
pendent of one another. Then it is reasonable to assume that $B$ is the sum of a very large number of small components of random phase. The probability-distribution of such a sum, which is known as the "random walk," was found by Rayleigh (1880) and has since been studied by many workers (for references, see Bartels, 1935). If the component vectors are $b_{1}, b_{2}, \ldots b_{M}$, i. e., if

$$
\begin{equation*}
B=b_{1}+b_{1}+\ldots+b_{M}, \tag{23}
\end{equation*}
$$



Figure 7. The "random walk" frequency distribution.
then the mean square value of $|B|$, taken over all relative phases of the component vectors, is given by

$$
\begin{equation*}
B^{2}=\left|b_{1}\right|^{2}+\left|b_{2}\right|^{2}+\ldots+\left|b_{M}\right|^{2} \tag{24}
\end{equation*}
$$

and, under certain general restrictions on the size of the component vectors (see Khintchine, 1933) the probability that $|B|$ lie between $r$ and $r+d r$ is given by

$$
\begin{equation*}
P(r) d r=e^{-r / \overline{B^{2}}} . \quad 2 r / \bar{B}^{2} d r . \tag{25}
\end{equation*}
$$

Since the probability-distribution of $|B|$ equals that of the $a$ 's, we have

$$
\begin{equation*}
\vec{B}=a, \tag{26}
\end{equation*}
$$

a quantity that can be estimated from observation; no detailed knowledge of the component vectors is required. Thus the probabilitydistribution of the $a$ 's is given by

$$
\begin{equation*}
P(r) d r=e^{-r / a t} . \quad 2 r / \bar{d}^{2} d r=-d e^{-r / a t} . \tag{27}
\end{equation*}
$$

The function

$$
\begin{equation*}
\Delta P(r)=e^{-r / \omega \omega} \cdot 2 r / \bar{a} \tag{28}
\end{equation*}
$$

is shown in Fig. 7 (cf. Fig. 5). It will be seen that $P(r)$ is zero when $r=0$, that it increases to a maximum, and then falls away rapidly for large values of $r / \bar{a}$. The total area under the curve is, of course, unity. The maximum value occurs when $r / \bar{a}=1 / \sqrt{ } 2$, so that the mode $\mu(a)$ is given by

$$
\begin{equation*}
\mu(a) / \bar{a}=\frac{1}{\sqrt{2}}=0.717 . \tag{29}
\end{equation*}
$$

The chance $\varphi(r)$ that $a$ should exceed a certain value $r$ is given by

$$
\begin{equation*}
\varphi(r)=\int_{\tau}^{\infty} P(r) d r=e^{-r / a t} . \tag{30}
\end{equation*}
$$

To find $a^{(p)}$, we note, first, that the proportion $p$ of $a^{\prime}$ which exceed a certain value $r$ is equal to $\varphi(r)$, so that from (30)

$$
\begin{equation*}
p=e^{-n / d_{1}} ; \quad r=\left(\log \frac{1}{p}\right)^{i} . \tag{31}
\end{equation*}
$$

The mean value $a^{(p)}$ of those $a$ 's that are greater than $r$ is given by

$$
\begin{equation*}
\varphi(r) a^{(p)}=\int_{r}^{\infty} r P(r) d r \tag{32}
\end{equation*}
$$

or

$$
\begin{equation*}
e^{-n / a} a^{(p)}=-\int_{p}^{\infty} r d e^{-n / \Delta} \tag{33}
\end{equation*}
$$

from (27) and (30). After integrating the right-hand side by parts, we have

$$
\begin{equation*}
e^{-n / a} a^{(p)}=r e^{-n / a p}+\int_{\eta}^{\infty} e^{-n / a} d r, \tag{34}
\end{equation*}
$$

and hence

$$
\begin{align*}
& a^{(p) / \bar{a}=r / \bar{a}+e^{r / / a v} \int_{p}^{\infty} e^{-r / a s} d r / \bar{a}} \\
& =\left(\log \frac{1}{p}\right)^{t}+\frac{1}{p} \int_{\left(\operatorname{los} \frac{1}{p}\right)^{t}}^{\infty} e^{-\theta} d \theta  \tag{35}\\
& =\left(\log \frac{1}{p}\right)^{t}+\frac{1}{p} \frac{\sqrt{ } \pi}{2}\left[1-\dot{H}\left\{\left(\log \frac{1}{p}\right)^{t}\right\}\right], \tag{36}
\end{align*}
$$

where $H(\theta)$ is the probability function:

$$
\begin{equation*}
H(\theta)=\frac{2}{\sqrt{ } \pi} \int_{0}^{\theta} e^{-\theta 2} d \theta \tag{37}
\end{equation*}
$$

Numerical values of $a^{(p)} / a$ are given in Table I for some representative values of $p$. In particular, the mean $a^{(1)}$ is given by

$$
\begin{equation*}
a^{(1)} / \bar{a}=\frac{\sqrt{ } \pi}{2}=0.886 . \tag{38}
\end{equation*}
$$

Table I. Representative Values of $a^{(d)} / \overline{\text { in m }}$ the Cabe of a Narrow Wave Spectitis

| $p$ | $a^{(p)} / \bar{a}$ | $p$ | $a^{(p)} / \bar{a}$ |
| :--- | :---: | :---: | :---: |
| 0.01 | 2.359 | 0.4 | 1.347 |
| 0.05 | 1.986 | 0.5 | 1.256 |
| 0.1 | 1.800 | 0.6 | 1.176 |
| 0.2 | 1.591 | 0.7 | 1.102 |
| 0.25 | 1.517 | 0.8 | 1.031 |
| 0.3 | 1.454 | 0.9 | 0.961 |
| 0.3333 | 1.416 | 1.0 | 0.886 |

The second moment of the distribution about the origin being $\bar{a}^{2}$, by definition, we have for the second moment about the mean:

$$
\begin{equation*}
[\delta(a)]^{2}=a^{2}-a^{(1) 2}=\bar{a}^{2}\left(1-\frac{\pi}{4}\right) . \tag{39}
\end{equation*}
$$

Thus the standard deviation $\sigma(a)$ is given by

$$
\begin{equation*}
\jmath(a) / a=\left(1-\frac{\pi}{4}\right)^{1}=0.453 \tag{40}
\end{equation*}
$$

$a^{(p)} / \tilde{a}$ is shown as a function of $p$ in Fig. 8, which may be compared with Fig. 3. An asymptotic formula for $a^{(p)} / \bar{a}$ when $p$ approaches zero is found by further integration by parts in equation (35):

$$
\begin{align*}
a^{(p)} / \bar{a}=\left(\log \frac{1}{p}\right)^{\frac{1}{2}}+\frac{1}{2}\left(\log \frac{1}{p}\right)^{-1} & -\frac{1}{2} \cdot \frac{3}{2}\left(\log \frac{1}{p}\right)^{-1} \\
& +\frac{1}{2} \cdot \frac{3}{2} \cdot \frac{5}{2}\left(\log \frac{1}{p}\right)^{-1} \ldots \ldots \tag{41}
\end{align*}
$$

Thus, in Fig. 8, as $p$ tends to $0, a^{(p)} / \bar{a}$ tends to infinity logarithmically. However, for the validity of this result it is essential that the fraction of the sample containing the highest $p N$ wave amplitudes $a$ shall not be too small; otherwise the present approximation will not hold.


Figure 8. Graph of $a(p) / a$ as a function of $p$. for the narrow frequency band.
Suppose, for example, that we wish to find the expectancy $E\left(a_{m a x}\right)$ of the highest wave in an interval containing $N$ waves. An approximate answer might be obtained by setting $p=1 / N$ and finding $a^{(1 / N)}$. But this answer will not be exactly correct; for $a^{(1 / N)}$ in fact represents the mean height of the $1 / N$ th highest waves in a large sample, say a sample of size $m N$ obtained by collecting together $m$ samples, each containing $N$ wave amplitudes. The $m$ highest waves may not be distributed evenly, one in each of the samples; and if not, the mean of the highest waves, one from each group, will clearly be less than the mean of the $m$ highest from all $m N$ wave amplitudes together. Hence we see that the expected value of $a_{\text {max }}$ must be somewhat less than $a^{(1 / N)}$.

Of course the ratios $a^{(p)} / a$ found above refer to the total statistical "population" of wave amplitudes, or at least to a sample of theoreti-
cally infinite size selected at random from this population. In practice we have to consider samples of finite size $N$. For each ratio such as $a^{(p)} / \bar{a}$, theoretically there will be a corresponding probability-distribution depending on $N$. The expectancy value and the most probable value of $a^{(p)} / \bar{a}$ and of $a^{\left(p_{1}\right)} / a^{\left(p_{1}\right)}$ (where $p_{1}$ and $p_{2}$ are two different values of $p$ ) will differ slightly from the corresponding (exactly defined) values for the whole population. But when $N$ and $p N$ are large, these differences can be expected to be very small, and in the present discussion they will be neglected.

On the other hand, the expectancy of $a_{m a x}$, the maximum wave amplitude in a sample, dependsfundamentally on the size of the sample.

One further point may be mentioned here. Strictly the analysis is valid only if the sampling of the wave amplitudes is random. In fact the sample consists of $N$ consecutive wave amplitudes; since the envelope function varies slowly, there must be some correlation between members of the sample, especially when the spectrum is narrow. This may affect slightly the probability-distribution of, say, $a^{(p)} / d$; but provided the record contains more than one or two wave groups, the effect of the "grouping" can be expected to be very small. Fluctuation of the envelope function may even act as a "randomising" process and may lead to observed ratios in closer agreement with the theoretical ratios than expected. At all events, the effect of "grouping" will be ignored in the present paper.

## 3. THE MAXIMUM WAVE AMPLITUDE

The probability-distribution of $a_{\text {max }}$ may be derived as follows: The chance that any particular one of the $a^{\prime}$ s in the sample should be less than $r$, say, is

$$
\begin{equation*}
\int_{0}^{r} P(r) d r=1-\varphi(r) \tag{42}
\end{equation*}
$$

where $\varphi$ is given by equation (30). The chance that every $a$ in the sample shall be less than $r$ is therefore $(1-\varphi)^{N}$; and the chance that at least one $a$ shall exceed $r$ is $1-(1-\varphi)^{N}$. The chance that the maximum $a$ shall lie in the interval $(r, r+d r)$ is the chance that at least one $a$ shall exceed $r$, minus the chance that at least one $a$ shall exceed $r+d r$, that is,

$$
\begin{equation*}
-d\left[1-(1-\varphi)^{N}\right],=d(1-\varphi)^{N}, \tag{43}
\end{equation*}
$$

or

$$
\begin{equation*}
N(1-\varphi)^{N-1} P d r, \tag{44}
\end{equation*}
$$

since

$$
\begin{equation*}
\frac{d \varphi}{d r}=-P \tag{45}
\end{equation*}
$$
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Thus the probability-distribution of $a_{m a x}$ is

$$
\begin{equation*}
N(1-\varphi)^{N-1} P . \tag{46}
\end{equation*}
$$

The expectation $E\left(a_{\text {max }}\right)$ of the maximum is given by

$$
\begin{equation*}
E\left(a_{\mathrm{max}}\right)=-\int_{0}^{\infty} r d\left[1-(1-\varphi)^{N}\right] \tag{47}
\end{equation*}
$$

On integrating by parts and assuming

$$
\begin{equation*}
r\left[1-(1-\varphi)^{N}\right] \rightarrow 0 \tag{48}
\end{equation*}
$$

when $r \rightarrow \infty$, we have

$$
\begin{equation*}
E\left(a_{\max }\right)=\int_{0}^{\infty}\left[1-(1-\varphi)^{N}\right] d r \tag{49}
\end{equation*}
$$

On substitution from (30) we have

$$
\begin{align*}
E\left(a_{\mathrm{max}}\right) / \bar{a} & =\int_{0}^{\infty}\left[1-\left(1-e^{-r^{2} / a^{2}}\right)^{N}\right] d \tau / \bar{a}  \tag{50}\\
& =\frac{1}{2} \int_{0}^{\infty}\left[1-\left(1-e^{-\theta}\right)^{N}\right] \theta^{-1} d \theta . \tag{50a}
\end{align*}
$$

For amall or moderately large values of $N$, the above integral can be evaluated by a direct expansion, using the binomial theorem; thus $E\left(a_{\text {max }}\right) / \bar{a}=$

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{\infty}\left[N e^{-}-\frac{N(N-1)}{1.2} e^{-2 \theta}+\ldots(-)^{N H} e^{-N \theta}\right] \theta^{-\frac{4}{4} d \theta}, \tag{51}
\end{equation*}
$$

and since

$$
\begin{equation*}
\int_{0}^{\infty} e^{-n} \theta^{-3} d \theta=n^{-t}\left(-\frac{1}{2}\right)!=\left(\frac{\pi}{n}\right)^{!} \tag{52}
\end{equation*}
$$

we have
$E\left(a_{\mathrm{max}}\right) / \bar{a}=\frac{\sqrt{ } \pi}{2}\left[\frac{N}{\sqrt{ } 1}-\frac{N(N-1)}{1.2} \frac{1}{\sqrt{ } 2}+\ldots(-)^{N+1} \frac{1}{\sqrt{ } N}\right]$.
Table II gives the exact values of the integral for $N=1,2,5,10$ and 20. However, we are chiefly interested in values of $N$ of the order of 50 or more, for which the binomial coefficients in (53) become so large that computation by means of that expression becomes impracticable.

An asymptotic expression for large values of $N$ may be found as followa: write

$$
\begin{equation*}
\theta_{0}=\log N ; \quad e^{-\theta_{0}}=\frac{1}{N} ; \quad \theta=\theta_{0}+\theta^{\prime} \tag{54}
\end{equation*}
$$

ssy, then

$$
\begin{equation*}
\left(1-e^{-0}\right)^{N}=\left(1-\frac{e^{-0 \prime}}{N}\right)^{N} \doteqdot e^{-\theta^{-\theta^{\prime}}} \tag{55}
\end{equation*}
$$



Figure 9. Graph of the function $f(0)=\left(1-\sigma^{\theta}\right)^{N}$ when $N$ is large.
with errors of order $1 / N$. Thus we see that the first function in the integrand of (43), i. e.,

$$
\begin{equation*}
f(\theta)=1-\left(1-e^{-\theta}\right)^{N}, \tag{56}
\end{equation*}
$$

has a rather sudden drop from 1 to 0 in the neighborhood of $\theta_{0}$ (see Fig. 9). We have, therefore,

$$
\begin{align*}
I & =\frac{1}{2} \int_{0}^{\theta_{0}} \theta+d \theta+R  \tag{57}\\
& =\theta_{0}+R,
\end{align*}
$$

where $R$ is a remainder of order $\theta_{0}^{-4}$ at most; in fact

$$
\begin{align*}
R & =\frac{1}{2} \theta_{0}^{--}\left[-\int_{-\infty}^{0} e^{-\theta^{-\theta^{\prime}} d \theta^{\prime}}+\int_{0}^{\infty}\left(1-e^{-\theta-\theta^{\prime}}\right) d \theta^{\prime}\right]+R^{\prime} \\
& =\frac{1}{2} \theta_{0}^{-}-\left[-\int_{i}^{+\infty} e^{-\alpha} \frac{d \alpha}{\alpha}+\int_{0}^{1}\left(1-e^{-\infty}\right) \frac{d \alpha}{\alpha}\right]+R^{\prime} \\
& =1 / 2 \gamma \theta_{0}-++R^{\prime}, \tag{58}
\end{align*}
$$

where $R^{\prime}$ is of order $\theta_{0}-1$ at most and $\boldsymbol{\gamma}$ is Euler's constant ( $=$ 0.5772,2; see Whittaker and Watson, 1950: 236). Thus

$$
\begin{equation*}
E\left(a_{\max }\right) / \bar{a}=(\log N)^{\frac{1}{4}}+\frac{1}{2} \gamma(\log N)^{-1}+0(\log N)^{-4} \tag{59}
\end{equation*}
$$

TABLE II. Values of $\mathrm{E}\left(a_{\text {max }}\right) / \bar{a}$ and $\mu\left(a_{\text {mas }}\right) / a_{\text {for }}$ Different Values of $N$, for a Narrow Spectrium

| $N$ | $(\log N)$ | - $E\left(a_{\text {mas }}\right) / \bar{a}-$ |  | $\mu\left(\alpha_{\text {mas }}\right) / \bar{d}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | exact expression | asymptotic expression |  |
| 1 | 0.000 | 0.886 | - | 0.707 |
| 2 | 0.833 | 1.146 | - | 1.030 |
| 5 | 1.269 | 1.462 | - | 1.366 |
| 10 | 1.517 | 1.676 | 1.708 | 1.583 |
| 20 | 1.731 | 1.870 | 1.898 | 1.778 |
| 50 | 1.978 | - | 2.124 | 2.010 |
| 100 | 2.146 | - | 2.280 | 2.172 |
| 200 | 2.302 | - | 2.426 | 2.323 |
| 500 | 2.493 | - | 2.609 | 2.509 |
| 1,000 | 2.628 | - | 2.738 | 2.642 |
| 2,000 | 2.757 | - | 2.862 | 2.769 |
| 5,000 | 2.918 | - | 3.017 | 2.929 |
| 10,000 | 3.035 | - | 3.130 | 3.044 |
| 20,000 | 3.147 | $\square$ | 3.239 | 3.155 |
| 50,000 | 3.289 | - | 3.377 | 3.296 |
| 100,000 | 3.393 | - | 3.478 | 3.400 |

The above equation may be compared with equation (41) for $a^{(p)} / \bar{a}$ when $p=1 / N$. We see that $E\left(a_{\text {max }}\right)$ differs from $a^{(1 / N)}$ in the second term of the asymptotic expansion. Since $1 / 2 \gamma=0.28861$, we have $E\left(a_{\mathrm{max}}\right)<a^{(1 / N)}$ as expected. For large $N$, however, $E\left(a_{\text {max }}\right)$ still increases like $(\log N)^{1}$ and therefore tends to infinity with the length of the interval, though very slowly. Values of the asymptotic expression for $E\left(a_{\text {max }}\right) / \bar{a}$ are given in Table II for values of $N$ ranging from 10 to 100,000 . It will be seen that in this range $E\left(a_{\text {max }}\right) / \mathbb{d}$ increases only from about 1.7 to about 3.5. The asymptotic expression may be compared with the exact expression for $N=10$ and 20. The differences in the two cases are 0.032 and 0.028 respectively, or about $2 \%$. For $N \geq 50$ the error in the asymptotic expression is almost certainly less than 0.03 ; for large values of $N$ the error may be expected to diminish proportionally to $(\log N)^{-1}$.

The "most probable" value of $a_{\text {max }}$, which we shall denote by $\mu\left(a_{\text {max }}\right)$, is given simply by the maximum value of the probability-distribution (46), i. e., the maximum of

$$
\begin{equation*}
N\left(1-e^{-r 2 / a l}\right)^{N-1} e^{-r 1 / a s} \cdot 2 r / a \tag{60}
\end{equation*}
$$

Writing

$$
\begin{equation*}
\theta=r^{2} / \bar{a}^{2}, \tag{61}
\end{equation*}
$$

we see that we must have

$$
\begin{equation*}
\frac{d}{d \theta}\left[\theta^{\dagger} e^{-\rightarrow}\left(1-e^{-\theta}\right)^{N-1}\right]=0, \tag{62}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\frac{1}{2 \theta}-1+\frac{(N-1) e^{-t}}{1-e^{-t}}=0 \tag{63}
\end{equation*}
$$

or

$$
\begin{equation*}
N e^{\rightarrow}=1-\frac{1}{2 \theta}\left(1-e^{-\theta}\right) \tag{64}
\end{equation*}
$$

or

$$
\begin{align*}
\theta & =\log N-\log \left[1-\frac{1}{2 \theta}\left(1-e^{-\theta}\right)\right]  \tag{65}\\
& =\log N+0\left(\frac{1}{\theta}\right) \tag{66}
\end{align*}
$$

when $N$ is large. Thus

$$
\begin{equation*}
\theta=\log N+0(\log N)^{-1} \tag{67}
\end{equation*}
$$

and the most probable value of $a_{\mathrm{max}}$ is given by

$$
\begin{equation*}
\mu\left(a_{\text {max }}\right) / a=\theta^{\ddagger}=(\log N)^{4}+0(\log N)^{-1} . \tag{68}
\end{equation*}
$$

Thus there is no term in $(\log N) \rightarrow$. Starting with the approximate value $(\log N)^{1}$, one may find closer approximations to $\mu\left(a_{\text {max }}\right) / a$ by applying Newton's method of successive approximation (see, for example, Whittaker and Robinson, 1932:84) in equation (65). Values of $\mu\left(a_{\mathrm{max}}\right) / \bar{a}$ so found are given in the last column of Table II.

The chance that $a_{\text {max }}$ shall not exceed $(\log N)^{3}$ by more than a given amount may be found similarly. We have seen that the probabilitydistribution of $a_{m a x}$ is given by

$$
\begin{equation*}
\frac{d}{d r}(1-\theta)^{N}=\frac{d}{d r}\left(1-e^{-r^{2} / d^{2}}\right)^{N} . \tag{69}
\end{equation*}
$$

If we define $r_{0}$ by the equations

$$
\begin{equation*}
4_{0}^{2} / a^{2}=\theta_{0}=\log N ; e^{-r_{0}^{\prime} / a^{\prime}}=\frac{1}{N}, \tag{70}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{d}{d r}\left(1-\frac{e^{-\left(r^{2}-r_{0}^{2}\right) / d^{2}}}{N}\right)^{N}=\frac{d}{d r} e^{-r-\left(r^{2}-\sigma_{0}^{2}\right) / a^{2}} \tag{71}
\end{equation*}
$$

approximately. The probability that $a$ will be less than $r$ is therefore

$$
\begin{equation*}
e^{-\infty-\left(n-r_{0}\right) / \Delta}, \tag{72}
\end{equation*}
$$

and the probability that $a$ will be greater than $r$ is

$$
\begin{equation*}
1-e^{-0-\left(r_{2}-r_{0}\right) / \Delta a_{1}} \tag{73}
\end{equation*}
$$

## 4. DISCUSSION

The chief assumptions used in the derivation of the theoretical distribution $P(r)$ in sections 2 and 3 are: (a) that the frequency spectrum consist of a single narrow frequency band; and (b) that the waves be considered as the sum of a large number of contributions, all of about the same frequency, and of random phase. Let us consider under what conditions these assumptions should be satisfied.

In the first place, the analysis will not apply to regular trains of waves produced by a simple organized mechanism: for example, the waves generated by a paddle in a model wave tank, or the transverse waves produced by a ship; or the wave-height distribution resulting from the interference of two wave trains of the same amplitude but of slightly differing wavelength, as in Example 2 (p. 247). In the open sea such examples constitute very special and most unlikely cases.

The present analysis is meant to apply to wind-generated waves. Since the dimensions of a storm area are large compared with the wavelengths we are considering, it is fairly safe to suppose that the phases of contributions from different parts of the storm area are random. However, the range of frequencies may not be narrow; if there are two distinct sources of wave-energy, for example a distant storm and local winds, there may well be two distinct frequency-bands in the spectrum. The most satisfactory conditions would be represented by a single storm at a great distance (compared with the dimensions of the storm); for, in the course of propagation, different frequencies in the spectrum, being propagated with different velocities, will become spread out in space, and over a short interval of time only a narrow range will be present. It must be assumed that the time of recording is not too long, so that in this time the frequency and amplitude of the waves do not change significantly. On the other hand the time must be long enough to ensure that the sample of wave-heights is sufficiently representative; this requires that at least several "groups" of waves be included in the record.

The method of recording may affect the apparent frequency spectrum of the waves. For example, if the waves are recorded by measurement of pressure on the bottom, as is now usual, the high frequencies, which are attenuated rapidly with depth, will be damped out relative to the lower frequencies, and the corresponding frequency spectrum will therefore be narrower. Hence the present analysis may apply more closely to a record of pressure on the bottom than to the actual surface elevation. In fact, the free surface, if viewed very closely, will usually show a large number of short steep waves, which may constitute maxima and minima of the wave elevation but which
are not normally of interest to us; for example, they would not affect the rolling or heaving motion of a ship. Strictly speaking, we should consider only that modification of the spectrum which is relevant to the purpose in hand. A ship itself acts as a resonant filter, which will amplify those components in the spectrum which are close to its natural period. The present analysis, therefore, might very well be applied to the angular deflection of a ship's mast from the vertical; from an analysis of the rolling motion over a few minutes, one could easily compute the maximum roll that is likely to be encountered during, say, the next hour, assuming that the sea conditions remained constant; for, in the notation in Sections 2 and 3, one could estimate $\bar{a}$ with fair accuracy from observation over the shorter interval and hence find $E\left(a_{\max }\right)$ or $\mu\left(a_{\mathrm{max}}\right)$ over the proposed longer interval.

However, an important restriction should be mentioned here. One of the conditions implied in assumption (b) above is that the contributions from different parts of the generating area should be superposable; that is, the mechanical system we are dealing with should be linear. This assumption can be shown to be valid for low waves in deep water; but clearly it will not hold for waves approaching the maximum height. For this reason the analysis could not be applied to surf or to waves in the open sea which are nearly at their maximum height. Nor could it be applied to the rolling motion of a ship when this is large enough for nonlinear terms to become important or when the rolling is so great that the ship may capsize.

With these restrictions in mind let us compare some previous observations with the theoretical results of Sections 2 and 3.

## 5. COMPARISON WITH OBSERVATION

Munk (1944), ${ }^{2}$ in an analysis of wave records taken at the Scripps Institution, California, compared the mean height $H^{(3 / 10)}$ of the highest $30 \%$ of the waves with the mean height $H^{(1)}$ of all of the waves. He found

$$
\frac{H^{(3 / 10)}}{H^{(1)}}=\frac{0.49}{0.32}=1.53
$$

The theoretical value from Table I is given by

$$
\frac{a^{(3 / 10)}}{a^{(1)}}=\frac{a^{(3 / 10)} / \bar{a}}{a^{(1)} / a}=\frac{1.454}{0.886}=1.64
$$

Seiwell (1948) found that in two different localities in the Atlantic (off Cuttyhunk Island and off Bermuda) the ratio of $a^{(t)}$ to $a^{(1)}$ was

[^11]1.57. Putz (1950) studied 25 wave records from five different localities; the mean values of the ratios $a^{(1)} / a^{(1)}$ can be found from table 1 of his paper. They are respectively 1.59 (Oceanside, 4 records); 1.66 (Point Sur, 15 records) ; 1.66 (Hecata Head, 2 records); 1.55 (Guam, 3 records) and 1.54 (Point Arguello, 1 record). The mean of Putz's observations, weighted according to the number of records considered, is 1.63. The theoretical value, from Table I of this paper, is given by
$$
\frac{a^{(1)}}{a^{(1)}}=\frac{1.416}{0.886}=1.60,
$$
which is in fairly close agreement.
Wiegel (1949) has studied wave records from three different localities off the Pacific Coast of the United States. He found, in the three cases, that
$$
\frac{a^{(1 / 10)}}{a^{(1)}}=1.27,1.30,1.30(\text { mean value } 1.29)
$$

The individual estimates showed little scatter. Wiegel remarks, "Even more surprising was the fact that almost every point was within plus or minus ten per cent of this value (1.29)." The theoretical value, from Table $I$, is given by

$$
\frac{a^{(b)}}{a^{(1)}}=\frac{1.800}{1.416}=1.27,
$$

which again is in quite close agreement.
Wiegel also compared the maximum wave from three 20 -minute records each day with the mean height of the highest one-third waves. His observed values were equivalent to

$$
\left.\frac{E\left(a_{\max }\right)}{a^{(1)}}=1.85,1.91,1.85 \text { (mean value } 1.87\right)
$$

Assuming a mean wave period of 12 seconds, we have

$$
N=\frac{60 \text { minutes }}{12 \text { seconds }}=300
$$

for which we find from the asymptotic formula (59):

$$
\frac{E\left(a_{\max }\right)}{d}=2.504 .
$$

Thus, theoretically,

$$
\frac{E\left(a_{\max }\right)}{a^{(1)}}=\frac{2.504}{1.416}=1.77 .
$$

A possible explanation of the observed value of $E\left(a_{\text {max }}\right) / a^{(1)}$ being greater than the theoretical value is as follows. Suppose that during the day the state of the sea, as represented by the r. m. s. Wave amplitude a, underwent a change. If, during one of the three 20 -minute records, the $\mathrm{r} . \mathrm{m}$. s. wave amplitude is much larger than, say twice, that in the other two, then the maximum wave amplitude will almost certainly be found in that record, and the expected value of the maximum will not be much less than twice the expected value if the wave characteristics had not changed; for $E\left(a_{\text {max }}\right) / \bar{a}$ is not much different for a 20 -minute interval than for a 60 -minute interval. On the other hand, $a^{(1)}$ will be multiplied by approximately $4 / 3$. Therefore $E\left(a_{\mathrm{max}}\right) / \bar{\alpha}$ will be increased by about $2 \div 4 / 3$ or by $3 / 2$. The same tendency is true in general.

Darbyshire (1953) has ahown that in a 20 -minute wave record the maximum wave-height is about twice the "equivalent wave-height," which is defined by him as the height of the uniform train of waves which would have the same total energy as the actual waves. On our present assumption that the spectrum of the waves contains only a single narrow band, the equivalent wave-height equals the root-meansquare wave height $\bar{a}$; for, each wave in the record is approximately a aine-wave of the same length, and the energy per wavelength is proportional to $a_{1}{ }^{2}$. It may be more appropriate, in this case, to consider the most probable value $\mu\left(a_{m a x}\right)$ of the highest wave rather than the expectancy $E\left(a_{\text {max }}\right)$. For a mean wave period of 12 seconds we should have

$$
N=\frac{20 \text { minutes }}{12 \text { seconds }}=100,
$$

and so from Table II

$$
\mu\left(a_{\max }\right) / \bar{a}=2.17
$$

However, we see from Table II that $E\left(a_{\text {max }}\right)$ is only slightly greater. For longer wave periods, $N$, and therefore $\mu\left(a_{\max }\right) / \bar{a}$, would be slightly less; the rather slow change in $\mu$ ( $a_{\mathrm{max}}$ ) with $N$ would account for the success of the empirical rule irrespective of the period of the waves.

In examples quoted above, the discrepancy between theory and observation is in all cases less than $8 \%$, and in some cases it is smaller still. In view of the somewhat strict assumptions made in deriving the theoretical probability-distribution, this agreement is surprisingly close; and it may indicate that the probability-distribution does not depend very critically upon the narrowness of the wave spectrum. For most practical purposes the theoretical values of $a^{(p)} / \bar{a}$ and $E\left(a_{\text {max }}\right) / \bar{a}$ can be used with confidence; thus, if one of the quantities $a, a^{(1)}, a^{(1)}, a^{(1 / 10)}$ or $E\left(a_{\mathrm{max}}\right)$ is known, the others may be estimated immediately.

The present discussion suggests that waves much higher than the average are likely to be extremely rare, for a given state of the sea. Table II shows that even in a time interval containing 100,000 waves, which for 10 -second waves would be about $111 / 2$ days, the most probable value of the highest wave is less than $31 / 2$ times the root-meansquare value; of course it is unlikely that the waves would remain statistically constant throughout this interval. Equation (73) also shows that there is an extremely small chance that the most probable value of $a_{\text {max }}$ will be greatly exceeded. The general conclusion then appears that changes in the strength of the wind or other generating forces are more important in producing variability in the wave amplitude than is the statistical variation of the waves at any one time.
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#### Abstract

This paper studies the atatistical digtribution of the maximura values of a random function which is the sum of an infinite number of aine waves in random phase. The ressulta are applied to sea waves and to the pitching and rolling motion of a ship.


## Introducition

Let $f(t)$ denote a continuous, random function of the time $t$, representing, for example, the height of the sea surface above a fixed point. It is interesting to inquire into the statistical distribution of the heights of the maxima of $f(t)$.

There are two distinct problems. On the one hand we may consider the total wave height $2 a$, being defined as the difference in level between a crest (maximum) and the preceding trough (minimum). The statistical distribution of $a$ is difficult to determine in the general case, but when $f(t)$ has a narrow frequency spectrum it may be shown that $a$ is distributed according to a Rayleigh distribution

$$
p(a)=\frac{2 a}{m_{0}} \mathrm{e}^{-a^{2} / m_{0}}
$$

where $m_{0}$ is the root-mean-square value of $f(t)$ (see Rayleigh 1880). This distribution has been compared with the observed distribution of the heights of sea waves and it has been shown that many theoretical relations, for example the ratios of the mean wave height to the mean of the highest one-third waves or to the mean of the highest of $N$ consecutive waves, are in close agreement with observation (LonguetHiggins 1952). Application of the $\chi^{2}$-test to some histograms of wave heights has also indicated, apparently, no significant departure from the Rayleigh distribution (Watters 1953). It is certain, however, that for functions $f(t)$ having a broad frequency spectrum, the theoretical distribution of $a$ must be different from the Rayleigh distribution.

Alternatively, we may consider the difference in height $\xi$ between a crest and the mean level of the function $f(t)$. Although in practice $\xi$ may be less convenient to measure than $a$ (since the appropriate mean value is sometimes difficult to determine) the theoretical distribution of $\xi$ is easier to obtain, and has been found for a wide class of random functions by Rice (1944, 1945) in connexion with the analysis of electrical noise signals. Rice's solution, which is only one out of many results in a long paper, has not been fully discussed, and it is the purpose of the present paper to examine the solution and to calculate some of the statistical parameters associated with it. We shall also apply the resulte to ocean waves and to the motion of ships at sea.
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In § 1 we outline briefly Rice's derivation of the statistical distribution of the maxima $\xi$. The discussion shows that the distribution depends, surprisingly, on only two parameters: the root-mean-square value of $f(t)$, which we denote by $m_{0}^{\text {雨, and }}$ a parameter $\epsilon$ which, as we show in $\S 2$, represents the relative width of the frequency spectrum of $f(t)$. When $\epsilon$ is small, the distribution of $\xi$ tends to a Rayleigh distribution, as we should expect, and when $\epsilon$ approaches its maximum value 1 the distribution of $\boldsymbol{\xi}$ tends to a Gaussian distribution.

One of the main differences between the two variables $\xi$ and $a$ is that $\xi$ may take negative values (since some maxima may lie below the mean level) whereas $a$ is always positive. The proportion $r$ of maxima that are negative can be readily determined in practice, and in $\S 3$ we show that this proportion depends only upon $\epsilon$. Hence if $r$ is measured, $\epsilon$ can be estimated.

In §§ 4-6 we calculate the moments of the distribution, the mean values of the highest $1 / n$th of all the crest heights and the expectation of the highest in a sample of $N$ crest heights, and we show how these quantities depend upon $\epsilon$.

The distribution of crest heights, as measured from records of ocean wave phenomena, is compared with the theoretical distribution in §7. No significant difference is found. On the other hand, the orest-to-trough heights, examined in §8, are found to depart significantly from the Rayleigh distribution.

## 1. The distribution of maxima

The random function $f(t)$ is represented as the sum of an infinite number of sine-waves

$$
f(t)=\sum_{n} c_{n} \cos \left(\sigma_{n} t+\epsilon_{n}\right),
$$

where the frequencies $\sigma_{n}$ are distributed densely in the interval ( $0, \infty$ ), the phases $\epsilon_{n}$ are random and distributed uniformly between 0 and $2 \pi$, and the amplitudes $c_{n}$ are such that in any small interval of frequency $d \sigma$

$$
\sum_{\sigma_{0}=\sigma}^{\sigma+\mathrm{d} \sigma} \frac{1}{2} c_{n}^{2}=E(\sigma) \mathrm{d} \sigma,
$$

where $E(\sigma)$ is a continuous function of $\sigma$ which will be called the energy spectrum of $f(t)$.The total energy per unit length of record is

$$
m_{0}=\int_{0}^{\infty} E(\sigma) \mathrm{d} \sigma
$$

More generally we shall find it convenient to write

$$
m_{n}=\int_{0}^{\infty} E(\sigma) \sigma^{n} \mathrm{~d} \sigma
$$

for the $n$th moment of $E(\sigma)$ about the origin.
To find the distribution of maxima of $f(t)$ we note that, if $f(t)$ has a maximum in the interval ( $t, t+\mathrm{d} t$ ), then in this interval $f^{\prime}(t)$ must take values in a range of width $\left|f^{\prime \prime}(t)\right| \mathrm{d} t$ very nearly; and the probability of this occurrence, and of $f$ simuitaneously lying in the range $\left(\xi_{1}, \xi_{1}+d \xi_{1}\right)$, is

$$
\begin{equation*}
\int_{-\infty}^{0}\left[p\left(\xi_{1}, 0, \xi_{3}\right) \mathrm{d} \xi_{1}\left|\xi_{3}\right| \mathrm{d} t\right] \mathrm{d} \xi_{3}, \tag{1.5}
\end{equation*}
$$
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where $p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is the joint probability distribution of

$$
\begin{equation*}
\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\left(f, f^{\prime}, f^{\prime \prime}\right) \tag{1-8}
\end{equation*}
$$

The mean frequency of maxima in the range $\xi_{1}<f<\xi_{1}+d \xi_{1}$ is therefore

$$
F\left(\xi_{1}\right) \mathrm{d} \xi_{1}=\int_{-\infty}^{0}\left[p\left(\xi_{1}, 0, \xi_{3}\right)\left|\xi_{3}\right| \mathrm{d} \xi_{1}\right] \mathrm{d} \xi_{3}
$$

and the probability distribution of maxima is found by dividing this distribution by the total mean frequency of maxima, which is

$$
\begin{equation*}
N_{1}=\int_{-\infty}^{\infty} \int_{-\infty}^{0} p\left(\xi_{1}, 0, \xi_{3}\right)\left|\xi_{3}\right| d \xi_{1} \mathrm{~d} \xi_{3} . \tag{1.8}
\end{equation*}
$$

Now from (1-6) we have

$$
\begin{align*}
& \xi_{1}=f(t)=\sum_{n} c_{n} \cos \left(\sigma_{n} t+\epsilon_{n}\right),  \tag{1-9}\\
& \xi_{2}=f^{\prime}(t)=-\sum_{n} c_{n} \sigma_{n} \sin \left(\sigma_{n} t+\epsilon_{n}\right), \\
& \xi_{3}=f^{\prime \prime}(t)=-\sum_{n} c_{n} \sigma_{n}^{2} \cos \left(\sigma_{n} t+\epsilon_{n}\right) .
\end{align*}
$$

$\xi_{1}, \xi_{2}, \xi_{3}$ are therefore each the sum of an infinite number of variables of zero expectation and random phase. Therefore, by the central limit theorem in three dimensions, the joint probability distribution of $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is normal (under general conditions assumed to be satisfied by the amplitudes $c_{n}$; see Rice 1944, 1945). The matrix of correlations or statistical averages $\Xi_{i j}=\bar{\xi}_{i} \xi_{j}$ is seen to be

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{ccc}
m_{0} & 0 & -m_{2} \\
0 & m_{2} & 0 \\
-m_{2} & 0 & m_{4}
\end{array}\right)
$$

Hence

$$
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\frac{1}{(2 \pi)^{\frac{1}{4}}\left(\Delta m_{2}\right)^{\frac{1}{2}}} \exp \left\{-\frac{1}{2}\left[\xi_{3}^{3} / m_{2}+\left(m_{4} \xi_{1}^{2}+2 m_{2} \xi_{1} \xi_{3}+m_{0} \xi_{3}^{2}\right) / \Delta\right]\right\}
$$

where

$$
\Delta=m_{0} m_{4}-m_{2}^{1} .
$$

Substituting in (1-7) we have

$$
F\left(\xi_{1}\right)=\frac{1}{(2 \pi)^{\frac{1}{1}}\left(\Delta m_{2}\right)^{4}} \int_{-\infty}^{0} \exp \left\{-\frac{1}{2}\left(m_{4} \xi_{1}^{2}+2 m_{2} \xi_{1} \xi_{3}+m_{0} \xi_{3}^{2}\right) / \Delta\right\}\left|\xi_{3}\right| \mathrm{d} \xi_{3}
$$

On evaluating the integral and writing
we obtain

$$
\xi_{1} / m_{0}^{d}=\eta, \quad \Delta t m_{2}=\delta
$$

The last integral can be expressed in terms of the known function

$$
\operatorname{erf} x=\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \int_{0}^{\pi} \mathrm{e}^{-+x^{2}} \mathrm{~d} x .
$$
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The probability distribution of $\eta$ is $m_{0}^{\prime}$ times the distribution of $\xi_{1}$ :

$$
p(\eta)=m_{0}^{\prime} p\left(\xi_{1}\right)=m_{0}^{z} F\left(\xi_{1}\right) / N_{1} .
$$

From (1.8) we find

$$
N_{1}=\frac{1}{2 \pi}\left(\frac{m_{4}}{m_{2}}\right)^{t}
$$

and so finally
where

$$
\epsilon^{2}=\frac{\delta^{2}}{1+j^{2}}=\frac{\Delta}{m_{0} m_{4}}=\frac{m_{0} m_{4}-m_{2}^{2}}{m_{0} m_{4}} .
$$

The function $f(t)$ is statistically symmetrical about the mean level $t=0$. For, in equation (1-1) each phase angle $\epsilon_{n}$ might be increased or diminished by $\pi$ without affecting the random character of the phases; and this would merely reverse the sign of $f(t)$. It follows that the statistical distribution of the minima is simply the reflexion of ( 1.20 ) in the mean level $\eta=0$.

## 2. Discossion

In equation (1-19) $\eta$ denotes the ratio of the surface height to the r.m.s. height $m_{0}^{\frac{1}{d}}$. We see that the distribution of $\eta$ depends only on the single parameter $\varepsilon$. A simple interpretation of $\varepsilon$ is as follows. From (1-12) we have

$$
\Delta=m_{0} m_{4}-m_{2}^{2}=\int_{0}^{\infty} \int_{0}^{\infty} E\left(\sigma_{1}\right) E\left(\sigma_{2}\right)\left(\sigma_{2}^{4}-\sigma_{1}^{2} \sigma_{2}^{2}\right) \mathrm{d} \sigma_{1} \mathrm{~d} \sigma_{2}
$$

On interchanging $\sigma_{1}$ and $\sigma_{2}$, and adding, we have

$$
2 \Delta=\int_{0}^{\infty} \int_{0}^{\infty} E\left(\sigma_{1}\right) E\left(\sigma_{2}\right)\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2} \mathrm{~d} \sigma_{1} \mathrm{~d} \sigma_{2} .
$$

Since $E(\sigma)$ is essentially positive, it follows that $\Delta \geqslant 0$ and so

$$
\begin{equation*}
0<\epsilon<1 . \tag{2-3}
\end{equation*}
$$

For a very narrow spectrum, with the energy grouped around $\sigma=\sigma_{0}$, say, $E\left(\sigma_{1}\right)$ and $E\left(\sigma_{2}\right)$ are small except when $\sigma_{1}$ and $\sigma_{2}$ are both near to $\sigma_{0}$; but then the factor $\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2}$ in (2.2) is small and so

$$
\epsilon \ll 1 .
$$

In general $\epsilon$ is a measure of the r.m.s. width of the energy spectrum $E$.
Clearly $\epsilon$ may take values indefinitely near 0 . For a low-pass filter ( $E=E_{0}$ when $\sigma<\sigma_{0}$, and $E=0$ when $\sigma>\sigma_{0}$ ) we find

$$
\epsilon=\frac{2}{3} .
$$

$\epsilon$ may also take values indefinitely near 1. For suppose a proportion $\varpi$ of the energy is at frequency $\sigma=\sigma_{1}$, and $(1-m)$ at $\sigma=\sigma_{2}$; we have

$$
\begin{align*}
& m_{2}=m_{0}\left\{\varpi \sigma_{1}^{2}+(1-w) \sigma_{2}^{2}\right\},  \tag{2•8}\\
& m_{4}=m_{0}\left\{\varpi \sigma_{1}^{A}+(1-w) \sigma_{2}^{4}\right\} .
\end{align*}
$$
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When $\sigma_{2} / \sigma_{1} \rightarrow \infty$ we see that $m_{2}^{2} / m_{0} m_{4} \rightarrow I-\boldsymbol{T}$ and so

$$
\epsilon^{2} \rightarrow \mathbb{T},
$$

which can be as near to unity as we please.
The first limiting case $(\epsilon \rightarrow 0)$ gives the distribution for an infinitely narrow spectrum. From equation ( $1 \cdot 19$ ) we have then

$$
p(\eta)=\left\{\begin{array}{cc}
\eta \mathrm{e}^{-\frac{1}{2} \eta^{2}} & (\eta \geqslant 0)  \tag{2.8}\\
0 & (\eta \leqslant 0),
\end{array}\right\}
$$

which is the Rayleigh distribution, or the distribution of the envelope of the waves (see Rice 1944, 1945; Barber 1950; Longuet-Higgins 1952).

The second limiting case $(\varepsilon \rightarrow 1)$ can occur, as we have shown, when one wave of high frequency and small amplitude is superposed on another disturbance of lower frequency. The high-frequency wave forms a 'ripple' on the remaining waves, and the distribution of maxima tends to the distribution of the surface elevation ( $\xi_{1} / m_{0}^{\frac{1}{8}}$ ) itself. On letting $\epsilon$ tend to 1 in ( $1 \cdot 19$ ) we obtain

$$
p(\eta)=\frac{1}{(2 \pi)^{\frac{1}{\mathbf{t}}}} \mathrm{e}^{--\eta^{2}},
$$

which, as we should expect, is a Gaussian distribution.
The distribution $p(\eta)$ has been plotted in figure 1 for $\epsilon=0.0,0.2, \ldots, 1 \cdot 0$. The transition from the Rayleigh distribution to the Gaussian distribution can be clearly seen.

## 3. The proportion of negative maxima

This may be found by a simple geometrical argument as follows. Suppose that in a certain interval of time, say ( $0, t$ ), there are $n_{0}^{+}$zero up-crossings, at which $f$ passes from negative to positive values, and similarly suppose that there are $n_{0}^{-}$zero downcrossinge. Also let there be $n_{1}^{+}$positive maxima, $n_{1}^{-}$negative maxima, $n_{2}^{+}$positive minima and $n_{2}^{-}$negative minima. Between a zero up-crossing and the next zero down-crossing the function is always positive, and so the number of maxima exceeds the number of minima by one. In other words, when $n_{0}^{-}$increases by 1 , so also does ( $n_{1}^{+}-n_{2}^{+}$). Similarly, when $n_{0}^{-}$increases by 1 , so does $\left(n_{2}^{-}-n_{1}^{-}\right)$. Therefore, if $N_{0}^{+}$, $N_{0}^{-}, N_{1}^{+}, N_{1}^{-}, N_{2}^{+}, N_{2}^{-}$denate the average densities of zero up-crossings, etc., over a long interval we have

$$
\left.\begin{array}{l}
N_{\dagger}^{\dagger}=N_{1}^{+}-N_{2}^{+},  \tag{3•1}\\
N_{0}^{-}=N_{\mathbf{z}}^{-}-N_{1}^{-} .
\end{array}\right\}
$$

Now since $f(t)$ is statistically symmetrical about the mean level it follows that

$$
\left.\begin{array}{l}
N_{2}^{+}=N_{1}^{-}=r N_{1},  \tag{3•2}\\
N_{2}^{-}=N_{1}^{+}=(1-r) N_{1},
\end{array}\right\}
$$

where $N_{1}$ denotes the total density of maxima, and $r$ denotes the proportion of negative maxima. So from (3-1)

$$
\begin{gather*}
N_{0}^{+}=N_{1}(1-2 r),  \tag{3•3}\\
r=\frac{1}{2}\left(1-N_{0}^{+} / N_{1}\right)
\end{gather*}
$$

or
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But from Rice (1944, 1945) and equation (1-18) we have

$$
\begin{equation*}
N_{0}^{+}=\frac{1}{2 \pi}\left(\frac{m_{2}}{m_{0}}\right)^{\frac{1}{2}}, \quad N_{1}=\frac{1}{2 \pi}\left(\frac{m_{4}}{m_{2}}\right)^{\frac{1}{2}} . \tag{3•б}
\end{equation*}
$$

So equation (3.4) can be written

$$
\begin{equation*}
r=\frac{1}{2}\left[1-\frac{m_{2}}{\left(m_{0} m_{4}\right)^{\frac{1}{2}}}\right]=\frac{1}{2}\left[1-\left(1-\varepsilon^{2}\right)^{\frac{1}{2}}\right] . \tag{3•6}
\end{equation*}
$$

Hence the proportion of negative maxima increases steadily with the relative width of the spectrum. Conversely, we have

$$
\begin{equation*}
\epsilon^{2}=1-(1-2 r)^{2} . \tag{3.7}
\end{equation*}
$$

This relation provides us with a ready means of estimating $\epsilon$ by simply counting the numbers of positive and negative maxima in a length of record.

## 4. The moments of $p(\eta)$

The $n$th moment $\mu_{n}^{\prime}$ of the probability distribution $p(\eta)$ taken about the origin, is defined by

$$
\mu_{n}^{\prime}=\int_{-\infty}^{\infty} p(\eta) \eta^{n} \mathrm{~d} \eta
$$

The even moments ( $n=2 r$ ) may be calculated by means of the moment-generating function

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{d}\left((v)^{2} p\right.} p(\eta) \mathrm{d} \eta \equiv \mu_{0}^{\prime}-\frac{t^{2}}{2.11} \mu_{2}^{\prime}+\frac{t^{4}}{2^{2} .2!} \mu_{6}^{\prime} \ldots . \tag{4-2}
\end{equation*}
$$

On substituting from (1-19) and evaluating the integral we find

$$
\int_{-\infty}^{\infty} e^{-\frac{1}{( }(\eta)^{2}} p(\eta) \mathrm{d} \eta=\left(1+\epsilon^{2} t^{2}\right)^{\frac{1}{2}}\left(1+t^{2}\right)^{-1},
$$

and so on, comparing coefficients of $t^{\text {br }}$ in these two equations, we have

$$
\begin{equation*}
\mu_{2 r}^{\prime}=2 r r!\left[1-\frac{1}{2} \epsilon^{2}-\frac{1.1}{2^{2} \cdot 2!} \epsilon^{4}-\ldots-\frac{1 \cdot 1 \cdot 3 \ldots(2 r-3)}{2^{r} \cdot r!} \epsilon^{2 r}\right] \tag{4-4}
\end{equation*}
$$

The odd moments ( $n=2 r+1$ ) may be found in a similar way by means of the moment-generating function

$$
\int_{-\infty}^{\infty} \eta t \mathrm{e}^{\left.-\frac{1}{2}(\eta)^{2}\right)} p(\eta) \mathrm{d} \eta \equiv t \mu_{1}^{\prime}-\frac{t^{3}}{2.1!} \mu_{3}^{\prime}+\frac{t^{t}}{2^{t} .2!} \mu_{5}^{\prime} \ldots
$$

From (1-18) we have

$$
\int_{-\infty}^{\infty} \eta t e^{-\frac{1}{2}(\eta)^{2}} p(\eta) \mathrm{d} \eta=\left(\frac{1}{2} \pi\right)^{\frac{1}{4}}\left(1-\epsilon^{2}\right)^{\frac{1}{2}} t\left(1+t^{2}\right)^{-t}
$$

and hence

$$
\mu_{2_{r+1}}^{\prime}=\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}\left(1-\varepsilon^{2}\right)^{\frac{1}{1}} \frac{1.3 \cdot 5 \ldots \ldots(2 r+1)}{(r!)^{2}} .
$$
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In particular we have $\quad \mu_{0}^{\prime}=1$,

$$
\begin{align*}
& \mu_{1}^{\prime}=\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}\left(1-\varepsilon^{2}\right)^{\boldsymbol{t}}, \\
& \mu_{2}^{\prime}=2-\varepsilon_{1}^{2} \\
& \mu_{2}^{\prime}=\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}\left(1-\varepsilon^{2}\right)^{\frac{1}{1}} .3 .
\end{align*}
$$

We see that the mean $\mu_{1}^{\prime}$ is a steadily decreasing function of $\varepsilon$, the width of the spectrum. A non-dimensional quantity depending on $\epsilon$ is the ratio

$$
\rho=\frac{\mu_{1}^{\prime 2}}{\mu_{0}^{\prime} \mu_{2}^{\prime}}=\left(\frac{1}{2} \pi\right) \frac{1-\epsilon^{2}}{2-\epsilon^{2}} .
$$

The width of the speotrum is given in terms of $\rho$ by the relation

$$
\varepsilon^{2}=\frac{\pi-4 p}{\pi-2 p} .
$$



Figure 2. Graphs of the mean $\mu_{1}^{\prime}$ variance $\mu_{1}$, blewneas $\beta_{1}$ proportion $r$ of negative maxima, and $\rho\left(=\mu_{1}^{2} / \mu_{0}^{\prime} \mu_{f}^{f}\right)$ as functions of $\epsilon$.

On the other hand, we have the following two quantities which are independent of $\epsilon$ :

$$
\mu_{3}^{\prime} \mu_{0}^{\prime}-\frac{1}{2} \pi \mu_{1}^{\prime 2}=1, \quad \mu_{3}^{\prime} / \mu_{1}^{\prime}=3
$$

The momenta $\mu_{n}$ about the mean, which are defined by

$$
\mu_{n}=\int_{-\infty}^{\infty} p(\eta)\left(\eta-\mu_{1}^{\prime}\right)^{n} \mathrm{~d} \eta
$$

may be deduced immediately from the momente about the origin. In particular we have from (4.8)

$$
\begin{align*}
& \mu_{0}=1, \\
& \mu_{1}=0, \\
& \mu_{2}=1-\left(\frac{1}{2} \pi-1\right)\left(1-\epsilon^{2}\right), \\
& \mu_{3}=\left(\frac{1}{2} \pi\right)^{\mathbf{t}}(\pi-3)\left(1-\epsilon^{2}\right)^{\frac{1}{1}} .
\end{align*}
$$
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The coefficient of skewness is given by

$$
\beta=\frac{\mu_{3}}{\mu_{2}^{\frac{2}{2}}}=\left(\frac{1}{2} \pi\right)^{2}(\pi-3)\left[\frac{1-\varepsilon^{2}}{1-\left(\frac{1}{2} \pi-1\right)\left(1-\varepsilon^{2}\right)}\right]^{1} .
$$

We see that the standard deviation $\mu_{2}^{\frac{1}{2}}$ steadily increases as $\epsilon$ increases. $\beta$, on the other hand, steadily decreases.

The mean $\mu_{1}^{\prime}$, the variance $\mu_{2}$, the skewness $\beta$ and the ratios $r$ and $\rho$ are shown graphically as functions of $\epsilon$ in figure 2.

In some practical cases we may know the distribution of the maxima $\xi_{1}\left(=m_{0}^{\frac{1}{d}} \eta\right.$ ) experimentally and wish to make an estimate of the mean energy $m_{\hat{v}}^{\text {㐘. Let } \nu_{n}^{\prime} \text { and }}$ $\nu_{n}$ denote the $n$th moments, about the origin and about the mean, of the variate $\xi_{1}$. Then

$$
\nu_{n}^{\prime}=m_{0}^{\frac{\mathbf{t}}{\mathbf{t}}(n+1)} \mu_{n}^{\prime}, \quad \nu_{n}=m_{0}^{\mathbf{f}(n+1)} \mu_{n},
$$

and so from (4-11)

$$
\nu_{2}^{\prime} \nu_{0}^{\prime}-\frac{1}{2} \pi \nu_{1}^{\prime 2}=m_{2}^{\prime}, \quad \nu_{3}^{\prime} / \nu_{1}^{\prime}=3 m_{0} .
$$

By forming either of these quantities, therefore, we may estimate $\boldsymbol{m}_{0}$.

## 5. The cumulative probabilitiy

The cumulative probability $q(\eta)$ may be defined as the probability of $\eta$ exceeding a given value:

$$
q(\eta)=\int_{\eta}^{\infty} p(\eta) \mathrm{d} \eta
$$

Substituting from ( $1 \cdot 19$ ) we find

$$
q(\eta)=\frac{1}{(2 \pi)^{\frac{t}{t}}}\left[\int_{\nabla / \varepsilon}^{\infty} e^{-\frac{t}{x} x^{2}} \mathrm{~d} x+\left(1-\epsilon^{2}\right)^{\frac{1}{t}} e^{-\frac{1}{2} \eta^{2}} \int_{-\infty}^{q\left(1-\varepsilon^{\alpha}\right)^{2} / \varepsilon} e^{-\frac{1}{k} x^{2}} \mathrm{~d} x\right] .
$$

When $\epsilon \rightarrow 0$,

$$
q(\eta) \rightarrow\left\{\begin{array}{cc}
1 & (\eta \leqslant 0),  \tag{5-3}\\
e^{-t \eta^{\prime}} & (\eta \geqslant 0),
\end{array}\right\}
$$

and when $\varepsilon \rightarrow 1$,

$$
q(\eta) \rightarrow \frac{1}{(2 \pi)^{\frac{1}{1}}} \int_{\eta}^{\infty} \mathrm{e}^{-\phi x^{2}} \mathrm{~d} x
$$

Graphs of $q(\eta)$ for these and intermediate values of $\epsilon$ are shown in figure 3. The proportion $r$ of negative maxima is given by

$$
\begin{align*}
r= & \int_{-\infty}^{0} p(\eta) d \eta=1-q(0), \\
& r=\frac{1}{2}\left[1-\left(l-\varepsilon^{2}\right)^{\frac{1}{2}}\right] \tag{5.6}
\end{align*}
$$

which from (5-2) is
in agreement with (3-6).
In some geophysical applications it is found convenient to consider only the higher waves, say the highest $1 / n$th of the total number in a eample. The $1 / n$th highest maxima correspond to those values of $\eta$ greater than $\eta^{\prime}$, say, where

$$
\begin{equation*}
q\left(\eta^{\prime}\right)=\int_{\eta^{\prime}}^{\infty} p(\eta) \mathrm{d} \eta=1 / n \tag{5.7}
\end{equation*}
$$
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The average value of $\eta$ for these maxima will be denoted by $\eta^{(1 / n)}$, so that

$$
\eta^{(\Omega / n)}=n \int_{\nabla^{+}}^{\infty} p(\eta) \eta \mathrm{d} \eta .
$$

Clearly $\eta^{(1)}$ is the same as the mean $\mu_{1}^{\prime} \cdot \eta^{(1 / n)}$ has been computed numerically for $n=1,2,3,5$ and 10 , and for different values of $\epsilon$. The results are shown in figure 4. $\eta^{(1 / n)}$ is apparently a decreasing function of $\epsilon$. For small values of $\epsilon$, say $\epsilon<0 \cdot \sigma$, the dependence of $\eta^{(1 / n)}$ on $\epsilon$ is slight, but each curve gradually steepens, and it can be shown that as $\epsilon$ approaches 1 the gradient $\partial \eta^{\alpha / n} / \partial \epsilon$ tends to $-\infty$. Near $\varepsilon=1$ the curves are all exactly similar in shape, being independent of $n$.


Figure 4. Graphs of $\eta^{0 /(\mathrm{m})}$, the mean height of the $1 / n$th highest maxima, as a function of $\varepsilon$, for $n=1,2,3,6$ and 10 .

## 6. The herest maximum in a sample of $N$

Suppose that a sample of $N$ maxima is chosen at random; we wish to know the average value of the highest of these, $\eta_{\max }$. The problem has been considered in the case $\varepsilon=0$ (Longuet-Higgins 1952) and the expectation $\overline{\eta_{\text {max }}}$ has been computed for values of $N$ up to 20 . For values of $N$ greater than 50 (in which we are usually interested) it has been shown that the asymptotic formula

$$
\eta_{\max } /\left(\mu_{2}^{\prime}\right)^{\frac{1}{2}} \div(\ln N)^{\frac{1}{2}}+\frac{1}{2} \gamma(\ln N)^{+}
$$

is accurate to within $3 \%$. (Here $\gamma$ denotes Euler's constant, $0.5772 \ldots$.)
The formula (6.1) may be generalized to values of $\varepsilon$ between 0 and 1 as follows. The probability distribution of $\eta_{\text {max }}$ is given by*

$$
p\left(\eta_{\text {max. }}\right)=\frac{\mathrm{d}}{\sqrt{3} /_{\text {max }}}\left[I-q\left(\eta_{\text {max }}\right)\right]^{N},
$$
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where $q(\eta)$ is given by ( $(5 \cdot 1)$. Therefore we have

$$
\begin{equation*}
\overline{\eta_{\max }}=\int_{-\infty}^{\infty} \eta \frac{\mathrm{d}}{\mathrm{~d} \eta}[1-q(\eta)]^{N} \mathrm{~d} \eta . \tag{6-3}
\end{equation*}
$$

On separating the integral into two parts, from $-\infty$ to 0 and from 0 to $\infty$, and integrating by parts we find

$$
\overline{\eta_{\max .}}=\int_{-\infty}^{0}[1-q(\eta)]^{N} d \eta+\int_{0}^{\infty}\left\{1-[1-q(\eta)]^{N}\right\} d \eta .
$$

When $N$ is large $[1-q(\eta)]^{N}$ is very small unless $q$ is of order $1 / N$. Now as $x$ tends to infinity we have

$$
\int_{x}^{\infty} \mathrm{e}^{-1 x^{2}} \mathrm{~d} x=\mathrm{e}^{-\frac{1}{1} x^{2}}\left[\frac{1}{x}+O\left(\frac{1}{x^{3}}\right)\right]
$$

and so from (5.2)

$$
\begin{equation*}
q(\eta)=\left(1-\varepsilon^{2}\right)^{\frac{1}{2}} \mathrm{e}^{-\frac{1}{\eta^{2}}}+O\left(\frac{1}{\eta^{3}} \mathrm{e}^{-\frac{1}{\eta^{2} / \varepsilon^{2}}}\right) \tag{6.6}
\end{equation*}
$$

for large values of $\eta$ and when $0 \leqslant \epsilon<1$. If $q$ is of order $1 / N, \eta$ is of order $(\ln N)^{\text {t }}$. Therefore neglecting terms of order $(\ln N)^{-t}$ we have

$$
\begin{equation*}
q(\eta)=\left(1-\epsilon^{2}\right)^{\frac{1}{2}} \mathrm{e}^{-\frac{k}{2} \eta^{2}}=\left(1-\epsilon^{2}\right)^{\frac{1}{2}} \mathrm{e}^{-\theta}, \tag{6.7}
\end{equation*}
$$

where $\theta=\frac{1}{2} \eta^{2}$. The first integral in ( 6.4 ) is negligible, and on substituting in the second we have

Writing

$$
\begin{equation*}
\overline{\eta_{\max }}=\frac{1}{2^{4}} \int_{0}^{\infty}\left\{1-\left[1-\left(1-\varepsilon^{2}\right)^{\frac{1}{2}} \mathrm{e}^{-\theta}\right]^{N}\right\} \theta^{-\frac{1}{2}} \mathrm{~d} \theta \tag{6.8}
\end{equation*}
$$

$$
\begin{equation*}
\theta_{0}=\log \left[\left(1-\varepsilon^{2}\right)^{\frac{1}{2}} N\right], \quad \theta^{\prime}=\theta-\theta_{0} \tag{6.9}
\end{equation*}
$$

and so

$$
\mathrm{e}^{-\theta}=\frac{\mathrm{e}^{-\theta}}{\left(1-\varepsilon^{2}\right)^{2} N^{\theta}}
$$

we have

$$
\begin{align*}
\overline{\eta_{\max .}} & =\frac{1}{2^{\frac{1}{4}}} \int_{-\theta_{0}}^{\infty}\left\{1-\left[1-\frac{e^{-\theta}}{N}\right]^{N}\right\}\left(\theta_{0}+\theta^{\prime}\right)^{-\frac{1}{2}} \mathrm{~d} \theta  \tag{6.11}\\
& \div \frac{1}{2^{\frac{1}{2}}} \int_{-\theta_{0}}^{\infty}\left(1-\exp \left[-\mathrm{e}^{-\theta^{\prime}}\right]\right)\left(\theta_{0}+\theta^{\prime}\right)^{-\frac{1}{2}} \mathrm{~d} \theta
\end{align*}
$$

with relative errors of order $1 / N$ only. It may be shown (Longuet-Higgins 1952) that when $\theta_{0}$ is large the above integral equals

Hence we have

$$
\begin{equation*}
2\left[\left[\theta_{0}^{t}+\frac{1}{2} \gamma \theta_{0}^{-t}+O\left(\theta_{0}^{-\frac{1}{2}}\right)\right] .\right. \tag{6-13}
\end{equation*}
$$

$$
\begin{equation*}
\overline{\eta_{\max }} \div 2^{\frac{1}{s}}\left\{\left[\ln \left(1-\epsilon^{2}\right)^{\frac{1}{2}} N\right]^{\frac{1}{2}}+\frac{1}{2} \gamma\left[\ln \left(1-\epsilon^{2}\right)^{\ddagger} N\right]-\frac{1}{}\right\} \tag{6.14}
\end{equation*}
$$

which can also be written

$$
\begin{equation*}
\overline{\eta_{\max }} /\left(\mu_{2}^{\prime}\right)^{1} \div \frac{\left[\ln \left(1-\varepsilon^{2}\right)^{\frac{1}{2}} N\right]^{1}+\frac{1}{3} \gamma\left[\ln \left(1-\varepsilon^{2}\right)^{\frac{1}{2}} N\right]^{-1}}{\left(1-\frac{1}{2} \varepsilon^{2}\right)^{\frac{1}{1}}} . \tag{6.15}
\end{equation*}
$$

When $\varepsilon \rightarrow 0$ this equation reduces to ( $6 \cdot 1$ ). The expression on the right-hand side of ( $6 \cdot 15$ ) is an increasing function of $\epsilon$, when $N$ is large. It follows that as the spectrum broadens, the ratio of the greatest in a sample to the root-mean-square will tend to increase.

When $\epsilon$ approaches 1 (so that $\ln \left(1-\epsilon^{2}\right)^{\frac{1}{2}} N$ is not large compared with 1 ) the above formula is no longer valid. The corresponding expression for the general case is complicated and probably not of practical importance. We shall simply give the limiting form when $\epsilon \rightarrow 1$, and $p(\eta)$ is normal (equation (2.9)). Fisher \& Tippett (1928) have shown that the average value of $\eta_{\text {max }}$ in this cese is given by

$$
\overline{\eta_{\max .}}=m+\frac{\gamma m}{1+m^{2}}
$$

approximately, where $m$ is the mode of the distribution of $\eta_{\text {mex }}$, given by

$$
\begin{gather*}
(2 \pi)^{\frac{1}{2} m \mathrm{e}^{\frac{1}{m} m^{2}}=N .}  \tag{6.17}\\
m^{2}=\ln \left(\frac{N^{2}}{2 \pi}\right)-\ln m^{2}, \\
m \doteqdot\left[\ln \left(\frac{N^{2}}{2 \pi}\right)-\ln \ln \left(\frac{N^{2}}{2 \pi}\right)\right]^{\ddagger} .
\end{gather*}
$$

From (6.17) we have

The leading term in (6.16) is thus

$$
\overline{\eta_{\max }} \div 2^{\frac{1}{4}}\left[\ln \frac{N}{(2 \pi)^{\frac{1}{2}}}\right]^{\ddagger}
$$

However, Fisher \& Tippett have shown (rg28) that for the normal distribution the limiting forms are approached exceptionally slowly. A table of the exact values of $\overline{\eta_{\text {max }}}$ computed for values of $N$ up to 1000 is given by Tippett (1925).

## 7. Applications

It is interesting to verify that the distribution just discussed is applicable to records of see waves and of associated phenomena. In this section we shall consider five such examples: a record of wave pressure at a fixed point on the sea bed; two continuous records of wave height made at sea by a shipborne instrument; one record of the angle of pitch of the ship, and one of the angle of roll. The widths of the corresponding Fourier spectra are fairly representative of the possible range $0<\varepsilon<1$.

Typical sections of the records are shown in figure $5(a)$ to (e). Each complete record lasted from 12 to 20 min and contained about 100 maxima and 100 minima. In order to increase the amount of data both maxima and minima were included in the sample. The analysis was carried out as follows. The ordinates $A_{n}$ of all the stationary points in the record, measured from some common baseline, were numbered consecutively from 1 to $N$ so that the maxima, say, corresponded to even values of $n$ and the minima to odd values of $n$. The zero of the record was taken to be the mean of $A_{n}$ :

$$
\bar{A}=\frac{1}{\bar{N}} \sum_{n=1}^{N} A_{n}
$$

The distribution of the variate

$$
X_{n}=(-1)^{n}\left(A_{n}-\bar{A}\right)
$$

was then studied. The histograms corresponding to the distribution of $X_{n}$ are shown in figure $\mathbf{6 ( a )}$ to (e).
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To obtain the parameters for the theoretical distribution a harmonic analysis of the original record was made by means of the N.I.O. Fourier analyser (see Darbyshire \& Tucker 1953). The range of frequency was divided into a number of equal


$\qquad$

(e)
1 min

Figure 5. Typical short sections of the five records ohosen for analysis. (a) pressure on the sea bed off Pendeen, Cornwall, 08.00 to 08.20 , I5 March 1945; (b) wave height in the Bay of Biscay, 19.00 to 19.12, 11 November 1954; (c) wave height in the Bay of Biscay, 02.00 to 02.12, 12 November 1954; (d) angle of pitch of R.R.S. Discovery II, in North Atlantic, 13.21 to 13.33, 25 May 1954; (e) angle of roll of R.R.S. Discovery II, in North Atlentic, 14.05 to $14.17,21$ Mey 1954
narrow ranges each containing about 10 harmonics of the length of the record, and the energy $\Sigma \frac{1}{2} c_{n}^{2}$ was summed for each interval. The energy spectra are shown in figure $7(a)$ to (e). The moments $m_{0}, m_{2}$ and $m_{4}$ of the distribution were then calculated by multiplying the energy in each small range of frequency by $1, \sigma^{2}$ and $\sigma^{4}$
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(a)
Figure 6. Energy spectra of the five renords shown in figure 5.
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respectively. From these three moments the parameter $\varepsilon$ defined by equation (1.20) was calculated. The corresponding curves of probability $p(\eta)$, multiplied by the total number $N$ in each sample, are shown in figure $6(a)$ to (e).

In constructing the histograms the horizontal scale has been divided, not into equal intervals, but into intervals such that the expected numbers of maxima in each interval (according to the theoretical distribution) are equal. The purpose is to avoid the small classes that must otherwise occur at the two ends of the distribution, and which make the application of the $\chi^{2}$ significance test unsatisfactory unless the classes are amalgamated in some arbitrary way. The vertical scale is so chosen that, for each separate subclass, a rectangle whose height indicated the expected frequency of maxima would enclose the same area as is enclosed by the curve of theoretical frequency. The width of the two outermost rectangles is chosen quite arbitrarily, but this does not affect in any way the application of the $\chi^{2}$ test. Some relevant data concerning the five records are given in table 1 . The first record is of wave pressure measured on the sea bed in a depth of 110 ft . of water by a powerphone pressure recorder, in March 1945 (described by Barber \& Ursell, 1948). The section of record in figure $5(a)$ indicates a long, regular swell with a fairly narrow spectrum ( $\varepsilon=0.41$ ). However, it contains a certain amount of energy outside the main frequency band.

Table 1. Data for the records in figures 5 to 7

|  | $\epsilon$ <br> (fromenergy |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| oxample | $N$ | spectrum) | $P\left(\chi^{2}\right)$ | $\epsilon$ <br> (from $r$ ) | (from $\rho$ ) |
| $(a)$ | 164 | 0.41 | 0.60 | 0.31 | 0.37 |
| $(b)$ | 220 | 0.57 | 0.62 | 0.58 | 0.66 |
| $(c)$ | 270 | 0.67 | 0.55 | 0.68 | 0.68 |
| $(d)$ | 180 | 0.48 | 0.67 | 0.44 | 0.45 |
| $(e)$ | 250 | 0.20 | 0.12 | 0.26 | - |

The second and third records are of waves in deep water (Bay of Biscay) measured by the shipborne wave recorder installed in R.R.S. Discovery 1I. The instrument has been described by Tucker (1952). The two records are somewhat more irregular than the pressure record and have correspondingly broader apectra ( $\varepsilon=0.57$ and $\varepsilon=0.67$ respectively). This is due partly to the fact that the records of wave height contain more energy of higher frequency than the record of pressure.

The last two records are of the pitching and rolling motion of R.R.S. Discovery II in a seavay in the North Atlantic. The angles of pitch and roll were measured in the conventional manner by gyroscopes. The roll, in particular, has a very narrow spectrum ( $\varepsilon=0.20$ ) and the record is correspondingly regular. This is as we should expent, since the rolling motion of a ship is only lightly damped, and is tuned sharply to oscillations having a period close to its period of free motion.

For each of the above records the quantity $\chi^{2}$ was calculated, and also the probability of $\chi^{2}$ exceeding this value. Since two parameters have been estimated from the sample (the mean height and the total frequency) $\chi^{2}$ has in eaoh case 8 degrees of freedom. From table 1 it will be seen that for none of the records is the probability of $\chi^{2}$ aignificantly amall.
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 Statistical distribution of the maxima of a random functionFor each measured sample of $X_{n}$ the quantities $r$ (the proportion of negative maxima) and $\rho\left(=\mu_{1}^{\prime 2} / \mu_{0}^{\prime} \mu_{2}^{\prime}\right)$ have been found, and from the relations (3.7) and (4-10) two independent estimates of $e$ have been made. These are also given in table $l$. It will be seen that in examples $(b),(c)$ and ( $d$ ) the values of $\epsilon$ are in good agreement with that derived from the moments of the energy function $E(\sigma)$. In examples (a) and (e) the estimate derived from $r$ is not in such good agreement, but this is hardly surprising, since the number of negative maxima on which the estimate is based is rather small. In example 5 , the estimate derived from $\rho$ gives a small negative value for $\epsilon^{2}$, which is of course impossible. In all the other cases the alternative estimates of $\varepsilon$ are so close to the original estimate as to make no significant difference to the probability of $\chi^{2}$.

## 8. Crest-to-trodgh wave heights

In view of the agreement of the observed distributions of the heights of orests with the theoretical distribution it is interesting to study also the distribution of the crest-to-trough wave heights in the same records.

The local crest-to-trough wave amplitude $a_{n}$ may be defined as half the absolute difference in height between a crest and the preceding trough, or between a trough and the preceding crest. Thus

$$
\begin{equation*}
a_{n}=\frac{1}{2}\left(X_{n}+X_{n-1}\right) . \tag{8.1}
\end{equation*}
$$

The statistical distribution of $a_{n}$ is more difficult to obtain theoretically than that of $\boldsymbol{X}_{n}$ for general values of $\varepsilon$. However, when $\epsilon \ll 1$ the function $f(t)$ is a regular sinewave with slowly varying phase and amplitude, so that $a_{n}=X_{n}$ very nearly. So we may expect $a_{n}$ to be distributed according to the Rayleigh distribution (2.8). By considering a disturbance consisting of a small ripple superposed on a long wave ( $\varepsilon \sim 1$ ) it can be seen that the distribution of $a_{n}$ must in general be different from the Rayleigh distribution, though not necessarily by very much. The general distribution no doubt depends on other parameters besides $\epsilon$. Yet it is reasonable to expect that for small values of $\epsilon$ the observed distribution of $a_{n}$ will be in better agreement with the Rayleigh distribution than for larger values of $\epsilon$.

In figure 8 are shown the observed distributions of $a_{n}$ in the five examples disoussed in §7, together with the corresponding Rayleigh distributions

$$
p(a)=\frac{a}{\overline{u^{2}}} e^{-a a^{2} / 2 a^{a}},
$$

where is $\bar{a}$ the root-mean-square wave amplitude. The values of $\chi^{2}$ and $P\left(\chi^{2}\right)$ are given in table 2. ( $\chi^{2}$ again has 8 degrees of freedom, since two parameters-in this case the total number in the sample and the root-mean-square amplitude-have been estimated.)

The table shows that the records with the smallest value of $\epsilon$ (examples (a), (d) and (e)) do not give significantly amall values of $P\left(\chi^{2}\right)$. On the other hand, those with the two largest values of $\varepsilon$ give very significant values of $P\left(\chi^{2}\right)$. This verifies our expectation that the observed distribution departs more from the Rayleigh distribution as the width of the energy spectrum increases.

From figure 8 it will be seen that the records with the two broad spectra deviate especially from the Rayleigh distribution for low values of the wave amplitude, having relatively more waves in that range. It appears that the mode of the distribution has a tendency to move to the left in the broader spectra.

presaure amplitude (ft. of water)

wave arnplitude (ft.)

amplitude of pitch (deg.)

amplitude of roll (deg.)

Ftotere 8. The atatiatical diatribution of the crest-to-trough amplitudes for the five records shown in figure 5.
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Our conclusions may be compared with those of Watters (i953) who studied histograms of wave heights of 109 records, and compared 38 of these with the corresponding Rayleigh distributions (with variance chosen so as to give the best fit). Although some of the values of $P\left(\chi^{2}\right)$ were low (as small as 0.05 ) the values talken as a whole did not show a significant departure from the Rayleigh distributions. There are two possible explanations for this. First, the intervals of wave height were equal, and so there were many classes containing only very few heights. In applying the test these olasses were arbitrarily pooled, and it can be shown that in several cases pooling the classes in a different way would have resulted in much lower values of $\chi^{2}$. (The difficulty is avoided by our present method of making the theoretical classes of uniform size.) Secondly, the widths of the energy spectra of the records studied by Watters were probably less than in examples (b) and (c) of the present paper, which were in fact chosen on account of their exceptional breadth.

Table 2. Data for the distributions of figure 8

| example | $\epsilon$ | $P\left(\chi^{2}\right)$ |
| :---: | :---: | :--- |
| (a) | 0.41 | 0.33 |
| (b) | 0.57 | 0.001 |
| (c) | 0.67 | 0.000 |
| (d) | 0.48 | 0.55 |
| (e) | 0.20 | 0.51 |

## 9. Conolusions

If $\xi$ denotes the height of a maximum of the random function $f(t)$ above the mean level, and if $m_{0}^{\dagger}$ is the r.m.s. value of $f(t)$, then the statistical distribution of $\eta\left(=\xi / m_{0}^{d}\right)$ is a function only of $\eta$ and one other parameter $\varepsilon$, which defines the relative width of the energy spectrum of $f(t)$. $\epsilon$ lies between 0 and 1 . When $\epsilon \rightarrow 0, p(\eta)$ tends to a Rayleigh distribution; when $\epsilon \rightarrow 1, p(\eta)$ tends to a Gaussian distribution. As $\varepsilon$ increases from 0 to $l$, the mean of $p(\eta)$ gradually decreases, the variance increases and the shewness decreases. The proportion of maxima that are negative steadily increases. The mean height of the highest $1 / \eta$ th of the waves varies little for small values of $\varepsilon$, but tends always to decrease. The highest maximum in a sample of $N$ maxima tends to decrease relative to $m_{0}$ but to increase relative to the r.m.s. height of the maxima.

The records of ocean waves and of ship motion which are discussed in the present paper show good agreement with the theoretical distributions, for various values of $\epsilon$ ranging from 0.20 to 0.68 .
The theoretical distribution of crest-to-trough heights is known only for a narrow spectrum ( $\varepsilon=0$ ), when it is a Rayleigh distribution. In three of the examples in this paper, for which $\epsilon<0.5$ and the total number in the sample was less than 300 , there was no significant departure from the Rayleigh distribution. On the other hand, the examples with the broadest spectra ( $\varepsilon=0.67$ and $\varepsilon=0.67$ ) did show significant departures.

This indicates the need for a theoretical derivation of the crest-to-trough height distribution when $\epsilon>0$. Meanwhile, for the purpose of practical prediction, it would
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be better to deal with crest-heights rather than with crest-to-trough heights as is customary at present.
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## STATISTICAL PROPERTIES OF A MOVING WAVE-FORM

By M. S. LONGUET-HIGGINS

Received 27 June 1955
Many of the statistical properties of a random noise function $f(t)$ have been derived by Rice (4); for example, the mean frequency of zero crossings and the statistical distribution of maxima and minima. These distributions have been shown to apply quite accurately to physical phenomena; in particular, when $f(t)$ represents the height of sea waves at a certain point or the pressure at a fixed point on the sea bed ( $1,3,5$ ).

In some applications, however, we wish to deal with moving wave-forms, and to distinguish between positive and negative directions. Thus we may be interested in finding the coefficient of reflexion of waves from a fixed obstacle. We have then to consider a random function depending on both a space variable $x$ and a time variable $t$, and to consider statistical properties involving the motion of the surface as well as its configuration at any one time.

In the present paper a beginning is made with the consideration of essentially two such statistical distributions: the velocities of zeros and the frequency of 'twinkles'.

Imagine a line drawn through a given level of the function, say the mean, which we take to be zero. At a particular instant the function will cross this line at a number of points, the 'zeros' of $f(x, t)$. A moment later the zeros will have shifted to new positions. The ratio of displacement of each zero to the small increment of time may be called the velocity of the zero, say $c$; clearly

$$
c=-\frac{\partial f / \partial t}{\partial f / \partial x} .
$$

It is the statistical distribution of $c$ that is investigated in §2. For purely progressive waves the velocities are of course mainly of the same sign; if some energy travels in the opposite sense the velocities will more often be negative. In general, the distribution of $c$ is found to be symmetrical about a mean velocity which depends on the first moment of the energy distribution about the origin.

Certain associated distributions may be derived immediately. For example, the velocity of the surfsce at a given level, not necessarily the mean, has a similar statistical distribution; also the velocities of points having zero gradient, i.e. the maxima and minima of the wave-form.

Points on the surface having a constant gradient may appropriately be called specular points, being those points at which a distant observer would see his own image, or the image of another distant object, reflected in the surface. The movement of specular points, then, is very similar to the movement of the zeros, and may sometimes be more conveniently observed. Now it happens occasionally that a specular point, instead of moving to an adjacent position, vanishes completely, or alternatively one appears where there was previously none before. This will occur, in general, when the epecular point coincides with a point of inflexion, and it is not difficult to see that
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specular points are created or annihilated in pairs. The creation or annihilation of a pair of specular points will be called a 'twinkle'.

In $\S 4$ we investigate the frequency of twinkles, as a function of the energy spectrum of $f$. The frequency is given by equation (58). For a narrow group of waves travelling entirely in one direction, the frequency of twinkles is least; for standing waves it is a maximum, as one can observe by watching water waves reflected from a barrier. The frequency of twinkles depends also on the width of the energy spectrum and the angle from which the surface is viewed. The maximum frequency is found to be at an angle near the r.m.s. inclination of the surface. Thus by simple visual observations one can determine the r.m.s surface slope of the wave, the width of the spectrum and the proportion of energy travelling in either direction.


Fig. 1. Mlustrating (a) winkles, (b) twinkles, (c) arinkles. Any of the three events may be reversed in time.

We consider also two events analogous to a twinkle, namely, when a pair of zeros of $f$ coincide and are annihilated (which we call a 'winkle') and when two points of inflexion are created (which we call a 'crinkle'). The frequencies of winkles and crinkles are calculated in terms of the energy spectrum of $f$.

1. Definitions. Generalizing Rice (4) we consider a random function of two variables given by

$$
\begin{equation*}
f(x, t)=\sum_{n} c_{n} \cos \left(k_{n} x+\sigma_{n} t+\varepsilon_{n}\right) \tag{1}
\end{equation*}
$$

Thus $f$ is represented as the sum of an infinite number of travelling sine-waves. The wave numbers $k_{n}$ are densely distributed between $-\infty$ and $\infty$, and $\sigma_{n}=\sigma\left(k_{n}\right)$ is an even function of $k_{n}$ :

$$
\begin{equation*}
\sigma(-k)=\sigma(k) \tag{2}
\end{equation*}
$$
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so that each wave travels with the appropriate velocity $-\sigma_{n} \mid k_{n}$; positive and negative values of $k_{n}$ correspond to waves travelling in opposite senses. The amplitudes $c_{n}$ and phases $\epsilon_{n}$ are random variahles, $\epsilon_{n}$ being distributed with uniform probability in the range ( $0,2 \pi$ ) and $c_{n}$ being such that any small interval of wave number $d k$

$$
\begin{equation*}
\sum_{d k} \frac{1}{2} c_{n}^{2}=E(k) d k . \tag{3}
\end{equation*}
$$

$E(k)$ is a positive, continuous function of $k$ which will be called the energy spectrum of $f$.
We shall write $m_{0}$ for the total energy per unit distance, defined by

$$
\begin{equation*}
m_{0}=\int_{-\infty}^{\infty} E(k) d k_{1} \tag{4}
\end{equation*}
$$

and in general $m_{n}$ for the $n$th moment

$$
\begin{equation*}
m_{n}=\int_{-\infty}^{\infty} k^{n} E d k \tag{5}
\end{equation*}
$$

Similarly, for the moments of the functions $\sigma E$ and $\sigma^{2} E$ we write

$$
\left.\begin{array}{l}
m_{n}^{\prime}=\int_{-\infty}^{\infty} k^{n} \sigma E d k,  \tag{6}\\
m_{n}^{*}=\int_{-\infty}^{\infty} k^{n} \sigma^{2} E d k-
\end{array}\right\}
$$

It is assumed that the moments exist up to all orders required.
We shall make use of the central limit theorem in $n$ dimensions, which may be stated as follows.

Let $\xi_{1}, \ldots, \xi_{n}$ be $n$ quantities, eaoh the sum of a large number of independent variables whose expectation is zero. Then under certain general conditions (see Cramer (2)) the joint-probability distribution of $\xi_{1}, \ldots, \xi_{n}$ is normal:

$$
\begin{equation*}
p\left(\xi_{1}, \ldots, \xi_{n}\right)=\frac{1}{(2 \pi)^{n / 2} \Delta^{1}} e^{-\$ M_{i j} \xi_{i} \xi_{j}} \tag{7}
\end{equation*}
$$

where $M_{l d}$ is the inverse matrix to

$$
\Xi_{i j}=\left(\begin{array}{cccc}
\overline{\xi_{1}^{2}} & \overline{\xi_{1} \xi_{2}} & \cdots & \overline{\xi_{1} \xi_{n}}  \tag{8}\\
\overline{\xi_{2} \xi_{1}} & \overline{\xi_{2}^{2}} & \cdots & \overline{\xi_{2} \xi_{n}} \\
\vdots & \vdots & & \vdots \\
\overline{\xi_{n} \xi_{1}} & \overline{\xi_{n} \xi_{2}} & \cdots & \overline{\xi_{n}^{2}}
\end{array}\right) \text {, }
$$

and

$$
\begin{equation*}
\Delta=\left|\Xi_{i j}\right| . \tag{9}
\end{equation*}
$$

Here $\overline{\xi_{i} \xi_{j}}$ denotes the mean value of $\xi_{i} \xi_{j}$ over the probahility space of the random variables.

Now $f$ and its derivatives are, by definition, functions of this type and we have, for example,

$$
\begin{equation*}
\overline{f^{2}}=\sum_{n} \frac{1}{2} c_{n}^{2}=m_{0}, \tag{10}
\end{equation*}
$$
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so that the probability distribution of $\xi_{1}=f$ is

$$
\begin{equation*}
p\left(\xi_{1}\right)=\frac{1}{\left(2 \pi m_{0}\right)^{i}}--\int \beta / m_{0} \tag{11}
\end{equation*}
$$

Similarly we have

$$
\begin{align*}
& \overline{\left(\frac{\partial f}{\partial x}\right)^{2}}=\sum_{n} \frac{1}{2} v_{n}^{2} c_{n}^{2}=m_{2},  \tag{12}\\
& \overline{\left(\frac{\partial f}{\partial t}\right)^{2}}=\sum_{n} \frac{1}{2} \sigma_{n}^{2} c_{n}^{2}=m_{0}^{\prime \prime}, \\
& \overline{\frac{\partial f}{\partial x} \frac{\partial f}{\partial t}}=\sum_{n} \frac{1}{2} k_{n} \sigma_{n} c_{n}^{2}=m_{1}^{\prime},
\end{align*}
$$

so that the matrix of correlations for $\xi_{2}, \xi_{3}=\partial f / \partial x, \partial f / \partial t$, is

$$
\Xi_{i j}=\left(\begin{array}{ll}
m_{2} & m_{i}^{\prime}  \tag{I3}\\
m_{\mathrm{I}}^{\prime} & m_{0}^{\prime \prime}
\end{array}\right),
$$

and the joint-probability distribution of $\xi_{2}, \xi_{3}$ is

$$
\begin{equation*}
p\left(\xi_{2}, \xi_{\mathrm{s}}\right)=\frac{1}{2 \pi \Delta_{0}^{1}} \exp \left[-\left(m_{0}^{\prime \prime} \xi_{2}^{2}-2 m_{1}^{\prime} \xi_{2} \xi_{\mathrm{s}}+m_{2} \xi_{5}^{2}\right) / 2 \Delta_{0}\right], \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{0}=m_{2} m_{\mathrm{a}}^{\prime}-\boldsymbol{m}_{\mathrm{I}}^{\prime 2} . \tag{15}
\end{equation*}
$$

The correlations of $f$ with $\partial f / \partial x$ and $\partial f / \partial t$ are both zero, so that the probability distribution of $\xi_{1}, \xi_{2}, \xi_{s},=f, \partial f \mid \partial x$, $\partial f / \partial t$, is given by

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=p\left(\xi_{1}\right) p\left(\xi_{2}, \xi_{3}\right), \tag{16}
\end{equation*}
$$

where $p\left(\xi_{1}\right)$ is given by (11) and $p\left(\xi_{2}, \xi_{3}\right)$ by (14).
2. The velocities of zeros. Consider the intersection of the curve $y=f(x, t)$ with a fixed line parallel to the $x$-axis, say $y=\xi_{1}$. In a short interval of time $d t$ the intersection will have moved through a horizontal distance $d x$, where

$$
\begin{equation*}
\frac{\partial f}{\partial x} d x+\frac{\partial f}{\partial t} d t=0 . \tag{17}
\end{equation*}
$$

Accordingly the velocity of the intersection is

$$
\begin{equation*}
c=\frac{d x}{d t}=-\frac{\partial f / \partial t}{\partial f / \partial x} . \tag{18}
\end{equation*}
$$

The probability distribution of $c$ is therefore the probability distribution of $-\xi_{3} / \xi_{2}$, where the distribution of $\xi_{2}$, $\xi_{3}$ is given by (14). To find the distribution of $c$ let us write
so that

$$
\begin{gather*}
-\xi_{3}\left(\xi_{2}=\eta_{1}, \quad \xi_{3}=\eta_{2}\right.  \tag{19}\\
J=\frac{\partial\left(\xi_{3}, \xi_{3}\right)}{\partial\left(\eta_{1}, \eta_{2}\right)}=\frac{\eta_{2}}{\eta_{1}^{2}} . \tag{20}
\end{gather*}
$$
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The probability of ( $\eta_{1}, \eta_{2}$ ) lying in a small region of the ( $\eta_{1}, \eta_{2}$ )-plane is equal to the probability of $\left(\xi_{2}, \xi_{3}\right)$ lying in the corresponding region of the $\left(\xi_{2}, \xi_{3}\right)$-plane-which has an area $|J|$ times as great. Hence the probability distribution of $\eta_{1}, \eta_{2}$ is given by

$$
\begin{equation*}
p\left(\eta_{1}, \eta_{2}\right)=\frac{1}{2 \pi \Delta_{\gamma}^{1}}\left|\eta_{2} / \eta_{1}^{2}\right| \exp \left[-\eta_{2}^{2}\left(m_{0}^{\prime \prime} / \eta_{1}^{2}+2 m_{1}^{\prime} / \eta_{1}+m_{2}\right) / 2 \Delta_{0}\right] . \tag{21}
\end{equation*}
$$

To find the distribution of $c=\eta_{1}$ we integrate the above expression with respect to $\eta_{2}$ from $-\infty$ to $\infty$, obtaining

$$
\begin{equation*}
\underline{L}(c)=\frac{\Delta}{\pi} \frac{1}{m_{2} c^{2}+2 m_{1}^{\prime} c+m_{0}^{n}} \tag{22}
\end{equation*}
$$

Let us consider this distribution. It has a maximum or mode when

$$
\begin{equation*}
c=-\frac{m_{1}^{\prime}}{m_{2}}=\overline{\mathrm{c}}, \tag{23}
\end{equation*}
$$

say, and is symmetrical about its mean value, as may be seen by writing it in the form

$$
\begin{equation*}
p(c)=\frac{1}{\pi} \frac{\Delta_{\Delta}^{\frac{1}{2}} / m_{2}}{(c-\bar{c})^{2}+\Delta_{0} / m_{2}^{2}} . \tag{24}
\end{equation*}
$$

The even moments of the distribution, apart from the moment of zero order, are infinite, and so therefore is the standard deviation. However, a convenient measure of the spread of velocities is the interquartile range (i.e. the central range containing half the probability distribution), which is of width

$$
\begin{equation*}
w=2 \Delta_{0} / m_{\mathbf{2}} . \tag{25}
\end{equation*}
$$

As an example let us auppose that the spectrum of the function consists of two narrow bands, of equal wave-length but opposite direction. Let a proportion $q$ of the energy be travelling in the positive direction, and a proportion ( $1-q$ ) in the negative direction. Then if $\vec{k}$ is the mean (absolute) wave number and $\vec{\sigma}$ the corresponding value of $\sigma$ we have

$$
\begin{equation*}
m_{2}=\bar{k}^{2} m_{0}, \quad m_{0}^{n}=\bar{\sigma}^{2} m_{0}, \quad m_{1}^{\prime}=(1-2 q) \bar{\sigma} \bar{k} m_{0} \tag{26}
\end{equation*}
$$

The mean velocity $\bar{c}$ is therefore

$$
\begin{equation*}
\delta=-\frac{m_{1}^{\prime}}{m_{\mathrm{l}}}=(2 q-1) \bar{\sigma} / \bar{k}, \tag{27}
\end{equation*}
$$

and the interquartile range is

$$
\begin{equation*}
w=\frac{2 \Delta^{\frac{1}{t}}}{m_{1}}=4 q^{\frac{1}{1}(1-q)^{\frac{1}{2}} \bar{\sigma} / \bar{k} .} \tag{28}
\end{equation*}
$$

For purely progressive waves $q=1$ and so

$$
\begin{equation*}
\overline{\mathbf{c}}=\bar{\sigma} / \bar{k}, \quad w=0 ; \tag{29}
\end{equation*}
$$

the velocitiee are all concentrated at the phase velocity $\bar{\sigma} / \bar{k}$. For standing waves $q=\frac{1}{2}$ and so

$$
\begin{equation*}
\bar{c}=0, \quad w=2 \bar{\sigma} / \bar{k} ; \tag{30}
\end{equation*}
$$

the velocities are symmetrical about zero, and the half-width of the distribution is ZF/ $\bar{k}$, the greatest possible. Just half the velocities are greater in absolute magnitude than $\bar{\sigma} / k$, half are lesa.

We have seen that the relative distribution of $c$ is independent of the level $\xi_{1}$ at which the velocity is measured, though there will necessarily be fewer crossings of any given level other than the zero level. From (16) the number of crossings per unit distance is proportional to $p\left(\xi_{1}\right)$ and so to $e^{-f / 2 m_{0}}$. The actual number of zero crossings per unit length of the $x$-axis has been determined by Rice (4); it is

$$
\begin{equation*}
N_{0}=\frac{1}{\pi}\left(\frac{m_{2}}{m_{0}}\right)^{\frac{1}{2}}, \tag{31}
\end{equation*}
$$

and in general, therefore, the number of crossings is

$$
\begin{equation*}
N_{0}=\frac{1}{\pi}\left(\frac{m_{2}}{m_{0}}\right)^{\frac{t}{2}}-e^{-n_{1}^{2} / 2 m_{0}} . \tag{32}
\end{equation*}
$$

3. Velocities of specular points. In a precisely similar way we may determine the distribution of velocities of 'specular' points on the surface having a given gradient. By a similar argument to $\S 2$ the velocity of a specular point is

$$
\begin{equation*}
c_{1}=-\frac{\partial^{2} f / \partial x \partial t}{\partial^{2} f / \partial x^{2}} \tag{33}
\end{equation*}
$$

To find the distribution of $c_{1}$ we have only to raise the indices of the moments $m_{n}$ in the previous distribution by two. Thas

$$
\begin{equation*}
p\left(c_{1}\right)=\frac{1}{\pi} \frac{\Delta_{1}^{\frac{1}{1}} / m_{4}}{\left(c_{1}-\bar{c}_{1}\right)^{2}+\Delta_{1} / m_{4}^{2}} \tag{34}
\end{equation*}
$$

where the mean velocity $\bar{C}_{1}$ is given by

$$
\begin{equation*}
\mathrm{E}_{1}=-\frac{m_{\mathrm{a}}^{\prime}}{m_{4}} \tag{35}
\end{equation*}
$$

and where

$$
\begin{equation*}
\Delta_{1}=m_{4} m_{2}^{n}-m_{3}^{t_{2}^{2}} \tag{36}
\end{equation*}
$$

This distribution will include as a special case the velocities of maxima and minima (crests and troughs) of the surface.

By comparison with (32) we see that the number of specular points per unit length of the $x$-axis is

$$
\begin{equation*}
\Lambda_{1}=\frac{1}{\pi}\left(\frac{m_{4}}{m_{2}}\right)^{\frac{1}{2}} e^{-5\} / 2 m_{1}} . \tag{37}
\end{equation*}
$$

Similarly, the distribution of the velocities $c_{2}$ of points of inflexion is

$$
\begin{equation*}
p\left(c_{3}\right)=\frac{1}{\pi} \frac{\Delta \frac{1}{2} / m_{\mathrm{e}}}{\left(c_{2}-\bar{c}_{2}\right)^{2}+\Delta_{2} / m_{6}^{2}}, \tag{38}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{c}_{2}=-\frac{m_{5}^{\prime}}{m_{8}}, \quad \Delta_{2}=m_{6} m_{4}^{\prime \prime}-m_{5}^{\prime 2} ; \tag{39}
\end{equation*}
$$

the average number of points of inflexion per unit distance is

$$
\begin{equation*}
N_{\mathrm{2}}=\frac{1}{\pi}\left(\frac{m_{6}}{m_{\mathrm{t}}}\right)^{\frac{1}{2}} \tag{40}
\end{equation*}
$$

4. Frequency of twinkles. If the specular points on a surface are observed continuously it will occasionally happen that one will disappear altogether, or, on the other hand, one will appear 'from nowhere'. A disappearance is caused by the specular point having no adjacent part of the surface to move to; its velocity becomes momentarily infinite. Such an event will occur, in general, when the specular point coincides with a maximum or a minimum of surface gradient (see Fig. 1). We shall call it a 'twinkle', including in this term also a reappearance of a specular point. From Fig. 1 it will be seen that the specular points are created or annihilated in pairs, a pair at each twinkle.

If the velocities of specular points were observed at one instant only, a twinkle would of course be an infinitely rare event. But supposing observation is continuous, one may inquire into the mean frequency of twinkles per unit distance per unit time. If this is denoted by $F_{1}$ then $N_{1} / F_{1}$ gives the average lifetime of a specular point, between appearance and disappearance.

We wish to find the probability of the event

$$
\begin{equation*}
\left(\frac{\partial f}{\partial x}=\text { constant, } \frac{\partial^{2} f}{\partial x^{2}}=0\right) \tag{41}
\end{equation*}
$$

in a time interval $(t, t+d t)$ and space interval $(x, x+d x)$. Let

$$
\left.\begin{array}{c}
\frac{\partial f}{\partial x}=\xi_{2}, \quad \frac{\partial^{2} f}{\partial x^{2}}=\xi_{4}  \tag{42}\\
\frac{\partial^{2} f}{\partial x{ }^{2} \partial t}=\xi_{5}, \quad \frac{\partial^{3} f}{\partial x^{2} \partial t}=\xi_{6}, \quad \frac{\partial^{3} f}{\partial x^{3}}=\xi_{7} \cdot
\end{array}\right\}
$$

Now the pair of variables $\xi_{2}, \xi_{4}$ are functions of the pair of variables $x, t$. If therefore $(x, t)$ is confined to a certain region of the $(x, t)$-plane having area $d x d t,\left(\xi_{2}, \xi_{4}\right)$ is confined to the corresponding region of the $\left(\xi_{2}, \xi_{4}\right)$-plane, which is $|J|$ times as great, where

$$
\begin{equation*}
J=\frac{\partial\left(\xi_{2}, \xi_{4}\right)}{\partial(x, t)}=\xi_{4} \xi_{6}-\xi_{5} \xi_{7} . \tag{43}
\end{equation*}
$$

Therefore the probability of $\xi_{2}, \xi_{4}$ taking prescribed values $\xi_{2}^{\prime}, \xi_{4}^{\prime}$ in this region is

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p\left(\xi_{2}^{\prime}, \xi_{4}^{\prime}, \xi_{5}, \xi_{8}, \xi_{7}\right)\left|\xi_{4}^{\prime} \xi_{8}-\xi_{5}^{\prime} \xi_{7}\right| d x d t d \xi_{6} d \xi_{6} d \xi_{7} \tag{44}
\end{equation*}
$$

Putting $\xi_{4}^{\prime}=0$ and dropping the dash from $\xi_{2}^{\prime}$ we have for the frequency of twinkles per unit distance and time

$$
\begin{equation*}
F_{1}^{\prime}\left(\xi_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p\left(\xi_{2}, 0, \xi_{5}, \xi_{8}, \xi_{7}\right)\left|\xi_{5} \xi_{7}\right| d \xi_{6} d \xi_{8} d \xi_{7} . \tag{45}
\end{equation*}
$$

Now the matrix of correlations for $\left(\xi_{2}, \xi_{4}, \xi_{5}, \xi_{8}, \xi_{7}\right)$ is

$$
\left(\begin{array}{ccccc}
m_{2} & 0 & 0 & -m_{\mathrm{a}}^{\prime} & -m_{\mathrm{a}}  \tag{46}\\
0 & m_{4} & m_{\mathrm{a}}^{\prime} & 0 & 0 \\
0 & m_{\mathrm{a}}^{\prime} & m_{2}^{\prime \prime} & 0 & 0 \\
-m_{3}^{\prime} & 0 & 0 & m_{4}^{\prime \prime} & m_{\mathrm{k}}^{\prime} \\
-m_{4} & 0 & 0 & m_{5}^{\prime} & m_{\mathrm{i}}
\end{array}\right),
$$
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and so

$$
\begin{equation*}
p\left(\xi_{2}, \xi_{4}, \xi_{6}, \xi_{8}, \xi_{7}\right)=p\left(\xi_{4}, \xi_{5}\right) p\left(\xi_{2}, \xi_{6}, \xi_{7}\right) \tag{47}
\end{equation*}
$$

where

$$
\begin{gather*}
p\left(\xi_{4}, \xi_{5}\right)=\frac{1}{2 \pi \Delta_{1}^{\prime}} \exp \left[-\left(m_{2}^{\prime \prime} \xi_{4}^{2}-2 m_{3}^{\prime} \xi_{4} \xi_{5}+m_{4} \xi_{5}^{2}\right) / 2 \Delta_{1}\right],  \tag{48}\\
\Delta_{1}=m_{2}^{\prime \prime} m_{4}-m_{3}^{\prime 2}, \tag{49}
\end{gather*}
$$

and

$$
\begin{align*}
& p\left(\xi_{2}, \xi_{0}, \xi_{7}\right)=\frac{1}{(2 \pi)^{\ddagger} \Delta^{i}}{ }^{-\dagger M_{i j} \xi_{i} \xi_{j}},  \tag{50}\\
& M_{i j}=\left(\begin{array}{ccc}
m_{2} & -m_{\mathrm{a}}^{\prime} & -m_{\mathrm{a}} \\
-m_{3}^{\prime} & m_{4}^{*} & m_{\mathrm{b}}^{\prime} \\
-m_{4} & m_{\mathrm{g}}^{\prime} & m_{\mathrm{g}}
\end{array}\right)^{-1} \text {, }  \tag{61}\\
& \Delta=\left|M_{i j}\right|^{-1} \text {. } \tag{62}
\end{align*}
$$

So we have
where $i, j$ take values 2, 6,7 . The integration with regard to $\xi_{5}$ oan be carried out immediately. We find

Now if $a_{i j}$ is any positive-definite ( $3 \times 3$ ) matrix we have, by standard methods,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{1}{2} a_{i j} x_{i} x_{j}}\left|x_{3}\right| d x_{2} d x_{3}=2(2 \pi)^{ \pm} A e^{-\frac{1}{2} B x_{1}^{2}}\left[e^{-\frac{1}{1} C^{2} x_{1}^{2}}+C x_{1} \int_{0}^{C x_{1}} e^{-\frac{1}{2} x^{2}} d x\right], \tag{55}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
A=\frac{a_{22}^{d}}{a_{22} a_{33}-a_{23}^{2}},  \tag{56}\\
B=\frac{\left|a_{3 j}\right|}{a_{22} a_{33}-a_{23}^{2}}, \\
C=\frac{a_{22} a_{31}-a_{32} a_{21}}{a_{12}^{\frac{1}{4}\left(a_{22} a_{33}-a_{23}^{2}\right)^{\frac{1}{2}}}}
\end{array}\right\}
$$

Substituting $\xi_{2}, \xi_{6}, \xi_{7}$ for $x_{1}, x_{2}, x_{3}$ in this result and writing

$$
\begin{equation*}
\xi_{2} / m_{2}^{\frac{z}{2}}=\eta, \quad \frac{m_{2} m_{9}-m_{4}^{2}}{m_{4}^{2}}=\delta^{2} \tag{57}
\end{equation*}
$$

we find

$$
\begin{equation*}
F_{1}=\frac{1}{\pi^{2}} \frac{\Delta 1}{m_{2}} \delta e^{-\frac{1}{\eta^{2}}}\left[e^{-\frac{1}{2} \eta^{2} / \delta t}+(\eta / \delta) \int_{0}^{\pi / t} e^{-\frac{1}{2} x^{2}} d x\right] \tag{58}
\end{equation*}
$$

or

$$
\begin{equation*}
F_{1}=\frac{1}{\pi^{2}} s d F(\eta, \delta) \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
s=\frac{\left(m_{2}^{\prime \prime} m_{4}\right)^{\frac{1}{2}}}{m_{2}}, \quad a^{2}=\frac{m_{2}^{z} m_{4}-m_{3}^{\prime 2}}{m_{2}^{*} m_{4}} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
F(\eta, \delta)=\delta e^{-\frac{1}{g}} \eta^{2}\left[e^{-\frac{1}{2} \eta^{2} / \beta}+(\eta / \delta) \int_{0}^{\pi / 8} e^{-\frac{1}{2} x^{2}} d x\right] \tag{81}
\end{equation*}
$$

## M. S. Longuet-Higains

Considering the terms in (59) we see that $s$ is a scale factor, $d$ discriminates between progressive and standing waves, and $F(\eta, \delta)$ is a function of $\eta$-the inclination of the surface relative to the r.m.s. slope $m_{2}^{\frac{3}{2}}-a n d$ of $\delta$, which is a measure of the width of the spectrum regardless of direction of travel of the energy.

For example, let us consider a narrow band of swell with mean (absolute) wave number $\dot{k}$ and frequency $\vec{\sigma}$. If a proportion $q$ of the energy travels in the positive direction and $(1-q)$ in the negative direction we have
and so

$$
\left.\begin{array}{rl}
m_{2}=\bar{k}^{2} m_{0}, & m_{4}=\bar{k}^{4} m_{0}, \\
m_{2}^{n}=\bar{k}^{2} \sigma^{2} m_{0}, & m_{\mathrm{s}}^{\prime}=\bar{k}^{3} \bar{\sigma}(1-2 q) m_{0}, \tag{63}
\end{array}\right\}
$$

where $\bar{\lambda}$ and $\bar{T}$ are the mean wave-length and period; also

$$
\begin{equation*}
d=2 q^{\frac{1}{2}}(1-q)^{\frac{1}{1}} . \tag{64}
\end{equation*}
$$

$d$ vanishes for $q=0$ or 1 , i.e. for purely progressive waves, and is a maximum for $q=\frac{1}{2}$, i.e. for standing waves. It follows that for progressive waves there are no twinkles, as we should expect, since then the specular points will advance with uniform velocity (cf. §2) and will have little tendency to vanish. On the other hand, for standing waves the range of surface gradients is changing frequently and we may expect considerable twinkling. This is confirmed by the vigorous twinkling in water waves when they are reflected from a fixed obstacle.

We may note that $d$ is proportional to $q^{\frac{1}{2}}$, and so to the r.m.s. amplitude of the waves travelling in the positive direction. If $a_{1}$ and $a_{2}$ denote the r.m.s. amplitudes of the waves travelling in the two directions we have (for the narrow spectrum)

$$
\begin{equation*}
d \div \frac{2 a_{1} a_{2}}{a_{1}^{2}+a_{2}^{2}} \tag{65}
\end{equation*}
$$

Next consider the dependence of $F_{1}$ on the angle of observation. The form of $F(\eta, \delta)$ depends on the ratio $\eta / \delta$. For $\eta / \delta>1$, e.g. for narrow spectra and for moderate or large values of $\eta$, we have

$$
\begin{equation*}
F(\eta, \delta)=\left(\frac{1}{2} \pi\right)^{\frac{1}{4}} \eta e^{-\frac{1 \eta^{2}}{} .} \tag{66}
\end{equation*}
$$

So the frequency of twinkles has a Rayleigh distribution with regard to angle of observation, with a maximum frequency at $\eta=1$, when $\xi_{2}-$ the r.m.s. gradient $m_{\frac{1}{8}}^{\frac{1}{4}}$. The maximum frequency is given by

$$
\begin{equation*}
F(\eta, \delta)=\left(\frac{\pi}{2 e}\right)^{\frac{1}{2}}, \tag{67}
\end{equation*}
$$

and so

$$
\begin{equation*}
F_{1}=4\left(\frac{2 \pi}{e}\right)^{\frac{1}{2}} \frac{q^{\frac{1}{2}}(1-q)^{\frac{1}{2}}}{\bar{\lambda}} . \tag{68}
\end{equation*}
$$

Thus for narrow spectra the frequency of twinkles provides a method of determining both the r.m.s. gradient and the proportion of energy travelling in either direction.
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For broader spectra, or for angles of observation very near to the vertical, the above approximation to $F$ breaks down, but we have
$F(\eta, \delta)=\delta$
very nearly, giving $\quad F_{1}=8 \delta \frac{q^{\frac{1}{2}(1-q)^{\frac{1}{2}}}}{\lambda \bar{\tau}}$.
So the frequency of twinkles at the azimuth is roughly proportional to $\delta$, the r.m.s. width of the spectrum.


Fig. 2. Curves of $F(\eta, \delta)$, showing the frequency of twinkling as a function of the relative gradient $\eta$, for six different widthe of spectrum $\delta$.

To estimate the frequency of twinkles at intermediate values of $\eta / \delta$ we have plotted $F(\eta, \delta)$ against $\eta$ for $\delta=0.0,0.2,0.4,0.6,0.8,1.0$ in Fig. 2.

The mean density of specular points being given by (40), the average lifetime $L_{1}$ of a speoular point is
where

$$
\begin{equation*}
L_{1}=\frac{N_{1}}{F_{1}}=\pi\left(\frac{m_{2}}{m_{2}^{n}}\right)^{\frac{1}{2}} \frac{1}{d} L(\eta, \delta) \tag{71}
\end{equation*}
$$

and $d$ is given by ( 60 ).
5. Winkling and crinkling. The analyais of twinkling, like that of speoular points, involves essentially the function $\partial f / \partial x$ and its derivatives; $f$ itself does not necessarily
enter. There is therefore a corresponding set of events involving the function $f$ in place of $\partial f / \partial x$; the order of each derivative that occurs is to be reduced by one.

A twinkle is defined as the coalescence of two points of given gradient at a point of inflexion (zero rate of change of gradient). Thus the corresponding event of lower order is the coalescence of two points at a fixed level at a maximum or minimum, in other words, the passing of a maximum or minimum through the given level. If the level is the mean level, this entails the disappearance (or reappearance) of a pair of zeros; the part of the curve on one side of the mean level is, as it were, removed, or winkled out. Such an event we shall call a 'winkle'. The frequency $F_{0}$ of winkles may be written down at once by analogy with the frequency of twinkles (equation (58)). For winkles at a general level $\xi_{1}$ we have
where now

$$
\begin{equation*}
F_{0}=\frac{1}{\pi^{\frac{1}{2}}} \frac{\Delta_{0}^{\frac{1}{2}}}{m_{0}} F\left(\eta_{0}, \delta_{0}\right), \tag{73}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{0}=\xi_{1} / m_{0}^{\frac{1}{2}}, \quad \delta_{0}^{2}=\frac{m_{0} m_{4}-m_{2}^{2}}{m_{0} m_{4}} \tag{74}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{0}=m_{0}^{\prime \prime} m_{2}-m_{1}^{\prime 2} . \tag{75}
\end{equation*}
$$

In particular, at the mean level we have

$$
\begin{equation*}
F_{0}=\frac{1}{\pi^{2}} \frac{\Delta b_{0}^{d} \delta_{0}}{m_{0}} \tag{76}
\end{equation*}
$$

The mean lifetime of a zero is

$$
\begin{equation*}
L_{0}=\frac{N_{0}}{F_{0}}=\pi \frac{\left(m_{0} m_{2}\right)^{\frac{1}{2}}}{\Delta_{0}^{\frac{1}{2}} \delta_{0}} . \tag{77}
\end{equation*}
$$

The corresponding statistics for higher derivatives may also be interesting. For $\partial^{2} f / \partial x^{2}$ the analogous event to a winkle or twinkle is the creation or annihilation of two points of inflexion, or more generally two new points having a given second derivative $\xi_{4}$. The case where the given curvature is zero, and the points are points of inflexion, is probably most easy to visualize. The curve then develops an extra 'crinkle', which is accordingly the name that we give to such an event. The frequency of (generalized) crinkles is
where

$$
\begin{gather*}
F_{2}=\frac{1}{\pi^{2}} \frac{\Delta_{2}^{\dagger}}{m_{4}} F\left(\eta_{2}, \delta_{2}\right),  \tag{78}\\
\eta_{2}=\xi_{4} / m_{4}^{\frac{2}{4}}, \quad \delta_{2}^{2}=\frac{m_{4} m_{\mathrm{g}}-m_{6}^{2}}{m_{6}^{2}} \tag{79}
\end{gather*}
$$

and

$$
\begin{equation*}
\Delta_{2}=m_{4}^{*} m_{\mathrm{a}}-m_{\mathrm{B}}^{\prime 2} . \tag{80}
\end{equation*}
$$

The frequency of 'ordinary' crinkles is

$$
\begin{equation*}
F_{2}=\frac{1}{\pi^{2}} \frac{\Delta \frac{1}{2} \hat{\partial}_{2}}{m_{4}} \tag{81}
\end{equation*}
$$

and the mean lifetime of a point of inflexion is

$$
\begin{equation*}
L_{2}=\pi \frac{\left(m_{4} m_{6}\right)^{\frac{1}{2}}}{\Delta_{2}^{\frac{1}{2}} \delta_{2}} . \tag{82}
\end{equation*}
$$
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In a recent paper (1) expressions were found for the statistical distributions of the velocities of the zero-crossings and of the maxima and minima of a random moving wave-form. In the present note it will be shown that these distributions are to some extent arbitrary, depending on how the points of observation are selected.

The same notation will be used and the same basic assumptions made as in (1). If

$$
\begin{equation*}
z=f(x, t) \tag{1}
\end{equation*}
$$

represents the height of a moving wave-form, being a function both of the horizontal co-ordinate $x$ and of the time $t$, then the joint-probability distribution of the three variables

$$
\begin{equation*}
\xi_{1}, \xi_{2}, \xi_{\mathrm{s}}=f, \frac{\partial f}{\partial x}, \frac{\partial f}{\partial t} \tag{2}
\end{equation*}
$$

was shown in (1) to be

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{8}\right)=p\left(\xi_{1}\right) p\left(\xi_{2}, \xi_{3}\right) \tag{3}
\end{equation*}
$$

where

$$
\begin{gather*}
p\left(\xi_{1}\right)=\frac{1}{\left(2 \pi m_{0}\right)^{\frac{1}{2}}} \exp \left(-\xi_{1}^{2} / 2 m_{0}\right)  \tag{4}\\
p\left(\xi_{2}, \xi_{3}\right)=\frac{1}{2 \pi \Delta_{0}^{\frac{1}{0}}} \exp \left[-\left(m_{0}^{\pi} \xi_{2}^{2}-2 m_{1}^{\prime} \xi_{2} \xi_{2}+m_{2} \xi_{3}^{2}\right) / 2 \Delta_{0}\right]  \tag{5}\\
\Delta_{\mathbf{0}}=m_{2} m_{0}^{\prime \prime}-m_{1}^{\prime 2} \tag{6}
\end{gather*}
$$

and $m_{0}, m_{0}^{\prime}, m_{1}^{\prime}, m_{2}$ are constants, being moments of the energy spectrum of $f$. The velocity of a point at a constant level $f=\xi_{1}$ is given by

$$
\begin{equation*}
c=-\frac{\partial f / \partial t}{\partial f / \partial x}=-\frac{\xi_{8}}{\xi_{2}}, \tag{7}
\end{equation*}
$$

and from (5) it was concluded that the probability distribution of $c$ is
where

$$
\begin{gather*}
p(c)=\frac{1}{\pi} \frac{\Delta_{\Delta}^{\frac{1}{2}} / m_{2}}{(c-\bar{C})^{2}+\Delta_{0} / m_{2}^{2}}  \tag{8}\\
\bar{C}=-\frac{m_{1}^{\prime}}{m_{2}} . \tag{9}
\end{gather*}
$$

- 

This distribution is independent of the level $\xi_{1}$ and is a symmetrical distribution with mean $\bar{c}$. We shall denote it more specifically by $p^{(1)}(c)$.

However, the dietribution of $c$ depends upon the manner in which it is observed. If a point $x$ and time $t$ are taiken at random, and if $c=-\xi_{3} / \xi_{3}$ is calculated for each $x$ and $t$, then the distribution of $c$ is indeed given by $p^{(1)}$. Moreover, if only those values
of $c$ are counted for which $\xi_{1}(=f)$ lies in the range $\xi_{1}^{\prime}<\xi_{1}<\xi_{1}+d \xi_{1}$, then $c$ has the same probability distribution (though the total frequency is naturally reduced), since by equation (2) $\xi_{2}$ and $\xi_{3}$ are statistically independent of $\xi_{1}$. If, however, $x$ and $t$ are chosen not at random but so that $\xi_{1}=\xi_{1}^{\prime}$ exactly, that is, if only those points and instants are chosen at which the function $f$ crosses a given level, then a different distribution for $c$ results.

This somewhat paradoxical situation may be clarified by considering a simpler instance of the same behaviour. The probability distribution of $\xi_{1}$ itself, that is, the probability that $\xi_{1}$ will lie between the limits $\xi_{1}^{\prime}, \xi_{1}^{\prime}+d \xi_{1}$ at any point and instant $(x, t)$, is given by

$$
\begin{equation*}
p\left(\xi_{1}^{\prime}\right) d \xi_{1}=\frac{1}{\left(2 \pi m_{0}\right)^{\frac{1}{2}}} \exp \left(-\xi_{1}^{\prime 2} / 2 m_{0}\right) d \xi_{1} . \tag{10}
\end{equation*}
$$

However, the probability that $\xi_{1}$ will cross the level $\xi_{1}^{\prime}$ in the range $(x, x+d x)$ and at time $t$ is found by writing

$$
\begin{equation*}
d \xi_{1}=d f=\left|\frac{\partial f}{\partial x}\right| d x=\left|\xi_{2}\right| d x \tag{11}
\end{equation*}
$$

in (10). Clearly this depends also on the gradient $\xi_{2}$. Although $\xi_{1}$ will cross the level $\xi_{1}^{\prime}$ on each 'occasion' when it lies in the range ( $\xi_{1}^{\prime}, \xi_{1}^{\prime}+d \xi_{1}$ ), when this is sufficiently small, nevertheless it 'spends longer' in the range if the gradient $\xi_{2}$ happens to be small. To find the total probability $N\left(\xi_{1}^{\prime}\right) d x$ for a crossing in the interval $(x, x+d x)$ it is necessary to integrate over all possible values of the gradient. Thus

$$
\begin{equation*}
N\left(\xi_{1}\right) d x=\int_{-\infty}^{\infty} p\left(\xi_{1}, \xi_{2}\right)\left|\xi_{2}\right| d x d \xi_{\Omega} \tag{12}
\end{equation*}
$$

and since from (3)

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}\right)=p\left(\xi_{1}\right) \frac{1}{\left(2 \pi m_{2}\right)^{\frac{1}{2}}} \exp \left(-\xi_{2}^{2} / 2 m_{0}\right) \tag{13}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
N\left(\xi_{1}\right)=\frac{1}{\pi}\left(\frac{m_{2}}{m_{0}}\right)^{\frac{1}{2}} \exp \left(-\xi_{1}^{2} / 2 m_{0}\right) \tag{14}
\end{equation*}
$$

(cf. (1), equation (32)).
We now apply this argument to find the distribution of $c$ under the conditions stated. We require first the probability $p^{(2)}\left(\xi_{2}^{\prime}, \xi_{3}^{\prime}\right) d \xi_{2} d \xi_{3}$ that $\xi_{2}^{\prime}<\xi_{2}<\xi_{2}^{\prime}+d \xi_{2}, \xi_{3}^{\prime}<\xi_{3}<\xi_{3}^{\prime}+d \xi_{3}$ when it is known that $\xi_{1}=\xi_{1}^{\prime}$ in $(x, x+d x), t$ being fixed. By the law of inverse probabilities,

$$
\begin{equation*}
p^{(2)}\left(\xi_{2}^{\prime}, \xi_{3}^{\prime}\right)=\frac{p^{(2)}\left(\xi_{1}^{\prime} \mid \xi_{2}^{\prime}, \xi_{3}^{\prime}\right)}{N\left(\xi_{1}^{\prime}\right)} \tag{15}
\end{equation*}
$$

where $p^{(2)}\left(\xi_{1}^{\prime} \mid \xi_{2}^{\prime}, \xi_{3}^{\prime}\right) d x d \xi_{2} d \xi_{3}$ denotes the probability that $\xi_{2}^{\prime}<\xi_{2}<\xi_{2}^{\prime}+d \xi_{2}$, that $\xi_{3}^{\prime}<\xi_{\mathrm{s}}<\xi_{3}^{\prime}+d \xi_{\mathrm{s}}$ and that $\xi_{1}=\xi_{1}^{\prime}$ in $(x, x+d x)$. But by the previous argument

$$
\begin{equation*}
p^{(2)}\left(\xi_{1}^{\prime} \mid \xi_{2}^{\prime}, \xi_{3}^{\prime}\right)=\left|\xi_{2}^{\prime}\right| p\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \xi_{3}^{\prime}\right) \tag{16}
\end{equation*}
$$

where $p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is the ordinary joint-probability distribution of $\left(\xi_{1}, \xi_{z}, \xi_{2}\right)$. Substituting from (3) we have

$$
\begin{equation*}
p^{\prime 2}\left(\xi_{2}, \xi_{3}\right)=\frac{1}{2(2 \pi)^{\frac{1}{2}}} \frac{1}{\left(m_{2} \Delta_{0} \frac{z^{\frac{1}{2}}}{\mid}\right.}\left|\xi_{2}\right| \exp \left[-\left(m_{0}^{n} \xi_{2}^{2}-2 m_{1}^{\prime} \xi_{8} \xi_{8}+m_{2} \xi_{3}^{2}\right) / 2 \Delta_{0}\right] \tag{17}
\end{equation*}
$$
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which may be compared with (5). To find the distribution of $c,=\xi_{3} / \xi_{2}$, we write

$$
\begin{gather*}
-\xi_{3} / \xi_{2}=\eta_{1}, \quad \xi_{2}=\eta_{2}  \tag{18}\\
\left|\frac{\partial\left(\xi_{2}, \xi_{3}\right)}{\partial\left(\eta_{1}, \eta_{2}\right)}\right|=\left|\eta_{2}\right| \tag{19}
\end{gather*}
$$

in (17) and obtain

$$
\begin{equation*}
p^{(2)}\left(\eta_{1}, \eta_{2}\right)=\frac{1}{2(2 \pi)^{\frac{1}{2}}} \frac{1}{\left(m_{2} \Delta_{0}\right)^{\frac{1}{2}}} \eta_{2}^{2} \exp \left[-\left(m_{0}^{\prime \prime}+2 m_{1}^{\prime} \eta_{1}+m_{2} \eta_{1}^{2}\right) \eta_{2}^{2} / 2 \Delta_{0}\right] . \tag{20}
\end{equation*}
$$

On integrating with respect to $\eta_{2}$ from $-\infty$ to $\infty$ and writing $\eta_{1}=c$ we find

$$
\begin{equation*}
p^{(2)}(c)=\frac{1}{2} \frac{\Delta_{0} / m_{2}^{\frac{2}{2}}}{\left[(c-\bar{c})^{2}+\Delta_{0} / m_{2}^{2}\right]^{\frac{2}{2}}}, \tag{21}
\end{equation*}
$$

$\bar{c}$ being given by (9). Like $p^{(1)}(c)$ (equation (8)) this distribution is independent of $\xi_{1}$ and is symmetrical about the mean value $d$. It differs from $p^{(1)}(c)$ only in having the index $\frac{3}{2}$ in the denominator, and in the normalizing constant. The width of the interquartile range is

$$
\begin{gather*}
2 \sqrt{ } 3 \Delta^{\frac{j}{j} / m_{2}}  \tag{22}\\
2 \Delta_{0}^{i} / m_{2} . \tag{23}
\end{gather*}
$$

whereas that of $p^{(1)}(c)$ is
The interpretation of the distribution of $c$ is accordingly very similar to that given in (1), equations (26)-(30).

To find $p^{(2)}(c)$ we supposed that $t$ was kept constant, and that $c$ was to be considered at those points $x$ for which $f$ or $\xi_{1}$ passed through a certain value. In other words we have considered $f$ as a function of $x$ for fixed $t$. On the other hand, we may keep $x$ constant and consider those instants $t$ when $f$ passes through a certain value, that is we may consider $f$ as a function of $t$ for fixed $x$. In this case the same argument leads to the following joint distribution for $\left(\xi_{2}, \xi_{3}\right)$ :

$$
\begin{equation*}
p^{(3)}\left(\xi_{2}, \xi_{3}\right)=\frac{1}{2(2 \pi)^{\frac{1}{2}}} \frac{1}{\left(m_{0}^{*} \Delta_{0}\right)^{\frac{2}{2}}}\left|\xi_{3}\right| \exp \left[-\left(m_{0}^{\prime} \xi_{2}^{2}-2 m_{1}^{\prime} \xi_{2} \xi_{3}+m_{2} \xi_{3}^{2}\right) / 2 \Delta_{0}\right], \tag{24}
\end{equation*}
$$

and a similar substitution gives for the distribution of $c$ :

$$
\begin{equation*}
p^{(3)}(c)=\frac{1}{2} \frac{\Delta_{0} / m_{2}^{2}}{\left[(c-\bar{c})^{2}+\Delta_{0} / m_{2}^{2}\right]^{\frac{1}{2}}}\left(\frac{m_{2}}{m_{0}}\right)^{\boldsymbol{t}}|c| . \tag{25}
\end{equation*}
$$

This distribution is similar to $p^{(1)}(c)$ and $p^{(2)}(c)$ in being independent of $\xi_{1}$ and having a width of order $\Delta_{0}^{\frac{1}{2}} / m_{2}$. But it is no longer a symmetrical distribution, on account of the factor $|c|$.

From the examples given it is clear that the probability distribution $p(c)$ depends upon the manner of selection of the points to be observed. If we imagine the surface $z=f(x, t)$ drawn, the first case corresponds to taking the intersection of the surface by an arbitrary ordinate parallel to the $z$-exis, and the second and third cases correspond to taking the intersection of the surface by lines parallel to the $x$-axis and the $t$-axis respectively. Clearly we may choose lines of intersection in any arbitrary direction, or indeed, curves of intersection having any shape or orientation.

## Velocities of the maxima in a moving wave-form

The second case considered may well be the most common in practical applications. Thus when studying water waves in a model tank photographs may be taken of the same wave profile at successive instants of time. The appropriate distribution is then $p^{(2)}(c)$.

In the paper (1) already quoted, the distribution of the velocities $c$ of specular points was derived by direct analogy with the velocities of zeros. Here also the distribution depends on the manner of selecting the points $(x, t)$. If, as may be the case in practice, the specular points are studied by photographing points of reflected light from a fixed direction at successive instants, then the appropriate distribution will be that analogous to $p^{(2)}(c)$, that is to say,
where

$$
\begin{equation*}
p^{(2)}\left(c_{1}\right)=\frac{1}{2} \frac{\Delta_{1} / m_{4}^{2}}{\left[\left(c_{1}-\bar{c}_{1}\right)^{2}+\Delta_{1} / m_{4}^{2}\right]^{\frac{3}{3}}}, \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
c_{1}=-\frac{m_{3}^{\prime}}{m_{\mathrm{d}}} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{1}=m_{\mathrm{a}} m_{2}^{\prime \prime}-m_{3}^{\prime 2}, \tag{28}
\end{equation*}
$$

rather than the distribution given by equation (34) of (1). Similarly for the velocities $c_{2}$ of the points of inflexion we have

$$
\begin{equation*}
p_{2}^{(2)}\left(c_{3}\right)=\frac{1}{2} \frac{\Delta_{2} / m_{6}^{2}}{\left[\left(c_{2}-\bar{c}_{2}\right)^{2}+\Delta_{2} / m_{6}^{2}\right]^{4}}, \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{2}=-\frac{m_{0}^{\prime}}{m_{\mathrm{B}}} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{2}=m_{6} m_{4}^{\prime}-m_{5}^{2} \tag{31}
\end{equation*}
$$

It will be noticed that the frequency of 'twinkling', which is also treated in (1), is not subject to the same arbitrariness.
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The following statistical properties are derived for a random, moving, Gaussian surface: (1) the probability distribution of the surface elevation and of the magnitude and orientation of the gradient; (2) the average number of zero-crossings per unit distance along a line in an arbitrary direction; (3) the average length of the contours per unit area, and the distribution of their direction; (4) the average density of maxima and minima per unit area of the surface, and the average density of specular points (i.e. points where the two components of gradient take given values); (5) the probability distribution of the velacities of zero-crossings along a given line; (6) the probability distribution of the velocities of contours and of specular points; (7) the probability distribution of the envelope and phase angle, and hence (8) when the spectrum is narrow, the probability distribution of the heights of maxima and minima and the distribution of the intervals between successive zero-crossings along an arbitrary line. All the results are expressed in terms of the two-dimensional energy spectrum of the surface, and are found to involve the moments of the spectrum up to a finite order only. (1), (3), (4), (5) and (8) are discussed in detail for the special case of a narrow spectrum.

The converse problem is also studied and solved: given certain statistical properties of the surface, to find a convergent sequence of approximations to the energy spectrum.

The problems arise in connexion with the statistical analysis of the sea surface.
(More detailed summaries are given at the beginning of each part of the paper.)
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## Introduction

On observing waves in the open ocean, one is struck by their irregularity: no single wave retains its identity for long, the distance between neighbouring crests varies with time and place, and frequently it is difficult to assign to the waves any predominant direction or
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orientation. Thus although the sea surface may, for some purposes, be treated as a uniform train of waves advancing in one direction only, such a representation is usually far from reality.

The first attempt to treat the sea surface as the sum of more than a finite number of simple sine-waves is due to Barber and his collaborators (1946), who used a harmonic analyzer to resolve a length of record, say of wave height or pressure at a fixed point, into its Fourier components. The physical basis for this procedure is that, if the waves are not too steep, the energy in any particular frequency band may be expected to be propagated independently of the rest of the spectrum, and with a velocity characteristic of its frequency. It was shown by Barber \& Urseli ( $194^{8}$ ) that for ocean swell this is in fact nearly true.

Just as sea waves have no single frequency or wavelength, so they have no single direction. One must therefore consider the Fourier spectrum of the sea surface with regard to both frequency and direction or, what is equivalent, the spectrum with regard to wave-number in two horizontal directions. A two-dimensional Fourier analysis for sea waves was proposed by Longuet-Higgins \& Barber (1946), who also suggested apparatus for finding a certain amount of information about the spectrum. Independently, Pierson (1952) has emphasized the importance of the distribution of energy with regard to direction when studying the generation and propagation of waves and swell. Thus waves from a limited storm area will decay more or less rapidly with distance according as the spread in direction of the energy is wide or narrow. Similarly, the angular distribution of the energy in a swell will be more or less concentrated according as the region in which it was generated subtends a wide or narrow angle at the point of observation.*

A very interesting problem now arises: the relation between the energy spectrum of the surface and its observable statistical properties. To take a simple example, suppose that we measure the surface elevation $\zeta$ at a fixed point: what is the r.m.s. value of $\zeta$ with regard to time; what is the average time interval between the maxima of $\zeta$; what proportion of the maxima have heights between two given values?

Questions of this kind have been studied theoretically by several authors, notably by Rice (1944, 1945) in connexion with the analysis of electrical noise currents. Rice considered the function

$$
\begin{equation*}
\zeta(t)=\sum_{n} \epsilon_{n} \cos \left(\sigma_{n} t+\epsilon_{n}\right), \tag{1}
\end{equation*}
$$

which is the sum of a large number of sine-waves of different frequency $\sigma_{\pi} / 2 \pi$. The phases $\epsilon_{n}$ are random variables distributed uniformly in the interval ( $0,2 \pi$ ), and the amplitudes $c_{n}$ are such that in any small interval of $\sigma$ of width $\mathrm{d} \sigma$,

$$
\begin{equation*}
\sum_{n} \frac{1}{2} c_{n}^{2}=E(\sigma) \mathrm{d} \sigma, \tag{2}
\end{equation*}
$$

say (our notation is slightly different from Rice's). The function $E(\sigma)$ may be called the energy spectrum of $\zeta$. It is the cosine transform of G. I. Taylor's correlation function

$$
\begin{equation*}
\psi(t)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \zeta\left(t^{\prime}\right) \zeta\left(t^{\prime}+t\right) \mathrm{d} t^{\prime} \tag{3}
\end{equation*}
$$

* Some other applications of the two-dimensional spectrum may be mentioned. It has been used to calculate the seismic energy generated hy sea waves, where the directional distribution of energy is essentially involved (Longuet-Higgins 1950). Eckart has used a two-dimensional analysis to calculate the scattering of sound from the sea surface ( 1953 a) and the waves eaused by a random distribution of pressure pulses (1953b). St Denis \& Pierson (r959) have applied it to ship motion; sec also Cartwright (1956).
(see Khintchine 1934). One can show that the method of harmonic analysis used by Barber \& Ursell (1948) is essentially equivalent to making an estimate of $\sqrt{ } E$, within limits of accuracy imposed by the finite length of the record (see Tukey 1949).

Using the above representation, Rice was able to derive many statistical properties of $\zeta$, in particular the probability distribution of $\zeta$ itself (which is Gaussian), the average number of zero-crossings of $\zeta$ per unit time, the probability distribution of the maxima, and certain statistical properties of the envelope.

It was found by Rudnick (1950) that records of sea-wave pressure are in fact Gaussian (see also Pierson 1952). Barber (1950) considered the distribution of wave heights, that is, the difference in level between a crest and the preceding trough, and compared some observations with the 'random-walk' (or Rayleigh) distribution,* which is the theoretical distribution for a narrow-band spectrum. This distribution has been discussed in more detail by the present author (1952), who showed that the theoretical ratios of the mean wave height, the mean of the highest one-third of the waves, and the height of the highest of $N$ waves were in close agreement with observation. Further observations are given by Watters (1953).

Some two-dimensional statistical properties of the sea surface have also been measured. By photographing the pattern and intensity of sunlight reffected from the sea surface, Cox \& Munk ( $1954 a, b$ ) have deduced the statistical distribution of the two components of surface slope, in winds of different intensity. They find that the distribution differs only slightly from a normal distribution. $\dagger$ One may expect that for swell, which is usually less steep than waves under the action of the wind, the departures from the normal distribution will be still less.
For more than fifty years attempts have been made to construct contour maps of the sea surface. Some results, together with references to earlier work, are given by Schumacher (1952). At the present time some very extensive maps are being made as proposed by Marks (1954). These maps may well be suitable for statistical analysis.

On the theoretical side, Eckart (1946) has considered the intensity of light reflected from a random surface whose gradient and second derivatives are all distributed normally; and he has also calculated the first and second moments of the total curvature. However, no extensive theoretical study of the two-dimensional statistical properties of a random surface appears to have been made.

The purpose of the present paper is to study theoretically the statistical properties of a random, moving Gaussian surface, in relation to its two-dimensional spectrum.

In view of the observations mentioned above, there is reason to believe that some at least of the results are relevant to waves in the open ocean. The analysis may also apply to other geophysical phenomena, for example, to microseisms or perturbations of the ionosphere. In addition, however, the subject is of interest as a branch of geometry, and we shall develop it here on its own account, leaving the application of the results and comparison with observations to a separate study.
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The paper is in three parts. Part I is mainly introductory; we define some convenient parameters for describing the surface: the long-crestedness, the skewness, the carrier wave and the envelope, and we find conditions for the surface to split up in various ways into one or more simpler systems of waves.

The chief results are contained in part II. Expressions are derived for the statistical distributions of the surface elevation and the magnitude and direction of the surface slope ( $\$ 2 \cdot 1$ ); for the average number of zero-crossings of $\zeta$ along a line in an arbitrary direction ( $\$ 2 \cdot 2$ ); for the average length of a given contour and for the distribution of its direction ( $\$ 2 \cdot 3$ ); for the density of maxima and minima (humps and hollows) per unit area of the surface, and the density of specular points (points where the two components of surface gradient take given values) ( $\$ 2 \cdot 4$ ); for the statistical distribution of the velocities of the zero-crossings of $\zeta$ along a given line ( $\$ 2.5$ ); for the statistical distributions of the velocities of the contours ( $\$ 2 \cdot 6$ ) and of specular points ( $£ 2 \cdot 7$ ). In order to interpret the more complex results, the case when the energy spectrum is narrow, i.e. when the waves are more or less uniform in wavelength and direction, is studied in detail. In $\S 2.8$ some properties of the wave envelope are considered, and from these are deduced the average number of waves in a group, the statistical distribution of the heights of maxima and the distribution of the spacing between successive zeros, all for a narrow spectrum.

In part III the converse problem is considered: given the statistical properties of the surface, to find its energy spectrum. To do this, use is made of a striking feature of the present distributions, that they depend only on the moments of the energy spectrum up to a finite order. Thus the average number of zero-crossings along a line involves only the moments of order 0 and 2 . The average number of maxima and minima along a line involves only the moments of order 2 and 4. Properties depending on the motion of the surface involve the odd as well as the even moments. Hence, by considering the statistical properties of the surface along a line in a number of different directions, the moments of the two-dimensional spectrum up to, theoretically, any order can be deduced. From this it is possible to obtain a convergent sequence of approximations to the spectrum ( $(3 \cdot 3$ ).

Detailed summaries of the results will be found at the beginning of each part.

## Part I. Description of the surface
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In § $1-4$ the curve of intersection of the surface by a perpendicular plane in an arbitrary direction 0 is considered. It is shown how the spectrum $E_{d}$ of this curve is related to the spectrum $E$ of the surface. The principal direction is defined as the direction in which the second-order moment of $E_{0}$, and so the r.m.s. wave-number, is a maximum. The minimum r.m.s. wave-number is in the perpendicular direction, and the ratios of the r.m.s. wave-numbers in these two directions is a convenient measure of the long-crestedness of the surface.

In §1-5 the carrier wave and the vave envelape are defined for a surface having a continuous spectrum. It is seen that in general the principal direction of the envelope is different from that of the wave surface, so that the waves form a 'staggered' or echelon pattern. The angle between the two principal directions is called the angle of skewness. It is proved that the envelope of the curve in which a vertical plane intersects the surface is the same as the curve in which the plane intersects the envelope.

In § 1.6 some special properties of a narrow spectrum are deduced; in particular, that the longcrestedness equals the reciprocal of the r.m.s. angular deviation of energy from the principal direction.

## 1-1. The representation of simple wave patterns

Imagine a single long-crested wave of length $\lambda$ travelling in a direction which makes an angle $\theta$ with the $z$ axis (see figure $1 a$ ). The wave-number $w$ along a line perpendicular to the crest is defined as

$$
w=2 \pi / \lambda .
$$

The wavelength and direction can be specified very conveniently by drawing a vector $\overrightarrow{O P}$ from a fixed point $O$ in a direction $\theta$, such that the length of $\overrightarrow{O P}$ equals $w$. Then if we consider a section of the surface along any line making an angle $\theta^{\prime}$ with the $x$ axis, it is clear that the wavelength along this section is increased in the ratio $\sec \left(\theta-\theta^{\prime}\right)$, so that the wavenumber is multiplied by $\cos \left(\theta-\theta^{\prime}\right)$. In other words the corresponding wave-number is simply the projection of $\vec{O} \vec{P}$ on a line in that direction. In particular, the wave-numbers parallel to the two fixed directions $(x, y)$ are the co-ordinates of the point $P$ with respect of axes in these directions. The equation of the wave surface is then

$$
\zeta=c \cos (u x+v y+\sigma t),
$$

where

$$
u, v=w \cos \theta, w \sin \theta
$$

and $\sigma$ is a function of $u$ and $v$. It will be assumed that $\sigma$ depends only upon the wavelength, that is on $/ /\left(u^{2}+v^{2}\right)=w$;

$$
\sigma=\sigma(u, v)=\sigma(w)
$$

We may take $\sigma$ to be positive, so that the direction of propagation is opposite to $\tilde{O} \vec{P}$. It follows from ( $1 \cdot 1 \cdot 4$ ) that

$$
\sigma(-u,-v)=\sigma(u, v)
$$

that is, waves of the same length but opposite in direction have equal and opposite velocities.
Consider now a pair of long-crested waves of equal amplitude $c$ (figure $1 b$ ). If these are represented in the wave-number diagram by the vectors $\overrightarrow{O P}_{1}$ and $\overrightarrow{O P_{2}}$, where $P_{1}=\left(u_{1}, v_{1}\right)$ and $P_{2}=\left(u_{2}, v_{2}\right)$, we have for the surface elevation

This may be written

$$
\zeta=c \cos \left(u_{1} x+v_{1} y+\sigma_{1} t\right)+c \cos \left(u_{2} x+v_{2} y+\sigma_{2} t\right) .
$$

$$
\zeta=2 c \cos \left(u^{\prime} x+v^{\prime} y+\sigma^{\prime} t\right) \cos (\bar{u} x+\bar{v} y+\bar{t} t)
$$

where

$$
\left.\begin{array}{ccc}
u^{\prime}=\frac{1}{2}\left(u_{1}-u_{2}\right), & v^{\prime}=\frac{1}{2}\left(v_{1}-v_{2}\right), & \sigma^{\prime}=\frac{1}{2}\left(\sigma_{1}-\sigma_{2}\right) . \\
\bar{u}=\frac{1}{2}\left(u_{1}+u_{2}\right), & \bar{v}=\frac{1}{\frac{1}{2}\left(v_{1}+v_{2}\right),} & \bar{\sigma}=\frac{1}{2}\left(v_{1}+\sigma_{2}\right) .
\end{array}\right\}
$$

If the wave-numbers $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ of the two original waves are nearly equal, the term

$$
2 c \cos \left(u^{\prime} x+v^{\prime} y+\sigma^{\prime} l\right)
$$

in (1-1-7) represents a slowly varying amplitude which we may call the 'envelope' and

$$
\cos (\bar{u} x+\bar{\sigma} y+\bar{\sigma} t)
$$

represents a 'carrier' wave of approximately the same wavelength and direction as the original waves. The carrier wave is represented in the wave-number diagram by the vector $O \vec{M}$, where $M$ is the mid-point of $P_{1} P_{2}$. The envelope is represented by $\overrightarrow{M P} P_{1}$ or $\overrightarrow{M P_{2}}$.


Figure 1. Representazion in the wave-number plane of (a) a single long-crested wave and (b) the sum of two long-crested waves of different wavelength and direction.

For example, suppose that the two waves are in the same direction but of different wavelength. Then the vectors $\overrightarrow{O P}_{1}$ and $\overrightarrow{O P}_{2}$ are in the same direction and so also are $\overrightarrow{O M}$ and $\overrightarrow{M P}$. Thus the envelope has the same direction as the carrier wave; the crests are infinitely long.

Again, suppose that the two waves are of equal length but in different directions. Then the vectors $\overrightarrow{O P}_{1}$ and $\overrightarrow{O P}_{2}$ are of equal length but different direction. The carrier wave, represented by $\overrightarrow{O M}$, lies in the mean direction, but the direction of the envelope is now at right angles to the carrier wave. The result is a short-crested system of waves.

In the general case (figure $1 b$ ) it will be seen that the wave crests are staggered, or form an echelon pattern one behind the other. The direction of this pattern is perpendicular to
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$P_{1} P_{2}$. The wave-number perpendicular to $P_{1} P_{2}$ is given by the length $O T$ of the perpendicular from 0 to $P_{1} P_{2}$; it is the direction in which the wave-numbers of the two component waves are equal.
The angle $\beta$ between $O M$ and $P_{1} P_{2}$ is a measure of the skewness of the waves.
The envelope ( $1 \cdot 1 \cdot 9$ ) and the carrier ( $1 \cdot 1 \cdot 10$ ) are not necessarily 'free' travelling waves, that is, they do not satisfy equations of the form of $(1 \cdot 1 \cdot 4)$. Their representation in the wavenumber diagram is valid only so far as the spatial periodicity is concerned. However, for a narrow spectrum $\bar{u}, \bar{v}, \bar{\sigma}$ are nearly equal to $u_{1}, v_{1}, \sigma_{1}$ respectively, and so the carrier wave does move with nearly the free-wave velocity, if the component waves are themselves free waves. But the envelope moves with a velocity whose components are

$$
-\left(\frac{\sigma^{\prime}}{u^{\prime}}, \frac{\sigma^{\prime}}{v^{\prime}}\right)=-\left(\frac{\sigma_{1}-\sigma_{2}}{u_{1}-u_{2}}, \frac{\sigma_{1}-\sigma_{2}}{v_{1}-v_{2}}\right) .
$$

To a first approximation this is

$$
-\left(\frac{\partial \sigma}{\partial u}, \frac{\partial \sigma}{\partial v}\right)=-\left(\frac{\partial w}{\partial u}, \frac{\partial w}{\partial v}\right) \frac{\mathrm{d} \sigma}{\mathrm{~d} w}=-(\cos \theta, \sin \theta) \frac{\mathrm{d} \sigma}{\mathrm{~d} w},
$$

which is the so-called group velocity. Thus in this special case the envelope moves with the group velocity of the carrier wave.

## 1-2. The representation of a surface having a continuous spectrum

We now assume that the surface possesses a continuous noise spectrum in two dimensions. Generalizing the representation used in equation (1) we write

$$
\zeta(x, y, t)=\sum_{n} c_{n} \cos \left(u_{n} x+v_{n} y+\sigma_{n} t+\epsilon_{n}\right),
$$

where it is supposed that the wave-numbers $\left(u_{n}, v_{n}\right)$ are densely distributed throughout the $u, v$ plane, i.e. there are an infinite number in any elementary area $\mathrm{d} u \mathrm{~d} v, \sigma_{n}$ is a function of ( $u_{n}, v_{n}$ ):

$$
\sigma_{n}=\sigma\left(u_{n}, v_{n}\right) ;
$$

the amplitudes $c_{n}$ are random variables such that in any element $\mathrm{d} u \mathrm{~d} v$ we may assume

$$
\sum_{n} \frac{1}{2} c_{n}^{2}=E(u, v) \mathrm{d} u \mathrm{~d} v ;
$$

the phases $\varepsilon_{n}$ are distributed randomly and with equal probability in the interval ( $0,2 \pi$ ). The function $E(u, v)$ will be called the energy spectrum of $\zeta$; the mean-square value of $\zeta$ per unit area of the sea surface per unit time* is given by

$$
\lim _{x, Y, T \rightarrow \infty} \frac{1}{8 X Y T} \int_{-x}^{x} \int_{-Y}^{Y} \int_{-T}^{T} \zeta^{2} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} t=\sum_{n} \frac{1}{2} c_{n}^{2}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \mathrm{d} u \mathrm{~d} v .
$$

Thus the contribution to the mean energy from an element $\mathrm{d} u \mathrm{~d} v$ is proportional to $E \mathrm{~d} u \mathrm{~d} v$. We shall write

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \mathrm{d} u \mathrm{~d} v=m_{00}
$$
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and in general for the $(p, q)$ th moment of $E(u, v)$ about the origin we write

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{b} v^{q} \mathrm{~d} u \mathrm{~d} v=m_{p q} .
$$

These quantities will occur repeatedly throughout the following analysis. It is assumed that they exist up to all orders required.

The function $E(u, v)$ is closely related to the correlation function $\psi(x, y, t)$ defined by

$$
\psi(x, y, t)=\lim _{x, Y, T \rightarrow \infty} \frac{1}{8 X^{\prime} Y T} \int_{-x}^{x} \int_{-Y}^{Y} \int_{-T}^{T} \zeta\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \zeta\left(x^{\prime}+x, y^{\prime}+y, t^{\prime}+t\right) \mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \mathrm{d} t^{\prime}
$$

On substituting from (1-2.1) in the above we find

$$
\psi(x, y, t)=\sum_{n} \frac{1}{2} c_{n}^{2} \cos \left(u_{n} x+v_{n} y+\sigma_{n} t\right),
$$

which can be written

$$
\psi(x, y, t)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \cos (u x+v y+\sigma t) \mathrm{d} u \mathrm{~d} v,
$$

so that $\psi$ is the cosine transform of $E$. The even moments $m_{p p}$ are related very simply to the derivatives of $\psi$ at the origin:

$$
m_{p q}=(-1)^{r} \frac{\partial^{2 r} \psi(0,0,0)}{\partial x^{\rho} \partial y^{q}} \quad(p+q=2 r) .
$$

### 1.3. Conditions for degeneracy

Some important features of the surface can be described immediately in terms of the moments. For example, to find a condition that the wave energy shall all travel in one direction, so that the spectrum is effectively one-dimensional, consider the integral

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right)\left(u_{1} v_{2}-u_{2} v_{1}\right)^{2} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2}
$$

If the spectrum is one-dimensional, the product $E\left(u_{13} v_{1}\right) E\left(u_{2}, v_{2}\right)$ is zero everywhere except when $u_{1} / v_{1}=u_{2} / v_{2}$, when the squared factor vanishes. Therefore the integral vanishes. Conversely, if the spectrum is not one-dimensional there will be a contribution to the integral from some pairs of elements $\mathrm{d} u_{1} \mathrm{~d} v_{1}, \mathrm{~d} u_{2} \mathrm{~d} v_{2}$ for which $u_{1} / \nu_{1} \neq u_{2} / v_{2}$, and since the integrand is never negative the integral does not vanish. But on expanding the squared factor and separating the integrations with respect to $u_{1}, v_{1}$ and $u_{2}, v_{2}$ we find that (1.3.1) is equal to

$$
2\left(m_{20} m_{02}-m_{11}^{2}\right)=2\left|\begin{array}{ll}
m_{20} & m_{11} \\
m_{11} & m_{02}
\end{array}\right|=2 \Delta_{2}
$$

say. Thus a necessary and sufficient condition for $E$ to degenerate into a single one-dimensional spectrum is that

$$
\Delta_{2}=0 .
$$

By similar reasoning, a condition for $E$ to degenerate into two one-dimensional spectra (see figure $2 a$ ) is that

$$
\begin{align*}
& \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right) E\left(u_{3}, v_{3}\right) \\
& \quad \times\left(u_{2} v_{3}-u_{3} v_{2}\right)^{2}\left(u_{3} v_{1}-u_{1} v_{3}\right)^{2}\left(u_{1} v_{2}-u_{2} v_{1}\right)^{2} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2} \mathrm{~d} u_{3} \mathrm{~d} v_{3}
\end{align*}
$$
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shall vanish. The squared product may be written

$$
\left|\begin{array}{ccc}
u_{1}^{2} & u_{2}^{2} & u_{3}^{2} \\
u_{1} v_{1} & u_{2} v_{2} & u_{3} v_{3} \\
v_{1}^{2} & v_{2}^{2} & v_{3}^{2}
\end{array}\right|^{2}=\epsilon_{i j k} u_{i}^{2} u_{j} v_{j} v_{k}^{2}\left|\begin{array}{ccc}
u_{1}^{2} & u_{2}^{2} & u_{3}^{2} \\
u_{1} v_{3} & u_{2} v_{2} & u_{3} v_{3} \\
v_{1}^{2} & v_{2}^{2} & v_{3}^{2}
\end{array}\right|
$$



Figure 2. The form of the energy spectrum for (a) two intersecting long-crested systems of waves,
(b) a system of standing waves, (c) a narrow band of waves, uniform in wavelength and direction and (d) two narrow bands of waves.
(where $\epsilon_{i j k}= \pm 1$ according as $(i, j, k)$ is an even or odd permutation of $(1,2,3)$, and so the integral equals

$$
6\left|\begin{array}{lll}
n_{40} & m_{31} & m_{22} \\
m_{31} & m_{22} & m_{13} \\
m_{22} & m_{13} & m_{04}
\end{array}\right|=6 \Delta_{4},
$$

say. Thus $E$ degenerates into not more than two one-dimensional spectra if and only if

$$
\Delta_{4}=0 .
$$

There is an obvious generalization to any number of one-dimensional spectra : the condition that $E$ degenerate into not more than $n$ one-dimensional spectra is that

$$
\Delta_{2 n}=\left|\begin{array}{cccc}
m_{2 n, 0} & m_{2 n-1,1} & \cdots & m_{n, n} \\
m_{2 n-1,1} & m_{2 n-2,2} & \cdots & m_{n-1, n+1} \\
\vdots & \vdots & & \vdots \\
m_{n n} & m_{n-1, n+1} & \cdots & m_{0,2 n}
\end{array}\right|=\mathbf{0} .
$$
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(In practice $\Delta_{2}, \Delta_{4}$, etc., must be compared with quantities of the same dimensions. Thus $\Delta_{2 n}$ may be compared with ( $\left.m_{20}+m_{02}\right)^{n}$.)

A condition for $E$ to degenerate into a 'ring' spectrum, such that all the energy corresponds to wave components of the same length but possibly different directions, is that

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right)\left[\left(u_{1}^{2}+v_{1}^{2}\right)-\left(u_{2}^{2}+v_{2}^{2}\right)\right]^{2} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2}
$$

shall vanish. This integral equals
and so we must have

$$
2\left[\left(m_{40}+2 m_{22}+m_{04}\right) m_{00}-\left(m_{20}+m_{02}\right)^{2}\right],
$$

$$
\left(m_{40}+2 m_{22}+m_{04}\right) m_{00}-\left(m_{20}+m_{02}\right)^{2}=0 .
$$

The condition for the energy to be situated at two diametrically opposite points of the spectrum (giving a standing-wave pattern) is that ( $1 \cdot 3 \cdot 3$ ) and (1-3.11) shall be satisfied simultaneously (see figure $2 b$ ).

A condition for the energy to be concentrated about a single point in the spectrum is that

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right)\left[\left(u_{1}-u_{2}\right)^{2}+\left(v_{1}-v_{2}\right)^{2}\right] \mathrm{d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2}
$$

shall vanish. This is equivalent to the pair of conditions that

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right)\left(u_{1}-u_{2}\right)^{2} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2}
$$

shall vanish, and a similar integral with factor $\left(v_{1}-v_{2}\right)^{2}$. These are the conditions that the energy be concentrated on lines parallel to the $v$ axis and the $u$ axis respectively (see figure $2 c$ ) On expanding the integrals we have

$$
\left|\begin{array}{ll}
m_{20} & m_{10} \\
m_{10} & m_{00}
\end{array}\right|=0, \quad\left|\begin{array}{ll}
m_{02} & m_{01} \\
m_{01} & m_{00}
\end{array}\right|=0
$$

A condition for the energy to be concentrated about not more than two points in the spectrum (not necessarily opposite) is that

$$
\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right) E\left(u_{3}, v_{\mathrm{y}}\right) \prod_{i+j}\left[\left(u_{i}-u_{j}\right)^{2}+\left(v_{i}-v_{j}\right)^{2}\right] \mathrm{d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} t_{2} \mathrm{~d} v_{2} \mathrm{~d} u_{3} \mathrm{~d} v_{3}
$$

shall vanish. The term under the product sign may be written

$$
\begin{gather*}
\quad\left(u_{2}-u_{3}\right)^{2}\left(u_{9}-u_{1}\right)^{2}\left(u_{1}-u_{2}\right)^{2}+\left(v_{2}-v_{3}\right)^{2}\left(v_{3}-v_{1}\right)^{2}\left(v_{1}-v_{2}\right)^{2} \\
+\Sigma\left(u_{2}-u_{3}\right)^{2}\left(u_{3}-u_{1}\right)^{2}\left(v_{1}-v_{2}\right)^{2}+\Sigma\left(u_{2}-u_{3}\right)^{2}\left(v_{3}-v_{1}\right)^{2}\left(v_{1}-v_{2}\right)^{2} .
\end{gather*}
$$

Since all the terms are non-negative, each separately must vanish. The first two give the conditions

$$
\left|\begin{array}{lll}
m_{40} & m_{30} & m_{20} \\
m_{30} & m_{20} & m_{10} \\
m_{20} & m_{10} & m_{00}
\end{array}\right|=0, \quad\left|\begin{array}{lll}
m_{04} & m_{03} & m_{02} \\
m_{03} & m_{02} & m_{01} \\
m_{02} & m_{01} & m_{00}
\end{array}\right|=0,
$$

which are the conditions that the energy shall be at the intersections of two pairs of lines parallel to the $v$ and $u$ axes, i.e. at the corners of a rectangle (figure $2 d$ ). The remaining
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conditions can also be expressed in terms of the moments. Thus the group of terms under the first summation sign in ( $1 \cdot 3 \cdot 16$ ) leads to the condition

$$
4\left|\begin{array}{lll}
m_{30} & m_{20} & m_{11} \\
m_{21} & m_{11} & m_{02} \\
m_{20} & m_{10} & m_{01}
\end{array}\right|+2\left|\begin{array}{lll}
m_{30} & m_{20} & m_{22} \\
m_{20} & m_{10} & m_{12} \\
m_{10} & m_{00} & m_{02}
\end{array}\right|+\left|\begin{array}{lll}
m_{40} & m_{20} & m_{21} \\
m_{20} & m_{00} & m_{01} \\
m_{21} & m_{01} & m_{02}
\end{array}\right|=0 .
$$

The last group of terms in (1.3.16) leads to a similar condition, the pair of suffixes in each of the moments $m_{p q}$ being interchanged.

We have incidentally shown that each of the combinations of moments on the left-hand sides of equations (1-3.2), (1-3.6), (1-3.11), (1-3.14), (1-3.17) and (1-3.18) is never negative.

## 1-4. The spectrum of the surface in an arbitrary direction

Let us consider the curve in which the surface $\zeta$ is intersected by a perpendicular plane in direction $\theta$, that is, the plane $x \sin \theta-y \cos \theta=0$. The curve will represent a one-dimensional random function, whose spectrum $E_{\theta}$ with regard to the wave-number $u^{\prime}$ in this direction bears a simple relation to the original spectrum $E(u, v)$. We may call $E_{\theta}\left(u^{\prime}\right)$ the spectrum of the surface in the direction $\theta$.

First, let $x^{\prime}, y^{\prime}$ denote co-ordinates in the $x, y$ plane in directions parallel and perpendicular to the direction $\theta$ :

$$
x^{\prime}=x \cos \theta+y \sin \theta, \quad y^{\prime}=-x \sin \theta+y \cos \theta .
$$

Reciprocally, $x, y$ are given in terms of $x^{\prime}, y^{\prime}$ by similar relations, but with the $\operatorname{sign}$ of $\theta$ reversed. On substituting in (1.2.1) we have
where

$$
\begin{gather*}
\zeta=\sum_{n} c_{n} \cos \left(u_{n}^{\prime} x^{\prime}+v_{n}^{\prime} y^{\prime}+\sigma_{n}^{\prime} t+\varepsilon_{n}\right), \\
u_{n}^{\prime}=u_{n} \cos \theta+v_{n} \sin \theta, \quad v_{n}^{\prime}=-u_{n} \sin \theta+v_{n} \cos \theta,
\end{gather*}
$$

that is, the new wave-number $u_{n}^{\prime}$ is the co-ordinate, in the direction $\theta$, of the point $\left(u_{n}, v_{n}\right)$, and $v_{n}^{\prime}$ is the co-ordinate at right angles. We have also

$$
\sigma_{n}^{\prime}=\sigma\left\{\sqrt{ }\left(u_{n}^{2}+v_{n}^{2}\right)\right\}=\sigma\left\{\sqrt{ }\left(u_{n}^{\prime 2}+u_{n}^{\prime 2}\right)\right\} .
$$

On the curve of intersection we have $y^{\prime}=0$ and so

$$
\zeta=\sum_{n} c_{n} \cos \left(u_{n}^{\prime} x^{\prime}+\sigma_{n}^{\prime} t+\varepsilon_{n}\right)
$$

The spectrum $E_{\theta}\left(u^{\prime}\right)$ of this curve is defined as the function such that the energy corresponding to any small interval ( $u^{\prime}, u^{\prime}+\mathrm{d} u^{\prime}$ ) is $E_{\theta}\left(u^{\prime}\right) \mathrm{d} u^{\prime}$. Thus if $\sum_{\mathrm{d} u^{\prime}, v^{\prime}}$ denotes summation over the strip ( $u^{\prime}, u^{\prime}+\mathrm{d} u^{\prime}$ ),
and therefore

$$
\begin{gather*}
E_{\theta}\left(u^{\prime}\right) \mathrm{d} u=\sum_{d u^{\prime}, v^{2}} \frac{1}{2} c_{i 2}^{2}=\mathrm{d} u^{\prime} \int_{-\infty}^{\infty} E(u, v) \mathrm{d} v^{\prime} \\
E_{\theta}\left(u^{\prime}\right)=\int_{-\infty} E(u, v) \mathrm{d} v^{\prime} .
\end{gather*}
$$

In other words, if we take a section of the surface in any direction $\theta$, the spectrum $E_{\theta}\left(u^{\prime}\right)$ of this section is found by integrating $E(u, v)$ along the line through $P=\left(u^{\prime} \cos \theta, u^{\prime} \sin \theta\right)$ at right angles to $\overrightarrow{O P}$.

## M. S. LONGUET-HIGGINS ON THE

From equation (1-4-7) there follow some simple and fundamental relations between the moments of the spectrum $E_{\theta}\left(u^{\prime}\right)$ and the moments of the original distribution $E(u, v)$. Let the $n$th moment of $E_{\theta}$ about the origin be denoted by $m_{n}(\theta)$. Then we have

$$
m_{n}(\theta)=\int_{-\infty}^{\infty} E_{\theta}\left(u^{\prime}\right) u^{\prime n} \mathrm{~d} u^{\prime}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{\prime n} \mathrm{~d} u^{\prime} \mathrm{d} v^{\prime}
$$

Since

$$
u^{\prime}=u \cos \theta+v \sin \theta, \quad v^{\prime}=-u \sin \theta+v \cos \theta
$$

and

$$
\frac{\partial\left(u^{\prime}, v^{\prime}\right)}{\partial(u, v)}=1,
$$

we have

$$
m_{n}(\theta)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)(u \cos \theta+v \sin \theta)^{n} \mathrm{~d} u \mathrm{~d} v .
$$

After expanding the binomial and integrating each term we find

$$
m_{n}(\theta)=m_{n, 0} \cos ^{n} \theta+\binom{n}{1} m_{n-1,1} \cos ^{n-1} \theta \sin \theta+\ldots+m_{0, n} \sin ^{n} \theta
$$

where $m_{p q}$ is the $(p, q)$ th moment of $E$ about the origin (equation (1-2•6)) and $\binom{n}{r}$ denotes the binomial coefficient.

In particular we have

$$
m_{0}(\theta)=m_{002}
$$

showing that the r.m.s. value of $\zeta\left(x^{\prime}\right)$ is independent of the direction $\theta$ and equals the r.m.s. value of $\zeta(x, y)$. Next, $\quad m_{1}(\theta)=m_{10} \cos \theta+m_{01} \sin \theta$.
If ( $\bar{u}, \bar{v}$ ) denotes the centroid of the two-dimensional spectrum:

$$
(\bar{u}, \bar{v})=\left(\frac{m_{10}}{m_{00}}, \frac{m_{01}}{m_{00}}\right),
$$

and if $\bar{u}^{\prime}$ denotes the mean wave-number of the spectrum of $\zeta\left(x^{\prime}\right)$ we have
which can be expressed as

$$
\begin{gather*}
\bar{u}^{\prime}=\frac{m_{1}(\theta)}{m_{0}(\theta)}=\bar{u} \cos \theta+\bar{z} \sin \theta_{1} \\
\bar{u}^{\prime}=\bar{w} \cos (\theta-\bar{\theta}), \\
(\bar{u}, \bar{v})=\left(\bar{w} \cos \bar{\theta}_{1} \bar{w} \sin \bar{\theta}\right) .
\end{gather*}
$$

where
$\bar{w}$ and $\bar{\theta}$ may be called the mean wave-number and mean direction of the two-dimensional spectrum. Thus the mean wave-number of $E_{\theta}\left(u^{\prime}\right)$ is the projection of the mean wave-number of $E(u, v)$ on to the line of the section. The physical significance of this result will become clearer in § 1.5 .

The second moment $m_{2}(\theta)$ is particularly important. From (1-4-12) we have

$$
m_{2}(\theta)=m_{20} \cos ^{2} \theta+2 m_{11} \cos \theta \sin \theta+m_{02} \sin ^{2} \theta .
$$

The maxima and minima of this expression are given by

$$
m_{2 \text { max },}, m_{2 \text { min. }}=\frac{1}{2}\left[\left(m_{20}+m_{02}\right) \pm \sqrt{ }\left\{\left(m_{20}-m_{02}\right)^{2}+4 m_{11}^{2}\right\}\right],
$$

and these occur always in two directions at right angles, given by

$$
\tan 2 \theta_{p}=\frac{2 m_{13}}{m_{20}-m_{02}}
$$
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$$
\begin{equation*}
m_{2}(\theta)=m_{2 \text { max }} \cos ^{2}\left(\theta-\theta_{p}\right)+m_{2 \text { min. }} \sin ^{2}\left(\theta-\theta_{p}\right) \tag{1-4.22}
\end{equation*}
$$

The direction $\theta_{p}$ corresponding to the maximum will be called the principal direction of the waves. Now

$$
\left(\frac{m_{2}(\theta)}{m_{00}}\right)^{ \pm}
$$

is the r.m.s. wave-number in the direction $\theta$. For a long-crested system of waves the r.m.s. wave-number is a maximum perpendicular to the crests and a minimum parallel to the crests. In general, therefore, a convenient measure of the long-crestedness is given by the ratio

$$
\begin{equation*}
\left(\frac{m_{2 \max }}{m_{2 \text { min }}}\right)^{\ddagger}, \tag{1-4.24}
\end{equation*}
$$

which we denote by $1 / \gamma$. Thus we have

$$
\boldsymbol{\gamma}^{2}=\frac{m_{2 \text { mia. }}}{m_{2 \text { max. }}}=\frac{\left(m_{20}+m_{02}\right)-\sqrt{ }\left\{\left(m_{20}-m_{02}\right)^{2}+4 m_{11}^{2}\right\}}{\left(m_{20}+m_{02}\right)+\sqrt{ }\left\{\left(m_{20}-m_{02}\right)^{2}+4 m_{11}^{2}\right\}} .
$$

When the condition ( $1 \cdot 3 \cdot 3$ ) for a one-dimensional spectrum is satisfied we have

$$
\begin{equation*}
\gamma=0, \quad 1 / \gamma=\infty \tag{1-4.26}
\end{equation*}
$$

The two quantities $m_{2 \text { mac }} m_{2 \text { min }}$ are clearly invariant under a rotation of the axes. Hence we have also the invariants
say, and

$$
\begin{align*}
& m_{2 \text { max. }}+m_{2 \text { min. }}=m_{20}+m_{02}=m, \\
& m_{2 \text { max. }} m_{2 \text { min. }}=m_{20} m_{02}-m_{1}=\Delta_{2} .
\end{align*}
$$

## 1-5. The wave envelope

By analogy with § $1 \cdot 1$ we define the mean wave-number as the centroid of the energy distribution:

$$
\begin{align*}
& m_{00} \bar{u}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u \mathrm{~d} u \mathrm{~d} v=m_{10}, \\
& m_{00} \bar{v}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) v \mathrm{~d} u \mathrm{~d} v=m_{01}
\end{align*}
$$

and we define also the mean frequency $\bar{\sigma} / 2 \pi$ by the analogous equation

$$
m_{00} \bar{\sigma}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \sigma \mathrm{d} u \mathrm{~d} v=m_{00}^{\prime}
$$

say. Now let ( $1 \cdot 2 \cdot 1$ ) be written in the form

$$
\begin{align*}
\zeta & =\mathscr{R} \sum_{n} c_{n} \exp \left\{\mathrm{i}\left(u_{n} x+v_{n} y+\sigma_{n} t+\epsilon_{n}\right)\right\} \\
& =\mathscr{R}\left[\sum_{n} c_{n} \exp \left\{\mathrm{i}\left[\left(u_{n}-\bar{u}\right) x+\left(v_{n}-\bar{v}\right) y+\left(\sigma_{n}-\bar{\sigma}\right) t+\epsilon_{n}\right]\right\} \exp \{\mathrm{i}(\bar{u} x+\bar{v} y+\bar{\sigma} t)\}\right]
\end{align*}
$$

where $\mathscr{T}$ denotes the real part. This expresses $\zeta$ as the product of a carrier wave

$$
\exp \{\mathrm{i}(\bar{u} x+\bar{v} y+\bar{\sigma} t)\},
$$

and a slowly varying amplitude function

$$
\rho \mathrm{e}^{\mathrm{I} \phi}=\sum_{n} c_{n} \exp \left\{\mathrm{i}\left[\left(u_{n}-\bar{u}\right) x+\left(v_{n}-\bar{v}\right) y+\left(\sigma_{n}-\bar{\sigma}\right) t+\varepsilon_{n}\right]\right\},
$$

## M. S. LONGUET-HIGGINS ON THE

which may be called the complex envelope. ( $\rho$ and $\phi$ are real functions of $(x, y, t)$, with $\rho \geqslant 0$.) Any other choice for the frequency of the carrier wave might have been taken; the mean wave-number has the unique property that the secular increase of $\phi$ with $x$ and $y$ is zero (as will be shown in §2.8).

Comparing ( $1 \cdot 5 \cdot 3$ ) and ( $1 \cdot 5 \cdot 4$ ) we see that the real part of the amplitude function, i.e. $\rho \cos \phi$, has the same spectrum as $\zeta$, only with the origin moved to ( $\bar{u}, \vec{v}$ ); similarly for the imaginary part. ( $\rho$ itself, however, is a different type of function, being essentially positive.) The properties of the envelope, therefore, are defined by the moments of the energy distribution about the mean. Let

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)(u-\bar{u})^{p}(v-\bar{v})^{q} \mathrm{~d} u \mathrm{~d} v=\mu_{p q} .
$$

It is easily seen that

$$
\left.\begin{gather*}
\mu_{00}=m_{00} \quad \mu_{10}=\mu_{01}=0, \\
\mu_{20}=m_{20}-\bar{u}^{2} m_{00}=\left(m_{20} m_{00}-m_{10}^{2}\right) / m_{00} \\
\mu_{11}=m_{11}-\bar{u} \bar{u} m_{00}=\left(m_{11} m_{00}-m_{10} m_{01}\right) / m_{00}, \\
\mu_{02}=m_{02}-\bar{v}^{2} m_{00}=\left(m_{02} m_{00}-m_{81}^{2}\right) / m_{00} .
\end{gather*} \right\rvert\,
$$

and

The second moment about the mean in a direction $\theta$ is

$$
\mu_{2}(\theta)=\mu_{20} \cos ^{2} \theta+2 \mu_{11} \cos \theta \sin \theta+\mu_{02} \sin ^{2} \theta,
$$

and the principal direction of the envelope is given by

$$
\tan 2 \theta_{c}=\frac{2 \mu_{11}}{\mu_{20}-\mu_{02}}
$$

The angle $\beta$ between the principal direction of the envelope and the principal direction of the waves is given by

$$
\tan 2 \beta=\tan 2\left(\theta_{e}-\theta_{\rho}\right)=\frac{2 \mu_{11}\left(m_{20}-m_{02}\right)-2 m_{11}\left(\mu_{20}-\dot{\mu}_{02}\right)}{\left(\mu_{20}-\mu_{02}\right)\left(m_{20}-m_{02}\right)+4 \mu_{11} m_{11}} .
$$

Thus $\beta$ is a convenient measure of the sketoness of the waves (see $\S 1 \cdot 1$ ).
Consider again the curve of intersection of the surface with a vertical plane in direction $\theta$. We may see that the envelope of this curve is simply the intersection of the two-dimensional envelope with the vertical plane. For on the one hand we have from ( $1 \cdot 5 \cdot 6$ )

$$
\rho \mathrm{e}^{1 \phi}=\sum_{n} c_{n} \exp \left\{\mathrm{i}\left[\left(u_{n}^{\prime}-\bar{u}^{\prime}\right) x^{\prime}+\left(v_{n}^{\prime}-\bar{v}\right) y^{\prime}+\left(\sigma_{n}^{\prime}-\bar{\sigma}\right) t+\varepsilon_{n}\right]\right\}
$$

where $u_{n}^{\prime}$ and $v_{n}^{\prime}$ are given by (1-4.3) and

$$
\bar{u}^{\prime}=\bar{u} \cos \theta+\bar{v} \sin \theta, \quad \bar{v}^{\prime}=-\bar{u} \sin \theta+\bar{u} \cos \theta .
$$

The intersection of the envelope by the plane $y^{\prime}=0$ is therefore given by

$$
\rho \mathrm{e}^{\mathrm{l} \phi}=\sum_{n} c_{n} \exp \left\{i\left[\left(u_{n}^{\prime}-\bar{u}^{\prime}\right) x^{\prime}+\left(\sigma_{n}^{\prime}-\bar{\sigma}\right) t+\epsilon_{n}\right]\right\} .
$$

On the other hand from (1-4-5) we may write

$$
\zeta\left(x^{\prime}, t\right)=\mathscr{R}\left[\sum_{n} c_{n} \exp \left\{\mathrm{i}\left[\left(u_{n}^{\prime}-\bar{u}\right) x^{\prime}+\left(\sigma_{n}^{\prime}-\bar{\sigma}\right) t+\varepsilon_{n}\right]\right\} \exp \left\{\mathrm{i}\left(\bar{u} x^{\prime}+\bar{\sigma} t\right)\right\}\right],
$$
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where $\overline{u^{\prime}}$ is given by ( $1 \cdot 5 \cdot 14$ ). But we saw in $\S 1 \cdot 4$ that $\bar{u}^{\prime}$ is also the mean wave-number for the function $\zeta\left(x^{\prime}, t\right)$ and therefore $\exp \left\{i\left(\bar{u}^{\prime} x^{\prime}+\bar{\sigma} t\right)\right\}$ is, by definition, the carrier wave for $\zeta\left(x^{\prime}, t\right)$ and $(1 \cdot 5 \cdot 15)$ is the envelope; which proves the result.

### 1.6. A narrow spectrum

A case of special interest is when the energy is concentrated near a single point in the spectrum, so that the component waves are nearly constant in wavelength and direction. As we saw earlier, the conditions satisfied by the first-order and second-order moments are that the left-hand sides of equations (1-3.14) are small. In terms of the moments this implies $\mu_{20}+\mu_{02} \ll m_{20}+m_{02}$, or equivalently

$$
\mu_{20}+\mu_{02} \ll\left(\bar{u}^{2}+\bar{v}^{2}\right) m_{00} .
$$

The envelope of the waves, as defined in the previous section, then has some special properties. If in (1-5.2) we expand $\sigma(u, v)$ in a Taylor series about $(\bar{u}, \bar{v})$ we have

$$
\begin{align*}
m_{00} \bar{\sigma} & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)\left[\sigma(\bar{u}, \bar{v})+(u-\bar{u}) \frac{\partial}{\partial \bar{u}} \sigma(\bar{u}, \bar{v})+(v-\bar{v}) \frac{\partial}{\partial \bar{v}} \sigma(\bar{u}, v)\right] \mathrm{d} u \mathrm{~d} v \\
& =m_{00} \sigma(\bar{u}, \bar{v})+\mu_{10} \frac{\partial}{\partial \bar{u}} \sigma(\bar{u}, \bar{v})+\mu_{01} \frac{\partial}{\partial \bar{v}} \sigma(\bar{u}, \bar{v}),
\end{align*}
$$

terms of higher order being negligible. Since $\mu_{10}=\mu_{01}=0$ we have

$$
\bar{\sigma}=\sigma(\bar{u}, \bar{v}) .
$$

In other words, the carrier wave is a free wave with the frequency and velocity appropriate to its wave-number. Further, in (1.5.6) we may write

$$
\sigma_{n}-\bar{\sigma}=\left(u_{n}-\bar{u}\right) \frac{\partial \bar{\sigma}}{\partial \bar{u}}+\left(v_{n}-\bar{j}\right) \frac{\partial \bar{\sigma}}{\partial \bar{v}},
$$

so that

$$
\rho \mathrm{e}^{\mathrm{i} \phi}=\sum_{n} \exp \left\{\mathrm{i}\left[\left(u_{n}-\bar{u}\right)(x+t \partial \sigma / \partial \bar{u})+\left(v_{n}-\bar{y}\right)(y+t \partial \sigma / \partial \bar{v})\right]\right\},
$$

which is a function of $(x+\iota \partial \sigma / \partial \bar{u})$ and $(y+\iota \partial / \partial \bar{v})$ only. In other words, the envelope moves bodily with velocity

$$
\left(-\frac{\partial \bar{\sigma}}{\partial \bar{u}},-\frac{\partial \bar{\sigma}}{\partial \vec{v}}\right) .
$$

$\sigma$ being a function of $w=\left(u^{2}+v^{2}\right)^{\frac{2}{2}}$ only, this velocity is

$$
-\left(\frac{\partial \bar{w}}{\partial \bar{u}}, \frac{\partial \bar{w}}{\partial \bar{v}}\right) \frac{\mathrm{d} \bar{\sigma}}{\mathrm{~d} \bar{w}}=-(\cos \bar{\theta}, \sin \bar{\theta}) \frac{\mathrm{d} \bar{\sigma}}{\mathrm{~d} \bar{w}},
$$

which is the group velocity of the carrier wave.
Let axes be chosen so that the $u$ axis passes through the centroid ( $\bar{u}, \bar{\nabla}$ ), making $\bar{v}=0$. On expanding $u^{p},=\left\{\bar{u}+(u-\bar{u})^{p}\right\}$, by the binomial theorem we have

$$
\begin{align*}
m_{p q} & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{p} v{ }^{p} \mathrm{~d} u \mathrm{~d} v \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)\left[\bar{u}^{p}+\overline{\bar{u}^{p-1}}(u-\bar{u})+\ldots+(u-\bar{u})^{p}\right](v-\bar{v})^{q} \mathrm{~d} u \mathrm{~d} v \\
& =\vec{a}^{p} \mu_{00}+p \bar{u}^{p-1} \mu_{1 q}+\ldots+\mu_{p q} . \tag{1.6.8}
\end{align*}
$$
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In particular, since $\mu_{10}=\mu_{01}=0$, we have
Thus (1.4.9) becomes

$$
m_{20}=\bar{u}^{2} \mu_{00}+\mu_{20}, \quad m_{11}=\mu_{11}, \quad m_{02}=\mu_{02}
$$

$$
m_{2}(\theta)=\bar{u}^{2} \mu_{00} \cos ^{2} \theta+\left(\mu_{20} \cos ^{2} \theta+2 \mu_{11} \cos \theta \sin \theta+\mu_{02} \sin ^{2} \theta\right) .
$$

Since $\mu_{11} \leqslant\left(\mu_{20} \mu_{02}\right)^{\frac{1}{2}}$ it follows that all three moments $\mu_{20}, \mu_{11}, \mu_{02}$ are small compared with $\bar{i}^{2} \mu_{00}$. Hence $m_{2}(\theta)$ has a maximum near $\theta=0, \pi$ and a minimum near $\theta= \pm \frac{1}{2} \pi$. In other words, the principal direction lies along the axis of $u$. The long-crestedness $\gamma^{-1}$ was defined as the ratio of the r.m.s. wave-numbers parallel and perpendicular to the principal directions. Thus

$$
\gamma^{2}=\frac{m_{2}\left(\frac{1}{2} \pi\right)}{m_{2}(0)}=\frac{\mu_{02}}{\overline{\bar{u}}^{2} \mu_{00}} .
$$

Now in the neighbourhood of the centroid we have $v=\bar{u} \theta$ very nearly, so that

$$
\mu_{02}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \vec{u}^{2} \theta^{2} \mathrm{~d} u \mathrm{~d} v
$$

Hence

$$
\gamma^{2} \mu_{00}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \theta^{2} \mathrm{~d} u \mathrm{~d} v .
$$

In other words, $\gamma$ is the r.m.s. angular deriation of the energy from the mean direction.
Since the principal direction of the waves coincides with the $u$ axis, the angle of skewness $\beta$ is the angle between the $u$ axis and the principal direction of the envelope, that is,

$$
\tan 2 \beta=\frac{\delta \mu_{11}}{\mu_{20}-\mu_{02}}
$$

It will be found convenient to introduce one further parameter for a narrow wave spectrum:

$$
v=\left(\mu_{20} / \bar{u}^{2} \mu_{00}\right)^{\sharp}
$$

$\nu$ is proportional to the r.m.s. width of the spectrum in the principal direction. We shall show in $\S 2 \cdot 8$ that $\nu^{-1}$ is a measure of the average number of waves per 'group'.

## Part II. Statistical properties

The fundamental stabistical distributions of $\zeta$ and is derivatives are given in $\S 2 \cdot 1$. The following three sections are devoted to properties of the surface not involving motion, and the next three sections to the distributions of velocities associated with these properties. Lasdy, $\$ \$ 2-8$ to 2.10 deal with the envelope of the surface and with properties which can be derived from it.

The distributions of the surface elevation $\zeta$ and of the two components of gradient $\partial \zeta / \partial x$, akiay are normal in one and two dimensions respectively (equations ( $2 \cdot 1 \cdot 8$ ) and ( $2 \cdot 1 \cdot 12$ )). The greateat r.m.s. gradient is in the principal direction of the surface. The distribution of the magnitude $\alpha$ of the gradjent regardless of direction is given by $(2 \cdot 1 \cdot 31)$ and figure 3 . For very short-crested waves the distribution is a Rayleigh distribution; for very long-crested waves it tends to a normal distribution, with an anomaly near $\alpha=0$, the shape of which is shown in figure 4. The probability distribution of the horizontal direction $\theta$ of the gradient is given by ( $2 \cdot 1 \cdot 37$ ) and figure 5. It is shown that as the long-crestedness increases, the direcrion of the gradient becomes more and more certain to be near the principal direction.

In §2-2 is found the mean number of zeros of the surface along a horizontal line in an arbitrary direction $\theta$. The number $N_{0}$ per unit distance is given by (2.2.5). Thus $N_{0}$ is a maximum when $\theta$ is in the principal direction, and a minimum in the direction at right angles. The ratio $N_{0 \text { max. }} / N_{0 \text { min }}$
is equal to the long-crestedness $\gamma^{-1}$. The mean number of times that the surface crosses a line at arbitrary level is also found ( $2 \cdot 2 \cdot 12$ ), and the mean number of crests and troughs of a plane section of the surface in any direction.

The average length of a contour of constant height drawn on the surface is derived in §2.3. The length $\tilde{s}^{2}$ per unit area is given by ( $2 \cdot 3 \cdot 16$ ). The distribution of the direction $\theta$ of the normal to a particular contour, at points distributed uniformly along it, is given by (2-3.23). As in §2•1, when the waves become long-crested, the direction becnmes concentrated near the principal direction.

Next ( $\$ 2 \cdot 4$ ) the average density of maxima and minima of the surface per unit horizontal area is considered. It is shown that the average density of maxima, $D_{\text {mas }}$, is equal to one-half of the average density of saddle-points, and to one-quarter of the total density of stationary points on the surface. The actual density is given by ( $2 \cdot 4 \cdot 51$ ), in the general case. For a narrow spectrum, the density is given by ( 2.4 .61 ) and table $1 . D_{\text {me }}$ depends not only on the long-crestedness but also on a parameter a representing the peakedness of the energy distribution with regard to direction.

Passing now to properties depending on the motion of the surface, we consider in $\$ 2.5$ the velocity of the zeros of the surface along an arbitrary line. We find that the velocities bave a probability distribution given by $(2 \cdot 5 \cdot 15)$. This is symmetrical about a mean value depending on the first-order moments. Similarly, the velocities of maxima and minima of a plane section of the surface have a distribution given by ( $2 \cdot 6 \cdot 19$ ). These distributions are studied in the special case of a narrow spectrum. The width of the distribution depends on both the width of the energy spectrum and on the dispersive propertics of the medium.

The motion of a contour on the surface can be defined locally by the velocities of its points of intersection with lines parallel to the axes of $x, y(\$ 2-8)$. The distribution of the reciprocals of the velocities, which is simpler than that of the velocities themselves, is given by ( $2 \cdot 6 \cdot 21$ ). The distribution is discussed in detail for the case of a narrow spectrum; the contours of constant probability are then concentric ellipses.

In $\S 2.7$ is considered the motion of the 'specular points' of the surface, that is, points where the gradient of the surface takes a certain value. (Such points on the sea surface are, to a distant observer, points of reflected sunlight.) The probability distribution of the two components of velocity is given by ( 2.7 .31 ). In the special case of a narrow spectrum the mean velocity of the specular points is equal to the phase velocity of the carrier wave. The departures of the velocities from the mean velocity have a distribution given by ( $2 \cdot 7 \cdot 37$ ). This expression has been computed for three different values of the peakedness $a$, and is shown in figure $12 a, b$ and $c$.

In $\S 2.8$ we consider some properties of the wave envelope, from which we derive some other useful distributions. The distribution of the envelope function itself is a Rayleigh distribution $(2 \cdot 8 \cdot 6)$. The joint distribution of $\rho, \partial \rho / \partial x$ and $\partial \rho / \partial y$ is given by $(2 \cdot 8 \cdot 15)$, from which it follows that the envelope possesses a number of properties analogous to the original surface. The envelope also controls the 'grouping' of the waves, and we find, taking a section of the surface in an arbitrary direction $\theta$, that the average length of a group is $2 / \mathrm{N}$, where N is given by (2.8.26). Hence the average length of a group is least in the principal direction and greatest in the direction at right angles. We find the average number of waves in a group ( $2.8 \cdot 27$ ) and the condition that this shall be independent of the direction $\theta(2 \cdot 8-28)$.

When the spectrum is narrow, the crests of the waves lie practically on the envelope, and so we are able to deduce that the probability distribution of the heights of crests is approximately a Rayleigh distribution (2.9.1). The distribution of the heights of maxima is found through the distribution of the heights of the maxima of the envelope ( $2 \cdot 9 \cdot 8$ ). This distribution is shown in figure 13 for different values of peakedness $a$. The limiting rase of two crossing swells ( $a=1$ ) is given by (2.8.12) and is also shown in figure 13 .

Finally, in $\S 2 \cdot 10$ is deduced the distribution of the intervals $l$ between successive zero-crossings, or between the successive points of intersection of a straight line with a contour at fixed height. The distribution of 1 for waves of all heights is given by ( $2 \cdot 10 \cdot 18$ ). However, if the waves are classified according to their height, the distribution of $l$ is given by ( $2 \cdot 10 \cdot 23$ ), and hence it is found that $l$ is less scattered for the high waves than for the low waves. The degree of scattering is inversely proportional to the average number of waves in a group.
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### 2.1. The distribution of surface elevation and gradient

Let $\xi_{1}, \ldots, \xi_{n}$ be $n$ quantities, each the sum of a large number of independent variables whose expectation is zero. Then under certain general conditions (discussed by Rice 1944, 1945; see also Cramer 1937) the joint-probability distribution of $\xi_{1}, \ldots, \xi_{n}$ is normal in $n$ dimensions:

$$
p\left(\xi_{1}, \ldots, \xi_{n}\right)=\frac{1}{(2 \pi)^{\frac{1+}{2 n}} \Delta^{i}} \exp \left\{-\frac{1}{2} M_{i j} \xi_{j} \xi_{j}\right\},
$$

where ( $M_{i j}$ ) is the inverse matrix to

$$
\left(\Xi_{u j}\right)=\left(\begin{array}{cccc}
\overline{\xi_{1}^{2}} & \overline{\xi_{1} \xi_{2}} & \ldots & \overline{\xi_{1} \xi_{n}} \\
\overline{\xi_{2} \xi_{1}} & \overline{\xi_{2}^{2}} & \ldots & \overline{\xi_{2} \xi_{n}} \\
\vdots & \vdots & & \frac{1}{\xi_{n} \xi_{1}} \\
\overline{\xi_{n} \xi_{2}} & \ldots & \overline{\xi_{n}^{2}}
\end{array}\right)
$$

and

$$
\Delta=\left|\Xi_{i j}\right| .
$$

The elements of $\left(\Xi_{i j}\right)$ are the mean products $\overline{\xi_{i} \xi_{j}}$ of the variables $\xi_{1}$ and $\xi_{j}$ over the probability space of the independent components. ( $\Xi_{i j}$ ) is a positive-definite matrix, for if $\alpha_{1}, \ldots, \alpha_{n}$ are any $n$ parameters not all zero

$$
\alpha_{i} \alpha_{j} \bar{\xi}_{i} \bar{\xi}_{j}=\overline{\left(\alpha_{i} \xi_{i}\right)^{2}}>0 .
$$

Now according to equation ( $1 \cdot 2 \cdot 1$ ),$\zeta$ and also its derivatives are variables of this type. Further, writing for brevity

$$
\begin{gather*}
u_{n} x+v_{n} y+\sigma_{n} t+\varepsilon_{n}=\phi_{n}, \\
\overline{\zeta^{2}}=\overline{\left(\sum_{n} c_{n} \cos \phi_{n}\right)^{2}}=\sum_{n} \frac{1}{2} c_{n}^{2},
\end{gather*}
$$

since the phases are random. Thus

$$
\bar{\zeta}=\int_{J_{-\infty}}^{\infty} \int_{-\infty}^{\infty} E(u, v) \mathrm{d} u \mathrm{~d} v=m_{00},
$$

and accordingly the probability distribution of $\xi_{1},=\zeta$, is

$$
p\left(\xi_{1}\right)=\frac{1}{(2 \pi)^{\frac{1}{d}} m_{00}^{\dagger}} \exp \left\{-\xi_{1}^{2} / 2 m_{00}\right\} .
$$

Similarly

$$
\begin{align*}
& \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}}=\overline{\left(-\sum_{n} c_{n} u_{n} \sin \phi_{n}\right)^{2}}=\sum_{n} \frac{1}{2} c_{n}^{2} u_{n}^{2}=m_{20}, \\
& \overline{\left(\frac{\partial \zeta}{\partial y}\right)^{2}}=\overline{\left(-\sum_{n} c_{n} v_{n} \sin \phi_{n}\right)^{2}}=\sum_{n} \frac{1}{2} c_{n}^{2} v_{n}^{2}=m_{02}, \\
& \frac{\partial \zeta}{\partial \zeta}=\overline{\left(\sum_{n} c_{n} u_{n} \sin \phi_{n}\right)\left(\sum_{n} c_{n} v_{n} \sin \phi_{n}\right)}=\sum_{n} \frac{1}{2} c_{n}^{2} u_{n} v_{n}=m_{11} \cdot
\end{align*}
$$

The matrix of correlations for

$$
\begin{gather*}
\zeta_{2}, \xi_{3}=\frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y} \\
\left(\Xi_{i j}\right)=\left(\begin{array}{ll}
m_{20} & m_{11} \\
m_{11} & m_{02}
\end{array}\right),
\end{gather*}
$$

is therefore
and the joint-probability distribution is

$$
p\left(\xi_{2}, \xi_{3}\right)=\frac{1}{2 \pi \Delta \frac{1}{2}} \exp \left\{-\left(m_{02} \xi_{2}^{2}-2 m_{11} \xi_{2} \xi_{3}+m_{20} \xi_{3}^{2}\right) / 2 \Delta_{2}\right\},
$$
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where

$$
\Delta_{2}=\left|\begin{array}{ll}
m_{20} & m_{11} \\
m_{11} & m_{02}
\end{array}\right|
$$

The cross-correlations between $\zeta$ and $\partial \zeta / \partial x, \partial \zeta / \partial y$ are given by

$$
\left.\begin{array}{l}
\bar{\zeta} \frac{\overline{\partial \zeta}}{\partial x}=\left(\overline{\left.\sum_{n} c_{n} \cos \phi_{n}\right)\left(-\sum_{n} c_{n} u_{n} \sin \phi_{n}\right)}=0,\right. \\
\overline{\zeta \frac{\partial \zeta}{\partial y}}=\overline{\left(\sum_{n} c_{n} \cos \phi_{n}\right)\left(-\sum_{n} c_{n} v_{n} \sin \phi_{n}\right)}=0,
\end{array}\right\}
$$

so that $\zeta$ and $\partial \zeta / \partial x, \partial \zeta / \partial y$ are uncorrelated. The joint-probability distribution of
is therefore given by

$$
\begin{align*}
& \left(\xi_{1}, \xi_{2}, \xi_{9}\right)=(\zeta, \partial \zeta / \partial x, \partial \zeta / \partial y) \\
& p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=p\left(\xi_{1}\right) p\left(\xi_{2}, \xi_{3}\right),
\end{align*}
$$

where $p\left(\xi_{1}\right)$ is given by (2.1-8) and $p\left(\xi_{2}, \xi_{3}\right)$ by (2.1.12).
In general we find, by repeated differentiation,
and
according as $\left(p+q-p^{\prime}-q^{\prime}\right)$ is even or odd. For example, the derivatives of order $p+q=n$ are not correlated with those of order $p^{\prime}+q^{\prime}=n+1$; but they are correlated, negatively in general, with those of order $n+2$.

Slightly different results apply to derivatives involving the time $t$. We have from (1-2.1)

$$
\frac{\partial \zeta}{\partial \underline{\partial} t}=-\sum_{n} c_{n} \sigma_{n} \sin \left(u_{n} x+v_{n} y+\sigma_{n} t+\varepsilon_{n}\right)
$$

and so the energy spectrom of $\partial \zeta / \partial t$ is $\sigma^{2} E(u, v)$. The correlations between the derivatives of $\zeta$ and those of $\partial \zeta / \partial t$ are given in terms of the moments

$$
\left.\begin{align*}
& m_{p q}^{\prime}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sigma E(u, v) u^{\natural} v^{q} \mathrm{~d} u \mathrm{~d} v, \\
& m_{p q}^{\pi}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sigma^{2} E(u, v) u^{p} v^{\imath} \mathrm{d} u \mathrm{~d} v
\end{align*} \right\rvert\,
$$

of the functions $\sigma E(u, v)$ and $\sigma^{2} E(u, v)$. As in (2-1-9) we have

$$
\overline{\left(\frac{\partial \zeta}{\partial t}\right)^{2}}=m_{00}^{n}, \quad \overline{\frac{\partial \zeta}{\partial t} \frac{\partial \zeta}{\partial x}}=m_{10}^{\prime}, \quad \frac{\overline{\partial \zeta}}{\partial t} \frac{\partial \zeta}{\partial y}=m_{01}^{\prime},
$$

and in general

$$
\left(\frac{\left(\frac{\partial^{p+\alpha+1}}{\partial x^{p} \partial y^{q}} \bar{\partial} t\right.}{}\right)^{2}=m_{2 p, 2 q}^{\prime}
$$

and

$$
\left(\frac{\partial p^{p+q+1} \zeta}{\partial x^{p} \partial y^{4} \partial_{t} t}\right)\left(\frac{\partial p^{\prime}+q^{\prime} \zeta}{\partial x^{\phi^{\prime}} \partial y^{p^{\prime}}}\right)=(-1)^{k\left(p+q-p^{\prime}-q^{\prime}+1\right)} m_{p+p^{\prime} \cdot q+q}^{\prime} \quad \text { or } \quad 0,
$$

according as $\left(p+q-p^{\prime}-q^{\prime}\right)$ is odd or even. Thus all the correlations of the spatial derivatives of $\partial \zeta / \partial t$ with the spatial derivatives of $\zeta$ are expressible in terms of the odd moments
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of $\sigma E$. The odd derivatives of $\partial \zeta / \partial t$ are all independent of the odd derivatives of $\zeta$ but are correlated with all the even derivatives; and vice versa.

Let us now consider more closely the pattern of surface slopes. If the magnitude of the surface slope is $\alpha$ and its direction is $\theta$ we have

$$
\left(\xi_{2}, \xi_{3}\right)=\left(\frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y}\right)=(\alpha \cos \theta, \alpha \sin \theta)
$$

and so

$$
p(\alpha, \theta)=\left|\frac{\partial\left(\xi_{2}, \xi_{3}\right)}{\partial(\alpha, \theta)}\right| p\left(\xi_{2}, \xi_{3}\right)=\alpha t p\left(\xi_{2}, \xi_{3}\right)
$$

or from (2-1-12)

$$
\rho(\alpha, \theta)=\frac{\alpha}{2 \pi \Lambda_{1}} \exp \left\{-\alpha^{2}\left(m_{02} \cos ^{2} \theta-2 m_{11} \cos \theta \sin \theta+m_{20} \sin ^{2} \theta\right) / 2 \Delta_{2}\right\}
$$

If we take the $x$ axis along the principal direction, so that $m_{11}$ vanishes and $m_{20} \geqslant m_{02}$, then

$$
p(\alpha, \theta)=\frac{\alpha^{2}}{2 \pi \Delta^{1}} \exp \left\{-\alpha^{2}\left(m_{02} \cos ^{2} \theta+m_{20} \sin ^{2} \theta\right) / 2 \Delta_{2}\right\}
$$

For a fixed value of $\theta$, the r.m.s. slope is given by

$$
\left[\frac{\int_{0}^{\infty} \alpha^{2} p(\alpha, \theta) \mathrm{d} \alpha}{\int_{0}^{\infty} p(\alpha, \theta) \mathrm{d} \alpha}\right]^{1}=\left[\frac{2 \Delta_{2}}{m_{02} \cos ^{2} \theta+m_{20} \sin ^{2} \hat{\theta}}\right]^{\frac{1}{2}}
$$

The maximum r.m.s. slope, therefore, is in a direction $\theta=0$, that is to say, in the principal direction. The minimum slope is in the direction at right angles to this.

The statistical distribution of the slope regardless of direction may be found by integrating $p(\alpha, \theta)$ with respect to $\theta$ from 0 to $2 \pi$. We find

$$
p(\alpha)=\frac{\alpha}{\Delta_{2}^{\text {}}} \exp \left\{-\alpha^{2}\left(m_{20}+m_{02}\right) / 4 \Delta_{2}\right\} I_{0}\left[\alpha^{2}\left(m_{20}-m_{02}\right) / 4 \Delta_{2}\right],
$$

where

$$
I_{0}(z)=\frac{1}{2 m} \int_{0}^{2 \pi} e^{-z \sin \theta} \mathrm{~d} \theta=J_{0}(\mathrm{i} z),
$$

$I_{0}$ being the Bessel function of order zero with imaginary argument (see Whittaker \& Watson 1952, chap. 17). Writing

$$
\eta=\frac{\alpha}{\left(m_{20}+m_{02}\right)^{\frac{1}{2}}}=\frac{\alpha}{m}
$$

for the relative slope, and $\gamma^{-1}=\left(m_{20} / m_{02}\right)^{\ddagger}$ for the long-crestedness, we have

$$
p(\eta)=\eta\left(\gamma+\gamma^{-1}\right) \exp \left\{-\eta^{2}\left(\gamma+\gamma^{-1}\right)^{2} / 4\right\} I_{0}\left[\eta^{2}\left(\gamma^{-2}-\gamma^{2}\right) / 4\right]
$$

This distribution is shown in figure 3 , for $\gamma=1, \frac{1}{2}, \frac{1}{4}$ and 0 . When $\gamma=1$ we have, since $I_{0}(0)=1$,

$$
p(\eta)=2 \eta \mathrm{e}^{-\eta^{2}}
$$

Thus for short-crested waves the slopes have a Rayleigh distribution. Now as $z$ tends to infinity, $I_{0}(z) \sim(2 \pi z)^{-1} \mathrm{e}^{z}$ (Whittaker \& Watson 1952, p. 373) and so when $\gamma$ is small we have, for general values of $\eta$,

$$
p(\eta) \sim\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \mathrm{e}^{-1 \eta^{2}}
$$



Figure 3. The probability distribution of the surface slope $\eta=\alpha /\left(m_{20}^{2}+m_{02}^{2}\right)^{\frac{1}{2}}$, for different values of the long-crestedness.


Figure 4. The limiting form of the slope distribution close to the origin, for a very long-crested surface.

In other words, for long-crested waves the slopes have in general a normal distribution (as we should expect, for since the slopes are nearly all in one plane, the distribution of $\alpha$ is the same as the distribution of $\partial \zeta / \partial x$, which is normal). However, for very small slopes, comparable with $\gamma m$, we must use the approximation

$$
p(\eta)=(\eta / \gamma) \mathrm{e}^{-\eta^{2}\left\langle\gamma^{2} I_{0}\left(\eta^{2} / \Delta \gamma^{2}\right), \quad=f(\eta / \gamma),, ~\right.}
$$
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say. $f(\eta / \gamma)$ is plotted in figure 4. As $\eta / \gamma \rightarrow \infty$, so $f \rightarrow(2 / \eta)^{\frac{1}{2}}$, which is the value of (2.1-33) at the origin. The anomalous distribution near the origin appears to arise from directions $\theta$ which are nearly perpendicular to the principal direction; since the crests are only of finite length, the chance of a very small slope in this direction is less than if the waves were two-dimensional. Nevertheless, the integral of $(2 \cdot 1 \cdot 34)$ from 0 to $\infty$ is equal to 1 , so that as the waves become infinitely long-crested the contribution to the integrated probability from the anomalous term is vanishingly small.


Figure 5. The probability distribution of the direction $\theta$ of the surface gradient for different values of the long-crestedness. $\theta=0$ is the principal direction.

Even when the waves are not long-crested, still for large values of $\eta$

$$
p(\eta) \sim\left(\frac{2}{\pi}\right)^{\frac{1}{n}} \frac{1}{\left(1-\gamma^{2}\right)^{!}} \mathrm{e}^{-t r^{2}}
$$

Thus for large slopes the distribution always approaches a normal distribution ultimately, provided $\gamma<1$.

The statistical distribution of the direction $\theta$ of the gradient is found by integrating (2-1-26) with respect to $\alpha$ from 0 to $\infty$ :
or

$$
\begin{align*}
& p(\theta)=\frac{\Delta}{2 \pi\left(m_{02} \cos ^{2} \theta+m_{20} \sin ^{2} \theta\right)} . \\
& p(\theta)=\frac{\gamma}{2 \pi\left(\gamma^{2} \cos ^{2} \theta+\sin ^{2} \theta\right)} .
\end{align*}
$$

When $\gamma=1$ (the waves are short-crested), $p(\theta)$ is independent of $\theta$ and there is no preferential direction for the slopes. As $\gamma$ diminishes the slopes become more and more concentrated about the principal direction (see figure 5). When $\gamma \ll 1$ we have in general

$$
p(\theta)=\frac{\gamma}{2 \pi \sin ^{2} \theta},
$$

which tends to zero as $\gamma \rightarrow 0$. But near the principal direction, i.e. when $\theta$ is comparable with $\gamma$, we have

$$
p(\theta)=\frac{\gamma}{2 \pi\left(\gamma^{2}+\theta^{2}\right)},
$$

a distribution whose width is proportional to $\gamma$. The integral of the distribution from $\theta / \gamma=-\infty$ to $\infty$ is equal to $\frac{1}{2}$. Thus the probability that $\theta$ is near zero is $\frac{1}{2}$, and so also is the probability that $\theta$ is near $\pi$. Hence it becomes almost certain that the gradient is nearly in the principal direction.

It should be noted that the probabilities so far discussed are for points distributed randomly and uniformly in the $x, y$ plane. The corresponding probabilities for points selected so as to lie, for example, on a particular contour $\zeta=$ constant, are different, as will be seen in §2.3.

### 2.2. The number of zero-crossings along a line

As in $\S 1 \cdot 4$, let us consider the curve in which the surface is intersected by the vertical plane $x \sin \theta=y \cos \theta$. A point where this curve passes through the mean level $(\zeta=0)$ may be called a zero-crossing of $\zeta$. We shall now consider the number of zero-crossings of $\zeta$ per unit distance $x^{\prime}$ measured along the line of intersection of the vertical plane and the mean level.

The mean number of zeros for a random function of a single variable has been derived by Rice ( 1944,1945 ). We recall his argument briefly. $\zeta$ and $\partial \zeta / \partial x^{\prime}$ are random functions which we shall denote by $\xi_{1}$ and $\xi_{2}$ respectively. Suppose that $\zeta$ passes through zero at some point $x^{\prime}$ in the interval ( $x_{0}^{\prime}, x_{0}^{\prime}+\mathrm{d} x^{\prime}$ ), and with gradient $\partial \zeta / \partial x^{\prime}$ lying in the range $\left(\xi_{2}, \xi_{2}+d \xi_{2}\right)$. Then at the point $x^{\prime}=x_{0}$ itself $\zeta$ lies in the range $\left(0,-\xi_{2} \mathrm{~d} x^{\prime}\right)$, approximately, i.e. a range of height $\mathrm{d} \xi_{1}=\left|\xi_{2}\right| \mathrm{d} x^{\prime}$. The probability of this occurrence is

$$
p\left(0, \xi_{2}\right)\left|\xi_{2}\right| \mathrm{d} x^{\prime} \mathrm{d} \xi_{2}
$$

where $p\left(\xi_{1}, \xi_{2}\right)$ is the joint-probability distribution of $\left(\xi_{1}, \xi_{2}\right)$. The total probability of a zero in ( $x_{0}^{\prime}, x_{0}^{\prime}+\mathrm{d} x^{\prime}$ ) is found by integrating with respect to $\xi_{2}$ from $-\infty$ to $\infty$. Hence the total number $N_{0}$ of zeros per unit distance is given by

$$
N_{0}=\int_{-\infty}^{\infty} p\left(0, \xi_{2}\right)\left|\xi_{2}\right| d \xi_{2} .
$$

Now the matrix of correlations for $\left(\xi_{1}, \xi_{2}\right)$ is

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{cc}
m_{0} & 0 \\
0 & m_{2}
\end{array}\right),
$$

and so by (2-1-1)

$$
p\left(\xi_{1}, \xi_{2}\right)=\frac{1}{2 \pi\left(m_{0} m_{2}\right)^{i}} \exp \left\{-\xi_{1}^{2} / 2 m_{0}-\xi_{2}^{2} / 2 m_{2}\right\} .
$$
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On substituting in (2-2-2) and carrying out the integration we find

$$
N_{0}=\frac{1}{\pi}\left(\frac{m_{2}(\theta)}{m_{0}(\theta)}\right)^{t} .
$$

In other words $\pi N_{0}$ is equal to the r.m.s. wave-number in the direction $\theta$. It follows at once from $\S 1.4$ that
(1) the number of zeros is a maximum and a minimum for two directions at right angles, given by

$$
\tan 2 \theta_{b}=-\frac{2 m_{11}}{m_{20}-m_{02}} ;
$$

(2) the maximum and minimum values of $N_{0}$ are given by
(3) the number of zeros in a general direction $\theta$ is given by

$$
N_{0}^{2}=N_{0}^{2}{ }_{\text {max }} \cos ^{2}\left(\theta-\theta_{p}\right)+N_{0 \text { min }}^{2} \sin ^{2}\left(\theta-\theta_{p}\right) ;
$$

(4) the ratio $N_{0 \text { min }} / N_{0 \text { max }}$ is given by

$$
\frac{N_{0 \text { min. }}}{N_{0 \text { max. }}}=\gamma,
$$

where $\gamma^{-1}$ is the long-crestedness; for a narrow spectrum $N_{0 \min } / N_{0 \text { max }}$ equals the r.m.s. angular deviation of the energy from the mean direction.

There are similar relations for the mean number of crests and troughs along the curve, since these are simply zeros of the derivative $\partial \zeta / \partial x^{\prime}$. The energy spectrum of $\partial \zeta / \partial x^{\prime}$ is $u^{\prime 2}$ times the energy spectrum of $\zeta$. So the mean number $N_{1}$ of crests and troughs together is

$$
N_{1}=\frac{1}{\pi}\left(\frac{m_{4}(\theta)}{m_{2}(\theta)}\right)^{\ddagger}
$$

(the number of crests or troughs separately is half this). $m_{2}$ and $m_{1}$ can be expressed in terms of the two-dimensional moments of $E(u, v)$ by means of(1-4.12). $m_{4}$ is of the fourth degree in $\cos \theta$ and $\sin \theta$, and it is found that in general $N_{1}(\theta)$ has four maxima (in two pairs of opposite directions) and similarly four minima; these can be found, if necessary, in terms of the fourth-order moments $m_{40}, m_{31}, \ldots, m_{04}$ and the second-order moments $m_{20}, m_{11}, m_{02}$.

In the same way the mean number $N_{2}$ of points of inflexion on the curve is

$$
N_{2}=\frac{1}{\pi}\left(\frac{m_{6}(\theta)}{m_{4}(\theta)}\right),
$$

and the maxima and minima of $N_{2}$ are given in terms of the sixth-, fourth- and second-order moments of $E(u, v)$.

We may find similarly the average number of times that the curve of intersection crosses the level $\zeta=\xi_{1}$. For in (2.2.1) and (2.2.2) it is necessary only to replace $p\left(0, \xi_{2}\right)$ by $p\left(\xi_{1}, \xi_{2}\right)$. Since $\xi_{1}$ and $\xi_{2}$ are independent, this simply amounts to multiplying by a factor $\exp \left\{-\xi_{1}^{2} / 2 m_{0}\right\}$. So in the general case we have

$$
N_{\mathrm{n}}=\frac{1}{\pi}\left(\frac{m_{2}(\theta)}{m_{0}(\theta)}\right)^{\dagger} \exp \left\{-\xi_{1}^{2} / 2 m_{0}(\theta)\right\} .
$$

By similar reasoning, the number of times $N_{1}$ per unit distance that the curve has a gradient $\xi_{2}$ is given by

$$
N_{1}=\frac{l}{\pi}\left(\frac{m_{4}(\theta)}{m_{2}(\theta)}\right)^{\frac{1}{2}} \exp \left\{-\xi_{2}^{2} / 2 m_{2}(\theta)\right\}
$$

and there are similar expressions corresponding to the higher derivatives of $\zeta\left(x^{\prime}\right)$.

### 2.3. The length and direction of the contours

Let us consider now a corresponding property in two dimensions. Imagine the surface contours $\zeta=$ constant to be drawn in the $x, y$ plane. Contained in any region $A$ of the plane there will be a certain length $s$ of the contour $\zeta=\zeta_{0}$. The average length of contour, being proportional to the area $A$, may be denoted by $\bar{s} A$. The factor $\bar{s}$ is now to be evaluated.


Figure 6. The length $s$ of contour intercepted by a small element of area $\mathrm{d} A$.

Let $P$ be any fixed point in the plane, and $\mathrm{d} A$ the area of a small region surrounding $P$ (see figure 8 ). Let $s$ denote the length of a contour $\zeta=\zeta_{0}$ intercepted by the region $\mathrm{d} A$, and let $n$ denote the perpendicular distance of the contour from $P$. Suppose that the magnitude $\alpha$ and direction $\theta$ of the gradient are fixed. Then the height $\zeta$ of the surface at $P$ is given by

$$
\left|\zeta-\zeta_{0}\right|=a n .
$$

For the contour to cut the element of area, the perpendicular $n$ and the height $\zeta$ must lie in certain small ranges $\left(n_{1}, n_{2}\right)$ and $\left(\zeta_{1}, \zeta_{2}\right)$. If now $\alpha, \theta$ are allowed to vary within small ranges $(\alpha, \alpha+\mathrm{d} \alpha),(\theta+\mathrm{d} \theta)$, the expectation $\bar{s}_{\alpha, \theta} \mathrm{d} A \mathrm{~d} \alpha \mathrm{~d} \theta$ of $s$ over the area $\mathrm{d} A$ is given by

$$
\bar{s}_{\alpha_{,},} \mathrm{d} A \mathrm{~d} \alpha \mathrm{~d} \theta=\int_{\zeta_{1}}^{\zeta_{2}} s p(\zeta, \alpha, \theta) \mathrm{d} \zeta \mathrm{~d} \alpha \mathrm{~d} \theta=\int_{j_{n_{1}}}^{m_{2}} s p(\zeta, \alpha, \theta) \alpha \mathrm{d} n \mathrm{~d} \alpha \mathrm{~d} \theta,
$$

where $p(\zeta, \alpha, \theta)$ denotes the joint distribution of $\zeta, \alpha, \theta$ at $P$. Since $\zeta, \alpha, \theta$ are nearly constant over the small range of integration of $n$ we have

$$
\bar{s}_{\alpha, 0} \mathrm{~d} A=\alpha p(\zeta, \alpha, \theta) \int_{n_{1}}^{m_{2}} s \mathrm{~d} n=\alpha p(\zeta, \alpha, \theta) \mathrm{d} A,
$$

and so

$$
\bar{s}_{\alpha, \theta}=\alpha p(\zeta, \alpha, \theta) .
$$

Integrating over all possible values of $\alpha, \theta$ we have

$$
\bar{s}=\int_{0}^{\infty} \int_{0}^{2 \pi} \tilde{s}_{\alpha, \theta} \mathrm{d} \alpha \mathrm{~d} \theta=\int_{0}^{\infty} \int_{0}^{2 \pi} \alpha p(\zeta, \alpha, \theta) \mathrm{d} \alpha \mathrm{~d} \theta .
$$

Now from §2•1

$$
p(\zeta, \alpha, \theta)=p(\zeta) p(\alpha, \theta),
$$
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where $p(\zeta)$ is given by ( $2 \cdot 1 \cdot 8$ ), with $\xi_{1}=\zeta$, and $p(\alpha, \theta)$ is given by ( $2 \cdot 1 \cdot 20$ ). On substituting these values in (2.3.5) we have

$$
\bar{s}=\frac{1}{(2 \pi)^{1}\left(m_{00} \Delta_{2}\right)^{\frac{1}{s}}} \exp \left\{-\zeta^{2} / 2 m_{00}\right\} \int_{0}^{\infty} \int_{0}^{2 \pi} \alpha^{2} \exp \left\{-\alpha^{2}\left(m_{02} \cos ^{2} \theta+m_{20} \sin ^{2} \theta\right) / 2 \Delta_{2}\right\} \mathrm{d} \alpha \mathrm{~d} \theta
$$

(It has been supposed that the $x$ axis is taken in the principal direction, so that $m_{11}$ vanishes.) Integration with respect to $\alpha$ gives

$$
\bar{s}=\frac{\Delta_{2}}{4 \pi m_{00}^{\psi}} \exp \left\{-\xi^{2} / 2 m_{00}\right\} \int_{0}^{2 \eta} \frac{d \phi}{\left(m_{02} \sin ^{2} \phi+m_{20} \cos ^{2} \phi\right)^{l}},
$$

where $\phi=\theta+\frac{1}{2} \pi$. That is to say

$$
\bar{s}=\frac{m_{\mathrm{f} 2}}{\pi\left(m_{00} m_{20}\right)^{1}} \exp \left\{-\zeta^{2} / 2 m_{00}\right\} \int_{0}^{i \pi} \frac{\mathrm{~d} \phi}{\left(1-\tilde{K}^{2} \sin ^{2} \phi\right)^{i}},
$$

where

$$
k^{2}=1-\gamma^{2} .
$$

Now since

$$
\frac{\mathrm{d}}{\mathrm{~d} \phi} \frac{k^{2} \sin \phi \cos \phi}{\left(1-k^{2} \sin ^{2} \phi\right)^{4}}-\left(1-k^{2} \sin ^{2} \phi\right)^{t}+\frac{k^{2}-1}{\left(1-k^{2} \sin ^{2} \phi\right)^{2}}
$$

it follows, on integration between 0 and $\frac{1}{2} \pi$, that

$$
\left(1-k^{2}\right) \int_{0}^{i \pi} \frac{\mathrm{~d} \phi}{\left(1-k^{2} \sin ^{2} \phi\right)^{i}}=\int_{0}^{i \pi}\left(1-k^{2} \sin ^{2} \phi\right)^{\frac{1}{d}} \mathrm{~d} \phi=\mathrm{E}(k),
$$

where $\mathrm{E}(\mathrm{k})$ is Legendre's complete elliptic integral of the first kind (Legendre 18 II ). Hence we have finally

$$
\xi=\frac{1}{\pi}\left(\frac{m_{20}+m_{02}}{m_{00}}\right)^{t} \exp \left\{-\zeta^{2} / 2 m_{00}\right\}\left(1+\gamma^{2}\right)^{-t} \mathrm{E}\left\{\sqrt{ }\left(1-\gamma^{2}\right)\right\}
$$

In the special case of long-crested waves, when $\gamma=0$, we have $\mathrm{E}(1)=\mathrm{I}$ and further
giving

$$
\begin{gather*}
m_{20}=m_{2}(0), \quad m_{02}=0 \\
\xi=\frac{1}{\pi}\left(\frac{m_{2}(0)}{\bar{n} t_{00}}\right)^{\ddagger} \exp \left\{-\zeta^{2} / 2 m_{00}\right\} .
\end{gather*}
$$

Comparison with (2-2-12) shows what we might expect, namely, that the mean length of contour per unit area is equal to the mean number of crossings of the contour level per unit distance by a plane perpendicular to the wave crests.

In general (2-3-13) may be written

$$
\bar{s}=\frac{1}{\pi}\left(\frac{m_{20}+m_{02}}{m_{00}}\right)^{i} \exp \left\{-\zeta^{2} / 2 m_{00}\right\} f(\gamma),
$$

where

$$
f(\gamma)=\left(1+\gamma^{2}\right)^{-1} \mathrm{E}\left\{\sqrt{ }\left(1-\gamma^{2}\right)\right\}
$$

This function is shown in figure 7. At the two extreme values we have

$$
\begin{gather*}
f(0)=1 \\
f(1)=\frac{\pi}{2 \sqrt{2}}=1 \cdot 1107 \ldots
\end{gather*}
$$

and
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Throughout its whole range the function departs very little from unity. There is, however, a weak singularity at the origin, where

$$
f(\gamma)=1+\frac{1}{2} \gamma^{2}\left(\ln \frac{4}{\gamma}-\frac{3}{2}\right)+O\left(\gamma^{2} \ln \gamma\right) .
$$

A very closely related distribution is that of the direction $\theta$ of the normal to a given contour. Let us suppose that $\theta$ is measured at points randomly and uniformly distributed along the contour. $\theta$ is also the direction of the surface gradient at the point of measurement. However, the distribution of $\theta$ for a given contour is quite distinct from the distribution of $\theta$ found in $\S 21$, where it was supposed that the angle was measured, not on a particular contour but at points randomly distributed in the $x, y$ plane.


Figure 7. Graph of $f(\gamma)=\left(1+\gamma^{2}\right)-E\left[\sqrt{ }\left(1-\gamma^{2}\right)\right\}$.
To find the distribution $p(\theta)_{\xi}$ for the contour $\zeta=$ constant we may note that the contribution of a given length of arc to the distribution of $\theta$ in the interval $(\theta, \theta+\mathrm{d} \theta)$ is simply proportional to the expected length of arc for which $\theta$ lies between these limits, that is,

$$
p(\theta) \xi \mathrm{d} \theta \propto \int_{0}^{\infty} \bar{s}_{\alpha, \theta} \mathrm{d} \alpha \mathrm{~d} \theta
$$

On normalizing the right-hand side by dividing by 3 we have

$$
p(\theta)_{5}=\frac{1}{\overline{3}} \int_{0}^{\infty} \bar{s}_{\alpha, \theta} \mathrm{d} \alpha=\frac{1}{\overline{3}} \int_{0}^{\infty} \alpha p(\zeta, \alpha, \theta) \mathrm{d} \alpha .
$$

Substituting from (2.3.6) and (2:3.13), and carrying out the integration we find

$$
p(\theta)_{6}=\frac{1}{4 \mathrm{E}\left\{\sqrt{ }\left(1-\gamma^{2}\right)\right\}} \frac{\gamma^{2}}{\left(\gamma^{2} \cos ^{2} \theta+\sin ^{2} \theta\right)^{4}}
$$

(where $\theta=0$ is chosen as the principal direction). The form of this expression is somewhat similar to (2:1-37). When $\gamma=1$ (for short-crested waves)

$$
p(\theta)_{5}=\frac{1}{2 \pi},
$$

i.e. the contours have no preferential direction. As $\gamma$ diminishes the distribution becomes more and more concentrated about the mean direction $\theta=0$. When $\gamma$ is small, we have for general directions

$$
p(\theta)_{t}=\frac{\gamma^{2}}{4 \sin ^{3} \theta^{\prime}},
$$

which tends to zero as $\gamma \rightarrow 0$. But near the mean direction, that is, when $\theta$ is comparable with $\gamma$,

$$
p(\theta)_{G}=\frac{y^{2}}{4\left(\gamma^{2}+\theta^{2}\right)^{4}} .
$$

The integral of this expression from $\theta / \gamma=-\infty$ to $\infty$ is equal to $\frac{1}{2}$. Thus the probability that $\theta$ is near zero is $\frac{1}{2}$, and so also is the probability that $\theta$ is near $\pi$. Hence it becomes highly probable that the direction of the contour is near the principal direction.

## 24. The density of maxima and minima

Let us consider now the problem of how many maxima and minima (humps and hollows) the surface possesses, on the average, per unit area.
At a maximum or a minimum the two components of gradient $\partial \zeta / \partial x, \partial \zeta / \partial y$ must vanish. But not all such points are maxima or minima; we may also have a col or saddle-point, where the surface tends to rise in one pair of opposite directions and fall in another pair of opposite directions. We shall prove the following theorem:

On a statistically uniform surface the average density of maxima per unit area plus the average density of minima is equal to the average density of saddle-points, or

$$
D_{\mathrm{ma}}+D_{\mathrm{mi} .}=D_{\mathrm{sa} .}
$$

Let a contour map of the surface be drawn, and let a direction $\phi$ be assigned to each contour, say to the right when facing up-hill. Thus at each point of the plane, except the stationary points, there is a unique direction $\phi$. Consider now the variation of $\phi$ round a small closed curve $C$ on the map (see figure 8). $C$ may at first be so small as to contain no stationary point, in which case $\phi$ will return to its initial value after the circuit is completed (figure $8 a$ ). If now $C$ is expanded so as to enclose a single stationary point, $\phi$ will increase by $2 \pi$ on completion of the circuit $C$ if the stationary point is a maximum or a minimum (figure $8 b$ and $c$ ), and will decrease by $2 \pi$ if the stationary point is a saddle-point (figure $8 d$ ). As $C$ is further increased in size, so as to enclose $d_{\text {ma }}$. maxima, $d_{\mathrm{mi}}$. minima and $d_{\mathrm{ma}}$. saddlepoints, say, the variation of $\phi$ round $C$ will be $2 \pi\left(d_{\mathrm{ma}} .+d_{\mathrm{mi}}-d_{\mathrm{sa}}\right)$, or $2 \pi A\left(D_{\mathrm{ma}}+D_{\mathrm{mi.}}-D_{\mathrm{sa}}\right)$ approximately, where $A$ is the area enclosed by $C$. But since the surface is statistically uniform, the variation of $\phi$ round $C$ will increase proportionally to $L$ at most, where $L$ is the circumference of $C_{*}^{*}$ On the other hand $A$ increases like $L^{2}$, supposing $C$ is of constant shape. Thus $2 \pi\left(D_{\mathrm{ma} .}+D_{\mathrm{mi}}-D_{\mathrm{sa}}\right)$ is proportional to $L^{-1}$ at most, and letting $L$ tend to infinity we sec that ( $D_{\mathrm{ma}}+D_{\mathrm{mi}}-D_{\mathrm{si}}$ ) must vanish. This proves the result.

* In fact it may be shown that the increase is proportional only to $L^{4}$.


Figure 8. Illustrating the way in which the contour direction varies round a curve enclosing ( $a$ ) no stationary point, (b) a maximum, (c) a minimum and (d) a saddle-point.

(a)

(b)

Figure 9. (a) Stationary points on a surface which consists of two intersecting wave systems. - =a maximum, $O=$ a minimum, $+=$ a saddle-point. (b) Stationary points in a hexagonal pattern.

A simple example is shown in figure $9 a$. The surface consists of two long-crested systems of waves of slowly varying amplitude. Where a crest from one system intersects a crest from the other system there is a maximum, and where two troughs intersect there is a minimum. But where a crest from one system intersects a trough from theother there is a saddle-point.
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The pattern of saddle-points is similar and congruent to the pattern of maxima and minima together, so that ( $2 \cdot 4 \cdot 1$ ) is satisfied.

On this surface the density of maxima is equal to the density of minima. But a case in which this is not so is illustrated in figure $9 b$. Here the maxima are at the centres of the cells of a hexagonal honeycomb, the minima are at the vertices and the saddle-points are halfway along the edges. There are twice as many maxima as minima, and three times as many saddle-points, so that

$$
D_{\mathrm{ma}}=\frac{2}{3} D_{\mathrm{sa}}, \quad D_{\mathrm{mi} .}=\frac{1}{3} D_{\mathrm{sa}} .
$$

In general it can be shown that the stationary points must form a cellular pattern, and the theorem ( $2 \cdot 4 \cdot 1$ ) then follows from Euler's relation $V+F=E+2$ connecting the number of vertices $V$, faces $F$ and edges $E$ of a convex polyhedron (Euler 1752-3; Sommerville 1929, chap. ix).
The class of random surface represented by ( $1 \cdot 2 \cdot 1$ ) satisfies the further relation

$$
D_{\mathrm{man}}=D_{\mathrm{zin} .} .
$$

For the phases $\epsilon_{n}$ of the component waves are randomly and uniformly distributed between 0 and $2 \pi$. The statistical properties of the surface are unaffected if a constant, $\pi$, is added to each phase. But this reverses the sign of $\zeta$ and converts maxima into minima, and vice versa.

From (2.4-1) and (2.4.3) it follows that

$$
D_{\mathrm{sal}}=2 D_{\mathrm{ma}}=2 D_{\mathrm{mi}}
$$

and if $D_{\text {sta }}$ denotes the total density of stationary points per unit area of the surface

$$
D_{\mathrm{sta}}=2 D_{\mathrm{sa} .}=4 D_{\mathrm{ma}}=4 D_{\mathrm{mi} \mathrm{i}} .
$$

In other words, of all the stationary points on the surface, one-quarter are maxima, onequarter are minima, and the remaining half are saddle-points.

We proceed now to evaluate $D_{\text {sta. }}$ in terms of the energy spectrum of $\zeta$. The variables entering the problem are
and

$$
\frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y}=\xi_{2}, \xi_{3}
$$

$$
\frac{\partial^{2} \zeta}{\partial x^{2}}, \frac{\partial^{2} \zeta}{\partial x \partial y}, \frac{\partial^{2} \zeta}{\partial y^{2}}=\xi_{4}, \xi_{5}, \xi_{6},
$$

say. $\left(\xi_{2}, \xi_{3}\right)$ is a pair of functions of $(x, y)$, and if $(x, y)$ varies within a certain small region $\mathrm{d} A,=(x, x+\mathrm{d} x ; y, y+\mathrm{d} y),\left(\xi_{2}, \xi_{3}\right)$ will vary within a region $\mathrm{d} \Sigma$ of area

$$
\begin{gather*}
\left|\mathrm{d} \Sigma_{:}\right|=|J||\mathrm{d} A|, \\
J=\frac{\partial\left(\xi_{2}, \xi_{3}\right)}{\partial(x, y)}=\xi_{4} \xi_{8}-\xi_{3}^{2} .
\end{gather*}
$$

The probability that a given point, say a stationary point, lies in $\mathrm{d} A$ is equal to the probability that $\left(\xi_{2}, \xi_{3}\right)$ lies in the corresponding region $\mathrm{d} \Sigma$, which is

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d \xi_{4} d \xi_{9} d \xi_{5} \iint_{d \Sigma} d \xi_{2} d \xi_{9} p\left(\xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}, \xi_{6}\right) .
$$

Since $\left(\xi_{2}, \xi_{3}\right)=(0,0)$ somewhere in $\mathrm{d} \Sigma, p\left(\xi_{2}, \xi_{5}, \xi_{4}, \xi_{5}, \xi_{0}\right)$ may be replaced by

$$
p\left(0,0, \xi_{4}, \xi_{5}, \xi_{6}\right)
$$
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when $\mathrm{d} \Sigma$ is sufficiently small, and since

$$
\iint_{d \Sigma} \mathrm{~d} \xi_{2} \mathrm{~d} \xi_{3}=|\mathrm{d} \Sigma|
$$

the above probability becomes

$$
\int_{j_{-\infty}^{\infty}}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{d} \xi_{4} \mathrm{~d} \xi_{5} \mathrm{~d} \xi_{6}|\mathrm{~d} \Sigma| p\left(0,0, \xi_{4}, \xi_{5}, \xi_{6}\right) .
$$

On substituting from ( $2 \cdot 4 \cdot 8$ ) we have for the probability of a stationary value of $\zeta$ in $\mathrm{d} A$,

$$
D_{\mathrm{sta}} \mathrm{~d} A=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p\left(0,0, \xi_{4}, \xi_{5}, \xi_{6}\right)\left|\xi_{4} \xi_{6}-\xi_{5}^{2}\right| \mathrm{d} \xi_{4} \mathrm{~d} \xi_{5} \mathrm{~d} \xi_{6} \mathrm{~d} A
$$

For a true maximum of the surface we must have $\xi_{4} \leqslant 0, \xi \leqslant \leqslant_{6} 0$ and $J \geqslant 0$; for a true minimum, $\xi_{4} \geqslant 0, \xi_{6} \geqslant 0$ and $J \geqslant 0$. Thus the true maxima and minima correspond to the region of the $\left(\xi_{4}, \xi_{5}, \xi_{6}\right)$ space given by

$$
J \equiv \xi_{4} \xi_{6}-\xi_{5}^{2} \geqslant 0 .
$$

The boundary of this region is the surface $J=0$, which is a cone with vertex at the origin. The remaining part of the $\left(\xi_{4}, \xi_{5}, \xi_{6}\right)$ space corresponds to the saddle-points.

Now since the second derivatives $\xi_{4}, \xi_{5}, \xi_{6}$ are uncorrelated with the first derivatives $\xi_{2}, \xi_{3}$ (see $\S 2 \cdot 1$ ) it follows that

$$
p\left(\xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}, \xi_{6}\right)=p\left(\xi_{2}, \xi_{3}\right) p\left(\xi_{4}, \xi_{5}, \xi_{6}\right),
$$

where $p\left(\xi_{2}, \xi_{9}\right)$ is given by $(2 \cdot 1 \cdot 12)$ and $p\left(\xi_{4}, \xi_{5}, \xi_{6}\right)$ is the distribution for $\left(\xi_{4}, \xi_{5}, \xi_{6}\right)$ independently of the other variables. The matrix of correlations is
and hence

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{lll}
m_{40} & m_{31} & m_{22} \\
m_{31} & m_{22} & m_{13} \\
m_{22} & m_{13} & m_{04}
\end{array}\right),
$$

where $\left(M_{i j}\right)$ is the inverse matrix to $\left(\Xi_{i j}\right)$ and

$$
\Delta_{4}=\left|\Xi_{i j}\right| .
$$

Therefore, altogether we have for the density of stationary points

$$
D_{\text {sta. }}=\frac{1}{\left.(2 \pi)^{\frac{1}{t}} \Delta_{2}^{d} \Delta\right\}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2} M_{i j} \xi_{1+3} \xi_{f+3}\right\}\left|\xi_{4} \xi_{6}-\xi_{5}^{2}\right| \mathrm{d} \xi_{4} \mathrm{~d} \xi_{5} \mathrm{~d} \xi_{6} . \quad(2 \cdot 4 \cdot 19)
$$

The density of maxima is given by a similar integral taken over the region $\xi_{4} \leqslant 0, \xi_{6} \leqslant 0$, $J \geqslant 0$. The density of saddle-points is given by the same integral taken over the region $J<0$.

Since ( $\Xi_{i j}$ ) is a positive-definite matrix, so also is its inverse ( $M_{i j}$ ), and there exists a real linear transformation

$$
\left(\xi_{4}, \xi_{5}, \xi_{6}\right)=T\left(\eta_{1}, \eta_{2}, \eta_{3}\right)
$$

which simultaneously reduces the exponent in $(2 \cdot 4 \cdot 19)$ to the unit form

$$
M_{i j} \xi_{i+3} \xi_{j+3}=\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}
$$

and $J$ to a diagonal form

$$
\xi_{4} \xi_{6}-\xi_{5}^{2}=l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2} .
$$
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The quantities $l_{1}, l_{2}, l_{3}$ are easily found, for they are the roots of
where ( $\sigma_{i j}$ ) is the matrix of $J$ :

$$
\left|\sigma_{u}-l M_{u}\right|=0,
$$

$$
\left(\sigma_{i j}\right)=\left(\begin{array}{rrr}
0 & 0 & \frac{1}{2} \\
0 & -1 & 0 \\
\frac{1}{2} & 0 & 0
\end{array}\right) .
$$

On multiplying (2.4.23) by $\left|\Xi_{i j}\right|,=\left|M_{i j}{ }^{1}\right|$, we have

$$
\left|\Xi_{i j} \sigma_{j k}-l \delta_{i k}\right|=0
$$

where $\delta_{i j}$ is the unit matrix of order 3. In other words $l_{1}, l_{2}, l_{3}$ are the latent roots of ( $\Xi_{i j} \sigma_{j k}$ ):

$$
\left|\begin{array}{ccc}
\frac{1}{2} m_{22}-l & -m_{31} & \frac{1}{2} m_{40} \\
\frac{1}{2} m_{19} & -m_{22}-l & \frac{1}{2} m_{31} \\
\frac{1}{2} m_{04} & -m_{13} & \frac{1}{2} m_{22}-l
\end{array}\right|=0 \text {. }
$$

On expanding the determinant we find

$$
4 l^{3}-3 H l-\Delta_{4}=0
$$

where

$$
3 H=m_{40} m_{04}-4 m_{11} m_{19}+3 m_{22}^{2} .
$$

Hence

$$
l_{1}+l_{2}+l_{3}=0
$$

and

$$
l_{1} l_{2} l_{3}=\frac{子}{d} \Delta_{4}>0 .
$$

It follows that one of the roots, say $l_{1}$, is positive and the other two, say $l_{2}, l_{31}$, are negative. We write

$$
l_{1}>0>l_{2} \geqslant l_{3} .
$$

The solution of the cubic equation (2.4-27) is

$$
\left(l_{1}, l_{2}, l_{3}\right)=H^{\ddagger}\left(\cos \psi_{1}, \cos \psi_{2}, \cos \psi_{3}\right),
$$

where $\psi_{1}, \psi_{2}, \psi_{3}$ are the roots of $\quad \cos 3 \psi=\Delta_{4} / H^{\mathbf{1}}$.
The modulus of the transformation $T$ is

$$
\frac{\partial\left(\xi_{4}, \xi_{5}, \xi_{6}\right)}{\partial\left(\eta_{1}, \eta_{2}, \eta_{3}\right)}=\left|M_{v}\right|^{-i}=\Delta \ddagger .
$$

We find then

$$
D_{\mathrm{su}}=\frac{1}{(2 \pi)^{\top} \Delta_{2}^{\frac{1}{2}}} I\left(l_{1}, l_{2}, l_{3}\right),
$$

where

$$
I\left(l_{1}, l_{2}, l_{3}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2}\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right)\right\}\left|l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2}\right| \mathrm{d} \eta_{1} \mathrm{~d} \eta_{2} \mathrm{~d} \eta_{3}
$$

The density of maxima is given by

$$
\begin{equation*}
D_{\operatorname{man}}=\frac{1}{(2 \pi)^{!} \Delta_{2}^{1}} I^{\prime}\left(l_{1}, l_{2}, l_{3}\right), \tag{24-37}
\end{equation*}
$$

where $\quad I^{\prime}\left(l_{1}, l_{2}, l_{3}\right)=\iiint_{V} \exp \left\{-\frac{1}{2}\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right)\right\}\left|l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2}\right| \mathrm{d} \eta_{1} \mathrm{~d} \eta_{2} \mathrm{~d} \eta_{3}$,
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and $V$ is the conical region

$$
\eta_{1}>0, \quad l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2}>0 .
$$

$$
\text { Clearly } \begin{align*}
4 I^{\prime}-I & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2}\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right)\right\}\left(l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2}\right) \mathrm{d} \eta_{1} \mathrm{~d} \eta_{2} \mathrm{~d} \eta_{3} \\
& =(2 \pi)^{\frac{1}{4}}\left(l_{1}+l_{2}+l_{3}\right),
\end{align*}
$$

which vanishes, by (2-4-29). Thus

$$
I=4 I^{\prime}, \quad D_{\text {sta. }}=4 D_{\text {ma }}
$$

in agreement with (2.4-5).
The integral $I^{\prime}$ may he evaluated by means of the substitution

$$
\left.\begin{array}{l}
\eta_{1}=l_{1}^{-\frac{1}{r}} r, \\
\eta_{2}=\left(-l_{2}\right)^{-t} r \sin \theta \cos \chi, \\
\eta_{3}=\left(-l_{3}\right)^{-t} r \sin \theta \sin \chi,
\end{array}\right\}
$$

where

$$
0<r<\infty, \quad 0<\theta<\frac{1}{2} \pi, \quad 0<\chi<2 \pi .
$$

We have then
where

$$
I^{\prime}=\frac{1}{\left(l_{1} l_{2} l_{3}\right)^{i}} \int_{0}^{\infty} \mathrm{d} r \int_{0}^{i \pi} \mathrm{~d} \theta \int_{0}^{2 \pi} \mathrm{~d} \chi \exp \left\{-\left(1+f \sin ^{2} \theta\right) r^{2} / 2 l_{1}\right\} r^{4} \cos ^{9} \theta \sin \theta
$$

Integration with respect to $r$ gives

$$
\begin{equation*}
I^{\prime}=3\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} \frac{l_{1}^{2}}{\left(l_{2} l_{3}\right)^{\frac{i}{2}}} \int_{0}^{\mathrm{i} \pi} \mathrm{~d} \theta \int_{0}^{2 \pi} \mathrm{~d} x \frac{\cos ^{3} \theta \sin \theta}{\left(1+f \sin ^{2} \theta\right)^{\frac{1}{4}}} . \tag{2-4-46}
\end{equation*}
$$

Further integration with respect to $\theta$ gives

$$
I^{\prime}=4\left(\frac{1}{2} \pi\right)^{\dagger} \frac{l_{1}^{2}}{\left(l_{2} l_{3}\right)^{i}} \int_{0}^{i \pi} \mathrm{~d} x\left[\frac{1}{f}-\frac{2}{f^{2}}+\frac{2}{f^{2}(1+f)^{i}}\right] .
$$

This is an elliptic integral and may be evaluated by known methods (Legendre 181i). We find finally

$$
\begin{align*}
I^{\prime}=(8 \pi)+ & {\left[\left(l_{2} l_{3}\right)^{\{ }\left\{\left(\frac{l_{2}-l_{3}}{l_{2}}\right)^{\frac{3}{2}} \mathrm{E}\left(k, \frac{1}{2} \pi\right)-\left(\frac{l_{2}}{l_{2}-l_{1}}\right)^{\frac{1}{2}} \mathrm{~F}\left(k, \frac{1}{2} \pi\right)\right\}\right.} \\
& \left.-\left(l_{1}+l_{2}+l_{3}\right)\left\{\mathrm{F}\left(k^{\prime}, \phi\right) \mathrm{E}\left(k, \frac{1}{2} \pi\right)+\mathrm{E}\left(k^{\prime}, \phi\right) \mathrm{F}\left(k, \frac{1}{2} \pi\right)-\mathrm{F}\left(k^{\prime}, \phi\right) \mathrm{F}\left(k, \frac{1}{2} \pi\right)-\frac{1}{2} \pi\right\}\right]
\end{align*}
$$

where $\mathbf{E}$ and F are the Legendre elliptic integrals of the first and second kind:

$$
\left.\begin{align*}
& \mathrm{E}(k, \phi)=\int_{0}^{\phi}\left(1-k^{2} \sin ^{2} \phi\right)^{\frac{1}{2}} \mathrm{~d} \phi, \\
& \mathrm{~F}(k, \phi)=\int_{0}^{\phi}\left(1-k^{2} \sin ^{2} \phi\right)^{-\frac{1}{2}} \mathrm{~d} \phi_{r}
\end{align*} \right\rvert\,
$$

and $\quad k^{2}=\frac{l_{1}\left(l_{3}-l_{2}\right)}{l_{3}\left(l_{1}-l_{2}\right)}, \quad k^{\prime 2}=1-k^{2}=\frac{l_{2}\left(l_{1}-l_{3}\right)}{l_{3}\left(l_{1}-l_{2}\right)}, \quad \phi=\tan ^{-1}\left(-\frac{l^{3}}{l_{1}}\right)^{\mathbf{t}}$.
If we now make use of the condition (2-4-29) we find for the density of maxima

$$
D_{\mathrm{ma} .}=\frac{1}{2 \pi^{2}} \frac{\left(l_{2} l_{3}\right)}{\Delta \frac{i}{2}}\left[\left(\frac{l_{2}-l_{1}}{l_{2}}\right)^{t} \mathrm{E}\left(k, \frac{1}{2} \pi\right)-\left(\frac{l_{2}}{l_{2}-l_{1}}\right)^{\frac{t}{2}} \mathrm{~F}\left(k, \frac{1}{2} \pi\right)\right]
$$
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The density of stationary points $D_{\text {sta }}$ is four times this value.
Equation ( $2 \cdot 4 \cdot 51$ ) may also be written

$$
D_{\mathrm{ma} 2}=\frac{1}{2 \pi^{2}} \frac{l_{1}}{\Delta /} \Phi\left(-l_{2} / l_{1}\right)
$$

where

$$
\begin{align*}
\Phi(\alpha) & =\{\alpha(1-\alpha)\}^{\}}\left[\left(\frac{1+\alpha}{\alpha}\right)^{\frac{1}{2}} E\left(k, \frac{1}{2} \pi\right)-\left(\frac{\alpha}{1+\alpha}\right)^{\frac{1}{2}} F\left(k, \frac{1}{2} \pi\right)\right], \\
k^{2} & =\frac{1-2 \alpha}{1-\alpha^{2}} \quad\left(0<\alpha \leqslant \frac{1}{2}\right) .
\end{align*}
$$



Flgure 10. Graph of $\Phi(\alpha)$ (defined by (2-4-53)).
The form of $\Phi(\alpha)$ is shown in figure 10 . When $\alpha \rightarrow 0, k^{2} \rightarrow 1$ and $F\left(k, \frac{1}{2} \pi\right) \rightarrow \infty$ logarithmically. Hence $\alpha \mathrm{F}\left(k, \frac{1}{2} \pi\right) \rightarrow 0$ and

$$
\lim _{\alpha \rightarrow 0} \Phi(\alpha)=1
$$

Also when $a=\frac{1}{2}, k^{2}=0$ and so

$$
\Phi\left(\frac{1}{2}\right)=\left(3^{1}-3^{-k}\right) \pi / 4=0.917 \ldots
$$

Throughout the whole of its range, $\Phi$ departs very little from unity.
A particularly interesting case is when the energy spectrum $\mathrm{E}(u, v)$ is narrow. Let us take axes of ( $u, v$ ) so that the $u$ axis passes through the centroid ( $\bar{u}, \bar{v}$ ), making $\bar{\delta}=0$. Then on substituting from ( 1.6 .8 and 1.6 .9 ) and retaining only the terms of highest order we find

$$
\left.\begin{array}{rl}
\Delta_{2} & =\bar{u}^{2} \mu_{00} \mu_{02}, \\
3 H & =\bar{u}^{4}\left(\mu_{00} \mu_{04}+3 \mu_{02}^{3}\right), \\
\Delta_{4} & =\bar{u}^{6}\left(\mu_{00} \mu_{02} \mu_{04}-\mu_{00} \mu_{03}-\mu_{02}^{3}\right)
\end{array}\right\}
$$

Now $\mu_{00}, \mu_{022}, \mu_{03}, \mu_{04}$ are moments of the energy spectrum $E_{\mathrm{b}}$ of a section of the surface at right angles to the mean direction. We have

$$
\mu_{02}=(\gamma \bar{u})^{2} m_{00,} \quad \mu_{09}=b(\gamma \bar{u})^{3} m_{00:} \quad \mu_{04}=a^{2}(\gamma \overline{\bar{u}})^{4} m_{00,}
$$

where $\gamma^{-1}$ is the long-crestedness (defined in $\S 1 \cdot 4$ ), $a^{2}$ is a non-dimensional parameter (always greater than 1) which represents the peakedness of the spectrum $E_{\text {tn }}$, and $b$ is a
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measure of the asymmetry of $E_{\mathrm{i} x}$ about its mean (but is independent of the angle of skewness $\beta$ ). If we assume $\mu_{05}=0$ and so $b=0$, we have

$$
\left.\begin{array}{rl}
\Delta_{2} & =\left(\gamma \bar{u}^{2}\right)^{2} m_{00}^{2} \\
H & =\left(\gamma \bar{u}^{2}\right)^{4} m_{00}^{2}\left(1+a^{2} / 3\right), \\
\Delta_{4} & =\left(\gamma \bar{u}^{2}\right)^{6} m_{00}^{3}\left(a^{2}-1\right)
\end{array}\right\}
$$

and so from (2-4.32)
where

$$
\left(l_{1}, l_{2}, l_{3}\right)=\left(\gamma \bar{u}^{2}\right)^{2} m_{00}\left(1+a^{2} / 3\right)\left(\cos \psi_{1}, \cos \psi_{2}, \cos \psi_{3}\right),
$$

Thus from (2-4:ธั2) we have

$$
\cos 3 \psi=\frac{a^{2}-1}{\left(1+a^{2} / 3\right)^{1}}
$$

$$
D_{\mathrm{ma}}=\gamma \pi^{2} C(a)
$$

where

$$
C(a)=\frac{1}{2 \pi^{2}}\left(1+a^{2} / 3\right)^{\frac{1}{2}} \cos \psi_{1} \Phi\left(-\frac{\cos \psi_{2}}{\cos \psi_{1}}\right),
$$

which is a quantity depending only on the peakedness a. For a given peakedness, $D_{\text {ma. }}$ is proportional to the square of the wave-number of the carrier wave and inversely proportional to the long-crestedness $\gamma^{-1}$. To illustrate the effect of varying peakedness, $C(a)$ has been computed for a number of different values of $a$, including some interesting special cases. The results are given in table 1 .

Table 1

| $a^{2}$ | $C(a)$ | $a^{2}$ | $C(a)$ | $a^{2}$ | $C(a)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $0-0507$ | 4 | $0-0695$ | 8 | 0.0880 |
| 2 | 0.0562 | 5 | 0.0747 | 9 | 0.0919 |
| 2 | $0-0578$ | 6 | $0-0794$ | 10 | 0.0956 |
| 2 | $0-0639$ | 7 | $0-0838$ | 20 | 0.1265 |

$a^{2}=1$ corresponds to a pair of intersecting wave trains, for then $\Delta_{4}$ vanishes (by (2-4-54)), which is the condition for the spectrum to degenerate into two one-dimensional spectra (equation (1-3-7)). In the limit as $a^{2} \rightarrow 1$ we find from (2-4-60) that
and hence

$$
\begin{gather*}
\left(\psi_{1}, \psi_{2}, \psi_{3}\right)=\left( \pm \frac{1}{8} \pi, \pm \frac{1}{2} \pi, \pm \frac{5}{8} \pi\right), \\
C=\frac{1}{2 \pi^{2}}=0.05066 \ldots
\end{gather*}
$$

This is what we should expect, for the wavelengths of the patterm in the $u$ direction and the $u$ direction are $2 \pi / \bar{z}$ and $2 \pi / \gamma \bar{u}$ respectively. Reference to figure $9 a$ will show that each maximum is at the centre of a parallelogram (bounded by troughs) whose diagonals are of length $2 \pi / \bar{u}$ and $2 \pi / \gamma \bar{u}$, and whose area is therefore $2 \pi^{2} / \gamma \bar{u}^{2}$. The density of maxima is the reciprocal of this area, i.e. $\gamma \bar{u}^{2} / 2 \pi^{2}$.

The case $a^{2}=\frac{g}{8}$ has been included, since this is the peakedness of a low-pass spectrum, when the wave energy is uniformly distributed with regard to direction over a narrow sector. $a^{2}=3$ corresponds to a normal distribution of energy with regard to direction. Another special case is $a^{2}=9$, when $\left(\psi_{1}, \psi_{2}, \psi_{3}\right)=\left(0, \pm \frac{2}{3} \pi, \pm \frac{2}{3} \pi\right)$, and so

$$
C=\frac{1}{4 \pi}\left(3^{\frac{1}{2}}-3^{-i}\right)=0.09189 \ldots
$$
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Finally as $a \rightarrow \infty$ we find

$$
C \sim \frac{a}{4 \pi^{2}} \rightarrow \infty .
$$

On the whole, however, the variation of $C$ with $a$ is slight. As $a^{2}$ increases from 0 to $10, C$ is less than doubled.
The density of specular points, i.e. points on the surface where the gradient takes a given value, not necessarily zero, may be found similarly. For it is only necessary to replace $p\left(0,0, \xi_{4}, \xi_{5}, \xi_{6}\right)$ in equation ( $2 \cdot 4 \cdot 13$ ) by $p\left(\xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}, \xi_{6}\right)$, and, from equation (2.4.16), this amounts to multiplying by the exponential factor in (2-1-12). So the density $D_{\text {sp }}$. of specular points with gradient $\left(\xi_{2}, \xi_{3}\right)$ is given by

$$
D_{\text {sp }}=4 D_{\text {ma }} \exp \left\{-\left(m_{02} \xi_{2}^{2}-2 m_{11} \xi_{2} \xi_{3}+m_{20} \xi_{3}^{2}\right) / 2 \Delta_{2}\right\}
$$

where $D_{\text {ma }}$ is the density of maxima.

## 2-5. The velocities of zeros along a line

In this and the following two sections will be considered some statistical properties of the surface which depend on its motion, that is to say properties involving the time $t$.
Let $\zeta\left(x^{\prime}, t\right)$ denote the curve in which the surface is intersected by a fixed vertical plane in direction $\theta$. Consider the movement of a point where the curve crosses a fixed level $\zeta$. If $x^{\prime}$ and $x^{\prime}+\mathrm{d} x^{\prime}$ are its co-ordinates at two successive instants of time $t$ and $t+\mathrm{d} t$, then we have

$$
0=\mathrm{d} \zeta=\frac{\partial \zeta}{\partial x^{\prime}} \mathrm{d} x^{\prime}+\frac{\partial \zeta}{\partial t} \mathrm{~d} t .
$$

Therefore the velocity of the point is given by

$$
c=\frac{\mathrm{d} x^{\prime}}{\mathrm{d} t}=-\frac{\partial \zeta / \partial t}{\partial \zeta / \partial x^{\prime}} .
$$

Consider now the statistical distribution of $c$.
Let the variables $\zeta, \partial \zeta / \partial x^{\prime}, \partial \zeta / \partial t$ be denoted by $\xi_{1}, \xi_{2}, \xi_{3}$ respectively, so that $c=-\xi_{3} / \xi_{2}$, and let $p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ denote the joint distribution of $\xi_{1}, \xi_{2}, \xi_{3}$ at an arbitrary point $x^{\prime}$ on the plane section. The probability distribution of $\xi_{2}, \xi_{9}$ at points $x^{\prime}$ where $\xi_{1}$ takes a given value will be denoted by $p\left(\xi_{2}, \xi_{9}\right)_{\xi_{1}}$. This may be found as follows. If $\left(x^{\prime}, x^{\prime}+\mathrm{d} x^{\prime}\right)$ is any fixed interval of distance, the probability of $\xi_{1}$ taking the given value in ( $x^{\prime}, x^{\prime}+\mathrm{d} x^{\prime}$ ) is

$$
N_{0}\left(\xi_{1}\right) \mathrm{d} x^{\prime}
$$

(evaluated in $\S 2 \cdot 2$ ). But if, at the point $x^{\prime}$, the variables $\xi_{1}, \xi_{2}, \xi_{9}$ lie in certain ranges of width $\mathrm{d} \xi_{1}, \mathrm{~d} \xi_{2}, \mathrm{~d} \xi_{3}$, then we have

$$
\mathrm{d} \xi_{1}=\left|\xi_{2}\right| \mathrm{d} x^{\prime},
$$

so that the probability of $\xi_{1}$ taking the given value in ( $x^{\prime}, x^{\prime}+\mathrm{d} x^{\prime}$ ) and of $\xi_{2}$, $\xi_{9}$ lying in the given range is

$$
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \mathrm{d} \xi_{1} \mathrm{~d} \xi_{2} \mathrm{~d} \xi_{3}=p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left|\xi_{1}\right| \mathrm{d} x^{\prime} \mathrm{d} \xi_{2} \mathrm{~d} \xi_{9}
$$

The probability of $\xi_{2}, \xi_{3}$ lying in the ranges $\mathrm{d} \xi_{2}, \mathrm{~d} \xi_{3}$ given that $\xi_{1}$ crosses the given level in $\left(x^{\prime}, x^{\prime}+\mathrm{d} x^{\prime}\right)$ is the quotient of (2:5.5) and (2-5.3). Hence

$$
p\left(\xi_{2}, \xi_{3}\right)_{\xi_{1}}=\frac{\left.p\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \mid \xi_{2}\right\rfloor}{N_{0}\left(\xi_{1}\right)} .
$$

Now the matrix of correlations for $\xi_{1}, \xi_{2}, \xi_{3}$ is

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{ccc}
m_{0} & 0 & 0 \\
0 & m_{2} & m_{1}^{\prime} \\
0 & m_{1}^{\prime} & m_{0}^{\prime \prime}
\end{array}\right),
$$

and therefore

$$
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\frac{1}{(2 \pi)^{4}\left(m_{0} \Delta_{2}\right)^{\frac{1}{2}}} \exp \left\{-\xi ? / 2 m_{0}\right\} \exp \left\{-\left(m_{0}^{\prime \prime} \xi_{2}^{2}-2 m_{1}^{\prime} \xi_{2} \xi_{\mathrm{s}}+m_{2} \xi_{\mathrm{3}}^{2}\right) / 2 \Delta_{2}\right\}
$$

where

$$
\Delta_{2}=m_{2} m_{0}^{\prime \prime}-m_{1}^{\prime 2} .
$$

From this and (2.2-12) we have

$$
p\left(\xi_{2}, \xi_{3}\right\rangle_{G_{1}}=\frac{1}{2(2 \pi)^{\frac{i}{( }}\left(m_{2} \Delta_{r}\right)^{\frac{1}{4}}}\left|\xi_{2}\right| \exp \left\{-\left(m_{0}^{\prime \prime} \xi_{2}^{2}-2 m_{1}^{\prime} \xi_{2} \xi_{3}+m_{2} \xi_{3}^{2}\right) / 2 \Delta_{2}\right\} .
$$

We require now the statistical distribution of $-\xi_{s} / \xi_{2}$. Writing
in ( $2 \cdot 5 \cdot 10$ ), so that

$$
-\xi_{3} / \xi_{2}=c, \quad \xi_{3}=c^{\prime}
$$

we have

$$
p\left(c, c^{\prime}\right)_{5_{1}}=\frac{1}{2(2 \pi)^{\boldsymbol{i}}\left(m_{2} \Delta_{r}\right)^{\dagger}}\left|\frac{c^{\prime 2}}{c^{3}}\right| \exp \left\{-\left(m_{0}^{\prime \prime} / c^{2}+2 m_{1}^{\prime} / c+m_{2}\right) c^{\prime 2} / 2 \Delta_{2}\right\} .
$$

The distribution of $c$ is found by integrating with respect to $c^{\prime}$ from $-\infty$ to $\infty$. Thus
or

$$
\begin{align*}
& p(c)_{\xi_{0}}= \frac{1}{\mathbf{z}} \frac{\Delta_{z} / m_{2}^{\frac{1}{2}}}{\left(m_{0}^{*}+2 m_{1}^{\prime} c+m_{2} c^{2}\right)^{\frac{1}{2}}}, \\
& p(c)_{\xi_{4}}= \frac{1}{2} \frac{\Delta_{z} / m_{2}^{2}}{\left[(c-l)^{2}+\Delta_{2} / m_{2}^{2}\right]^{\frac{1}{2}}}, \\
& t=-m_{1}^{\prime} / m_{2} .
\end{align*}
$$

where
This distribution has a maximum or mode when $c=\bar{c}$ and is symmetrical about this mean value. The second moment of the distribution is divergent, but the interquartile range is given by

$$
\frac{2}{\sqrt{3}} \frac{\Delta t}{m_{2}} .
$$

It will be seen that the distribution (2-5.15) is independent of the height $\xi_{1}$ at which the velocity is measured (provided this height is constant).

We may consider similarly the distribution of velocities of points on the curve having a given gradient (say, zero). The velocity of such a point is given by

$$
c_{1}=-\frac{\partial^{2} \zeta / \partial x^{\prime} \partial t}{\partial^{2} \zeta / \partial x^{\prime 2}}
$$

Hence the probability distribution is the same as for the velocities of zeros, except that the index of each of the moments is increased by two. Thus

$$
p\left(c_{1}\right)=\frac{1}{2} \frac{\Delta_{4} / m_{4}^{2}}{\left[\left(c-\bar{c}_{1}\right)^{2}+\Delta_{4} / m_{4}^{2}\right]^{1}},
$$

where

$$
\Delta_{4^{\prime}}=m_{4} m_{2}^{\prime \prime}-m_{9}^{\prime 2}
$$

and

$$
\bar{c}_{1}=-m_{3}^{\prime} / m_{4}
$$
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This is a distribution with mean $\bar{c}_{1}$ and interquartile range equal to

$$
\frac{2}{\sqrt{3}} \frac{\Delta}{m_{4}} .
$$

Similar distributions can be written down for the velocities of points having given higher derivatives of $\zeta$.

Let us interpret the above results for a narrow spectrum. Without loss of generality we may take the $u$ axis to pass through the centroid. On expanding in a Taylor series about this point we have

$$
\left.\begin{array}{l}
m_{n}=u^{\prime n} \mu_{00}+\frac{1}{2}\left(\mu_{20} \frac{\partial^{2}}{\partial u^{2}}+2 \mu_{11} \frac{\partial^{2}}{\partial u \partial v}+\mu_{02} \frac{\partial^{2}}{\partial \nu^{2}}\right) u^{\prime n}+\ldots, \\
m_{n}^{\prime}=u^{\prime n} \sigma \mu_{00}+\frac{1}{2}\left(\mu_{20} \frac{\partial^{2}}{\partial u^{2}}+2 \mu_{11} \frac{\partial^{2}}{\partial u \partial v}+\mu_{02} \frac{\partial^{2}}{\partial v^{2}}\right)\left(u^{\prime n} \sigma\right)+\ldots, \\
m_{n}^{\prime \prime}=u^{\prime n} \sigma^{2} \mu_{00}+\frac{1}{2}\left(\mu_{20} \frac{\partial^{2}}{\partial u^{2}}+2 \mu_{11} \frac{\partial^{2}}{\partial u \partial v}+\mu_{02} \frac{\partial^{2}}{\partial v^{2}}\right)\left(u^{\prime n} \sigma^{2}\right)+\ldots
\end{array}\right)
$$

where $u^{\prime}, v^{\prime}$ and $\sigma$ are to be evaluated at ( $\left.\bar{u}, 0\right)$. Suppose that $\theta=0$, that is, let the plane of intersection be taken parallel to the principal direction. Then $u^{\prime} \equiv u$ and, $\sigma$ being a function of $\left(u^{2}+v^{2}\right)$ only,

$$
\frac{\partial \sigma}{\partial v}=0, \quad \frac{\partial^{2} \sigma}{\partial u \partial v}=0 .
$$

From (2.5.16) and (2.5.21) we find first

$$
\bar{\epsilon}=\bar{c}_{1}=-\sigma / \mu,
$$

showing that the mean velocities of zeros and of specular points are equal to the phase velocity of the carrier wave. Also from (2.5-9) and (2.5-20)
so that

$$
\left.\begin{array}{l}
\Delta_{z}=\mu_{00} \mu_{20} u^{2}(\sigma / u-\partial \sigma / \partial u)^{2}, \\
\Delta_{4}=\mu_{00} \mu_{20} u^{6}(\sigma / u-\partial \sigma / \partial u)^{2},
\end{array}\right\}
$$

Thus the interquartile ranges of both the velocities of zeros and the velocities of specular points are equal to

$$
\frac{2}{\sqrt{3}} \nu(\bar{c}-\Gamma)
$$

where $\nu$ is defined by ( $1 \cdot 6 \cdot 15$ ) and $\Gamma=\partial \sigma / \partial u$ is the group velocity of the carrier wave. Thus we see that the width of the velocity distribution depends both on the r.m.s. width of the spectrum (given by $\nu u$ ) and also on the dispersive properties of the medium. If the medium is non-dispersive, $\Gamma=\ell$ and so ( $2 \cdot 5 \cdot 28$ ) vanishes. This is what we should expect, since in a non-dispersive medium a long-crested disturbance advances without change of form and the zeros and specular points move with uniform velocity in the direction of wave propagation.

For gravity waves in deep water the group velocity is half the wave velocity and so the interquartile range equals $\nu \bar{c} / \sqrt{3}$.

### 2.6. The motion of the contours

Consider first how to define this motion. Let $P$ be a point in the plane lying on the contour $\zeta=$ constant. A moment later the contour at the same level will have moved to a new position, say $Q S R$ (see figure $11 a$ ). If $P Q$ and $P R$ are axes parallel to $O x$ and $O y$, the rates at which $P Q$ and $P R$ are increasing, which we denote by $c_{x}$ and $c_{y}$, define the local displacement of the contour uniquely, and we have

$$
\left(c_{x}, c_{y}\right)=\left(-\frac{\partial \zeta / \partial t}{\partial \zeta / \partial x},-\frac{\partial \zeta / \partial t}{\partial \zeta / \partial y}\right) .
$$


(a)

(b)

Figure 11. Definition of the motion of a contour (a) by its intercept on an arbitrary line, (b) by its normal displacement.

However, if we take a line through $P$ in an arbitrary direction $\theta$, and if this line intersects the displaced contour in $S$ (figure 11), then it may be shown that

$$
\frac{1}{P S}=\frac{1}{P Q} \cos \theta+\frac{1}{P R} \sin \theta
$$

and so if $c$ is the rate at which the intercept $P S$ is increasing

$$
\frac{1}{c}=\frac{1}{c_{x}} \cos \theta+\frac{1}{c_{y}} \sin \theta .
$$

This shows that the reciprocal quantity $\left(1 / c_{x}, 1 / c_{y}\right)$ is transformed like a vector, but not $\left(c_{x}, c_{y}\right)$ itself. It is therefore more appropriate, and in fact more convenient, to consider the distribution of

$$
\left(\kappa_{x}, \kappa_{y}\right)=\left(1 / c_{x}, 1 / c_{y}\right)=\left(-\frac{\partial \zeta / \partial x}{\partial \zeta / \partial t},-\frac{\partial_{y} / \partial y}{\partial \zeta}(\partial t),\right.
$$

rather than the distribution of $\left(c_{x}, c_{y}\right)$. However, each may be derived from the other by a simple substitution. For since
we have

$$
\frac{\partial\left(\kappa_{y}, \kappa_{y}\right)}{\partial\left(c_{x}, c_{y}\right)}=\frac{1}{c_{x}^{2} c_{y}^{2}}=\kappa_{x}^{2} \kappa_{y}^{2},
$$

The distribution of the velocities of the contours normal to themselves can also be found. In figure $11 b, T$ is the foot of the perpendicular from $P$ to $Q R$, and $T U, T V$ are drawn perpendicular to $P Q, P R$. It can be shown that

$$
P U=\frac{P Q P R^{2}}{Q R^{2}}, \quad P V=\frac{P Q^{2} P R}{Q R^{2}},
$$
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and hence the components of the normal velocity are

Solving, we have

$$
\left(q_{x}, q_{y}\right)=\left(\frac{c_{x} 2_{y}^{2}}{c_{x}^{2}+c_{y}^{2}}, \frac{c_{x}^{2} c_{v}}{c_{x}^{2}+c_{y}^{2}}\right)=\left(\frac{\kappa_{x}}{\kappa_{x}^{2}+\kappa_{y}^{2}}, \frac{\kappa_{y}}{\kappa_{x}^{2}+\kappa_{y}^{2}}\right) .
$$

$$
\begin{equation*}
\left(\kappa_{x}, \kappa_{y}\right)=\left(\frac{q_{x}}{q_{x}^{2}+q_{y}^{2}}, \frac{q_{y}}{q_{x}^{2}+q_{y}^{2}}\right), \quad \frac{\partial\left(\kappa_{x}, \kappa_{y}\right)}{\partial\left(\left\{x, q_{y}\right)\right.}=-\frac{1}{\left(q_{x}^{2}+q_{y}^{2}\right)^{2}} \tag{2.a-9}
\end{equation*}
$$

and so

$$
p\left(q_{x} q_{y}\right)=\frac{1}{\left(q_{x}^{2}+q_{y}^{2}\right)^{2}} p\left(\kappa_{x}, \kappa_{y}\right)
$$

Let us write

$$
\zeta, \frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y^{\prime}} \frac{\partial \zeta}{\partial t}=\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4},
$$

and let $p\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)$ denote the joint distribution of $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}$ at an arbitrary point $P$ in the $(x, y)$ plane. We require the joint distribution of $\xi_{2}, \xi_{3}, \xi_{4}$ at points distributed uniformly along the contour $\xi_{1}$ = constant. Let this be denoted by $p\left(\xi_{2}, \xi_{3}, \xi_{4}\right)_{\xi_{1}}$. To find this distribution let $d A$ be a small area surrounding $P$. If $\xi_{2}, \xi_{3}, \xi_{4}$ at $P$ are restricted tolie in certain ranges of width $\mathrm{d} \xi_{2}, \mathrm{~d} \xi_{3}, \mathrm{~d} \xi_{4}$, the contribution of the area $\mathrm{d} A$ to the distribution over these ranges is, by the argument of $\S 2 \cdot 3$,

$$
p\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right) \propto \mathrm{d} A \mathrm{~d} \xi_{2} \mathrm{~d} \xi_{3} \mathrm{~d} \xi_{4},
$$

where $\alpha=\left(\xi_{2}^{z}+\xi_{j}^{7}\right)$. But the total expectation of contour length over the area $\mathrm{d} A$ is $\bar{s} \mathrm{~d} A$ (see §2-3). Hence we have

$$
p\left(\xi_{2}, \xi_{3}, \xi_{4}\right)_{\xi_{1}}=\frac{\left(\xi_{2}^{2}+\xi_{3}^{2}\right)^{\frac{1}{2}} p\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)}{\overline{3}} .
$$

Now by $\S 2 \cdot 1$, the elevation $\xi_{1}$ is uncorrelated with the first derivatives $\xi_{2}, \xi_{3}, \xi_{4}$. Therefore

$$
p\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)=p\left(\xi_{1}\right) p\left(\xi_{2}, \xi_{3}, \xi_{4}\right),
$$

where $p\left(\xi_{1}\right)$ is given by ( $2 \cdot 1 \cdot 8$ ). The matrix of correlations for $\left(\xi_{2}, \xi_{3}, \xi_{4}\right)$ is

$$
\left(\Xi_{0 j}\right)=\left(\begin{array}{ccc}
m_{20} & m_{11} & m_{10}^{\prime} \\
m_{11} & m_{02} & m_{01}^{\prime} \\
m_{10}^{\prime} & m_{01}^{\prime} & m_{00}^{\prime}
\end{array}\right) .
$$

Hence

$$
p\left(\xi_{2}, \xi_{3}, \xi_{4}\right)=\frac{1}{(2 \pi)^{\frac{1}{4}} \Delta_{j}} \exp \left\{-\frac{1}{2} M_{i j} \xi_{i+1} \xi_{j+1}\right\}
$$

where $\left(M_{j i}\right)$ is the inverse matrix to $\left(\Xi_{i j}\right)$ and where $\Delta_{\mathrm{j}}=\left|\Xi_{i j}\right|$. On substituting these values in ( $2 \cdot 6 \cdot 13$ ) we have

$$
p\left(\xi_{2}, \xi_{3}, \xi_{4}\right)_{6}=\frac{1}{4 \pi\left(m_{20}+m_{02}\right)^{4} \Delta_{3}} \frac{\left(1+\gamma^{2}\right)^{4}}{\mathrm{E}\left\{J(1-\gamma)^{2}\right\}}\left(\xi_{2}^{2}+\xi_{3}^{2}\right)^{4} \exp \left\{-\frac{1}{2} M_{14} \xi_{i+1} \xi_{j+1}\right\} \cdot \quad(2-6-17)
$$

Writing now

$$
\begin{gather*}
\kappa_{x}=-\xi_{2} / \xi_{4}, \quad \kappa_{y}=-\xi_{3} / \xi_{4}, \quad \kappa=\xi_{4} \\
\frac{\partial\left(\kappa_{x}, \kappa_{y}, \kappa\right)}{\partial\left(\xi_{2}, \xi_{3}, \xi_{4}\right)}=\frac{1}{\xi_{4}^{2}}=\frac{1}{\kappa^{2}},
\end{gather*}
$$

we have

$$
\begin{align*}
& p\left(\kappa_{x}, \kappa_{y}, \kappa\right)_{\xi_{1}}=\frac{1}{4 \pi \Delta \ddagger\left(m_{20}+m_{02}\right)^{2}} \frac{\left(1+\gamma^{2}\right)^{i}}{\mathrm{E}\left\{\sqrt{ }\left(1-\gamma^{2}\right)\right\}}\left|\kappa^{3}\right|\left(\kappa_{y}^{2}+\kappa_{y}^{2}\right){ }^{\dagger} \\
& \quad \times \exp \left\{-\frac{1}{2} \kappa^{2}\left(M_{11} \kappa_{x}^{2}+2 M_{12} \kappa_{x} \kappa_{y}+M_{22} \kappa_{y}^{2}-2 M_{19} \kappa_{x}-2 M_{29} \kappa_{y}+M_{39}\right)\right\}
\end{align*}
$$

## STATISTICAL ANALYSIS OF A RANDOM, MOVING SURFACE

To obtain the distribution of $\kappa_{x}, \kappa_{y}$, we eliminate $x$ by integrating from $-\infty$ to $\infty$; thus

$$
\rho\left(\kappa_{x}, \kappa_{y}\right)_{\xi_{1}}=\frac{1}{\pi \Delta\}\left(m_{20}+m_{02}\right)^{\frac{1}{2}}} \frac{\left(1+\gamma^{2}\right)^{\downarrow}}{E\left\{\sqrt{ }\left(1-\gamma^{2}\right)\right\}} \frac{\left(\kappa_{x}^{2}+\kappa_{y}^{2}\right)^{\frac{1}{2}}}{R^{2}},
$$

where

$$
R=M_{11} \kappa_{z}^{2}+2 M_{12} \kappa_{x} \kappa_{y}+M_{22} \kappa_{y}^{2}-2 M_{13} \kappa_{x}-2 M_{23} \kappa_{y}+M_{39} .
$$

We may also write

$$
R=M_{11}\left(\kappa_{x}-\bar{x}_{x}\right)^{2}+2 M_{12}\left(\kappa_{x}-\bar{k}_{x}\right)\left(\kappa_{y}-\bar{\kappa}_{y}\right)+M_{22}\left(\kappa_{y}-\bar{K}_{y}\right)^{2}+M,
$$

where

$$
\begin{align*}
& \bar{x}_{x}=\frac{M_{13} M_{22}-M_{12} M_{22}}{M_{11} M_{22}-M_{12}^{2}}=-\frac{m_{10}^{\prime}}{m_{00}^{0}}, \\
& \bar{\kappa}_{y}=\frac{M_{11} M_{23}-M_{12} M_{13}}{M_{11} M_{22}-M_{12}^{2}}=-\frac{m_{01}^{\prime}}{m_{00}^{\prime \prime}}, \\
& M=M_{33}-\left(M_{11} \bar{x}_{\pi}^{2}+2 M_{12} \bar{x}_{x} \bar{x}_{y}+M_{22} \bar{K}_{y}^{2}\right)=\frac{1}{m_{00}^{\prime \prime}} .
\end{align*}
$$

The denominator $R$ is thus a symmetrical expression with a maximum at

$$
\left(\bar{x}_{v} \bar{x}_{y}\right)=\left(-\frac{m_{10}^{\prime}}{m_{00}^{\prime}},-\frac{m_{01}^{\prime}}{m_{00}^{\prime}}\right) .
$$

The distribution ( $2 \cdot 6 \cdot 22$ ) itself is not in general symmetrical. However, when the spectrum is narrow, $R$ is appreciable only in the neighbourhood of $\left(R_{x}, R_{y}\right)$, giving

$$
\rho\left(\kappa_{x}, \kappa_{y}\right)_{\mathfrak{E}_{1}}=\frac{1}{\pi m \Delta_{j}^{1}} \frac{\left(\bar{k}_{x}^{2}+\bar{\kappa}_{y}^{2}\right)^{\ddagger}}{R^{2}},
$$

approximately. The curves of constant probability are then the ellipses $R=$ constant. The major axis of each ellipse makes an angle os with the $x$ axis given by

$$
\tan 2 \pi=\frac{2 M_{10}}{M_{11}-M_{22}}
$$

Since $p\left(\kappa_{x}, \kappa_{y}\right)_{\xi}$ is proportional to $R^{-2}$, it may be shown that the fraction of the distribution lying outside the ellipse is proportional to $R^{-1}$. At the centre, $R=M$. Therefore the ellipse enclosing just half the distribution is

$$
R=2 M .
$$

The semi-axes of this ellipse are of length

$$
r_{1}, r_{2}=\left[\frac{2 M}{\left(M_{11}+M_{22}\right) \pm \sqrt{ }\left\{\left(M_{11}-M_{22}\right)^{2}+4 \bar{M}_{12}^{2}\right\}}\right]^{t}
$$

To interpret these results, let the $\mu$ axis be taken so as to pass through the centroid $(\bar{u}, \bar{v})$ of the energy spectrum. The spectnum being narrow, we may expand in a Taylor series about ( $\bar{u}, 0$ ) thus:

$$
\begin{align*}
& m_{00}^{\prime}=\sigma^{2} \mu_{00}+\frac{1}{2}\left(\mu_{20} \frac{\partial^{2}}{\partial u^{2}}+\mu_{02} \frac{\partial^{2}}{\partial v^{2}}\right) \sigma^{2}+\ldots, \\
& m_{10}^{\prime}=u \sigma \mu_{00}+\frac{1}{2}\left(\mu_{20} \frac{\partial^{2}}{\partial u^{2}}+\mu_{02} \frac{\partial^{2}}{\partial v^{2}}\right)(u \sigma)+\ldots, \\
& m_{00}^{\prime}=\quad \\
& \mu_{11} \frac{\partial^{2}}{\partial u \partial \nu}(v \sigma)+\ldots,
\end{align*}
$$
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where $u=\bar{a}$. Making use of $(1 \cdot 6 \cdot 9)$ we obtain

Hence

$$
\begin{align*}
M_{11} & =\frac{\mu_{02}}{\mu_{20} \mu_{02}-\mu_{11}^{2}} \frac{(\sigma / u)^{2}}{(\sigma / u-\partial \sigma / \partial u)^{2}}, \\
M_{12} & =\frac{\mu_{11}}{\mu_{20} \mu_{02}-\mu_{11}^{I}} \frac{\sigma / u}{\sigma / u-\partial \sigma / \partial u}, \\
M_{22} & =\frac{\mu_{20}}{\mu_{20} \mu_{02}-\mu_{11}^{2}}, \\
\Delta_{3} & =\mu_{00}\left(\mu_{20} \mu_{02}-\mu_{11}^{2}\right) u^{2}(\sigma / u-\partial \sigma / \partial u)^{2} .
\end{align*}
$$

and

$$
\tan 2 \sigma=\frac{2 \mu_{11} \sigma / u(\sigma / u-\partial \sigma / \partial u)}{\mu_{20}(\sigma / u-\partial \sigma / \partial u)^{2}-\mu_{02}(\sigma / u)^{2}},
$$

showing that the centre of the distribution is the inverse of the phase velocity, and that $\tan 2 \pi$, like $\tan 2 \beta$, is proportional to $\mu_{11}$ (cf. equation ( $1 \cdot 6 \cdot 14$ ). When the spectrum is symmetrical the semi-axes of the distribution are given by

$$
\begin{gather*}
r_{1}=\left(\frac{\mu_{20}}{\mu_{00}}\right)^{\ddagger}\left|\frac{\sigma / u-\partial \sigma / \partial u}{\sigma^{2} / u}\right|, \quad r_{2}=\left(\frac{\mu_{02}}{\mu_{00}}\right)^{\dagger} \frac{1}{\sigma}, \\
r_{1}=|\operatorname{lor}(1-\Gamma \bar{x})|, \quad r_{2}=|\bar{\gamma}|,
\end{gather*}
$$

where $R,=-u / \sigma$, is the mean reciprocal velocity; $\Gamma,=-\partial \sigma / \partial u$, is the corresponding group velocity; $\nu=\left(\mu_{20} / \mu_{00} u^{2}\right)^{\frac{1}{2}}$ and $\gamma=\left(\mu_{02} / \mu_{00} u^{2}\right)^{\underline{1}}$. This shows that $r_{2} / \bar{K}$, which represents the width of the distribution perpendicular to the principal direction of the waves, depends only on the long-crestedness $\gamma^{-1}$ and is proportional to $\gamma$. On the other hand, $r_{2} / \bar{k}$, which represents the width of the distribution parallel to the principal direction, depends not only on the r.m.s. width of the spectrum, represented by $\nu$, but also on the dispersive properties of the medium. For gravity waves in deep water $\Gamma \bar{x}=\frac{1}{2}$ and so

$$
r_{1}=\frac{1}{2}|\nu \vec{R}| .
$$

### 2.7. The velocities of specular points

A specular point on the surface is defined as a point where the two components of the gradient take given values. Such points would be indicated to a distant observer as the points where light was reflected from a distant source. In § 2-4 we deduced the mean density of such points per unit area ; let us now consider the statistical distribution of their velocities.

If $(x, y)$ are the co-ordinates at time $t$ of a point whose components of gradient

$$
\frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y}=\xi_{2}, \xi_{3}
$$

are fixed. At a subsequent time $t+\mathrm{d} t$ the point will have moved to a position $(x+\mathrm{d} x, y+\mathrm{d} y)$, where

$$
\begin{align*}
& 0=\mathrm{d}\left(\frac{\partial \zeta}{\partial x}\right)=\frac{\partial^{2} \zeta}{\partial x^{2}} \mathrm{~d} x+\frac{\partial^{2} \zeta}{\partial x \partial y} \mathrm{~d} y+\frac{\partial^{2} \zeta}{\partial x \partial t} \mathrm{~d} t, \\
& 0=\mathrm{d}\left(\frac{\partial \zeta}{\partial y}\right)=\frac{\partial^{2} \zeta}{\partial x \partial y} \mathrm{~d} x+\frac{\partial^{2} \zeta}{\partial y^{2}} \mathrm{~d} y+\frac{\partial^{2} \zeta}{\partial y \partial t} \mathrm{~d} t .
\end{align*}
$$

The ratios

$$
\frac{\mathrm{d} x}{\mathrm{~d} t}, \frac{\mathrm{~d} y}{\mathrm{~d} t}=c_{x}, c_{y}
$$

are the required velocities. Writing

$$
\left.\begin{array}{c}
\frac{\partial^{2} \zeta}{\partial x^{2}}, \frac{\partial^{2} \zeta}{\partial x \partial y}, \frac{\partial^{2} \zeta}{\partial y^{2}}=\xi_{4}, \xi_{3}, \xi_{6}, \\
\frac{\partial^{2} \zeta}{\partial x \partial t}, \frac{\partial^{2} \zeta}{\partial y}=\xi_{7}, \xi_{8} \\
\xi_{4} c_{x}+\xi_{4} c_{y}=-\xi_{7} \\
\xi_{5} c_{x}+\xi_{6} c_{y}=-\xi_{8},
\end{array}\right\}
$$

Since the velocities $c_{x}, c_{y}$ are given in terms of $\xi_{4}, \ldots, \xi_{8}$, we require first the joint distribution $p\left(\xi_{1}, \ldots, \xi_{8}\right)_{\xi_{2}, 5}$ of these quantities at points where $\xi_{2}, \xi_{3}$ take the given values.

Let $\mathrm{d} A$ denote any small area of the $x, y$ plane, and $P$ a neighbouring point. As usual, $p\left(\xi_{2}, \ldots, \xi_{\mathrm{B}}\right)$ will denote the ordinary distribution of $\xi_{2}, \ldots, \xi_{8}$ at $P$. Now if $\xi_{2}, \xi_{3}$ take the given values at some point in $\mathrm{d} A$, and $\xi_{4}, \ldots, \xi_{8}$ are fixed, then $\left(\xi_{2}, \xi_{3}\right)$ at $P$ lies within a certain region $\mathrm{d} \Sigma$ of area

$$
\mathrm{d} \Sigma=\left|\xi_{4} \xi_{6}-\xi_{5}^{2}\right| \mathrm{d} A
$$

(cf. $\S 2 \cdot 4$ ). Hence the probability that $\xi_{2}, \xi_{3}$ take the given values in $\mathrm{d} A$ and that $\xi_{4}, \ldots, \xi_{8}$ lie in ranges of width $d \xi_{4}, \ldots, d \xi_{B}$ respectively is

$$
p\left(\xi_{2}, \xi_{3}, \ldots, \xi_{8}\right)\left|\xi_{4} \xi_{6}-\xi_{5}^{2}\right| \mathrm{d} A d \xi_{4} \mathrm{~d} \xi_{5} \ldots \mathrm{~d} \xi_{8} .
$$

But the total probability of $\xi_{2}, \xi_{9}$ taking the given values in $\mathrm{d} A$ is

$$
D_{\mathrm{sp}} \mathrm{~d} A
$$

where $D_{\text {sp. }}$ is the density of specular points with gradient $\left(\xi_{2}, \xi_{3}\right)$. Therefore the probability that $\xi_{4} \ldots \xi_{8}$ lie in their respective ranges given that there is a specular point in $\mathrm{d} A$ is the quotient of (2.7.7) and (2.7.8), that is

$$
\frac{p\left(\xi_{2}, \ldots, \xi_{\mathrm{B}}\right)\left|\xi_{4} \xi_{5}-\xi_{5}^{2}\right| \mathrm{d} \xi_{4} \ldots \mathrm{~d} \xi_{\mathrm{s}}}{D_{\text {sp. }}}
$$

In other words

$$
p\left(\xi_{4}, \ldots, \xi_{8}\right)_{\xi, 6}=\frac{p\left(\xi_{2}, \ldots, \xi_{8}\right)\left|\xi_{4} \xi_{6}-\xi_{5}^{2}\right|}{D_{\text {sp }}} .
$$

Now the first derivatives $\xi_{2}$, $\xi_{3}$ are statistically independent of the second derivatives $\xi_{4} \ldots \xi_{8}$. Therefore

$$
p\left(\xi_{2}, \ldots, \xi_{8}\right)=p\left(\xi_{2}, \xi_{3}\right) p\left(\xi_{4}, \ldots, \xi_{6}\right),
$$

where $\phi\left(\xi_{2}, \xi_{3}\right)$ is the ordinary distribution of $\xi_{2}, \xi_{3}$ given by $(2 \cdot 1 \cdot 12)$ and $\phi\left(\xi_{4}, \ldots, \xi_{8}\right)$ is the ordinary distribution of $\xi_{4}, \ldots, \xi_{8}$. The matrix of correlations for $\xi_{4}, \ldots, \xi_{8}$ is

$$
\left(\Xi_{13}\right)=\left(\begin{array}{ccc|cc}
m_{40} & m_{31} & m_{22} & m_{30}^{\prime} & m_{21}^{\prime} \\
m_{31} & m_{22} & m_{15} & m_{21}^{\prime} & m_{12}^{\prime} \\
m_{22} & m_{13} & m_{04} & m_{12}^{\prime} & m_{03}^{\prime} \\
\hline m_{30}^{\prime} & m_{21}^{\prime} & m_{12}^{\prime} & m_{20}^{\prime} & m_{11}^{\prime \prime} \\
m_{21}^{\prime} & m_{32}^{\prime} & m_{03}^{\prime} & m_{11}^{\prime} & m_{02}^{\prime \prime}
\end{array}\right),
$$
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and so

$$
p\left(\xi_{4}, \ldots, \xi_{8}\right)=\frac{1}{(2 \pi)^{\underline{L}} \frac{\Delta}{j}} \exp \left\{-\frac{1}{2} M_{i j} \xi_{i+3} \xi_{j+3}\right\}
$$

where $\left(M_{i j}\right)$ is the inverse matrix to $\left(\Xi_{i j}\right)$ and where

$$
\Delta_{s}=\left|\Xi_{i j}\right| .
$$

Substituting in (2.7.10) we have then

$$
p\left(\xi_{4}, \ldots, \xi_{8}\right)_{\xi_{2}, \xi_{2}}=\frac{1}{4(2 \pi)^{\frac{7}{2}}\left(\Delta_{2} \Delta_{5}\right)^{\frac{1}{2}} D_{n 2}}\left|\xi_{4} \xi_{6}-\xi_{5}^{2}\right| \exp \left\{-\frac{1}{2} M_{i j} \xi_{1+3} \xi_{i+3}\right\},
$$

where $D_{\text {ma }}$ is given by (2.4.61).
The distribution of the velocities $c_{x}, c_{y}$ is now obtained from the relations (2.7.5). If we write also

$$
c_{1}, c_{2}, c_{3}=\xi_{4}, \xi_{5}, \xi_{6}
$$

and transform to the variables $c_{x}, c_{y}, c_{1}, c_{2}, c_{3}$ we have

$$
\frac{\partial\left(\xi_{4}, \ldots, \xi_{8}\right)}{\partial\left(c_{x}, c_{y}, c_{1}, c_{2}, c_{3}\right)}=\xi_{4} \xi_{6}-\xi_{5}^{2}=c_{1} c_{3}-c_{2}^{2} .
$$

Hence $\quad p\left(c_{r}, c_{y}, c_{1}, c_{2}, c_{3}\right)_{\xi_{r} \xi_{1}}=\frac{1}{4(2 \pi)^{\frac{2}{2}}\left(\Delta_{2} \Delta_{5}\right)^{\frac{1}{2}} D_{\text {ma }}}\left(c_{1} c_{3}-c_{2}^{2}\right)^{2} \exp \left\{-\frac{1}{2} N_{i j} c_{i} c_{j}\right\}$,
where $\left(N_{i j}\right)$ is the ( $3 \times 3$ ) matrix whose elements are

$$
\left.\begin{array}{lcll}
N_{11}=M_{44} \tau_{x}^{2} & -2 M_{41} c_{x} & & +M_{11} \\
N_{22}=M_{55} \sigma_{x}^{2}+2 M_{45} c_{x} c_{y}+M_{44} c_{y}^{2}-2 M_{52} c_{x} & -2 M_{42} c_{y} & +M_{22}, \\
N_{33}= & M_{55} c_{y}^{2} & -2 M_{53} c_{y} & +M_{33} \\
N_{23}= & M_{55} c_{x} c_{y}+M_{45} c_{y}^{2}-M_{59} c_{x} & -\left(M_{43}+M_{52}\right) c_{y}+M_{23} \\
N_{31}= & M_{45} c_{x} c_{y} & -M_{43} c_{x} & -M_{51} c_{y} \\
N_{12}=M_{45} \sigma_{x}^{2}+M_{44} c_{x} c_{y} & -\left(M_{42}+M_{51}\right) c_{x}-M_{41} c_{y} & +M_{32}
\end{array}\right)
$$

On eliminating $c_{1}, c_{2}, c_{3}$ by integration between $\pm \infty$ we have
$p\left(c_{x}, c_{y}\right)_{62,65}=\frac{1}{4(2 \pi)^{\frac{2}{2}}\left(\Delta_{2} \Delta_{5}\right)+D_{\text {n22 }}} \int_{-10}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(c_{1} c_{3}-c_{2}^{2}\right)^{2} \exp \left\{-\frac{1}{2} N_{i j} c_{i} c_{j}\right\} \mathrm{d} c_{1} \mathrm{~d} c_{2} \mathrm{~d} c_{3} . \quad(2-7 \cdot 20)$
The matrix ( $N_{d j}$ ) is positive-definite. For, if any real values of $c_{1}, c_{2}, c_{3}$, not all zero existed which made the quadratic form $N_{i j} c_{i} c_{j}$ zero or negative, a corresponding set of values of $\xi_{4} \ldots \xi_{\mathrm{B}}$ could be found from $(2 \cdot 7 \cdot 5)$ which made $M_{i j} \xi_{i+3} \xi_{j+3}$ zero or negative. But this is impossible, since ( $M_{i j}$ ) is positive-definite. Therefore ( $N_{i j}$ ) is positive-definite. Therefore by a real linear transformation of variables $\epsilon_{1}, c_{2}, c_{3} \rightarrow \eta_{1}, \eta_{2}, \eta_{3}$, we have

$$
\left.\begin{array}{c}
N_{i j} c_{i} c_{j}=\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}, \\
c_{1} c_{3}-c_{2}^{2}=1_{1} \eta_{1}^{2}+1_{2} \eta_{2}^{2}+1_{3} \eta_{3}^{2},
\end{array}\right\}
$$

where $1_{1}, 1_{2}, 1_{3}$ are roots of the equation

$$
\left|\sigma_{i j}-1 N_{i j}\right|=0 .
$$

As in $\S 2 \cdot 4$ we have then

$$
\rho\left(c_{x}, c_{y}\right)_{6_{2}, 53}=\frac{1}{4(2 \pi)^{\frac{7}{t}}\left(\Delta_{2} \Delta_{5}\left|N_{u}\right|\right)^{\frac{1}{2}} D_{\mathrm{man}}} \mathbb{(}\left(1_{1}, 1_{2}, 1_{3}\right),
$$

where

$$
\mathbf{I}\left(\mathbf{1}_{1}, 1_{2}, 1_{3}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(1_{1} \eta_{1}^{2}+1_{2} \eta_{2}^{2}+1_{3} \eta_{3}^{2}\right)^{2} \exp \left\{-\frac{1}{2}\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right)\right\} \mathrm{d} \eta_{1} \mathrm{~d} \eta_{2} \mathrm{~d} \eta_{3}
$$

This integral is much easier to evaluate than the similar integral $I\left(l_{1}, l_{2}, l_{3}\right)$ of equation (2-4.36) on account of the factor in the integrand being squared. In fact we have immediately

$$
\begin{align*}
I\left(1_{1}, 1_{2}, 1_{3}\right) & =(2 \pi)^{t}\left[3\left(1_{1}^{2}+1_{2}^{2}+1_{3}^{2}\right)+2\left(1_{2} 1_{3}+1_{3} 1+-1_{1} 1_{2}\right)\right] . \\
& =(2 \pi)^{4}\left[3\left(1_{1}+1_{2}+1_{3}\right)^{2}-4\left(1_{2} 1_{3}+1_{3} 1_{1}+1_{1} 1_{2}\right)\right] .
\end{align*}
$$

Therefore

$$
p\left(c_{x}, c_{y}\right)_{\xi_{1}, \epsilon_{j}}=\frac{1}{16 \pi^{2}\left(\Delta_{2} \Delta_{5} \mid N_{i j}\right)^{\frac{1}{2}} D_{\operatorname{man}}}\left[3\left(\sum_{i} 1_{i}\right)^{2}-4 \sum_{i+j} 1_{i} 1_{j}\right] .
$$

Equation (2-7-22) on expansion becomes

$$
N 1^{3}-\left(\frac{1}{2} n_{19}-n_{22}+\frac{1}{2} n_{31}\right) 1^{2}+\left(\frac{1}{2} N_{13}-\frac{1}{4} N_{22}+\frac{1}{2} N_{31}\right) 1-\frac{1}{1}=0,
$$

where

$$
N=\left|N_{i j}\right|
$$

and

$$
\begin{equation*}
n_{13}=N_{21} N_{92}-N_{22} N_{31}=n_{31}, \quad n_{22}=N_{11} N_{39}-N_{22}^{2} \tag{2•7-29}
\end{equation*}
$$

Therefore

$$
\sum_{i} 1_{1}=\frac{n_{19}-n_{22}}{N}, \quad \sum_{i+j} 1_{4} 1_{j}=\frac{N_{13}-\frac{1}{1} N_{22}}{N}
$$

and so funally

$$
p\left(c_{y}, c_{y}\right)_{\mathrm{G}, 6}=\frac{1}{16 \pi^{2}\left(\Delta_{2} \Delta_{5}\right)+D_{\text {ma. }}} \frac{3\left(n_{13}-n_{22}\right)^{2}+\left(N_{22}-4 N_{13}\right) N}{N^{\sharp}} .
$$

It will be seen that in general the quantities $N_{i j}, n_{i j}$ and $N$ which occur in this expression are polynomials in $c_{x}, c_{y}$ of degree 2,4 and 6 respectively.

As before, we may study this distribution in the special case when the energy spectrum is narrow and has symmetry about the principal direction. Taking the $u$ axis along the line of symmetry we have $m_{p q}=0$ whenever $q$ is odd, and so

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{ccc:cc}
m_{10} & 0 & m_{22} & m_{30}^{\prime} & 0 \\
0 & m_{22} & 0 & 0 & m_{12}^{\prime} \\
m_{22} & 0 & m_{04} & m_{12}^{\prime} & 0 \\
\hdashline m_{30}^{\prime} & 0 & m_{12}^{\prime} & m_{20}^{\prime} & 0 \\
0 & m_{12}^{\prime} & 0 & 0 & m_{02}^{\prime \prime}
\end{array}\right) .
$$

The reciprocal matrix ( $M_{i j}$ ) is given by

$$
\left(M_{U}\right)=\left(\begin{array}{ccccc}
A_{11} & 0 & A_{12} & A_{13} & 0 \\
0 & B_{31} & 0 & 0 & B_{12} \\
A_{21} & 0 & A_{22} & A_{23} & 0 \\
A_{31} & 0 & A_{32} & A_{33} & 0 \\
0 & B_{21} & 0 & 0 & B_{22}
\end{array}\right),
$$

where

$$
\left(A_{i j}\right)=\left(\begin{array}{lll}
m_{40} & m_{22} & m_{30}^{\prime} \\
m_{22} & m_{04} & m_{12}^{\prime} \\
m_{30}^{\prime} & m_{12}^{\prime} & m_{2 n}^{\prime}
\end{array}\right)^{-1}, \quad\left(B_{i j}\right)=\left(\begin{array}{ll}
m_{22} & m_{12}^{\prime} \\
m_{12}^{\prime} & m_{02}^{*}
\end{array}\right)^{-1} .
$$
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Since the spectrum is narrow, each coefficient may be expanded in a Taylor series about the centroid ( $\mathbf{Z}, 0$ ). Thus

$$
\left.\begin{array}{ll}
m_{10}=\mu_{00} u^{4} & +\frac{1}{2} \mu_{20} \frac{\partial^{2}}{\partial u^{2}}\left(u^{4}\right)+\ldots, \\
m_{22}=\mu_{02} u^{2}+\mu_{12} \frac{\partial}{\partial u}\left(u^{2}\right) & +\frac{1}{2} \mu_{22} \frac{\partial^{2}}{\partial u^{2}}\left(u^{2}\right), \\
m_{04}=\mu_{041} & +\frac{1}{2}\left(\mu_{20} \frac{\partial^{2}}{\partial u^{2}}+\mu_{02} \frac{\partial^{2}}{\partial v^{2}}\right)\left(u^{3} \sigma\right)+\ldots, \\
m_{30}^{\prime}=\mu_{00} u^{3} \sigma & +\frac{1}{2}\left(\mu_{20} \frac{\partial^{z}}{\partial u^{2}}+\mu_{02} \frac{\partial^{2}}{\partial v^{2}}\right)\left(u^{2} \sigma^{2}\right)+\ldots, \\
m_{12}^{\prime}=\mu_{02} u \sigma+\mu_{12} \frac{\partial}{\partial u}(u \sigma)+\frac{1}{2}\left(\mu_{22} \frac{\partial^{2}}{\partial u^{2}}+\mu_{04} \frac{\partial^{2}}{\partial v^{2}}\right)(u \sigma)+\ldots, \\
m_{20}^{\prime \prime}=\mu_{00} u^{2} \sigma^{2} & \\
m_{02}^{*}=\mu_{02} \sigma^{2}+\mu_{12} \frac{\partial}{\partial u}\left(\sigma^{2}\right)+\frac{1}{2}\left(\mu_{22} \frac{\partial^{2}}{\partial u^{2}}+\mu_{04} \frac{\partial^{2}}{\partial v^{2}}\right)\left(\sigma^{2}\right)+\ldots,
\end{array}\right]
$$

where $u=\overline{\mathbf{z}}$ and $\sigma=\sigma(\bar{u}, 0)$. Thus we find for the determinants of $\left(A_{i j}\right)^{-1}$ and $\left(B_{i j}\right)^{-1}$
where

$$
\left.\begin{array}{l}
\left|A_{i j}\right|^{-1}=\delta_{3} u^{6}(\sigma / u-\partial \sigma / \partial u)^{2}, \\
\left|B_{i j}\right|^{-1}=\delta_{2} u^{2}(\sigma / u-\partial \sigma / \partial u)^{2},
\end{array}\right\}
$$

$$
\delta_{3}=\left|\begin{array}{ccc}
\mu_{00} & 0 & \mu_{02} \\
0 & \mu_{20} & \mu_{12} \\
\mu_{02} & \mu_{12} & \mu_{04}
\end{array}\right|, \quad \delta_{2}=\left|\begin{array}{ll}
\mu_{02} & \mu_{12} \\
\mu_{12} & \mu_{22}
\end{array}\right| .
$$

(Each zero term in $\delta_{3}$ could be replaced by $\mu_{10}$.) Further, on evaluating ( $A_{i j}$ ) and ( $B_{i j}$ ) and substituting in ( $2 \cdot 7 \cdot 19$ ) we find eventually
$\left(N_{i j}\right)=\frac{1}{u^{4}}\left(\begin{array}{lll}\alpha_{22} u^{2} q_{1}^{2}+2 \alpha_{12} u q_{1}+\alpha_{11} & \alpha_{22} u^{2} q_{1} q_{2}+\alpha_{12} u q_{2} & \alpha_{23} u^{3} q_{1}+\alpha_{19} u^{2} \\ \alpha_{22} u^{2} q_{1} q_{2}+\alpha_{12} u q_{2} & \alpha_{22} u^{2} q_{2}^{2} & \alpha_{23} u^{3} q_{2} \\ & +\beta_{22} u^{4} q_{1}^{2}+2 \beta_{12} u^{3} q_{1}+\beta_{11} u^{2} & +\beta_{22} u^{4} q_{1} q_{2}+\beta_{12} u^{3} q_{2} \\ \alpha_{29} u^{3} q_{1}+\alpha_{19} u^{2} & \alpha_{23} u^{3} q_{2} & \alpha_{33} u^{4} \\ & +\beta_{22} u^{4} q_{1} q_{2}+\beta_{12} u^{3} q_{2} & +\beta_{22} u^{4} q_{2}^{2}\end{array}\right)$
where $\alpha_{i j}$ and $\beta_{i j}$ are the ( $i, j$ )th elements of the reciprocal matrices of $\delta_{3}$ and $\delta_{2}$ respectively, and

$$
q_{1}, q_{2}=\frac{c_{x}+\sigma / u}{\sigma / u-\partial \sigma / \partial u}, \frac{c_{y}}{\sigma / u-\partial \sigma / \partial u} .
$$

Thus $q_{1}, q_{2}$ are non-dimensional quantities proportional to the departures of $c_{x}, c_{y}$ from their mean values $(-\sigma / u, 0)$. In deriving $(2 \cdot 7 \cdot 38)$ it has been assumed that $q_{1}$ is of the same order of magnitude as $\gamma,=\left(\mu_{02} / u^{2} \mu_{00}\right)^{\text {t }}$, but that $q_{2}$ is of order 1 ; this makes the matrix ( $N_{i j}$ ) more homogeneous. Before proceeding further we may make the additional restrictions

$$
\mu_{12}=0, \quad \mu_{22}=\mu_{20} \mu_{02} / \mu_{002}
$$

and we may write

$$
\mu_{20}=\nu^{2} u^{2} \mu_{00}, \quad \mu_{02}=\gamma^{2} u^{2} \mu_{00}, \quad \mu_{04}=a^{2} \gamma^{4} u^{4} \mu_{00}
$$

STATISTICAL ANALYSIS OF A RANDOM, MOVING SURFACE
367
where $\nu, \gamma$ and $a$ have the same meanings as before, namely, $\nu^{-1}$ is a measure of the average length of a group of waves, $\gamma^{-1}$ is the long-crestedness and $a$ is the peakedness of the spectrum in the $v$ direction. Then ( $2 \cdot 7 \cdot 38$ ) reduces to

$$
\left(N_{i j}\right)=\frac{1}{u^{4} \mu_{00}}\left(\begin{array}{ccc}
\left(\xi^{2}+d^{2}+1\right) & \xi \eta / \gamma & -d^{2} / \gamma^{2} \\
\xi \eta / \gamma & \left(\xi^{2}+\eta^{2}+1\right) / \gamma^{2} & \xi \eta / \gamma^{3} \\
-d^{2} / \gamma^{2} & \xi \eta / \gamma^{3} & \left(\xi^{2}+\eta^{2}\right) / \gamma^{4}
\end{array}\right)
$$

where

$$
\xi=q_{1} / v, \quad \eta=\gamma q_{2} / \nu, \quad d^{2}=1 /\left(a^{2}-1\right) .
$$

Clearly the $(i, j)$ th term of $\left(N_{i j}\right)$ is of order $1 / \gamma^{i+j}$. Therefore

$$
\mathbf{1}_{1}, \mathbf{1}_{2}, \mathbf{1}_{3}=\gamma^{2} u^{4} \mu_{00}\left(\mathbf{1}_{1}^{\prime}, \mathbf{1}_{2}^{\prime}, 1_{3}^{\prime}\right)
$$

where $\mathbf{1}_{1}^{\prime}, \mathbf{1}_{2}^{\prime}, \mathbf{1}_{1}^{\prime}$ are the corresponding roots of the equation

$$
\left|\sigma_{i j}-1^{\prime} N_{i j}^{\prime}\right|=0
$$

and $\left(N_{i j}^{\prime}\right)$ is the non-dimensional matrix

$$
\left(N_{i j}^{\prime}\right)=\left(\begin{array}{ccc}
\xi^{2}+d^{2}+1 & \xi \eta & -d^{2} \\
\xi \eta & \xi^{2}+\eta^{2}+1 & \xi \eta \\
-d^{2} & \xi \eta & \eta^{2}+d^{2}
\end{array}\right)
$$

Also

$$
\left|N_{u}\right|=\left|N_{i j}^{\prime}\right| /\left(\gamma^{6} u^{12} \mu_{00}^{3}\right) .
$$

So from equation (2.7.26)

It is convenient to state the solution in terms of the non-dimensional variables

$$
\begin{equation*}
\xi, \eta=\frac{c_{x}+\sigma / u}{\nu(\sigma / u-\partial \sigma / \partial u)}, \frac{\gamma c_{y}}{\nu(\sigma / u-\partial \sigma / \partial u)}, \tag{2.7.49}
\end{equation*}
$$

so that

$$
p(\xi, \eta)_{\left\{x_{1}, \xi_{3}\right.}=\frac{\nu^{2}(\sigma / u-\partial \sigma / \partial u)^{2}}{\gamma} p\left(c_{x \nu}, c_{y}\right)_{\xi_{2}, \xi_{3}} .
$$

First, on expanding the left-hand side of $(2 \cdot 7 \cdot 45)$ we have

$$
\begin{array}{lc} 
& N^{\prime} 1^{\prime 3}+\eta^{2} I^{\prime 2}-\left[\frac{1}{l}\left(\xi^{2}+\eta^{2}+1\right)+d^{2}\right] l^{\prime}-\frac{1}{4}=0, \\
\text { where } & N^{\prime}=\left|N_{i j}^{\prime}\right|=\left(\xi^{2}+\eta^{2}+1\right) \eta^{2}+\left\{(\xi+\eta)^{2}+1\right\}\left\{(\xi-\eta)^{2}+1\right\} d^{2}, \\
\text { giving } & \sum_{i} l_{i}^{\prime}=-\eta^{2} / N^{\prime}, \quad \sum_{i+j}^{\prime} l_{i}^{\prime} l_{j}^{\prime}=-\left[\frac{1}{4}\left(\xi^{2}+\eta^{2}+1\right)+d^{2}\right] / N^{\prime} .
\end{array}
$$

Secondly, from (2.4.58), (2.7.36) and (2.7.37),

$$
\Delta_{2}=\gamma^{2} u^{4} \mu_{00}^{2}, \quad \Delta_{5}=\left|A_{i j}\right|^{-1}\left|B_{i j}\right|^{-1}=\delta_{2} \delta_{3} u^{8}(\sigma / u-\partial \sigma / \partial u)^{4},
$$

and

$$
\delta_{2} \delta_{3}=\mu_{20} \mu_{22} \mu_{02}\left(\mu_{00} \mu_{04}-\mu_{22}^{2}\right)=\nu^{4} \gamma^{8} u^{12} \mu_{00}^{5}\left(a^{2}-1\right) .
$$

Thirdly from ( $2 \cdot 4 \cdot 61$ )

$$
D_{\text {man. }}=\gamma u^{2} C(a) .
$$
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(c) $a^{2}=\infty$


Figure 12. The probability distribution of the velocities of specular points, for a narrow spectrum
Therefore, altogether we have

$$
p(\xi, \eta)_{G 1,62}=\frac{d}{16 \pi^{2} C(a)} \frac{3 \eta^{4}+\left[\left(\xi^{2}+\eta^{2}+1\right)+4 d^{2}\right] N^{\prime}}{N^{\prime}},
$$

where $C(a)$ is given by ( $2 \cdot 4 \cdot 62$ ) and $N^{\prime}$ by ( $2 \cdot 7 \cdot 52$ ).
Two special eases are of interest. Suppose first that the surface consists of two systems of long-crested waves, intersecting at a small angle $2 \gamma$. As we saw in § $2 \cdot 4$, this corresponds to the limiting case when $a \rightarrow 1$ and $d \rightarrow \infty$. Equation (2.7.57) then becomes

$$
p(\xi, \eta)_{\epsilon_{2}, \xi_{3}}=\frac{1}{2} \frac{1}{\left\{(\xi+\eta)^{2}+1\right\}^{!}\left\{(\xi-\eta)^{2}+1\right\}} .
$$

The distribution is shown in figure $12 a$. There are two ridges of high probability, in the directions $\xi= \pm \eta$, that is

$$
c_{x}+\sigma / u= \pm \gamma c_{y},
$$

or when the vector difference between the specular velocity ( $c_{x}, c_{y}$ ) and the mean velocity ( $-\sigma / u, 0$ ) is in the direction of the crests of one of the two wave systems.

This particular case may also be derived quite simply as follows. We have seen that the velocities of specular points have the same probability distribution as the velocities of the maxima only. Now with two intersecting systems of long-crested waves, the maxima occur at the points of intersection of the crests of the two systems, and at no other points (see
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figure $9 a$ ). If the point of intersection of two crests has components of velocity $c_{n} c_{y}$ parallel and perpendicular to the mean direction, then the rates of advance of the crests in the two systems of waves are

$$
c_{1}^{(1)}=c_{x} \cos \gamma+c_{y} \sin \gamma, \quad c_{1}^{(2)}=c_{x} \cos \gamma-c_{y} \sin \gamma,
$$

where $2 \gamma$ is the angle between the two wave systems. But the distribution of $c_{1}$ for a longcrested system of waves was found in $\S 2.5$ to be

$$
p\left(c_{1}\right)=\frac{1}{2} \frac{v^{2}(\sigma / u-\partial \sigma / \partial u)^{2}}{\left[\left(c_{1}+\sigma / u\right)^{2}+\nu^{2}(\sigma / u-\partial \sigma / \partial u)^{2}\right]},
$$

where $u$ is measured in the direction of propagation. Since the two systerns are independent,

$$
p\left(c_{1}^{(1)}, c_{1}^{(2)}\right)=p\left(c_{1}^{(1)}\right) p\left(c_{1}^{(2)}\right)
$$

When the angle of separation $2 \gamma$ is small, $\nu$ and $u$ are effectively the same for the two systems and for the combined system. Thus

$$
\begin{align*}
& c_{1}^{(1)}+\sigma / u=\left(c_{x}+\sigma / u\right)+\gamma c_{y}=(\xi+\eta) \nu(\sigma / u-\partial \sigma / \partial u), \\
& c_{\mathrm{I}}^{(2)}+\sigma / u=\left(c_{x}+\sigma / u\right)-\gamma c_{y}=(\xi-\eta) \nu(\sigma / u-\partial \sigma / \partial u) .
\end{align*}
$$

Further,

$$
\begin{align*}
& p(\xi, \eta)_{\xi,, 5}=\left|\frac{\partial\left(c^{(1)}, c^{(2)}\right)}{\partial(\xi, \eta)}\right| p\left(c^{(1)}, c_{1}^{(2)}\right)_{\{2 .(\xi)}  \tag{2.7.64}\\
& p(\xi, \eta)_{52,53}=2 v^{2}(\sigma / u-\partial \sigma / \partial u)^{2} p\left(c_{1}^{(1)}\right) p\left(c_{1}^{(2)}\right)
\end{align*}
$$

from which ( $2 \cdot 7 \cdot 58$ ) follows.
A second case of interest is that of infinite peakedness: $a \rightarrow \infty$ and $d \rightarrow 0$. For large values of $a,(2 \cdot 7 \cdot 57)$ becomes

$$
\beta(\xi, \eta)_{\xi_{2}, \xi_{3}}=\frac{1}{4 a^{2}} \frac{3 \eta^{2}+\left(\xi^{2}+\eta^{2}+1\right)^{2}}{\eta^{3}\left(\xi^{2}+\eta^{2}+1\right)^{\dagger}} .
$$

This distribution is shown in figure $12 c$. There is only one ridge of high probability, namely, that in the principal direction of the waves. The expression is valid only asymptotically, as is shown by the presence of the factor $1 / 4 a^{2}$ and the fact that $\iint p(\xi, \eta)_{\xi_{2}, 5} \mathrm{~d} \xi \mathrm{~d} \eta$ diverges.

An intermediate case, $a^{2}=3, d^{2}=\frac{1}{2}$, is shown in figure $12 b$. This corresponds to a distribution of energy distributed normally with regard to direction, over a narrow range.

### 2.8. Properties of the envelope: the number of waves in a group

We shall now consider briefly some statistical properties of the envelope of the wave surface, as defined in §1-5. The envelope function $\rho$ is essentially different from the surface elevation $\zeta$, in that $\rho$ is always positive whereas $\zeta$ has a mean value zero. Nevertheless, many of the properties of $\rho$ will be seen to be analogous to corresponding properties of $\zeta$.

It is convenient to introduce the auxiliary variables

$$
\left.\begin{array}{l}
\xi_{1}=\rho \cos \phi=\sum_{n} c_{n} \cos \left\{\left(u_{n}-\bar{u}\right) x+\left(\nu_{n}-\bar{v}\right) y+\left(\sigma_{n}-\bar{\sigma}\right) t+\epsilon_{n}\right\}, \\
\xi_{2}=\rho \sin \phi=\sum_{n} c_{n} \sin \left\{\left(u_{n}-\bar{u}\right) x+\left(v_{n}-\bar{v}\right) y+\left(\sigma_{n}-\bar{\sigma}\right) t+\epsilon_{n}\right\}_{1}
\end{array}\right\}
$$

which are the real and imaginary parts of the complex envelope function $\rho \mathrm{e}^{\text {I } \phi}$ (see equation ( $1 \cdot 5 \cdot 6$ )). $\xi_{1}$, $\xi_{2}$ have the same form as $\zeta_{\text {, each }}$ being the sum of an infinite number of sinusoidal
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components with random phase. In fact, the energy spectrum of $\xi_{1}, \boldsymbol{\xi}_{2}$ is the same as that of $\zeta$, but with the origin moved to the mean wave-number ( $\bar{u}, \bar{v}$ ). Thus $\xi_{1}, \xi_{2}$ are normally distributed with mean value zero. Since
we have

$$
\begin{gather*}
\overline{\bar{\xi}}=\overline{\xi_{2}^{2}}=m_{00}, \quad \overline{\xi_{1} \xi_{2}}=0, \\
p\left(\xi_{1}, \xi_{2}\right)=\frac{1}{2 \pi m_{00}} \exp \left\{-\left(\xi_{1}^{2}+\xi_{2}^{2}\right) / 2 m_{00}\right\} .
\end{gather*}
$$

We now transform back to the variables $\rho, \phi$. From (2.8.1)

$$
\xi_{1}^{2}+\xi_{2}^{2}=\rho^{2}, \quad \frac{\partial\left(\xi_{1}, \xi_{2}\right)}{\partial(\rho, \phi)}=\rho,
$$

and so

$$
\rho(\rho, \phi)=\frac{1}{2 \pi m_{00}} \rho \exp \left\{-\rho^{2} / 2 m_{00}\right\} .
$$

This is independent of the phase angle $\phi$. The distribution of $\rho$ alone is found by integrating with respect to $\phi$ from 0 to $2 \pi$ :

$$
p(\rho)=\frac{1}{m_{00}} \rho \exp \left\{-\rho^{2} / 2 m_{00}\right\},
$$

which is the well-known Rayleigh distribution.
The joint distribution of $\rho, \phi$ and their first-order derivatives with respect to $x, y$ may be found as follows. Let

$$
\xi_{3}, \xi_{4}=\frac{\partial \xi_{1}}{\partial x}, \frac{\partial \xi_{1}}{\partial y} ; \quad \xi_{5}, \xi_{6}=\frac{\partial \zeta_{2}}{\partial x}, \frac{\partial \xi_{2}}{\partial y} .
$$

The matrix of correlations for $\xi_{1}, \ldots, \xi_{6}$ is

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{cc|cccc}
\mu_{00} & 0 & 0 & 0 & \mu_{10} & \mu_{01} \\
0 & \mu_{00} & -\mu_{10} & -\mu_{01} & 0 & 0 \\
\hline 0 & -\mu_{10} & \mu_{20} & \mu_{11} & 0 & 0 \\
0 & -\mu_{01} & \mu_{11} & \mu_{02} & 0 & 0 \\
\mu_{10} & 0 & 0 & 0 & \mu_{20} & \mu_{11} \\
\mu_{01} & 0 & 0 & 0 & \mu_{11} & \mu_{0}
\end{array}\right),
$$

where $\mu_{p q}$ is the $(p, q)$ th moment of $E(u, v)$ abcut $(\bar{u}, \bar{v})$. But since $(\bar{u}, \bar{v})$ is the centroid of $E$, the first-order moments $\mu_{10}, \mu_{01}$ vanish. Hence $\xi_{3}, \xi_{6}, \xi_{5}, \xi_{6}$ are independent of $\xi_{1}, \xi_{2}$, and
where

$$
p\left(\xi_{1}, \ldots, \xi_{6}\right)=p\left(\xi_{1}, \xi_{9}\right) p\left(\xi_{3}, \ldots, \xi_{6}\right)
$$

$$
p\left(\xi_{3}, \ldots, \xi_{6}\right)=\frac{1}{(2 \pi)^{2} \delta} \exp \left\{-\left[\mu_{02}\left(\xi_{3}^{2}+\xi_{5}^{2}\right)-2 \mu_{11}\left(\xi_{3} \xi_{4}+\xi_{5} \xi_{6}\right)+\mu_{20}\left(\xi_{4}^{2}+\xi_{6}^{2}\right)\right] / 2 \delta\right\}
$$

and we have written

$$
\delta=\left|\begin{array}{ll}
\mu_{20} & \mu_{11} \\
\mu_{11} & \mu_{02}
\end{array}\right|
$$

Now since

$$
\begin{aligned}
& \xi_{3}=\frac{\partial}{\partial x}(\rho \cos \phi)=\rho_{x} \cos \phi-\rho \phi_{x} \sin \phi, \\
& \text { etc. },
\end{aligned}
$$

we have

$$
\frac{\partial\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}, \xi_{0}\right)}{\partial\left(\rho, \phi, \rho_{x}, \phi_{x}, \rho_{y}, \phi_{y}\right)}=-\rho^{3}
$$
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and hence

$$
\begin{align*}
& p\left(\rho, \phi_{1} \rho_{x}, \phi_{x}, \rho_{y}, \phi_{y}\right)=\frac{1}{(2 \pi)^{3} m_{00} \delta} \rho^{s} \exp \left\{-\rho^{2} / 2 m_{00}\right\} \\
& \quad \times \exp \left\{-\left(\mu_{02} \rho_{x}^{2}-2 \mu_{11} \rho_{x} \rho_{y}+\mu_{20} \rho_{y}^{2}\right) / 2 \delta\right\} \exp \left\{-\rho^{2}\left\{\mu_{02} \phi_{x}^{2}-2 \mu_{11} \phi_{x} \phi_{y}+\mu_{20} \phi_{y}^{2}\right\} / 2 \delta\right\}
\end{align*}
$$

From this distribution some immediate conclusions may be drawn. First, by integrating with respect to $\phi$ (from 0 to $2 \pi$ ) and $\phi_{x}, \phi_{y}$ (from $-\infty$ to $\infty$ ) we obtain the joint distribution of $\rho, \rho_{x}$ and $\rho_{y}$. Thus

$$
p\left(\rho, \rho_{x}, \rho_{y}\right)=p(\rho) p\left(\rho_{x}, \rho_{y}\right),
$$

where $p(\rho)$ is given by $(2 \cdot 8 \cdot 6)$ and

$$
p\left(\rho_{x}, \rho_{y}\right)=\frac{1}{2 \pi \delta^{4}} \exp \left\{-\left(\mu_{02} \rho_{z}^{2}-2 \mu_{11} \rho_{x} \rho_{y}+\mu_{20} \rho_{y}^{2}\right) / 2 \delta\right\} .
$$

This shows that $\rho_{x}, \rho_{y}$ are statistically independent of $\rho$, just as $\partial \zeta / \partial x, \partial \zeta / \partial y$ are independent of $\zeta$. Further, the distributon ( $2 \cdot 8 \cdot 16$ ) is formally identical with ( $2 \cdot 1 \cdot 12$ ), if the moments $\mu_{p q}$ about the centroid are substituted for the moments $m_{p q}$ about the origin. We deduce immediately that
(1) the steepest r.m.s. gradient of the envelope is in the principal direction of the envelope, and the gentlest r.m.s. gradient of the envelope is in the direction at right angles;
(2) the most probable direction of contours of the envelope is perpendicular to the principal direction of the envelope, and the least probable direction is parallel to the principal direction.

We see from $(2 \cdot 8 \cdot 14)$ that the mean values of $\phi_{x}$ and $\phi_{y}$ are zero. It follows that the phase angle $\phi$ of the envelope has zero secular increase in any horizorial direction. Now the phase angle of $\zeta$ is the sum of the phase angles of the envelope and of the carrier wave. Hence the phase angle of $\zeta$ increases at the same average rate as that of the carrier wave, in any horizontal direction. This property is the result of our having chosen the centroid ( $\bar{u}, \bar{v}$ ) of the energy distribution as the wave-number of the carrier wave ( $(1-5)$.

By integrating (2.8.14) with respect to $\rho_{x}, \rho_{y}$ and $\phi$ we obtain

$$
p\left(\rho, \phi_{x}, \phi_{y}\right)=\frac{1}{2 \pi m_{\mathrm{se}} \delta^{\dagger}} \rho^{3} \exp \left\{-\rho^{2} / 2 m_{00}\right\} \exp \left\{-\rho^{2}\left(\mu_{02} \phi_{x}^{2}-2 \mu_{11} \phi_{x} \phi_{y}+\mu_{20} \dot{\phi}_{y}^{2}\right) / 2 \delta \delta\right\} .
$$

This shows that $\phi_{x}$ and $\phi_{y}$ are not statistically independent of $\rho$. In fact the standard deviation of $\left(\phi_{x}, \phi_{y}\right)$ (defined as the square root of the mean value of $\left(\phi_{x}^{2}+\phi_{y}^{2}\right)$ ) is

$$
\left(\overline{\phi_{x}^{2}+\varphi_{y}^{2}}\right)^{\mathbf{t}}=\frac{1}{\rho}\left(\mu_{20}+\mu_{02}\right)^{4},
$$

which is inversely proportional to $\rho$. Roughly, this means that the higher waves are more regular than the lower waves (cf. §210). The joint distribution of $\phi_{x}$ and $\phi_{y}$ alone is found from (2-8-17) to be

$$
p\left(\phi_{x}, \phi_{y}\right)=\frac{1}{\pi}\left[1+\left(\mu_{02} \phi_{x}^{2}-2 \mu_{11} \phi_{z} \phi_{y}+\mu_{90} \phi_{y}^{2}\right) m_{00} / \delta\right]^{2} .
$$

It will be useful to consider also the statistical properties of the envelope of the curve in which the surface is intersected by a vertical plane in a direction $\theta$. When $\theta=0, x=x^{\prime}$, the
distribution of $\rho_{1} \phi_{:} \rho_{x} \phi_{x}$ may be found from (2.8-14) by integration with respect to $\rho_{y}$ and $\phi_{y}$. On replacing $\mu_{20}$ by $\mu_{2}(\theta)$ and $x$ by $x^{\prime}$ we have in the general case

$$
p\left(\rho, \phi, \rho_{x^{\prime}}, \phi_{x^{\prime}}\right)=\frac{1}{(2 \pi)^{2} m_{00} \mu_{2}} \rho^{2} \exp \left\{-\rho^{2} / 2 m_{00}\right\} \exp \left\{-\left(\rho_{x}^{2}+\rho^{2} \phi_{x}^{2}\right) / 2 \mu_{2}\right\} .
$$

Alternatively, the distribution may be derived from first principles by the method used to obtain (2-8.14). The joint distribution of $\rho$ and $\rho_{x^{\prime}}$, is found by further integration with respect to $\phi$ and $\phi_{x^{\prime}}$ :

$$
p\left(\rho, \rho_{x^{\prime}}\right\}=\frac{1}{(2 \pi)^{\star} m_{00} \mu_{2}^{\dagger}} \rho \exp \left\{-\rho^{2} / 2 m_{00}\right\} \exp \left\{-\rho_{x}^{2} / 2 \mu_{2}\right\} .
$$

Similarly the joint distribution of $\rho, \phi$ and $\phi_{x^{\prime}}$ is

$$
\rho\left(\rho, \phi, \phi_{s}\right)=\frac{1}{(2 \pi)^{\frac{1}{2}} m_{00} \mu_{2}^{\rho}} \rho^{2} \exp \left\{-\rho^{2} / 2 m_{00}\right\} \exp \left\{-\rho^{2} \phi_{x}^{2} / 2 \mu_{2}\right\},
$$

and the distribution of $\phi$ and $\phi_{x^{\prime}}$ is

$$
p\left(\phi, \phi_{\alpha^{\prime}}\right)=\frac{\left(m_{00} / \mu_{2}\right)^{\dagger}}{4 \pi\left(1+\phi_{x^{\prime}}^{2} m_{00} / \mu_{2}\right)^{1}} .
$$

From these distributions one can state immediately some general conclusions for the onedimensional envelope analogous to those for the two-dimensional envelope of surface. Thus $\rho_{x^{\prime}}$, but not $\phi_{x}$, is independent of $\rho$; the mean secular increase of $\phi$ with $x^{\prime}$ is zero; the standard deviation of $\phi_{x^{\prime}}$ is inversely proportional to $\rho$.

When the spectrum is fairly narrow, the envelope follows closely the crests of the waves. In any particular plane section the waves will appear in groups, and a rough measure of the average length of a group is given by $2 / \mathbf{N}$, where $\mathbf{N}$ is the average number of times per unit distance that the envelope crosses an arbitrary level $\rho$. Now by the argument of $\S 2 \cdot 2$,

$$
\mathbf{N}(\rho)=\int_{-\infty}^{\infty} p\left(\rho, \rho_{x}\right)\left|\rho_{x}\right| \mathrm{d} \rho_{x} .
$$

On substituting from (2.8.23) and carrying out the integration we have

$$
\mathbf{N}(\rho)=\left(\frac{2}{\pi}\right)^{1} \frac{\mu_{2}^{\mathrm{t}}}{m_{00}} \rho \exp \left\{-\rho^{2} / 2 m_{00}\right\} .
$$

For definiteness we may take the largest possible value of $\mathbf{N}$, which occurs when $\rho=m_{0}^{\delta_{0}}$, giving

$$
\mathbf{N}=\left(\frac{2}{e \pi}\right)^{\mathbf{t}}\left(\frac{\mu_{2}}{m_{00}}\right)^{\mathbf{t}} .
$$

Now by $\S 1 \cdot 5 \mu_{2}(\theta)$ is greatest when $\theta$ defines the principal direction. It follows that the average length of a group of waves is least in the principal direction and greatest in the direction at right angles.

A rough measure of the number of waves in each group is given by $N_{0} / \mathbf{N}$, where $N_{0}$ is the number of zero-crossings of $\zeta$ in the direction $\theta$ (see $\S 2 \cdot 2$ ). When $\rho=m_{00}^{\dagger}$ we have

$$
\frac{N_{0}}{\mathbf{N}}=\left(\frac{e}{2 \pi}\right)^{\frac{1}{2}}\left(\frac{m_{2}}{\mu_{2}}\right)^{\frac{1}{2}}=\left(\frac{e}{2 \pi}\right)^{\frac{1}{2}}\left[\frac{m_{20} \cos ^{2} \theta+2 m_{11} \cos \theta \sin \theta+m_{02} \sin ^{2} \theta}{\mu_{20} \cos ^{2} \theta+2 \mu_{11} \cos \theta \sin \theta+\mu_{02} \sin ^{2} \theta}\right]^{1} .
$$

In general this number will vary with the direction $\theta$, but it may also be constant. The condition for constancy is

$$
\mu_{20}: \mu_{11}: \mu_{02}=m_{20}: m_{11}: m_{02} .
$$
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When this condition is satisfied the number of waves in a group is independent of the direction.

If we write

$$
\nu^{\prime}(\theta)=\frac{m_{00}}{m_{1}(\theta)}\left(\frac{\mu_{2}(\theta)}{m_{00}}\right)^{\frac{t}{2}}
$$

so that (for a narrow spectrum)

$$
\nu^{\prime}(\theta) \div\left(\frac{\mu_{2}(\theta)}{m_{2}(\theta)}\right)^{i}=\left(\frac{2 \pi}{e}\right)^{i} \frac{\mathbf{N}}{N_{0}},
$$

it is clear that $\nu^{\prime}$ is inversely proportional to the number of waves in a group. In particular, when the section is taken in the direction $\theta=0$ we have

$$
\nu^{\prime}(0)=\left(\frac{\mu_{20}}{i^{2} m_{00}}\right)^{\frac{1}{2}}=\nu
$$

where $\nu$ is the parameter defined in $\S 1 \cdot 6$. Now $\theta=0$ was taken there to be the mean direction, and also the principal direction. It follows that $\nu$ is inversely proportional to the number of waves in a group corresponding to a vertical section taken in the principal direction.

### 2.9. The heights of maxima

Throughout this and the following section it will be assumed that the spectrum is narrow. We shall see that from the properties of the envelope one can then derive some interesting statistical properties that are otherwise difficult to obtain.

Consider first the distribution of the heights $\xi$ of the crests. A crest may be defined as the locus of the maxima of all vertical sections of the surface parallel to the mean direction $\theta$. Now when the spectrum is narrow, the waves will be long-crested and regular, and the crests will lie almost on the envelope. Further, the crests will be spaced at more or less equal intervals in the $x, y$ plane. It follows that the distribution of the crest heights is practically the same as the distribution of the envelope function $\rho$. So from ( $2 \cdot 8 \cdot 6$ )

$$
p(\xi)=\frac{\xi}{m_{00}} \exp \left\{--\xi^{2} / 2 m_{00}\right\} .
$$

In other words, $\xi$ has a Rayleigh distribution.
Consider, on the other hand, the distribution of the heights of the maxima. A maximum of the surface is simultaneously a maximum perpendicular and parallel to the mean direction. The distribution of maxima of the surface therefore approximates to the distribution of the maxima of the envelope of a section at right angles to the mean direction.

Now the distribution of the maxima of the envelope of a single random variable has been studied by Rice (1944, 1945). Making the simplifying assumption that $\mu_{1}=\mu_{3}=0$ (in our case $\mu_{1}=0$ anyway), he obtains for the joint distribution of $x^{\prime}$ and the height $R$ of a maximum
where
and

$$
\begin{gather*}
p\left(x^{\prime}, R\right)=\frac{1}{4 \pi^{\frac{1}{2}}} \frac{\mu_{0}^{\frac{1}{2}}}{\mu_{0}}\left(a^{2}-1\right)^{\frac{1}{2}} z^{4} \mathrm{e}^{-a^{2} z^{2}} \sum_{n=0}^{\infty} \frac{A_{n} z^{n}}{\left(\frac{1}{2} n+\frac{3}{4}\right)!}, \\
a^{2}=\frac{\mu_{0} \mu_{4}}{\mu_{2}^{2}}, \quad z=\frac{R}{\left[2\left(a^{2}-1\right) \mu_{0}\right]^{4}}, \\
A_{n}=\sum_{m=0}^{n} \frac{\left(\frac{1}{2}\right)\left(\frac{\pi}{2}\right) \ldots\left(m-\frac{1}{2}\right)}{m!}(n-m+1)\left(\frac{3}{2}-\frac{1}{2} a^{2}\right)^{m}
\end{gather*}
$$
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(the term corresponding to $m=0$ in $(2 \cdot 9 \cdot 4)$ is $n+1)$. To obtain the probability density of $R$ alone we must normalize ( $2 \cdot 9 \cdot 2$ ) by dividing by the number $N$ of maxima per unit distance $x^{\prime} . N$ is found by integrating with respect to $R$ from 0 to $\infty$. We have

$$
N=\frac{1}{4(2 \pi)^{7}}\left(\frac{\mu_{0}}{\mu_{0}}\right)^{\frac{1}{2}} \frac{\left(a^{2}-1\right)^{2}}{a^{4}} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2} n+\frac{1}{4}\right)!A_{n}}{\left(\frac{1}{2} n+\frac{3}{4}\right)!a^{n}}
$$

(Rice 1945, p. 83).
This may be checked immediately by comparison with our previous work. For, since the maxima occur only at the crests of the waves, which are more or less evenly spaced at distance $2 \pi / \bar{u}$ apart, it follows that the mean density of maxima per unit area is $N \bar{u} / 2 \pi$ approximately. On replacing $\left(\mu_{2} / \mu_{0}\right)^{\frac{1}{2}}$ by $\gamma \overline{\mathrm{n}}$, where $\gamma^{-1}$ is the long-crestedness, we have

$$
D_{\mathrm{maz}}=\frac{N \bar{u}}{2 \pi}=\frac{1}{4(2 \pi)^{\frac{1}{2}}} \frac{\left(a^{2}-1\right)^{2}}{a^{4}} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2} n+\frac{1}{4}\right)!A_{y}}{\left(\frac{1}{2} n+\frac{3}{4}\right)!a^{n}} \gamma \bar{u}^{2} .
$$

This expression should agree with (2:3.57). Rice summed the series in (2.9.6) for $a^{2}=3$ (the normal distribution) and found it to be about 3.97 . With this value ( $2 \cdot 9 \cdot 6$ ) becomes

$$
D_{\mathrm{ma}}=0.0638 \gamma \vec{u}^{2},
$$

which is in agreement with the more accurate value $D_{\text {ma }}=0.0639 \gamma \bar{z}^{2}$ given by ( $2 \cdot 3.57$ ) and table 1 .

The distribution of the heights of maxima may be stated in terms of the non-dimensional parameter $\eta=R / \mu_{0}^{d}=R / m_{00}^{b}$. On dividing $p\left(x^{\prime}, R\right)$ by $N \mu_{0}^{-\frac{1}{2}}$, we find

$$
p(\eta)=\frac{1}{2^{\frac{1}{2}}\left(1-a^{-2}\right)^{2}} \eta^{4} \exp \left\{-\eta^{2} / 2\left(1-a^{-2}\right)\right\} \sum_{n=0}^{\infty} \frac{A_{a}\left[\eta^{2} / 2\left(a^{2}-1\right)\right]^{\frac{1}{n}}}{\left(\frac{1}{2} n+\frac{8}{4}\right)!} / \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2} n+\frac{1}{4}\right)!A_{n}}{\left(\frac{1}{2} n+\frac{3}{4}\right)!a^{n}} .
$$

This distribution has been computed for $a^{2}=2,3,5,9$, and the curves are shown in figure 13 .
When $a^{2} \mp 1$ the above series becomes unsuitable for computation, but we may obtain a solution by an independent method as follows. $a^{2}=1$ corresponds to two narrow bands of energy of slightly different frequency. These form beats, and the maxima of the envelope occur when the two wave bands are in phase. The height of the envelope $R$ is then the sum of the amplitudes $\rho_{1}, \rho_{2}$ of the two wave trains at that point. But the amplitude of each wave train has a Rayleigh distribution:

$$
p\left(\rho_{1}\right)=\frac{2 \rho_{1}}{m_{00}} \exp \left\{-\rho_{1}^{2} / m_{00}\right\}, \quad p\left(\rho_{2}\right)=\frac{2 \rho_{2}}{m_{00}} \exp \left\{-\rho_{2}^{2} / m_{00}\right\}
$$

(the mean energy for each wave train being $\frac{1}{2} m_{00}$ ). The distribution of the sum of these is

$$
p(R)=\int_{0}^{R} p\left(\rho_{1}\right) p\left(\rho_{2}\right) d \rho_{1},
$$

where $\rho_{2}=R-\rho_{1}$. In terms of non-dimensional variables we have

$$
p(\eta)=2 \int_{0}^{\eta} \xi \mathrm{e}^{-\xi^{2}}(\eta-\xi) \mathrm{e}^{-(\eta-\xi)^{2}} \mathrm{~d} \xi
$$

On evaluating the integral we have

$$
p(\eta)=\mathrm{e}^{-\frac{-}{2} \eta^{2}}\left[\eta \mathrm{e}^{-t \eta^{2}}+\left(\eta^{2}-1\right) \int_{0}^{\eta} \mathrm{e}^{-t \boldsymbol{t}} \mathrm{~d} t\right],
$$

which is the distribution shown in figure 13 for $a^{2}=1$.
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It can be seen independently that this is the appropriate distribution for two long-crested systems of waves intersecting at an angle. For the maxima of the combine system occur at the points of intersection of the crests of the two long-crested systems. The height of a maximum is the sum of the heights of the crests of the two systems. Consequently $\eta$ is the sum of two variables each having a Rayleigh distribution.


Figure 13. The probability distribution of the heights of maxima, for a narrow spectrum ( $a^{2}=1,2,3,5,9$ ).

## 2-10. The intervals between successive zeros

Finally, let us consider the distribution of the intervals $l$ between successive zeros of the surface, along a line drawn in an arbitrary direction $\theta$. An approximate expression for the distribution of intervals for a one-dimensional function has been derived by Rice ( $1945, \S 3$-4) after a series of approximations assuming that the spectrum is narrow. It will now be shown how the same distribution can be derived very simply using the properties of the phase angle $\phi$. Further, the distribution will be derived for a section of the surface in an arbitrary direction $\theta$, and for waves of any particular amplitude $\rho$.
For simplicity we may take initially $\theta=\theta_{p}=0$ and $x^{\prime}=x$, and we may generalize to arbitrary values of $\theta$ at a suitable stage. The equation of the curve at an arbitrary time, say $t=0$, may be written
where

$$
\begin{gather*}
\zeta=\mathscr{R} \rho \mathrm{e}^{\mathrm{i} x}, \\
\chi=\bar{u} x+\phi, \quad \chi_{x}=\bar{u}+\phi_{\mathrm{x}}
\end{gather*}
$$
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and $\bar{v}=m_{1} / m_{0}$. Like $\phi, \chi$ is a multivalued function of $x$, having branches separated by multiples of $2 \pi$. Since

$$
\frac{\partial\left(x_{1}, x_{0}\right)}{\partial\left(\phi_{,}, \phi_{x}\right)}=1,
$$

we have from (2.8.23)

$$
p\left(\chi_{0} \chi_{x}\right)=p\left(\phi, \phi_{x}\right)=\frac{\left(m_{0} / \mu_{2}\right)^{t}}{4 \pi\left\{1+\left(\chi_{s}-\bar{u}\right)^{2} m_{0} / \mu_{2}\right\}} .
$$

Now $\zeta$ has a zero -crossing when and only when $\chi=n \pi$, where $n$ is an integer. By the same reasoning as in $\S 2 \cdot 2$, the probability of $\chi$ taking the value $2 \pi \pi$ in $(x, x+\mathrm{d} x)$ is

$$
H(\chi) \mathrm{d} x=\int_{-\infty}^{\infty} p\left(\chi_{0} \chi_{x}\right)\left|\chi_{x}\right| \mathrm{d} x \mathrm{~d} \chi_{x}=\frac{1}{2 \pi}\left(\frac{m_{2}}{m_{0}}\right)^{\dagger} \mathrm{d} x .
$$

The probability of $\chi$ taking the value $(2 r+1) \pi$ is the same. Therefore the total probability of a zero in $(x, x+\mathrm{d} x)$ is twice this value, or

$$
\frac{1}{\pi}\left(\frac{m_{\hat{i}}}{m_{0}}\right)^{t} \mathrm{~d} x
$$

in agreement with (2.3.5).
Let $l$ denote the interval between successive zeros. The average value $l$ of the distribution of $l$ may be written down immediately; for it is simply the reciprocal of the average number of zeros per unit distance, i.e.

$$
l=\pi\left(\frac{m_{0}}{m_{2}}\right)^{\frac{1}{2}}=\frac{\pi}{\bar{u}}\left(1+\nu^{2}\right)^{\frac{1}{2}}
$$

where $\nu$ is defined by ( $2 \cdot 8 \cdot 31$ ). When the spectrum is narrow ( $\nu$ is small) we have

$$
l=\pi / \pi,
$$

approximately.
Let us now consider the whole distribution of $l$, on the assumption that $\nu$ is small. In the first place we may note that where $\chi$ crosses any level $n \pi$ it nearly always has an up-crossing. For the probability of a down-crossing $\left(\chi_{x}<0\right)$ in the interval $(x, x+\mathrm{d} x)$ is given by

$$
\int_{-\infty}^{0} p\left(\chi, \chi_{x}\right)\left|\chi_{x}\right| \mathrm{d} x \mathrm{~d} \chi_{s}=\frac{1}{4 \pi}\left(\frac{m_{2}}{m_{0}}\right)^{\frac{b}{2}}\left[1-\left(1+\nu^{2}\right)-1\right] \mathrm{d} x,
$$

and the proportion of down-crossings is therefore

$$
\frac{1}{2}\left[1-\left(1+\nu^{2}\right)^{-\frac{1}{2}}\right] \div \frac{1}{4} \nu^{2},
$$

which is negligible. If each crossing of $2 r \pi$ or $(2 r+1) \pi$ is an up-crossing, it follows that between any two successive zeros $x_{1}$ and $x_{2}, \chi$ must increase by $\pi$. Hence

$$
\pi=\chi\left(x_{2}\right)-\chi\left(x_{1}\right)=\left[l \chi_{x}+\frac{1}{2} l^{2} x_{x x}+\ldots\right],
$$

where we have expanded in a Taylor series about $x=x_{1}$. It can be shown that $\chi_{\text {cu }}$ is of order $\nu^{2}$, and so to our present order of approximation

$$
l=\pi / \chi_{x} .
$$

Now the distribution of $\chi_{x}$, at points where $\chi$ takes a particular value, is given by

$$
p\left(\chi_{x}\right)_{x}=\frac{p\left(x_{x}, \chi_{x}\right)\left|x_{x}\right|}{H(\chi)},
$$
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where $H(x)$ is given by $(2 \cdot 10 \cdot 5)$. That is to say

$$
p\left(\chi_{x}\right)_{\chi}=\frac{1}{2}\left(\frac{m_{0}}{m_{2}}\right)^{\frac{1}{2}} \frac{\left|\chi_{x}\right|\left(m_{0} / \mu_{2}\right)^{\dagger}}{\left.\left[1+\left(\chi_{x}-\overline{u_{j}}\right)^{2} m_{0} / \mu_{2}\right)\right]!} .
$$

On substituting from (2-10-12) we have, when $l>0$,

$$
p(l)=\frac{1}{2 \pi}\left(\frac{m_{0}}{m_{2}}\right)^{i} \frac{\overrightarrow{u^{2}} / v}{\left[\left[l^{2} / l^{2}+(l / l-1)^{2} / \nu^{2}\right]^{1}\right.},
$$

where $l$ is given by the approximate relation ( $2 \cdot 10 \cdot 8$ ). Clearly $p(l)$ is appreciable only when $l$ differs from $l$ by an amount of order $\nu$. Writing

$$
\xi=(l-l) \mid l
$$

for the relative departure of $l$ from its mean value, we have finally for the approximate distribution of $\xi$ in the neighbourhood of the mean

$$
p(\xi)=\frac{1}{2 \nu\left(1+\xi^{2} / \nu^{2}\right)} .
$$

This is similar to the approximate distribution found by Rice (1945, p. 63) by a rather longer method.

In the general case when the line drawn on the surface is in an arbitrary direction $\theta$, $\nu$ may be replaced by $\nu^{\prime}(\theta)$. Thus we have in general

$$
p(\xi)=\frac{1}{2 \nu^{\prime}\left(1+\xi^{2} / \nu^{\prime 2}\right)^{\prime}} .
$$

The second moment of this distribution is divergent, but a convenient measure of its spread is the width of the interquartile range, given by

$$
\frac{2}{\sqrt{3}} \nu^{\prime}
$$

So we may say that the width of the distribution of $\xi$ is inversely proportional to the average number of waves in a group. The width of the distribution of $l$ is given by the above expression multiplied by $l$, that is to say

$$
\frac{2 \pi}{\sqrt{3}} \frac{m^{2} i_{2}^{d} i_{2}^{2}}{m_{1}^{2}}
$$

To find the distribution of intervals $l$ for waves of a given amplitude (say with amplitude lying between $\rho$ and $\rho+\mathrm{d} \rho$ ), we may start from the distribution of ( $\phi, \phi_{s}$ ) for values of $\rho$ lying between these limits. This is given by

$$
p_{\rho}\left(\phi, \phi_{x}\right)=\frac{p\left(\rho, \phi, \phi_{x}\right)}{\rho(\rho)}=\frac{1}{(2 \pi)^{t} \mu_{2}^{\dagger}} \rho \exp \left\{-\rho^{2} \phi_{x}^{2} / 2 \mu_{2}\right\}
$$

from (2.8.6) and (2.8.22). Hence

$$
\rho_{\rho}\left(\chi, \chi_{x}\right)=\frac{1}{(2 \pi)^{i} \mu_{2}^{\mu}} \rho \exp \left\{-\rho^{2}\left(\chi_{x}-\bar{u}\right)^{2} / 2 \mu_{2}\right\} .
$$

On carrying out the same calculation with $p_{\rho}\left(\chi, \chi_{x}\right)$ in place of $p\left(\chi_{,}, \chi_{s}\right)$ we find, with $\xi$ given by ( $2 \cdot 10.16$ ), that

This is a normal distribution for $\xi$, with mean value zero and standard deviation

$$
\frac{\nu^{\prime} m_{00}^{\ddagger}}{\rho} .
$$

The mean and standard deviation of $l$ are equal to $l$ and $\nu^{\prime} m_{00}^{\frac{~}{d}} l / \rho$ respectively. Hence we may say that the expectation of $l$ is independent of the height of the waves (to the present order of approximation) and also the width of the distribution of l is inversely proportional to the wave height. If we take this width as a measure of the irregularity of the waves as regards their intervals, we may also say that the lower the waves, the less regular are their intervals.

## Part III. A method of determining the energy spectrum

In the two previous parts of this paper we have derived some statistical properties of a random surface in terms of its energy spectrum $E(u, v)$. In this part we solve the converse problem: given the statistical properties, to find the energy spectrum.

The best method of determining $E$ depends to some extent upon which properties can be measured most conveniently. We assume that it is possible to obtain the height $\zeta\left(x^{\prime}\right)$ of the surface along a line in an arbitrary direction $\theta$. (In the case of the sea surface one may imagine the observations to be made by an aircraft flying on a fixed course at high speed and constant altitude and recording by radar its height above the waves.) We also assume that $\partial \zeta\left(x^{\prime}\right) / \partial t$ can be measured (by a pair of radar sets, or otherwise).

In §3.1 it is shown how from the statistical analysis of such measurements the moments $m_{n}(\theta)$, for each value of $\theta$, can be deduced. In $\S 3 \cdot 2$ it is shown how to obtain the two-dimensional moments $m_{p q}$ from the moments $m_{n}(\theta)$; and in $\S 3 \cdot 3$ how to obtain the energy spectrum from the moments $m_{p q}$.

### 3.1. To obtain $m_{n}(\theta)$

We saw in $\S 2 \cdot 2$ that the number of zeros of $\zeta\left(x^{\prime}\right)$ per unit horizontal distance $x^{\prime}$ is given by

$$
N_{0}=\frac{1}{\pi}\left(\frac{m_{2}(\theta)}{m_{0}(\theta)}\right)^{t},
$$

and in general the number of zeros of the $r$ th derivative of $\zeta$ is given by

$$
N_{r}=\frac{1}{\pi}\left(\frac{m_{2 r+2}(\theta)}{m_{2 r}(\theta)}\right)^{\frac{t}{2}} .
$$

Now from the record of $\zeta$, the numbers $N_{0}, N_{1}$, etc., may be determined by simple counting of zeros, maxima and minima, points of inflexion, and so on. $m_{0}(\theta)$ can be determined as the r.m.s. value of $\zeta$ along the curve. From ( $3 \cdot 1 \cdot 1$ ) we have

$$
\begin{gather*}
m_{2}(\theta)=\pi^{2} N_{0}^{2} m_{0}(\theta) \\
m_{2 r+2}(\theta)=\pi^{2} N_{r}^{2} m_{2 r}(\theta) .
\end{gather*}
$$

and from (3.1-2)

To obtain the moments of odd order we have to use some property involving the motion of the surface. We take the distribution of the velocities of zeros of $\zeta\left(x^{\prime}\right)$, which was derived in $\S 2 \cdot 5$. It was shown that the mean velocity of the zeros of $\zeta$ is given by

$$
\bar{c}=-\frac{m_{1}^{\prime}(\theta)}{m_{2}(\theta)},
$$

## M. S. LONGUET-HIGGINS ON THE

and that the mean velocity of points where the $r$ th derivative vanishes is

$$
\bar{c}_{r}=-\frac{m_{2 r+1}^{\prime}(\theta)}{m_{2 r+2}(\theta)} .
$$

Now $m_{2 r+2}^{\prime}(\theta)$ is already known, from equation ( $3 \cdot 1 \cdot 5$ ), so from
we may determine $m_{2 r+1}^{\prime}(\theta)$.

$$
m_{2 r+1}^{\prime}(\theta)=-\bar{c}_{r} m_{2 r+2}(\theta)
$$

It is true that the odd moments $m_{2 r+1}^{\prime}(\theta)$ correspond not to the original function $E(u, v)$ but to $\sigma(u, v) E(u, v)$. However, we shall show in $\S 3 \cdot 3$ how this difficulty can be overcome.

### 3.2. To obtain $m_{p q}$

In $\S 1 \cdot 4$ we saw that $m_{n}(\theta)$ is related to the moments $m_{p q}(p+q=n)$ by the equation

$$
m_{n}(\theta)=m_{n, 0} \cos ^{n} \theta+\binom{n}{1} m_{n-1,1} \cos ^{n-1} \theta \sin \theta+\ldots+m_{0, n} \sin ^{n} \theta
$$

The expression on the right-hand side is a trigonometric polynomial of degree $n$, with coefficients which are linear combinations of the moments. Therefore we may expect to solve for $m_{p q}$ by taking the Fourier components of $m_{n}(\theta)$, that is, by considering the quantities

$$
a_{n, l}=\frac{1}{\pi} \int_{0}^{2 \pi} m_{n}(\theta) \mathrm{e}^{\mathrm{i} 1 \theta} \mathrm{~d} \theta
$$

Going back to equation ( $1 \cdot 4 \cdot 11$ ), we have

$$
\begin{align*}
a_{n, t} & =\frac{1}{\pi} \int_{0}^{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)\left(u \cos \theta_{1}+v \sin \theta_{1}\right)^{n} \mathrm{~d} u \mathrm{~d} v \mathrm{e}^{\mathrm{L} \ell \theta_{1}} \mathrm{~d} \theta_{1} \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)\left\{u \cos \left(\theta-\theta_{1}\right)\right\}^{n} \mathrm{~d} u \mathrm{~d} v \mathrm{e}^{\mathrm{i} \ell \theta_{1}} \mathrm{~d} \theta_{1}
\end{align*}
$$

where $(w \cos \theta, w \sin \theta)=(u, v)$. On writing $\theta_{1}-\theta=\theta_{2}$ and reversing the order of integration we have

$$
\begin{align*}
a_{n, l} & =\frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2 \pi} E(u, v) w^{n} \cos ^{n} \theta_{2} \mathrm{e}^{i\left\langle\left(\theta+\theta_{2}\right.\right.} \mathrm{d} \theta_{2} \mathrm{~d} u \mathrm{~d} v \\
& =\gamma_{n, 1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) w^{n} \mathrm{e}^{\mathrm{i} l \theta} \mathrm{~d} u \mathrm{~d} v,
\end{align*}
$$

where $\gamma_{n, \ell}$ is a numerical constant:

$$
\gamma_{n, l}=\frac{1}{\pi} \int_{0}^{2 \pi} \cos ^{n} \theta_{2} \mathrm{e}^{\mathrm{i} 10_{2}} \mathrm{~d} \theta_{2}=\left\{\begin{array}{cl}
2^{1-n}\binom{n)}{r} & \text { when } n-l=2 r>0 \\
0 & \text { otherwise }
\end{array}\right.
$$

Now

$$
\begin{align*}
& m_{p \mathrm{~s}}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{d} v^{q} \mathrm{~d} u \mathrm{~d} v \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) w^{n} \cos ^{\theta} \theta \sin ^{\theta} \theta \mathrm{d} u \mathrm{~d} v \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) w^{n} \frac{1}{2^{n i} \theta}\left(\mathrm{e}^{i \theta}+\mathrm{e}^{-i \theta}\right)^{n}\left(\mathrm{e}^{\mathrm{i} \theta}-\mathrm{e}^{-1 \theta}\right)^{q} \mathrm{~d} u \mathrm{~d} v \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{w n}\left[\begin{array}{c}
\left.\mathrm{e}^{(n \theta \theta}+\left(\begin{array}{cc}
p & q \\
1
\end{array}\right) \mathrm{e}^{1(n-2) \theta}+\left(\begin{array}{cc}
p & q \\
2
\end{array}\right) \mathrm{e}^{(n-\theta) \theta}+\ldots+(-1)^{q} \mathrm{e}^{-\mathrm{in} \theta}\right] \mathrm{d} u \mathrm{~d} v, ~
\end{array}\right.
\end{align*}
$$

where $\left(\begin{array}{cc}p & q \\ r\end{array}\right)$ is the coefficient of $x^{r}$ in the expansion of $(1+x)^{p}(1-x)^{q}$. In full,

$$
\left(\begin{array}{cc}
p & q  \tag{3.2.7}\\
r
\end{array}\right)=\binom{p}{1}-\binom{p}{r-1}\binom{q}{1}+\binom{p}{r-2}\binom{q}{2}-\ldots+(-1)^{r}\binom{q}{r},
$$

where $\binom{p}{0}=1$ and $\binom{p}{r}=0$ for $r>p$. From (3.2.4) and (3.2.6) we have

$$
m_{p q}=\frac{1}{2 i^{q}}\left[a_{n, n}+\left(\begin{array}{cc}
p & q \\
1
\end{array}\right) /\binom{n}{1} a_{n, n-2}+\left(\begin{array}{cc}
p & q \\
2
\end{array}\right) /\binom{n}{2} a_{n, n-4}+\ldots+(-1)^{q} a_{n, n}\right] .
$$

Table 2. Functions $C_{p q}(\theta)$

$$
\begin{aligned}
& C_{\infty 0}=1 \\
& \left\{\begin{array} { l } 
{ C _ { 2 0 } = \operatorname { c o s } 2 \theta + \frac { 1 } { 2 } } \\
{ C _ { 1 1 } = \operatorname { s i n } 2 \theta } \\
{ C _ { 0 2 } = - \operatorname { c o s } 2 \theta + \frac { 1 } { 2 } }
\end{array} \left\{\begin{array}{l}
C_{50}=\cos 3 \theta+\cos \theta \\
C_{21}=\sin 3 \theta+\frac{1}{2} \sin \theta \\
C_{12}=-\cos 3 \theta+\frac{1}{2} \cos \theta \\
C_{01}=-\sin 3 \theta+\sin \theta
\end{array}\right.\right.
\end{aligned}
$$

So on substitution from (3-2-2)

$$
m_{p q}=\frac{1}{\pi} \int_{0}^{2 \pi} m_{n}(\theta) C_{p q}(\theta) \mathrm{d} \theta,
$$

where

$$
C_{p \phi}(\theta)=\frac{1}{2 \mathrm{i}^{\mathrm{i}}}\left[\mathrm{e}^{\mathrm{i} n \theta}+\left(\begin{array}{cc}
p & q \\
1
\end{array}\right) /\binom{n}{1} \mathrm{e}^{\mathrm{i}(n-2) \theta}+\ldots+(-1)^{n} \mathrm{e}^{-\mathrm{i} n \theta}\right] .
$$

The quantities $m_{n}(\theta)$ being known, this determines the moments $m_{p q}$. The first few functions $C_{p q}(\theta)$ are listed in table 2.

Incidentally, when the spectrum $E(u, v)$ has circular symmetry, $m_{n}(\theta)$ is independent of $\theta$ and so from (3.2.9)

$$
m_{p q}(\theta)=\left\{\begin{array}{cl}
(-1)^{ \pm q}\left(\begin{array}{cc}
p & q \\
\frac{1}{2} n
\end{array}\right) /\binom{n}{\frac{1}{2} n} m_{n} & \text { when } p, q \text { are both even } \\
0 & \text { otherwise }
\end{array}\right.
$$

In particular

$$
m_{20}=m_{02}=m_{2}, \quad m_{40}=m_{04}=m_{4}, \quad m_{22}=\frac{1}{8} m_{4},
$$

and so the condition (1-3.11) for a narrow ring spectrum reduces to

$$
\frac{8}{8} m_{4} m_{0}-4 m_{2}^{2}=0
$$

or

$$
\frac{m_{4} m_{0}}{m_{2}^{2}}=\frac{3}{2}
$$

As a corollary, we see that $m_{4} m_{0} / m_{2}^{2}$ is never less than $\frac{3}{2}$.

### 3.3. To obtain $E(u, v)$

We have so far obtained the even moments $m_{p q}$ of $E(u, v)$ and the odd moments $m_{p q}^{\circ}$ of $\sigma(u, v) E(u, v)$. Now consider the function

$$
F(u, v)=\frac{1}{2}[E(u, v)+E(-u,-v)] .
$$

This is clearly an even function of $(u, v)$, since $F(-u,-v)=F(u, v)$. Therefore its odd moments vanish. But its even moments are the same as those of $E(u, v)$. Therefore both the odd and even moments of $F(u, v)$ are known. Similarly

$$
G(u, v)=\frac{1}{2}[\sigma(u, v) E(u, v)-\sigma(-u,-v) E(-u,-v)]
$$

is clearly an odd function of $(u, v)$, since $G(-u,-v)=-G(u, v)$, and so its even moments vanish. But since $\sigma(-u,-v)=\sigma(u, v)$ (equation ( $1 \cdot 1 \cdot 5$ )) the odd moments of $G$ are equal to those of $\sigma(u, v) E(u, v)$. Therefore both the odd and even moments of $G$ are known. If $F$ and $G$ can both be determined from their moments we may then determine $E$, from the identity

$$
E(u, v)=F(u, v)+G(u, v) / \sigma(u, v) .
$$

We have then simply to consider how to determine $F$ and $G$ from their moments.*
Formally, if the moments were known to all orders, the problem would be solved. For since the even moments $m_{p q}$ are equivalent to the derivatives of the correlation function $\psi(x, y, 0)$ (equation (1-2.10)) we have

$$
\psi(x, y, 0)=\sum_{\rho+q=2 r}(-1)^{r} \frac{m_{p q}}{p!q!} x^{\phi} y^{q} .
$$

But by (1-2.9), $\psi(x, y, 0)$ is the cosine transform of $E(u, v)$ and so of $F(u, v)$. Hence

$$
F(u, v)=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(x, y, 0) \cos (u x+v y) \mathrm{d} x \mathrm{~d} y .
$$

Similarly, if we define a function

$$
\psi^{\prime}(x, y, 0)=\sum_{p+q-2 r}(-1)^{r+1} \frac{m_{p q}^{\prime}}{p!q!} x^{p} y^{q}
$$

we have

$$
G(u, v)=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi^{\prime}(x, y, 0) \sin (u x+v y) \mathrm{d} x \mathrm{~d} y .
$$

In practice, however, only a finite number of moments can be obtained, and if (3.3.4) is replaced by only a finite number of terms of the series, (3.3-5) does not converge. The problem then is to find a convergent sequence of approximations to $F$ and $G$, each approximation depending on the moments of the function up to a finite order.

It was shown by Weierstrass (1885) that a function of a single variable may be approximated over a finite range by a polynomial, and that this may be done in a variety of different ways. A simple method is given by Courant \& Hilbert (1953, §4), which we generalize to two dimensions as follows. Consider the function $\dagger$

$$
g_{n}(u, v)=\left(1-u^{2}-v^{2}\right)^{n} .
$$

[^16]
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As $n$ tends to infinity, $g_{n}$ tends to zero for all values of $(u, v)$ inside the circle $u^{2}+v^{2}=1$ except the origin. Further, if $S$ is any smaller circle of radius $\delta<1$,

$$
\iint_{S} g_{n}(u, v) \mathrm{d} u \mathrm{~d} v=\int_{0}^{d} \int_{0}^{2}\left(1-w^{2}\right)^{n} w \mathrm{~d} w \mathrm{~d} \theta=\frac{\pi}{n+1}\left[1-\left(1-\delta^{2}\right)^{n+1}\right]
$$

which also tends to zero. However, the dominant part of the above integral is contributed by the neighbourhood of the origin, that is, if $S^{\prime}$ is any interior circle of fixed radius $\delta^{\prime}$, however small, almost the entire contribution to the integral comes from $S^{\prime}$ :

$$
\lim _{n \rightarrow \infty} \frac{\iint_{S} g_{n}(u, v) \mathrm{d} u \mathrm{~d} v}{\iint_{S} g_{n}(u, v) \mathrm{d} u \mathrm{~d} v}=\lim _{n \rightarrow \infty} \frac{1-\left(1-\delta^{\prime 2}\right)^{n+1}}{1-\left(1-\delta^{2}\right)^{n+1}}=1 .
$$

Now suppose that $f(u, v)$ is any continuous function of two variables that we wish to approximate in the region $S,\left(u^{2}+v^{2}\right)^{\frac{1}{2}}<\frac{1}{2}$. Then if $(u, v)$ is any interior point of $S$, the function

$$
f_{n}(u, v)=\frac{\iint_{S} f\left(u_{1}, v_{1}\right)\left[1-\left(u-u_{1}\right)^{2}-\left(v-v_{1}\right)^{2}\right]^{n} \mathrm{~d} u_{1} \mathrm{~d} v_{1}}{\iint_{s}\left[1-u_{1}^{2}-v_{1}^{2}\right]^{n} \mathrm{~d} u_{1} \mathrm{~d} v_{1}}
$$

is a weighted mean of $f(u, v)$, with weighting function $g_{n}\left(u-u_{1}, v-v_{1}\right)$ centred on ( $u, v$ ). And since the neighbourhood of $(u, v)$ contributes almost all the weight when $n$ is large we see that

$$
\lim _{n \rightarrow \infty} f_{n}(u, v)=f(u, v) .
$$

The convenience of this approximation lies in the fact that $f_{n}(u, v)$ is a polynomial in ( $u, v$ ) of degree $2 n$, and with coefficients that are definite integrals taken over $S$. Further, if we assume that $f(u, v)$ is negligible or zero outside $S$ the coefficients in $f_{n}(u, v)$ are simply combinations of the moments of $f$ of order not greater than $2 n$.

To apply the representation in the present case let us assume that $E(u, v)$ is negligible when $\left(u^{2}+v^{2}\right)^{\frac{1}{2}}>\frac{1}{2} w_{0}$, say. In other words, we assume a cut-off at high wave-numbers (some such assumption is in any case necessary in order to ensure the uniqueness of the solution.) Then we take as an approximation to $F(u, v)$

$$
F_{n}(u, v)=\frac{n+1}{\pi w_{0}^{2}} \iint_{s_{1}} F\left(u_{1}, v_{1}\right)\left[1-\left(u-u_{1}\right)^{2} / w_{0}^{2}-(v-v)^{2} / w_{0}^{2}\right]^{n} \mathrm{~d} u_{1} \mathrm{~d} v_{1},
$$

where $S_{1}$ is the region $\left(u_{1}^{2}+v_{1}^{2}\right)^{t} \leqslant \frac{1}{2} w_{0}$. Similarly we take
and finally

$$
\begin{gather*}
G_{n}(u, v)=\frac{n+1}{\eta w_{0}^{2}} \iint_{S_{\mathrm{I}}} G\left(u_{1}, v_{1}\right)\left[1-\left(u-u_{1}\right)^{2} / w_{0}^{2}-\left(v-v_{1}\right)^{2} / w_{0}^{2}\right]^{n} \mathrm{~d} u_{1} \mathrm{~d} v_{1}, \\
E_{n}(u, v)=F_{n}(u, v)+G_{n}(u, v) / \sigma(u, v) .
\end{gather*}
$$

On expanding the polynomial expressions in (3.3.13) and (3.3.14) and carrying out the integrations we find, say, for $n=2$,

$$
F_{2}(u, v)=\frac{3}{\pi}\left[m_{00}\left(w_{0}^{2}-u^{2}-v^{2}\right)-2\left(m_{20}+m_{02}\right)\left(w_{0}^{2}-u^{2}-v^{2}\right) w_{0}^{2}+\left(m_{4 \mathrm{a}}+m_{04}+2 m_{22}\right) w_{0}^{4}\right]
$$
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and

$$
G_{2}(u, v)=\frac{3}{\pi}\left[4\left(m_{10}^{\prime} u+m_{01}^{\prime} v\right)\left(w_{0}^{2}-u^{2}-v^{2}\right) w_{0}-4\left\{\left(m_{30}^{\prime}+m_{12}^{\prime}\right) u+\left(m_{21}^{\prime}+m_{03}^{\prime}\right) v\right\} w_{0}^{3}\right], \quad(3 \cdot 3 \cdot 17)
$$

so that $F_{2}$ and $G_{2}$ are expressible as polynomials in $(u, v)$ having as coefficients the moments of $E$ up to degree 4. Approximations of higher order may be written down at will.


Figure 14


Figure 14. Successive approximations $E_{n}(u, u)=W_{n}\left(u, v ; w_{0} / 4,0\right)$.
We have seen that $F_{n}$ and $G_{n}$ are essentially weighted averages of $F$ and $G$ by a weighting function proportional to $g_{n}\left[\left(u-u_{1}\right) / w_{0},\left(v-v_{1}\right) / w_{0}\right]$. The weighting function corresponding to $E_{n}$ is somewhat different owing to the presence of the factor $\sigma(u, y)$ in (3.3.15). In fact we have from (3.3.1) and (3.3.2)

$$
\begin{align*}
& E_{n}(u, v)=\frac{n+1}{2 \pi w_{0}^{2}} \iint_{s_{1}} E\left(u_{1}, v_{1}\right)\left[1+\frac{\sigma\left(u_{1}, v_{1}\right)}{\sigma(u, v)}\right]\left[1-\left(\frac{u-u_{1}}{w_{0}}\right)^{2}-\left(\frac{v-v_{1}}{w_{0}}\right)^{2}\right]^{n} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \\
& \quad+\frac{n+1}{2 \pi w_{0}^{2}} \iint_{s_{1}} E\left(-u_{1},-v_{1}\right)\left[1-\frac{\sigma\left(u_{1}, v_{1}\right)}{\sigma(u, v)}\right]\left[1-\left(\frac{u+u_{1}}{w_{0}}\right)^{2}-\left(\frac{v+v_{1}}{w_{0}}\right)^{2}\right]^{n} \mathrm{~d} u_{1} \mathrm{~d} v_{1}
\end{align*}
$$

On changing the sign of $\left(u_{1}, v_{1}\right)$ in the second integral we have

$$
\begin{equation*}
E(u, v)=\frac{1}{w_{s_{1}}^{\natural}} \iint_{s_{1}} E\left(u_{1}, v_{1}\right) W_{n}^{\prime}\left(u, v ; u_{1}, v_{1}\right) \mathrm{d} u_{1} \mathrm{~d} v_{1}, \tag{3.3.19}
\end{equation*}
$$

where

$$
\begin{align*}
W_{n}^{\prime}\left(u, v ; u_{1}, v_{1}\right) & =\frac{n+1}{2 \pi}\left[1+\frac{\sigma\left(u_{1}, v_{1}\right)}{\sigma(u, v)}\right]\left[1-\left(\frac{u-u_{1}}{w_{0}}\right)^{2}-\left(\frac{v-v_{1}}{w_{0}}\right)^{2}\right]^{n} \\
& +\frac{n+1}{2 \pi}\left[1-\frac{\sigma\left(u_{1}, v_{1}\right)}{\sigma(u, v)}\right]\left[1-\left(\frac{u+u_{1}}{w_{0}}\right)^{2}-\left(\frac{v+v_{1}}{w_{0}}\right)^{2}\right]^{n} .
\end{align*}
$$
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$W_{n}$ is not a function of $\left(u-u_{1}\right)$ and $\left(v-v_{1}\right)$ alone. However, the second half of (3.3.20) only gives a contribution when $\left(u_{1}, v_{1}\right) \div(u, v)$, and then this is small owing to the presence of the factor $\left[1-\sigma\left(u_{1}, v_{1}\right) / \sigma(u, v)\right]$.

To obtain an idea of the accuracy of successive approximations we may consider the case of a narrow spectrum, when $E(u, v)$ is appreciably large only in the neighbourhood of a single point, say $\left(-1 w_{0}, 0\right)$. Then

$$
E_{n}(u, v)=W_{n}\left(u, v ;-\frac{1}{4} w_{0}, 0\right) .
$$

$W_{n}$ has been computed for $n=2,4,8$ assuming that, as for gravity waves on deep water,

$$
\sigma(u, v) \propto\left(u^{2}+v^{2}\right)^{ \pm} .
$$

The results are shown in figure $14 a, b$ and $c$. It will be seen how the functions become progressively more peaked as the degree of the approximation is raised. When $n=8$ the area in which $W_{n}$ exceeds half its maximum value has a radius of about $0 \cdot 3 w_{0}$. For large values of $n$ we have, in the neighbourhood of $\left(u_{1}, v_{\mathrm{I}}\right)$,

$$
W_{n} \doteqdot \frac{n}{\pi} \exp \left\{-n\left[\left(u-u_{1}\right)^{2}+\left(v-v_{1}\right)^{2}\right] / \omega_{0}^{2}\right\}
$$

and so the 'radius' of $W_{n}$ is proportional to $n^{-1}$. It will be seen then that $E_{n}$ converges to $E$ rather slowly. In order to distinguish parts of the spectrum separated by a distance $\delta$, it is necessary to take $n$ to be of order $\left(w_{0} / \delta\right)^{2}$.

I am indebted to Mr D. E. Cartwright for advice in evaluating the etliptic integral (2-4-47) and to Mr E. A. Steer and Miss S. A. Yeo for assistance with the computation for figures 12 and 13.
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A number of statistical properties of a random, moving surface are obtained in the special case when the surface is Gaussian and isotropic. The results may be stated with special simplicity for a 'ring' spectrum when the energy in the spectrum is confined to one particular wavelength $\bar{\lambda}$. In particular, the average density of maxima per unit area equals $\pi /\left(2 \sqrt{3} \lambda^{2}\right)$, and the average length, per unit area, of the contour drawn at the mean level equals $\pi /(\sqrt{2} \lambda)$.

## Introduction

Some of the statistical properties of a random, moving surface have been studied in a recent paper (Longuet-Higgins 1957) $\dagger$ in connexion with the analysis of sea waves. The surface was there assumed to have a correlation function of general form. In the present paper we shall discuss the special case when the surface is isotropic, that is to say, its statistical properties are independent of direction.

Although the corresponding properties of an isotropic spectrum are simpler than for a spectrum of general form, to derive them from first principles would in most cases take almost as long. In what follows, therefore, free use will be made of the more general results already obtained in (A).

The paper falls into two main sections. The first defines the parameters used to describe the surface, and discusses the relations between them. The second and main section derives various statistical properties: the distributions of elevation and gradient; the mean number of zeros along a line in arbitrary direction; the average length of contour per unit area, and the average density of maxima and minima per unit area. All these properties are independent of the motion. Next are considered the statistical distributions of the velocities of zeros, of contours and of specular points on the surface (i.e. points where the components
$\dagger$ This will subsequently be referred to as (A).
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of the gradient take given values). The results are discussed in detail when the surface has a 'ring' spectrum, that is to say, when the energy is confined to one particular wavelength, while distributed uniformly with regard to direction.

In a final section the question is discussed of how far the spectrum is determined by its statistical properties.

## 1. Parameters for the surfage <br> The energy spectrum

The surface under consideration is assumed to be representable as the sum of an infinity of long-crested waves:

$$
\begin{equation*}
\zeta(x, y, t)=\sum_{n} c_{n} \cos \left(u_{n} x+v_{n} y+\sigma_{n} t+\epsilon_{n}\right), \tag{1}
\end{equation*}
$$

where $x$ and $y$ are horizontal co-ordinates and $t$ denotes the time. The summation is over a set of wave numbers ( $u_{n}, v_{n}$ ) distributed densely throughout the $(u, v)$ plane. The frequency $\sigma_{n}$ of each wave component depends only on the wavelength $2 \pi / w_{n}$, where

$$
\begin{equation*}
t v_{0}=\left(u_{n}^{2}+v_{n}^{2}\right)^{t}, \tag{2}
\end{equation*}
$$

and the phases $\varepsilon_{n}$ are randomly distributed in the interval $(0,2 \pi)$. The amplitudes $c_{n}$ are such that, over any element $\mathrm{d} u \mathrm{~d} v$

$$
\begin{equation*}
\sum_{n} \frac{1}{2} c_{n}^{2}=E(u, v) \mathrm{d} u \mathrm{~d} v . \tag{3}
\end{equation*}
$$

The function $E(u, v)$ is called the energy spectrum of $\zeta$. Formally, it is the cosine transform of the correlation function $\psi(x, y)$ defined by

$$
\begin{equation*}
\psi(x, y)=\lim _{x_{0} r, T \rightarrow \infty} \frac{1}{8 X Y T} \int_{-x}^{X} \int_{-Y}^{Y} \int_{-r}^{T} \zeta\left(x^{\prime}, y^{\prime}, t^{\prime}\right) \zeta\left(x+x^{\prime}, y+y^{\prime}, t^{\prime}\right) \mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \mathrm{d} t^{\prime} . \tag{4}
\end{equation*}
$$

In the special case considered in the present paper $E(u, v)$ is assumed to have circular symmetry about the origin, i.e.

$$
\begin{gather*}
E(u, v)=E(w),  \tag{5}\\
w=\left(u^{2}+v^{2}\right)^{1} . \tag{6}
\end{gather*}
$$

say, where

## Moments of the spectrum

Parameters which frequently occur in the analysis of the general two-dimensional spectrum are the moments $m_{p q}, m_{p q}^{\prime}$ and $m_{p q}^{\prime \prime}$ defined by

$$
\begin{align*}
& m_{p q}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{p} v^{q} \mathrm{~d} u \mathrm{~d} v, \\
& m_{p q}^{\prime}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \sigma(u, v) u^{p} v^{q} \mathrm{~d} u \mathrm{~d} v,  \tag{7}\\
& m_{p q}^{\prime}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) \sigma^{2}(u, v) u^{p} v^{p} \mathrm{~d} u \mathrm{~d} v .
\end{align*}
$$

For example, $m_{00}$ defines the total energy of the surface per unit area. It is assumed that the moments exist up to all orders required.

If we consider the intersection of the surface by a vertical plane in an arbitrary direction $\theta$ (that is, the plane $x \sin \theta=y \cos \theta$ ) the resulting curve has a one-dimensional spectrum
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which we may denote by $E_{0}\left(u^{\prime}\right)$, where $u^{\prime}$ is the wave number measured in the direction $\theta$. The moments of this function are defined by

$$
\begin{equation*}
m_{n}(\theta)=\int_{-\infty}^{\infty} E_{0}\left(u^{\prime}\right) u^{\prime n} \mathrm{~d} u^{\prime} . \tag{8}
\end{equation*}
$$

The moments $m_{n}^{\prime}(\theta)$ and $m_{n}^{n}(\theta)$ are, by definition, related to $E \sigma$ and $E \sigma^{2}$ in the same way that $m_{n}(\theta)$ is related to $E$. A simple relationship exists between $m_{n}(\theta)$ and the moments $m_{p q}$ of the two-dimensional spectrum. On the one hand

$$
\begin{equation*}
m_{n}(\theta)=m_{n, 0} \cos ^{n} \theta+\binom{n}{1} m_{n-1,1} \cos ^{n-1} \theta \sin \theta+\ldots+m_{0, n} \sin ^{n} \theta \tag{9}
\end{equation*}
$$

((A), equation (1-4-12)); on the other hand

$$
\begin{equation*}
m_{p q}=\frac{1}{\pi} \int_{0}^{2 \pi} m_{n}(\theta) C_{p q}(\theta) \mathrm{d} \theta_{1} \tag{10}
\end{equation*}
$$

where

$$
C_{p q}(\theta)=\frac{1}{2^{q} q}\left[\mathrm{e}^{\mathrm{i} n \theta}+\left(\begin{array}{cc}
p & q  \tag{LI}\\
1
\end{array}\right) /\binom{n}{1} \mathrm{e}^{\mathrm{i}(n-2) \theta}+\ldots+(-1)^{\mathrm{n}} \mathrm{e}^{-\mathrm{i} n \theta}\right]
$$

and $\left(\begin{array}{cc}p & q \\ r\end{array}\right)$ denotes the coefficient of $x^{r}$ in the expansion of $(1+x)^{p}(1-x)^{q}$ (see (A), § 3.2). When the spectrum has circular symmetry, $m_{n}(\theta)$ is independent of $\theta$ and hence

$$
m_{b q}=\left\{\begin{array}{l}
(-1)^{i q}\left(\begin{array}{cc}
p & q \\
\frac{1}{2} n
\end{array}\right) /\binom{n}{\frac{1}{2} n} m_{n}, \quad p, q \text { both even; }  \tag{12}\\
0 \text { otherwise. }
\end{array}\right\}
$$

Similar relations hold between $m_{n}^{\prime}(\theta)$ and $m_{p q,}^{\prime}$ and between $m_{n}^{\prime \prime}(\theta)$ and $m_{p q}^{*}$.
It is possible to describe the statistical properties of the surface in terms of the moments $m_{n}(\theta), m_{n}^{\prime}(\theta)$ and $m_{n}^{\prime \prime}(\theta)$. Nevertheless, for an isotropic spectrum it is more convenient to use the radial moments, defined by

$$
\begin{align*}
M_{n} & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) w^{n} \mathrm{~d} u \mathrm{~d} v  \tag{13}\\
& =\int_{0}^{\infty} \int_{0}^{2 \pi} E(w) w^{n} w \mathrm{~d} w \mathrm{~d} \theta \\
& =2 \pi \int_{0}^{\infty} E(w) w^{n+1} \mathrm{~d} v \tag{14}
\end{align*}
$$

and, similarly,

$$
\begin{align*}
M_{n}^{\prime} & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sigma(u, v) E(u, v) w^{n} \mathrm{~d} u \mathrm{~d} v  \tag{15}\\
& =2 \pi \int_{0} \sigma(w) E(w) w^{n+i} \mathrm{~d} w \tag{16}
\end{align*}
$$

and

$$
\begin{align*}
M_{n}^{*} & =\int_{j-\infty} \int_{-\infty} \sigma^{2}(u, v) E(u, v) w^{n} \mathrm{~d} u \mathrm{~d} v  \tag{17}\\
& =2 \pi \int_{0} \sigma^{2}(w) E(w) w^{n+1} \mathrm{~d} w . \tag{18}
\end{align*}
$$
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The relation of $M_{n}$ to $m_{n}(\theta)$, when $n$ is even, can be found as follows. We have

$$
\begin{align*}
M_{2 r} & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)\left(u^{2}+v^{2}\right)^{r} \mathrm{~d} u \mathrm{~d} v  \tag{18}\\
& =m_{2 r, 0}+\binom{r}{1} m_{2 r-2,2}+\binom{r}{2} m_{2 r-4,4}+\ldots+m_{0,2 r} \\
& =\left[\left(\begin{array}{cc}
2 r & 0 \\
r
\end{array}\right)-\binom{r}{1}\left(\begin{array}{cc}
2 r-2 & 2 \\
r & 2
\end{array}\right)+\ldots(-1)^{r}\left(\begin{array}{cc}
0 & 2 r \\
r
\end{array}\right)\right] m_{2 r}(\theta) /\binom{2 r}{r} \tag{20}
\end{align*}
$$

from equation (12). The expression in square brackets is the coefficient of $x^{r}$ in

$$
\begin{align*}
(1+x)^{2 r}-\binom{r}{1}(1+x)^{2 r-2}(1-x)^{2}+\ldots+(-1)^{r}(1-x)^{2 r} & =\left[(1+x)^{2}-(1-x)^{2}\right]^{r} \\
& =[4 x] r \tag{21}
\end{align*}
$$

Hence

$$
\begin{equation*}
M_{2 r}=2^{2 r} m_{2 r}(\theta) /\binom{2 r}{r}=\frac{2.4 .6 \ldots .2 r}{1.3 .5 \ldots \ldots(2 r-1)} m_{2 r} \tag{22}
\end{equation*}
$$

Similiarly, we have

$$
\begin{equation*}
M_{2 r}^{\prime}=\frac{2.4 .6 \ldots .2 r}{1.3 .5 \ldots \ldots(2 r-1)} m_{2 r}^{\prime} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{2 r}^{n}=\frac{2.4 .6 \ldots \ldots 2 r}{1.3 .5 \ldots \ldots .(2 r-1)} m_{2 r}^{\prime} . \tag{24}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
M_{0}=m_{0}, \quad M_{2}=2 m_{2}, \quad M_{4}=\frac{8}{3} m_{4} . \tag{25}
\end{equation*}
$$

For an isotropic spectrum the odd moments vanish identically:

$$
\begin{equation*}
m_{2 r+1}(\theta)=m_{2 r+1}^{\prime}(\theta)=m_{2 r+1}^{\prime}(\theta)=0 . \tag{2b}
\end{equation*}
$$

The odd moments $M_{2 r+1}, M_{2 r+1}^{\prime}, M_{2 r+1}^{n}$ do not occur in the present analysis.

## Invariants of the spectrum

The following determinants are fundamental for the analysis of the general spectrum:
and, more generally,

$$
\begin{gather*}
\Delta_{0}=m_{00},  \tag{27}\\
\Delta_{2}=\left|\begin{array}{cc}
m_{20} & m_{11} \\
m_{11} & m_{02}
\end{array}\right|,  \tag{28}\\
\Delta_{\mathrm{s}}=\left|\begin{array}{ccc}
m_{40} & m_{31} & m_{22} \\
m_{31} & m_{22} & m_{13} \\
m_{22} & m_{13} & m_{04}
\end{array}\right|,  \tag{29}\\
\Delta_{2 r}=\left|\begin{array}{cccc}
m_{2 r, 0} & m_{2 r-1,1} & \ldots & m_{r, r} \\
m_{2 r-1,1} & m_{2 r-2,2} & \cdots & m_{r-1, r+1} \\
\vdots & \vdots & & \vdots \\
m_{r, r} & m_{r-1, r+1} & \ldots & m_{0,2 r}
\end{array}\right| . \tag{30}
\end{gather*}
$$

The vanishing of $\Delta_{2}$, is a necessary condition for the spectrum to consist of not more than r one-dimensional spectra (see (A), §1•3).

PROPERTIES OF AN ISOTROPIC RANDOM SURFACE
Substitution from (12) and (25) shows that for an isotropic spectrum

$$
\left.\begin{array}{l}
\Delta_{0}=m_{0}=M_{0},  \tag{31}\\
\Delta_{2}=m_{2}^{2}=\frac{1}{4} M_{2}^{2}, \\
\Delta_{4}=\frac{8}{27} m_{4}^{3}=\frac{1}{84} M_{4}^{3} .
\end{array}\right\}
$$

It can be proved (see Appendix) that, for all integers $r \geqslant 0$,

$$
\begin{equation*}
\Delta_{2 r}=\frac{1}{2^{(r+1)}} M_{2 r}^{r+1} . \tag{32}
\end{equation*}
$$

As we should expect, $\Delta_{2 r}$ vanishes only when $M_{2 r}$ vanishes, since an isotropic spectrum can be the sum of a finite number of one-dimensional spectra only in the trivial case when all the energy is concentrated at the origin.

Since, in an isotropic spectrum, $m_{2}(\theta)$ is independent of $\theta$, we have $m_{2 \text { max }}=m_{2 \text { min }}$. Thus the long-crestedness $\gamma^{-1}$ is given by

$$
\begin{equation*}
\gamma^{-1}=\left(\frac{m_{2 \max }}{m_{2 \min }}\right)^{t}=1 \tag{33}
\end{equation*}
$$

The invariant quantity ( $m_{20}+m_{02}$ ), which is independent of the direction of the co-ordinate axes in the general case, has (from equations (12) and (25)) the value

$$
\begin{equation*}
m_{20}+m_{02}=M_{2} \tag{34}
\end{equation*}
$$

Another invariant that we shall require is the quadratic expression

$$
\begin{gather*}
3 H=m_{40} m_{04}-4 m_{31} m_{13}+3 m_{22}^{2} .  \tag{35}\\
3 H=\frac{4}{3} m_{4}^{2},  \tag{36}\\
H=\frac{1}{18} M_{4}^{2} . \tag{37}
\end{gather*}
$$

Substitution from (12) gives

Therefore for an isotropic spectrum

$$
\begin{equation*}
\frac{\Delta_{4}^{2}}{H^{3}}=1 \tag{38}
\end{equation*}
$$

## A ring spectrum

When the surface is isotropic it is impossible for the spectrum to be 'narrow' in the sense that the energy is concentrated with respect to both wavelength and direction (except in the trivial case when all the energy is at the origin). However, an interesting special case is when the energy has predominantly one wavelength $\lambda$, that is, when it is concentrated in a narrow annular region in the ( $u, v$ ) plane, with centre the origin. If $\bar{w}=2 \pi / \lambda$ denotes the mean radius of the annulus we have approximately

$$
\begin{align*}
M_{n} & =\overline{i b}^{n} M_{0},  \tag{39}\\
M_{0} M_{4} & =M_{2}^{2}  \tag{40}\\
m_{0} m_{4} & =\frac{3}{2} m_{2}^{2} . \tag{41}
\end{align*}
$$

and hence

Now from (14)

$$
\begin{equation*}
M_{0} M_{4}-M_{2}^{2}=\iiint \int E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right)\left(w_{2}^{4}-w_{1}^{2} w_{2}^{2}\right) \mathrm{d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2} \tag{42}
\end{equation*}
$$

and hence

$$
\begin{equation*}
2\left(M_{0} M_{4}-M_{2}^{2}\right)=\iiint \int E\left(u_{1}, v_{1}\right) E\left(u_{2}, v_{2}\right)\left(w_{1}^{2}-w_{2}^{2}\right)^{2} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \mathrm{~d} u_{2} \mathrm{~d} v_{2} \tag{43}
\end{equation*}
$$
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This quantity is always positive or zero and vanishes only when $E(u, v)$ is a ring spectrum. Further, in the isotropic case,

$$
\begin{equation*}
2\left(M_{0} M_{4}-M_{2}^{2}\right)=4 \pi^{2} \int_{0}^{\infty} \int_{0}^{\infty} E\left(w_{1}\right) E\left(w_{2}\right)\left(w_{1}^{2}-w_{2}^{2}\right)^{2} \mathrm{~d} w_{1} \mathrm{~d} w_{2} \tag{44}
\end{equation*}
$$

which, for a nearly annular spectrum, is proportional to the square of the width of the annulus. A convenient parameter for specifying the width of the annulus is therefore

$$
\begin{equation*}
\delta=\frac{\left(M_{0} M_{4}-M_{2}^{2}\right)^{\frac{1}{2}}}{M_{2}^{2}} \tag{45}
\end{equation*}
$$

## 2. Statistical properties

## The distribution of surface elevation and gradient

The statistical distribution of the surface elevation $\zeta\left(=\xi_{1}\right)$ is given by equation (2.1.8) of (A). Substituting $m_{0}=M_{0}$ we have

$$
\begin{equation*}
p\left(\xi_{1}\right)=\frac{1}{\left(2 \pi M_{0}\right)^{\frac{1}{2}}} \exp \left(-\xi_{1}^{2} / 2 M_{0}\right) \tag{46}
\end{equation*}
$$

This is a Gaussian distribution, with mean-square value

$$
\begin{equation*}
\overline{\xi_{1}^{2}}=M_{0} . \tag{47}
\end{equation*}
$$

The joint distribution of the two components of gradient

$$
\begin{equation*}
\frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y},=\xi_{1}, \xi_{2}, \tag{48}
\end{equation*}
$$

is given by

$$
\begin{equation*}
p\left(\xi_{2}, \xi_{3}\right)=\frac{1}{2 \pi \Delta_{2}^{1}} \exp \left[-\left(m_{02} \xi_{2}^{2}-2 m_{11} \xi_{2} \xi_{3}--m_{20} \xi_{9}^{2}\right) / 2 \Delta_{2}\right] \tag{49}
\end{equation*}
$$

in the general case (see (A), equation (2•1-12)). On substituting from (12) and (31) we have

$$
\begin{equation*}
p\left(\xi_{2}, \xi_{3}\right)=\frac{1}{\pi \vec{M}_{2}} \exp \left[-\left(\xi_{1}^{2}+\xi_{3}^{2}\right) / M_{2}\right] \tag{50}
\end{equation*}
$$

a symmetrical Gaussian distribution in two dimensions. The distributions of $\xi_{1}$ and $\left(\xi_{2}, \xi_{9}\right)$ are statistically independent (see (A), §2-1).

Let us write

$$
\begin{equation*}
\left(\xi_{2}, \xi_{3}\right)=\left(\alpha \cos \theta_{1} \alpha \sin \theta\right), \quad \frac{\partial\left(\xi_{2}, \xi_{3}\right)}{\partial(\alpha, \theta)}=\alpha \tag{51}
\end{equation*}
$$

in (50), so that $\alpha$ and $\theta$ denote the magnitude and direction of the surface gradient. Then we have for the joint distribution of $\alpha$ and $\theta$

$$
\begin{equation*}
p(\alpha, \theta)=\frac{\alpha}{\pi A_{2}} \exp \left(-\alpha^{2} / M_{2}\right) \tag{62}
\end{equation*}
$$

which is of course independent of $\theta$. The mean-square slope of the surface is given by

$$
\begin{equation*}
\overline{\alpha^{2}}=M_{2} . \tag{53}
\end{equation*}
$$

## PROPERTIES OF AN ISOTROPIC RANDOM SURFACE

The distribution of the slope $\alpha$, regardless of $\theta$, is a Rayleigh distribution:

$$
\begin{equation*}
p(\alpha)=\frac{2 \alpha}{M_{2}} \exp \left(-\alpha^{2} / M_{2}\right) \tag{54}
\end{equation*}
$$

The distribution of $\theta$, regardless of $\alpha$, is a constant:

$$
p(\theta)=\frac{1}{2 \pi} .
$$

## The number of zeros per unit distance

If we consider the curve of intersection of the surface by a vertical plane in the direction $\theta$, we may count the number $N_{0}$ of zeros of this curve per unit horizontal distance. From (A), equation ( $2 \cdot 2 \cdot 5$ ), $N_{0}$ is given by

$$
\begin{equation*}
N_{0}=\frac{1}{\pi}\left(\frac{m_{2}(\theta)}{m_{0}(\theta)}\right)^{\dagger}-\frac{1}{\pi}\left(\frac{M_{0}}{2 M_{0}}\right)^{i} . \tag{56}
\end{equation*}
$$

Similarly from equation (2-2•10) of (A) the number of maxima and minima of the curve per unit distance is given by

$$
\begin{equation*}
\left.\tilde{N}_{1}=\frac{1}{\pi}\left(\frac{m_{4}(\theta)}{m_{2}(\theta)}\right)^{t}=\frac{1}{\pi}\left(\frac{3 M_{4}}{4}\right)^{\frac{1}{M_{2}}}\right)^{2} . \tag{57}
\end{equation*}
$$

In general, the number of zeros, per unit distance, of the $r$ th derivative of the curve is given by

$$
N_{r}=\frac{1}{\pi}\left(\frac{m_{2 r+2}(\theta)}{m_{2 r}(\theta)}\right)^{\frac{1}{2}}=\frac{1}{\pi}\left(\frac{2 r+1}{2 r+2} \frac{M_{2 r+2}}{M_{2 r}}\right)^{i} .
$$

Also from (2.2-12) and (2.2.13) of (A) the number of points per unit distance where the curve crosses the arbitrary level $\zeta=\xi_{1}$ is

$$
\begin{equation*}
N_{0}\left(\xi_{1}\right)=\frac{1}{\pi}\left(\frac{M_{2}}{2 M_{0}}\right)^{t} \exp \left(-\xi_{1}^{2} / 2 M_{0}\right), \tag{59}
\end{equation*}
$$

and the number of times when the gradient of the curve takes the arbitrary value $\boldsymbol{\xi}_{2}$ is

$$
\begin{equation*}
N_{0}\left(\xi_{2}\right)=\frac{1}{\pi}\left(\frac{3 M_{4}}{4 M_{2}}\right)^{1} \exp \left(-\xi_{2}^{2} / M_{2}\right) . \tag{60}
\end{equation*}
$$

For a ring spectrum, we have
and, in general,

$$
\begin{gather*}
N_{0}=\frac{\bar{m}}{\pi}\left(\frac{1}{2}\right)^{\frac{2}{2}}=\frac{2}{\lambda}\left(\frac{1}{2}\right)^{2},  \tag{61}\\
N_{1}=\frac{\bar{w}}{\pi}\left(\frac{3}{4}\right)^{2}=\frac{2}{\bar{\lambda}}\left(\frac{3}{4}\right)^{\prime},  \tag{62}\\
N_{r}=\frac{\bar{w}}{\pi}\left(\frac{2 r+1}{2 r+2}\right)^{\prime}=\frac{2}{\lambda}\left(\frac{2 r+1}{2 r+2}\right)^{2}, \tag{63}
\end{gather*}
$$

where

$$
\begin{equation*}
\lambda=\frac{2 \pi}{\bar{w}} \tag{64}
\end{equation*}
$$

denotes the characteristic wavelength of the spectrum. For a long-crested wave of the same wavelength, the number of zero crossings per unit distance would be $2 / \bar{\lambda}$ in a direction at right angles to the crests, and zero in a direction parallel to the crests. Equation (63) shows that, for an isotropic spectrum, $N_{r}$ is always less than the maximum value $2 / \lambda$. On the other hand, for large values of $r, N_{r}$ approaches this value.
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## The length and direction of contours

Let contours be drawn on the surface at the level $\zeta=\xi_{1}=$ constant; the length of contour lying inany given horizontal area will be, on the average, proportional to that area. The mean length $\bar{s}$ per unit area is shown in (A), $\S 2 \cdot 3$, to be given by

$$
\begin{equation*}
\tilde{\xi}\left(\xi_{1}\right)=\frac{1}{\pi}\left(\frac{m_{20}+m_{02}}{m_{00}}\right)^{\ddagger} \frac{\mathrm{E}\left(\sqrt{ }\left(1-\gamma^{2}\right)\right)}{\sqrt{\left(1+\gamma^{2}\right)}} \exp \left(-\xi_{1}^{2} / 2 m_{0}\right), \tag{85}
\end{equation*}
$$

where $\gamma^{-1}$ denotes the long-crestedness and $\mathrm{E}(k)$ is the Legendre elliptic integral of the first kind. For an isotropic spectrum we have
and hence

$$
\begin{align*}
\gamma & =1, \quad \mathrm{E}\left(\sqrt{ }\left(\mathbf{1}-\gamma^{2}\right)\right)=\frac{1}{2} \pi,  \tag{66}\\
s\left(\xi_{1}\right) & =\frac{1}{2 \sqrt{ } 2}\left(\frac{M_{2}}{M_{0}}\right)^{\frac{1}{2}} \exp \left(-\xi_{1}^{2} / 2 M_{0}\right) . \tag{67}
\end{align*}
$$

The distribution of contour direction for an isotropic spectrum is of course uniform.


Figure 1. The pattern formed by two systems of regular waves intersecting at right angles.

- Crests of the individual wave systems; _-_-, troughs of the individual wave systems; --, contours of mean level in the combined system; •, maxima of the combined system.

For a ring spectrum the average length of contour becomes

$$
\begin{equation*}
\bar{s}\left(\xi_{1}\right)=\frac{\bar{w}}{2 \sqrt{2}} \exp \left(-\xi_{1}^{2} / 2 M_{0}\right), \tag{68}
\end{equation*}
$$

and in particular at the mean level $\zeta=0$ we have

$$
\begin{equation*}
\bar{s}(0)=\frac{\bar{w}}{2 \sqrt{2}}=\frac{\pi}{\sqrt{2}} \frac{1}{\lambda}=2 \cdot 22 \ldots \frac{1}{\lambda} . \tag{69}
\end{equation*}
$$

This result may be compared with the simple pattern made by two regular sine waves of equal wavelength $\bar{\lambda}$ and of equal amplitude intersecting at right angles (see figure 1). It is easy to see that the contours of zero level run diagonally, making angles of $\frac{1}{4} \pi$ with the directions of the two sine waves. The distance between adjacent paraliel contours is $\lambda / \sqrt{ } / 2$. The mean length of contour for each diagonal direction is therefore $\sqrt{ } 2 / \lambda$, and the total mean length is twice this, or

$$
\begin{equation*}
\bar{s}(0)=2 \sqrt{ } 2 \frac{1}{\bar{\lambda}}=2 \cdot 83 \ldots \frac{1}{\bar{\lambda}} . \tag{70}
\end{equation*}
$$
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This is somewhat greater than in the isotropic case. However, $\bar{s}\left(\xi_{1}\right)$ falls off in a different fashion in the two cases; clearly for the two intersecting waves $\bar{s}\left(\xi_{1}\right)$ vanishes when $\xi_{1}$ exceeds twice the amplitude of each wave.

## The density of maxima and minima

A very interesting problem is that of the density of maxima, minima or stationary points per unit horizontal area. It is shown in (A) that for any statistically uniform surface the density of maxima $D_{\text {ma }}$ together with the density of minima $D_{m i}$ equals the density of saddle points $D_{\text {sa. }}$. Also that for the special surface represented by equation (1), $D_{\mathrm{ma}}=D_{\mathrm{mi}}$. It follows that

$$
\begin{equation*}
D_{\mathrm{ma}}=D_{\mathrm{mj} .}=\ddagger D_{\mathrm{sta}}, \quad D_{\mathrm{sa} .}=\frac{1}{2} D_{\mathrm{sla},}, \tag{71}
\end{equation*}
$$

where $D_{\text {sta. }}$ denotes the total density of stationary points. The density of specular points, that is, points where the two components of gradient take given values $\xi_{2}, \xi_{3}$ is given by

$$
\begin{equation*}
D_{\mathrm{sp} .}=D_{\mathrm{sta} .}\left[-\left(\xi_{2}^{2}+\xi_{3}^{2}\right) / M_{2}\right] \tag{72}
\end{equation*}
$$

for an isotropic surface (cf. (A), equation (2-4.66)).
The evaluation of $D_{\text {ran }}$ in terms of the energy spectrum of the surface is given by

$$
\begin{equation*}
D_{\mathrm{ma}}=\frac{1}{2 \pi^{2}} \frac{l_{1}}{\Delta \frac{1}{2}} \Phi\left(-l_{2} / l_{1}\right), \tag{73}
\end{equation*}
$$

where $l_{1} \geqslant 0 \geqslant l_{2} \geqslant l_{3}$, these being the three roots (always real) of the cubic equation

$$
\begin{equation*}
4 l^{3}-3 H l-\Delta_{4}=0, \tag{74}
\end{equation*}
$$

and where $\Phi$ is a function involving complete elliptic integrals (see (A), equation (2-4.53)). Substituting for $\Delta_{4}$ and $H$ from (31) and (48) we have

$$
\begin{equation*}
64 l^{3}-3 M_{4} l-M_{4}^{3}=0, \tag{75}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left(l_{1}, l_{2}, l_{3}\right)=\left(\frac{1}{4} M_{4},-\frac{1}{8} M_{4},-\frac{1}{8} M_{4}\right) . \tag{76}
\end{equation*}
$$

Since, from equation (2.5.55) of (A),

$$
\begin{equation*}
\Phi\left(\frac{1}{2}\right)=\frac{\pi}{2 \sqrt{3}}, \tag{77}
\end{equation*}
$$

we have

$$
\begin{equation*}
D_{\operatorname{man}}=\frac{1}{2 \pi^{2}} \frac{M_{4}}{2 M_{2}} \frac{\pi}{2 \sqrt{3}}=\frac{1}{8 \sqrt{ } 3 \pi} \frac{M_{4}}{M_{2}} . \tag{78}
\end{equation*}
$$

In particular, for a ring spectrum,

$$
\begin{equation*}
D_{\mathrm{ma} .}=\frac{1}{8 \sqrt{3} \pi} \bar{w}^{2}=\frac{\pi}{2 \sqrt{ }{ }^{3}} \frac{1}{\bar{\lambda}^{2}}=0.907 \cdots \frac{1}{\overline{\lambda^{2}}} . \tag{79}
\end{equation*}
$$

This may be compared with the corresponding result for two regular sine waves of equal wavelength $\bar{\lambda}$, and equal amplitude, crossing at right angles; in that case

$$
\begin{equation*}
D_{\mathrm{ma}}=\frac{1}{\overline{\lambda^{2}}} \tag{80}
\end{equation*}
$$

simply. So the density of maxima in the isotropic case is slightly less than for the two intersecting sine waves.

## The velocities of zeros

If a plane section of the surface be taken in a direction $\theta$ as before, we may consider the distribution of the velocities of points on this curve which lie at a given level, say $\zeta=\xi_{1}$. This would be equivalent to drawing a contour map of the surface and finding the velocities of the intersections of the contours $\zeta=\xi_{1}$ with a fixed line in direction $\theta$.

For a general spectrum, the distribution of the velocity is given by

$$
\begin{equation*}
夕_{( }\left(s_{\xi_{1}}=\frac{1}{2} \frac{\Delta_{2} / m_{2}^{\prime}}{\left(m_{0}^{\prime}+2 m_{1}^{\prime} c+m_{2} c^{2}\right)^{\underline{T}}}\right. \tag{81}
\end{equation*}
$$

(see (A), equation (2.5.14)), where

$$
\begin{equation*}
\Delta_{2^{\prime}}=m_{0}^{\pi} m_{2}-m_{1}^{\prime 2} . \tag{82}
\end{equation*}
$$

For an isotropic spectrum we have
giving

$$
\left.\begin{array}{ll}
m_{0}=M_{0}, & m_{1}^{\prime}=0,  \tag{83}\\
m_{0}^{\prime \prime}=M_{0}^{\prime}, & m_{2}=\frac{1}{2} M_{2},
\end{array}\right\}
$$

$$
\begin{equation*}
p(c)_{5_{1}}=\frac{M_{0}^{*} / M_{2}}{\left(c^{2}+2 M_{0}^{*} / M_{2}\right)} . \tag{B4}
\end{equation*}
$$

This distribution is symmetrical about the origin, as we should expect. Its second moment and standard deviation are infinite, but a measure of its width is the interquartile range, given by

$$
\begin{equation*}
2 \sqrt{\left(\frac{2}{3}\right)\left(\frac{M_{0}^{\prime \prime}}{M_{2}}\right)^{1} .} \tag{85}
\end{equation*}
$$

For a ring spectrum this becomes

$$
\begin{equation*}
2 \sqrt{\left(\frac{2}{3}\right)} \frac{\bar{\sigma}}{\bar{w}}=2 \sqrt{ }\left(\frac{2}{3}\right) \bar{c}, \tag{86}
\end{equation*}
$$

where $\bar{c}$ is the phase velocity of the component waves.
It will be noticed that the distribution of $c$ is independent of the particular contour $\zeta=\xi_{1}$ at which the velocity is measured.

Similarly, we may consider the velocities $c_{1}$ of the maxima and minima of the curve. From equation (2.5.19) of (A) we find for the distribution of $c_{1}$

$$
\begin{equation*}
p\left(\sigma_{1}\right)=\frac{2 M_{6}^{a} / 3 M_{4}}{\left(c^{2}+4 M_{2}^{n} / 3 M_{4}\right)^{E}} \tag{87}
\end{equation*}
$$

This is of the same form as $p(c)$ but with an interquartile range of width

$$
\begin{equation*}
\frac{4}{3}\left(\frac{M_{2}^{F}}{M_{4}}\right)^{\prime} \tag{88}
\end{equation*}
$$

For a ring spectrum this becomes

$$
\begin{equation*}
\frac{4}{3} \overline{\bar{\sigma}} \overline{\bar{w}}=\frac{s}{\bar{c}} \bar{c} . \tag{89}
\end{equation*}
$$

The distributions of the velocities of higher derivatives of the curve may be found in a similar way.

## PROPERTIES OF AN ISOTROPIC RANDOM SURFACE

## The motion of the contours

The motion of a contour may be defined as follows. Let $P$ be a fixed point through which the contour passes at a given time, and let straight lines be drawn through $P$ parallel to the axes $O x, O y$. The intersections of the contour with these two lines will move with velocities $c_{x}, c_{y}$, say, which determine completely the local motion of the contour. If any other fixed line is drawn through $P$ in a direction $\theta$, and if $c$ is the speed of the contour intersection along it, then it can be shown that

$$
\begin{equation*}
\frac{1}{c}=\frac{1}{c_{r}} \cos \theta+\frac{1}{c_{1}} \sin \theta . \tag{90}
\end{equation*}
$$

The reciprocals $1 / c_{x}, 1 / c_{y}$ will be denoted by $\kappa_{x}, \kappa_{y}$ respectively.
Alternatively we may consider the components $q_{x}, q_{y}$ of the velocity of the contour normal to itself at $P$. Between ( $\kappa_{y}, \kappa_{y}$ ) and $\left(q_{x}, q_{y}\right)$ there is a reciprocal relationship:

$$
\left.\begin{array}{l}
\left(q_{x}, q_{y}\right)=\left(\frac{\kappa_{x}}{\kappa_{x}^{2}+\kappa_{y}^{2}}, \frac{\kappa_{y}}{k_{x}^{2}+\kappa_{v}^{2}}\right), \\
\left(\kappa_{x}, \kappa_{y}\right)=\left(\frac{q_{x}}{q_{x}^{2}+q_{y}^{2}}, \frac{q_{v}}{q_{x}^{2}+q_{y}^{2}}\right) \tag{91}
\end{array}\right\}
$$

(see (A), §2•6).
The statistical distribution of $\left(\kappa_{x}, \kappa_{y}\right)$ is given by equation (2•6-21) of (A). In the general case,

$$
\begin{equation*}
p\left(\kappa_{x}, \kappa_{y}\right)_{\xi_{1}}=\frac{1}{\pi \Delta \Delta_{3}^{\frac{1}{3}}\left(m_{20}+m_{02}\right)^{\frac{2}{2}}} \frac{\sqrt{2}\left(1+\gamma^{2}\right)}{\mathrm{E}\left(\sqrt{ }\left(1-\gamma^{2}\right)\right)} \frac{\left(\kappa_{\delta}^{2}+\kappa_{\mathbf{1}}^{2}\right)^{\frac{1}{2}}}{R} \tag{92}
\end{equation*}
$$

where

$$
\Delta_{s}=\left|\begin{array}{lll}
m_{20} & m_{11} & m_{10}^{\prime}  \tag{93}\\
m_{11} & m_{02} & m_{01}^{\prime} \\
m_{10}^{\prime} & m_{01}^{\prime} & m_{00}^{\prime}
\end{array}\right|,
$$

$\gamma^{-1}$ is the long-crestedness, E is the Legendre elliptic integral of the first kind, and

$$
\begin{equation*}
R=M_{11} \kappa_{z}^{2}+2 M_{12} \kappa_{x} \kappa_{y}+M_{22} \kappa_{y}^{2}-2 M_{13} \kappa_{x}-2 M_{23} \kappa_{y}+M_{33} \tag{94}
\end{equation*}
$$

in which $\left(M_{j j}\right)$ is the matrix inverse to that of $\Delta_{3}$. In the isotropic case we have
and so

$$
\Delta_{s}=\left|\begin{array}{ccc}
\frac{1}{2} M_{2} & 0 & 0  \tag{95}\\
0 & \frac{1}{2} M_{2} & 0 \\
0 & 0 & M_{0}^{p}
\end{array}\right|,
$$

Setting also $\gamma-1$ in (92) we have

$$
\begin{equation*}
p\left(\kappa_{x}, \kappa_{y}\right)_{5_{1}}=\frac{2}{\pi^{2}}\left(\frac{M_{2}}{2 M_{0}^{n}}\right)^{\frac{1}{2}} \frac{\left(\kappa_{3}^{2}+\kappa_{y}^{2}\right)}{\left[\left(\kappa_{x}^{2}+\kappa_{y}^{2}\right)+M_{2} / 2 M_{0}^{n}\right]^{2}}, \tag{97}
\end{equation*}
$$

whence also

$$
\begin{equation*}
p\left(q_{i:}, q_{y}\right)_{k_{1}}=\frac{2}{\pi^{2}}\left(\frac{2 M_{0}^{2}}{M_{2}}\right)^{1} \frac{\left.\left(q_{x}^{2}+q_{2}^{2}\right)-\frac{1}{\left[\left(q_{z}^{2}+q_{y}^{2}\right)\right.}+2 M_{0}^{\prime} / M_{2}\right]^{2}}{} \tag{98}
\end{equation*}
$$

These are symmetrical distributions, independent of direction in the horizontal plane. If we write

$$
\begin{equation*}
\left(q_{x}, q_{y}\right)=(q \cos \theta, q \sin \theta) \tag{89}
\end{equation*}
$$
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so that $q$ is the absolute value of the normal velocity, we have
or from (98)

$$
\begin{align*}
& p(q)_{E_{1}}=2 \pi p(q, \theta)_{\xi_{1}}=2 \pi q p\left(q_{x}, q_{y}\right)_{\xi_{1}}  \tag{100}\\
& p(q)_{\xi_{1}}=\frac{4}{\pi}\left(\frac{2 M_{0}}{M_{2}}\right)^{1} \frac{1}{\left(q^{2}+2 M_{0}^{*} / M_{2}^{z}\right)^{2}} \tag{101}
\end{align*}
$$

This distribution has a mode at the origin $q=0$. The mean-square value of the velocity is given by

$$
\begin{equation*}
\overline{q^{2}}=\frac{2 M_{0}^{*}}{M_{2}} \tag{102}
\end{equation*}
$$

For a ring spectrum,

$$
\begin{equation*}
\overline{q^{2}}=\frac{2 \bar{\sigma}^{2}}{\overline{w^{2}}}=2 \bar{c}^{2}, \tag{103}
\end{equation*}
$$

where $\boldsymbol{z}$ is the velocity of a component sine wave in the spectrum.

## The velocities of specular points

As defined above, a specular point is a point that would be seen by a distant observer as a point of reflexion of a distant source of light. We may imagine such a point to be followed continuously. If its velocity is denoted by $\left(c_{x}, c_{y}\right)$ then the distribution of $\left(c_{x}, c_{y}\right)$ is shown in (A), § $2 \cdot 7$, to depend upon the matrix

$$
\left(\Xi_{i 1}\right)=\left(\begin{array}{ccc|cc}
m_{40} & m_{31} & m_{22} & m_{30}^{\prime} & m_{21}^{\prime}  \tag{104}\\
m_{31} & m_{22} & m_{13} & m_{21}^{\prime} & m_{12}^{\prime} \\
m_{22} & m_{13} & m_{04} & m_{12}^{\prime} & m_{03}^{\prime} \\
\hline m_{30}^{\prime} & m_{21}^{\prime} & m_{12}^{\prime} & m_{20}^{\prime} & m_{11}^{\prime \prime} \\
m_{21}^{\prime} & m_{12}^{\prime} & m_{03}^{\prime} & m_{11}^{\prime \prime} & m_{02}^{\prime}
\end{array}\right) \text {. }
$$

If ( $M_{i j}$ ) denotes the inverse of this matrix, then it is found that

$$
\begin{equation*}
F\left(c_{x 2}, c_{y}\right)_{\xi_{1}, \epsilon_{2}}=\frac{1}{18 \pi^{2}\left(\Delta_{2} \Delta_{5}\right)^{\frac{1}{3}} D_{\mathrm{m} 2}} \frac{3\left(n_{13}-n_{22}\right)^{2}+N\left(N_{22}-4 N_{31}\right)}{N^{\mathrm{t}}} \tag{105}
\end{equation*}
$$

where ( $N_{i j}$ ) is the symmetric $3 \times 3$ matrix whose components are

$$
\left.\begin{array}{lcll}
N_{11}=M_{44} c_{x}^{2} & -2 M_{41} c_{x} & & +M_{11}  \tag{106}\\
N_{22}=M_{55} c_{x}^{2}+2 M_{45} c_{x} c_{y}+M_{44} c_{y}^{2}-2 M_{52} c_{x} & -2 M_{42} c_{y} & +M_{22} \\
N_{33}= & M_{55} \tau_{y}^{2} & -2 M_{53} c_{y} & +M_{33} \\
N_{23}= & M_{53} c_{x} c_{y}+M_{45} c_{y}^{2}-M_{53} c_{x} & -\left(M_{43}+M_{52} c_{y}+M_{23}\right. \\
N_{31}= & M_{45} c_{x} c_{y} & -M_{44} c_{x} & -M_{51} c_{y} \\
N_{12}=M_{45} c_{x}^{2}+M_{44} c_{x} c_{y} & -\left(M_{42}+M_{51}\right) c_{x}-M_{41} c_{y} & +M_{31} \\
\hline 12
\end{array}\right)
$$

and where

$$
\left.\begin{array}{rl}
\Delta_{2}=\left|\begin{array}{ll}
m_{20} & m_{11} \\
m_{11} & m_{02}
\end{array}\right|, \quad \Delta_{5}=\left|\Xi_{i j}\right|, \quad N=\left|N_{u}\right|, \\
& \left.n_{13}=N_{21} N_{32}-N_{22} N_{313}\right\}  \tag{108}\\
& n_{22}=N_{11} N_{33}-N_{9}^{2} .
\end{array}\right\},
$$
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( $D_{\text {ma. }}$. denotes the density of maxima.) For an isotropic spectrum these expressions are considerably simplified. Thus ( $\Xi_{i j}$ ) becomes

$$
\left(\Xi_{i j}\right)=\left(\begin{array}{ccc:cc}
\frac{3}{2} M_{4} & 0 & \frac{1}{8} M_{4} & 0 & 0  \tag{109}\\
0 & \frac{1}{8} M_{4} & 0 & 0 & 0 \\
\frac{1}{8} M_{4} & 0 & \frac{3}{8} M_{4} & 0 & 0 \\
\hdashline 0 & 0 & 0 & \frac{1}{2} M_{2}^{n} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2} M_{2}^{n}
\end{array}\right),
$$

and so

$$
\left(M_{i j}\right)=\left(\begin{array}{ccc|cc}
\frac{3}{M_{4}} & 0 & -\frac{1}{M_{4}} & 0 & 0  \tag{110}\\
0 & \frac{8}{M_{4}} & 0 & 0 & 0 \\
-\frac{1}{M_{4}} & 0 & \frac{3}{M_{4}} & 0 & 0 \\
\hdashline 0 & 0 & 0 & \frac{2}{M_{2}^{b}} & 0 \\
\hdashline 0 & 0 & 0 & 0 & \frac{2}{M_{2}}
\end{array}\right) .
$$

Hence we have

$$
\left(N_{i j}\right)=\frac{1}{M_{4}}\left(\begin{array}{ccc}
2 \xi \xi^{2}+3 & 2 \xi \eta & -1  \tag{111}\\
2 \xi \eta & 2\left(\xi^{2}+\eta^{2}\right)+8 & 2 \xi \eta \\
-1 & 2 \xi \eta & 2 \eta^{2}+3
\end{array}\right)
$$

where

$$
\begin{equation*}
(\xi, \eta)=\left(\frac{M_{4}}{M_{2}^{\prime}}\right)^{\dagger}\left(c_{x}, c_{y}\right) \tag{112}
\end{equation*}
$$

After some reduction we find from (105)
where

$$
\begin{align*}
& p\left(c_{x}, c_{y}\right) \xi_{1}, \xi_{2}= \frac{4 \sqrt{ } 3}{\pi} \frac{M_{4}}{M_{2}^{*}} \frac{\left(\alpha^{2}+4\right)\left(3 \alpha^{2}+4\right)\left(\alpha^{2}+6\right)+6 \alpha^{4}}{\left[\left(\alpha^{2}+4\right)\left(3 \alpha^{2}+4\right)\right]^{4}}  \tag{113}\\
& \alpha^{2}=\xi^{2}+\eta^{2}=\frac{M_{4}}{M_{2}^{4}}\left(c_{x}^{2}+c_{y}^{2}\right) \tag{114}
\end{align*}
$$

To find the distribution of the non-dimensional velocity $\alpha$ we may write

$$
\begin{equation*}
(\xi, \eta)=(\alpha \cos \theta, \alpha \sin \theta), \tag{115}
\end{equation*}
$$

and so

$$
\begin{gather*}
p(\alpha)=2 \pi \alpha p(\xi, \eta)=2 \pi \alpha \frac{M_{2}^{\prime \prime}}{M_{4}} p\left(c_{x}, c_{y}\right)  \tag{118}\\
p(\alpha)=8 \sqrt{ } 3 \alpha \frac{\left(\alpha^{2}+4\right)\left(3 \alpha^{2}+4\right)\left(\alpha^{2}+6\right)+6 \alpha^{4}}{\left[\left(\alpha^{2}+4\right)\left(3 \alpha^{2}+4\right)\right]^{\frac{1}{2}}} \tag{117}
\end{gather*}
$$

giving
The form of the distribution is shown in figure 2. There is a single maximum, at $\alpha=0.72$ approximately. At infinity $p(\alpha)$ is $O\left(\alpha^{-3}\right)$, so that the second moment diverges. The median value (dividing the distribution into two equal parts) is at

$$
\begin{equation*}
\alpha=1 \cdot 240 \ldots=\alpha_{m} \tag{118}
\end{equation*}
$$

say. The value $\alpha_{m}$ has the following significance: if the positions of the specular points are noted at two successive instants $t$ and $t+d t$, half of the points may be observed to have moved through distances greater than

$$
\begin{equation*}
\left(\frac{M_{2}^{*}}{M_{4}}\right)^{t} \alpha_{m} \mathrm{~d} t \tag{119}
\end{equation*}
$$

from their original positions.


Figure 2. Graph of $p(\alpha)$, showing the form of the probability distribution of the absolute velocities of specular points.

For a ring spectrum this median distance is

$$
\begin{equation*}
\alpha_{m} \bar{\sigma} \mathrm{~d} t \tag{120}
\end{equation*}
$$

where $\boldsymbol{z}$ is the velocity corresponding to the wave number $\bar{m}$.

## 3. On the uniqueness of the spectrum

Suppose we are given certain of the statistical properties discussed in §2, the question arises whether these determine the spectrum uniquely, or to what extent the properties may be shared by other spectra.

The correlation function $\psi(x, y)$, if known for all values of $x$ and $y$, would suffice to determine $E(u, v)$ under general conditions; for $E$ is simply the cosine transform of $\psi$. However, the properties discussed above are purely local, that is to say, they involve the behaviour of the surface at one point and its immediate neighbourhood. We have seen that these properties depend only on the moments $M_{2,}, M_{2 r}^{\prime \prime}$ of the spectrum (which are the derivatives of $\psi$ at the origin). In fact $M_{2}$, is the $r$ th moment with respect to $\beta\left(=w^{2}\right)$, of the function

$$
\begin{equation*}
F(\beta)=F\left(w^{2}\right)=\pi E(w) \tag{121}
\end{equation*}
$$

defined over $0<\beta<\infty$.

The properties which depend on moments $M_{2 r}$ up to order $r=s$ will be said to be of order $2 s$. If all the properties of order up to $2 s$ are known, the moments $u p$ to order $2 s$ may all be determined. For example, from (47) and (59) we have

$$
\begin{align*}
M_{0} & =\overline{\zeta^{2}}  \tag{122}\\
\frac{M_{2 r+2}}{M_{2-}} & =\frac{2 r+2}{2 r+1} \pi^{2} N_{r}^{2} \quad(r=0,1,2, \ldots),
\end{align*}
$$

and therefore

$$
\begin{equation*}
M_{2 r}=\frac{2.4 .6 \ldots .2 r}{1.3 .5 \ldots .(2 r-1)} \pi^{2 r} \overline{\xi^{2}} N_{0}^{2} N_{f}^{2} \ldots N_{r-1}^{2} . \tag{123}
\end{equation*}
$$

Suppose first that the moments of $F$ exist and are known up to infinite order. This does not determine $F$ uniquely in general (see Kendall 1952, chap. 4), but if certain restrictions are placed upon $F$ for large values of $\beta$-for example, if $E$ is exponentially small at infinity -then only one function with these moments can exist.

(a)

(b)

Figure 3. Examples of spectra whose statistical propertiea are isotropic (a) to order 2, (b) to order 4.

In practice we may know, or be concerned with, properties up to a finite order $2 s$ only. Except in special cases, if the moments are known up to a finite order only, infinitely many functions may be found having these same moments. A particularly simple function is one consisting of the sum of delta functions. It can be shown (Stieltjes r894, chap. 1) that if the moments $M_{2 r}$ are specified for $r=0,1, \ldots, s$, then a function $F^{*}$, the sum of not more than [ $\left.\frac{1}{2} s+1\right]$ positive delta functions, may be found having these same moments and lying in the range $0 \leqslant \beta<\infty$. Hence a combination of not more than [ $\frac{1}{2} s+1$ ] ring spectra may be found which has the required statistical properties, to order $2 s$.

One can also find non-isotropic spectra with the same statistical properties. Consider, for example, a surface which is the sum of two pairs of long-crested, incoherent systems of waves, of equal wavelength and mean-square amplitude, intersecting at right angles (figure $3 a$ ). The spectrum function has the same moments $m_{00,} m_{20}, m_{11}, m_{02}$ as an isotropic ring spectrum of the same radius $\bar{w}$, for if
then

$$
\begin{align*}
m_{00} & =M_{0}  \tag{124}\\
\left(m_{20}, m_{11}, m_{02}\right) & =\left(\begin{array}{lll}
\frac{1}{2} \bar{w}^{2} M_{0}, & 0, & \frac{1}{2} \bar{w}^{2} M_{0}
\end{array}\right) . \tag{125}
\end{align*}
$$
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Now by equation (9) both $m_{0}(\theta)$ and $m_{2}(\theta)$ depend only on these moments; thus they are the same as for a ring spectrum, and so independent of $\theta$. Hence the number $N_{0}$ of zeros per unit distance, which is given by equation (56), is also independent of the direction $\theta$. Similarly, all properties depending only on moments of order 0 and 2 will appear as isotropic, including the distributions of surface slopes and of contour direction.

More generally, if we consider a surface which is the sum of $s+1$ pairs of long-crested waves travelling in directions $\theta=j \pi /(s+1)$ uniformly spaced between 0 and $2 \pi$, then all the moments $m_{p q}$ of order $p+q \leqslant 2 s$ are the same as for a ring spectrum. Hence $N_{0}, N_{1}, \ldots$, $N_{s-1}$ are all independent of $\theta$, and so are all properties of order less than or equal to $2 s$.

The case $s=2$ is shown in figure $3 b$. For this surface both the number $N_{0}$ of zeros and the number $N_{1}$ of maxima and minima in a direction $\theta$ are independent of $\theta$.

The general theorem may be quite simply proved as follows. Consider any spectrum in which the energy is all concentrated on the circle $u=\bar{W}$, and in which the distribution of energy with regard to $\theta$ is given by some function $G(\theta)$. The $(p, q)$ th moment of the spectrum is then

$$
\begin{equation*}
m_{p q}=\int_{0}^{2 \pi} u^{p} v^{\varphi} G(\theta) \mathrm{d} \theta, \tag{126}
\end{equation*}
$$

where $(u, v)=(\bar{z} \cos \theta, w \sin \theta)$. That is to say,

$$
\begin{equation*}
m_{p q}=\int_{0}^{2 \pi} \overline{\bar{w}^{p+q}} \cos ^{\rho} \theta \sin ^{a} \theta G(\theta) \mathrm{d} \theta . \tag{127}
\end{equation*}
$$

The product $\cos ^{\rho} \theta \sin ^{q} \theta$ can be expressed as a trigonometric series in $\theta$ containing terms in $\cos n \theta$ and $\sin n \theta$, where $n$ does not exceed $p+q$. Suppose then that the Fourier series for $G(\theta)$ is of the form

$$
\begin{equation*}
G(\theta)=\bar{G}+\sum_{n=1}^{\infty}\left[A_{n} \cos n \theta+B_{n} \sin n \theta\right], \tag{128}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{1}=A_{2}=\ldots=A_{2 s+1}=0,  \tag{129}\\
& B_{1}=B_{2}=\ldots=B_{2 s+1}=0 .
\end{align*}
$$

Then if $p+q \leqslant(2 s+1)$ all terms in (126) will vanish except those arising from the constant term $G$. This gives

$$
\begin{equation*}
m_{p p}=\int_{0}^{2 \pi} \bar{w}^{p+q} \cos ^{\rho} \theta \sin ^{\varepsilon} \theta \bar{G} \mathrm{~d} \theta . \tag{130}
\end{equation*}
$$

In other words, $m_{p q}$ is the same as for a ring spectrum. Now when the spectrum consists of $s$ uniformly spaced pairs of wave systems we have

$$
\begin{equation*}
G(\theta)=\frac{\pi \bar{G}}{s+1} \sum_{j=1}^{2 j+2} \delta\left(\theta-\frac{j \pi}{s+1}\right), \tag{131}
\end{equation*}
$$

where $\delta(\theta)$ denotes the Dirac delta function. So

$$
\begin{equation*}
A_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} G(\theta) \cos n \theta \mathrm{~d} \theta=\frac{\overline{\mathrm{B}}}{s+\overline{1}} \sum_{j=1}^{2 s+2} \cos \frac{j n \pi}{s+\overline{1}}, \tag{132}
\end{equation*}
$$

which vanishes when $n=1,2, \ldots,(2 s+1)$; and similarly for $B_{n}$. Thus the conditions (128) are satisfied.
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As a corollary it follows that any spectrum which is periodic in $\theta$ with period $\pi /(s+1)$ will have isotropic properties up to order $2 s+1$. For the spectrum may be considered as the sum of regular systems of point spectra of the type just discussed.

## Appentis

Proof of equation (32)
Substitution from (7) into (30) gives

$$
\begin{align*}
& \Delta_{2 r}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) \ldots E\left(u_{r+1}, v_{r+1}\right) \\
& \times\left|\begin{array}{cccc}
u_{1}^{2 r} & u_{2}^{r-1} v_{2} & \ldots & u_{r+1}^{r} v_{r+1}^{r} \\
u_{r}^{2 r-1} v_{1} & u_{2}^{r r-2} v_{2}^{2} & \ldots & u_{r+1}^{r-1} v_{r+1}^{r+1} \\
\vdots & \vdots & & \vdots \\
u_{1}^{r} v_{1} & u_{2}^{r-1} v_{2}^{r+1} & \ldots & v_{r+1}^{2 r}
\end{array}\right| \mathrm{d} u_{1} \mathrm{~d} v_{1} \ldots \mathrm{~d} u_{r+1} \mathrm{~d} v_{r+1}  \tag{A1}\\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1}, v_{1}\right) \ldots E\left(u_{r+1}, v_{r+1}\right) \\
& \times\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
v_{1} / u_{1} & v_{2} / u_{2} & \ldots & \left(v_{r+1} / u_{r+1}\right) \\
\vdots & \vdots & & \vdots \\
\left(v_{1} / u_{1}\right)^{r} & \left(v_{2} / u_{2}\right)^{r} & \ldots & \left(v_{r+1} / u_{r+1}\right)^{r}
\end{array}\right| \\
& \times\left(u_{1} / v_{1}\right)^{r}\left(u_{2} / v_{2}\right)^{r-1} \ldots\left(u_{r+1} / v_{r+1}\right)^{0} \\
& \times\left(u_{1} v_{1}, u_{2} v_{2} \ldots . . u_{r+1} v_{r+1}\right) r \mathrm{~d} u_{1} \mathrm{~d} v_{1} \ldots \mathrm{~d} u_{r+1} \mathrm{~d} v_{r+1} . \tag{A2}
\end{align*}
$$

The value of $\Delta_{2 r}$ is unaltered by pcrmuting the suffixes $1,2, \ldots,(r+1)$ among themselves. Thus, adding all the ( $r+1$ )! different permutations we have

$$
\begin{align*}
(r+1)!\Delta_{2 r}= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1} v_{1}\right) \ldots E\left(u_{r+1}, v_{r+1}\right) \\
& \times\left|\begin{array}{ccc}
1 & \ldots & 1 \\
\vdots & & \vdots \\
\left(v_{1} / u_{1}\right)^{r} & \ldots & \left(v_{r+1} / u_{r+1}\right) r
\end{array}\right| \times\left|\begin{array}{ccc}
1 & \ldots & 1 \\
\vdots & & \vdots \\
\left(u_{1} / v_{1}\right)^{r} & \ldots & \left(u_{r+1} / v_{r+1}\right)^{r}
\end{array}\right| \\
& \times\left(u_{1} v_{1} u_{2} v_{2} \ldots u_{r+1} v_{r+1}\right)^{r} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \ldots \mathrm{~d} u_{r+1} \mathrm{~d} v_{r+1} \\
= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\left(u_{1} v_{1}\right) \ldots E\left(u_{r+1}, v_{r+1}\right) \\
& \times \prod_{p>q}\left(u_{\rho} / v_{p} \ldots u_{q} / v_{q}\right) \prod_{\rho>q}\left(v_{p} / u_{\rho}-v_{q} / u_{q}\right) \\
& \times\left(u_{1} v_{1} \ldots u_{r 11} v_{r 11}\right)^{r} \mathrm{~d} u_{1} \mathrm{~d} v_{1} \ldots \mathrm{~d} u_{r+1} \mathrm{~d} v_{r+1} . \tag{A3}
\end{align*}
$$

Now writing

$$
\left.\begin{array}{c}
\left(u_{p}, v_{p}\right) \quad\left(w_{p} \cos \theta_{p}, w_{p} \sin \theta_{p}\right),  \tag{A4}\\
E\left(u_{p}, v_{q}\right)=E\left(w_{p}\right),
\end{array}\right\}
$$
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in the above, we have

$$
\begin{align*}
(r+1)!\Delta_{2 r}= & \int_{0}^{\infty} \int_{0}^{2 \pi} \cdots \int_{0}^{\infty} \int_{0}^{2 \pi} E\left(w_{1}\right) \ldots E\left(w_{r+1}\right) \\
& \times \prod_{\rho>q} \sin ^{2}\left(\theta_{p}-\theta_{q}\right) w_{1}^{r+1} \ldots w_{r+1}^{r+1} \mathrm{~d} w_{1} \mathrm{~d} \theta_{1} \ldots \mathrm{~d} w_{r+1} \mathrm{~d} \theta_{r+1} \\
= & \left(\frac{M_{2}}{2 \pi}\right)^{r+1} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \prod_{p>q} \sin ^{2}\left(\theta_{\rho}-\theta_{q}\right) \mathrm{d} \theta_{1} \ldots \mathrm{~d} \theta_{r+1} . \tag{A5}
\end{align*}
$$

The multiple integral may be evaluated as follows. Since

$$
\begin{equation*}
\sin ^{2}\left(\theta_{p}-\theta_{q}\right)=\frac{1}{1}\left(\mathrm{e}^{2 i \theta_{p}}-\mathrm{e}^{2 i \theta_{q}}\right)\left(\mathrm{e}^{-2 i \theta_{p}}-\mathrm{e}^{-2 i \theta_{q}}\right), \tag{A6}
\end{equation*}
$$

we have

$$
\begin{align*}
& \prod_{\rho>a} \sin ^{2}\left(\theta_{p}-\theta_{q}\right) \\
& -\frac{1}{2^{r(r+1)}}\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\mathrm{e}^{21 \theta_{1}} & \mathrm{e}^{21 \theta_{2}} & \ldots & \mathrm{e}^{21 \theta_{r+1}} \\
\vdots & \vdots & & \vdots \\
\mathrm{e}^{2 r!\theta_{1}} & \mathrm{e}^{2 r i \theta_{2}} & \ldots & \mathrm{e}^{2 r i \theta_{r+1}}
\end{array}\right| \times\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
\mathrm{e}^{-2 i \theta_{1}} & \mathrm{e}^{-21 \theta_{2}} & \ldots & \mathrm{e}^{-2 i \theta_{r+1}} \\
\vdots & \vdots & & \vdots \\
\mathrm{e}^{-2 r i \theta_{1}} & \mathrm{e}^{-2 r i \theta_{2}} & \ldots & \mathrm{e}^{-2 r!\theta_{r+1}}
\end{array}\right| . \tag{A7}
\end{align*}
$$

A typical term in the expansion of the first determinant is

$$
\begin{equation*}
\text { 1. } e^{21 \theta_{1}} \cdot e^{4 \theta_{3}} \ldots \ldots e^{2 r i \theta_{r+1}}, \tag{A8}
\end{equation*}
$$

which, when multiplied into the second determinant, gives

$$
\left|\begin{array}{cccc}
1 & \mathbf{e}^{2 i \theta_{2}} & \ldots & \mathrm{e}^{2 r i \theta_{r+1}}  \tag{A9}\\
\mathrm{e}^{-21 \theta_{1}} & 1 & \ldots & \mathbf{e}^{2(r-1) i \theta_{r+1}} \\
\vdots & \vdots & & \vdots \\
\mathrm{e}^{-2 r i \theta_{1}} & \mathrm{e}^{-2(r-1): \theta_{2}} & \ldots & 1
\end{array}\right|
$$

The integral of this determinant over the given ranges of $\theta_{1}, \ldots, \theta_{r+1}$ is

$$
\left|\begin{array}{cccc}
2 \pi & 0 & \ldots & 0  \tag{A10}\\
0 & 2 \pi & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 2 \pi
\end{array}\right|=(2 \pi)^{r+1}
$$

Since the first determinant in (A 7) contributes altogether ( $n+1$ )! such terms we have

$$
\begin{equation*}
\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \Pi_{p=q} \sin ^{2}\left(\theta_{p}-\theta_{q}\right) \mathrm{d} \theta_{1} \ldots \mathrm{~d} \theta_{r+1}=\frac{(r+1)!(\varepsilon \pi)^{r+1}}{2^{r(r+1)}} \tag{A11}
\end{equation*}
$$

From this and (A 5) the result follows.
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# A Statistical Distribution arising in the Study of the Ionosphere 

By M. S. LONGUET-HIGGINS<br>National Institute of Oceanography, Wormley, Surrey

MS. received 7th February 1957
Abstract. An approximate distribution is deduced for the directions of the 'lines of maxima' on a random surface. The theoretical distribution is found to be in good agreement with some experimental results obtained previously by Briggs and Page.

## § 1. Introduction

THE analysis of fading patterns of radio waves reflected from the ionosphere gives rise to some interesting statistical problems. Among these is one studied by Briggs and Page (1955) which may be stated as follows.
Suppose we are given a two-dimensional surface whose height represents, say, the intensity $f(x, y)$ of a beam of refiected radiation as a function of two horizontal coordinates $x$ and $y$. Let two parallel sections of the surface be taken, along the lines $y=y_{0}$ and $y=y_{0}+\delta$. Consider the maxima of the sections along these lines. If the lines are sufficiently close ( $\delta$ sufficiently small) the maxima of the two functions will correspond in pairs, the members of a pair being slightly shifted relative to one another. If the line joining a pair of maxima makes an angle $\alpha$ with the $y$-axis the problem is to find the statistical distribution of $\tan \alpha$.

Lacking a theoretical solution, Briggs and Page constructed pairs of random sequences to represent the functions $f\left(x, y_{0}\right)$ and $f\left(x, y_{0}+\delta\right)$. These sequences were arranged so as to be normally distributed with zero mean and unit standard deviation. Further, their auto-correlograms and cross-correlograms were also of normal form. The observed distribution of $\tan \alpha$ for the pairs of sequences is indicated by the experimental points in the figure, which are transcribed from Fig. 3 of Briggs and Page (1955).

The theoretical problem, however, is similar to many that have been treated in connection with the analysis of the sea surface (see Longuet-Higgins $1957 \mathrm{a}, \mathrm{b}$ ) and in this note we shall present a solution. It will be shown that, provided only the joint distribution of $f(x, y)$ and its derivatives is normal (a condition satisfied in very general circumstances) the probability distribution of $\tan \alpha$ is given by

$$
\begin{equation*}
p(\tan \alpha)=\frac{A^{2}}{2\left[A^{2}+(\tan \alpha-B)^{2}\right]^{3 / 2}}, \tag{1}
\end{equation*}
$$

where $A$ and $B$ are constants which depend only on the form of the correlogram of $f$. When the surface is isotropic, so that its correlogram has circular symmetry, we have

$$
A^{2}=1 / 3, \quad B=0
$$

and so

$$
\begin{equation*}
p(\tan \alpha)=\frac{1}{6\left[\frac{1}{\delta}+\tan ^{2} \alpha\right]^{3 / 2}} . \tag{2}
\end{equation*}
$$

## M. S. Longuet-Higgins

In the case treated by Briggs and Page we have apparently (see $\S 5$ below)

$$
A^{2}=2 / 3, \quad B=0
$$

and so

$$
p(\tan \alpha)=\frac{1}{3\left[\frac{2}{3}+\tan ^{2} \alpha\right]^{3,2}} .
$$

This curve is shown by the dotted line in the figure. It will be seen that the agreement is fairly close. Moreover, the curve is in adequate agreement at the tails of the distribution, in contrast with the normal frequency curve tentatively suggested by Briggs and Page.

## §2. The Derivation of $p(\tan \alpha)$

Suppose that two corresponding maxima are separated by intervals $d x$ and $d y$ in the $x$ and $y$ directions. Then, since the gradient $\partial f / \partial x$ vanishes at both maxima we have

$$
\frac{\partial f}{\partial x}(x+d x, y+d y)-\frac{\partial f}{\partial x}(x, y)=0
$$

or

$$
\frac{\partial^{2} f}{\partial x^{2}} d x+\frac{\partial^{\prime} f}{\partial x^{\partial} \partial y} d y=0
$$

approximately, and therefore

$$
\begin{equation*}
\tan \alpha=\frac{d x}{d y}=-\frac{\partial^{2} f / \partial x \partial y}{\partial^{2} f / \partial x^{2}} . \tag{4}
\end{equation*}
$$

Clearly this formula also holds for any pair of points having the same gradient not necessarily zero.

Now, let us assume that $f$ is a stationary random function whose partial derivatives up to the second order are distributed normally. Writing for convenience

$$
\frac{\partial f}{\partial x}, \frac{\partial^{2} f}{\partial x^{2}}, \frac{\partial^{2} f}{\partial x \partial y}=\xi_{1}, \xi_{2}, \xi_{3}
$$

we have for the probability-density of $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\frac{1}{(2 \pi)^{3 / 2}\left|\Xi_{i j}\right|^{1 / 2}} \exp \left[-\frac{1}{2} \sum_{i, j} M_{i j} \xi_{i} \xi_{j}\right] \tag{5}
\end{equation*}
$$

where ( $M_{i j}$ ) is the reciprocal of the matrix of mean values

$$
\left(\Xi_{i j}\right)=\left(\overline{\xi_{i} \xi_{j}}\right)
$$

In fact, if $\psi(X, Y)$ denotes the correlation function

$$
\begin{equation*}
\psi(X, Y)=\overline{f(x, y) f(x+X, y+Y)} \tag{6}
\end{equation*}
$$

we have by repeated differentiation

$$
\left.\begin{array}{l}
\overline{\xi_{1}{ }^{2}}=-\frac{\partial^{\Omega} \phi}{\partial X^{2}}(0,0)=m_{20,} \quad \text { say, } \\
\overline{\xi_{2}{ }^{2}}=\frac{\partial^{4} \psi}{\partial X^{2}}(0,0)=m_{40,}  \tag{7}\\
\overline{\xi_{3}{ }^{2}}=\frac{\partial \psi}{\partial X^{2} \partial Y^{2}}(0,0)=m_{22},
\end{array}\right\}
$$
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and also

$$
\left.\begin{array}{l}
\overline{\xi_{2} \xi_{3}}=\frac{\partial^{2} \psi}{\partial X^{3} \partial Y}(0,0)=m_{31}  \tag{8}\\
\overline{\xi_{1} \xi_{2}}=\overline{\xi_{1} \xi_{3}}=0 .
\end{array}\right\}
$$

So

$$
\left(\Xi_{i j}\right)=\left[\begin{array}{ccc}
m_{20} & 0 & 0 \\
0 & m_{40} & m_{31} \\
0 & m_{31} & m_{22}
\end{array}\right]
$$

and

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=p\left(\xi_{1}\right) p\left(\xi_{2}, \xi_{3}\right) \tag{9}
\end{equation*}
$$

where

$$
\begin{gather*}
p\left(\xi_{1}\right)=\frac{1}{\left(2 \pi m_{20}\right)^{1 / 2}} \exp \left(-\xi_{1}^{2} / 2 m_{20}\right), \\
p\left(\xi_{2}, \xi_{3}\right)=\frac{1}{(2 \pi \Delta)^{2 / 2}} \exp \left[-\left(m_{22} \xi_{2}^{2}-2 m_{31} \xi_{2} \xi_{3}+m_{40} \xi_{3}^{2}\right) / 2 \Delta\right]  \tag{10}\\
\Delta=m_{40} m_{22}-m_{31}^{2}
\end{gather*}
$$

$p\left(\xi_{1}\right)$ and $p\left(\xi_{2}, \xi_{3}\right)$ are the distributions of $\xi_{1}$ and of $\left(\xi_{2}, \xi_{3}\right)$ separately, and equation (9) shows that they are statistically independent.

We wish now to find the distribution of the quantity

$$
\eta=\tan \alpha=-\xi_{3} / \xi_{2}
$$

at the points where the gradient $\xi_{1}$ vanishes. First let us find the joint distribution of $\left(\xi_{2}, \xi_{3}\right)$ at such points; we shall denote this by $p\left(\xi_{2}, \xi_{3}\right)_{\xi_{1}}$. Now since $\xi_{2}$ and $\xi_{3}$ are statistically independent of $\xi_{1}$, the distribution of $\left(\xi_{2}, \xi_{3}\right)$ for points on the $x$-axis such that $0<\xi_{1}<d \xi_{1}$ is the same as the ordinary distribution $p\left(\xi_{2}, \xi_{3}\right)$ for points distributed randomly and uniformly with regard to $x$. But near any particular zero of $\xi_{1}$ the function $\xi_{1}$ remains in the interval $0<\xi_{1}<d \xi_{1}$ for a distance $d x$ inversely proportional to $\left|\partial \xi_{1}, \partial x\right|=\left|\xi_{2}\right|$. Hence we have
or

$$
\begin{gathered}
p\left(\xi_{2}, \xi_{3}\right)=C\left|\xi_{2}\right|^{-1} p\left(\xi_{2}, \xi_{3}\right)_{\xi_{1}} \\
p\left(\xi_{2}, \xi_{3}\right)_{\xi_{1}}=C^{-1}\left|\xi_{2}\right| p\left(\xi_{2}, \xi_{3}\right),
\end{gathered}
$$

where $C$ is a normalizing constant. This gives

$$
\begin{equation*}
p\left(\xi_{2}, \xi_{3}\right)_{\xi_{1}}=\frac{1}{2\left(2 \pi \Delta m_{30}\right)^{1 / 2}}\left|\xi_{2}\right| \exp \left[-m_{23} \xi_{2}^{2}-2 m_{3} \xi_{2} \xi_{3}+m_{40} \xi_{3}^{2} / 2 \Delta\right] \tag{11}
\end{equation*}
$$

To find the distribution of $\eta$ we now put

$$
\left(-\xi_{3} \xi_{2}, \xi_{2}\right)=\left(\eta, \eta^{\prime}\right), \quad \frac{\partial\left(\xi_{2}, \xi_{3}\right)}{\partial\left(\eta, \eta^{\prime}\right)}=\eta^{\prime},
$$

giving

$$
\begin{equation*}
p\left(\eta, \eta^{\prime}\right)_{\epsilon_{1}}=\frac{1}{2\left(2 \pi \Delta m_{40}\right)^{1 / 2}} \eta^{\prime 2} \exp \left[-\eta^{\prime 2}\left(m_{22}+2 m_{31} \eta+m_{40} \eta^{2}\right) / 2 \Delta\right] \tag{12}
\end{equation*}
$$

On eliminating $\eta^{\prime}$ by integration over the whole range $(-\infty, \infty)$ we find
or

$$
\begin{align*}
& p(\eta)_{\xi_{1}}=\frac{\Delta / m_{40}{ }^{1 / 2}}{2\left[m_{22}+2 m_{31} \eta+m_{40} \eta^{2}\right]^{3 / 2}} \\
& p(\eta)_{\xi_{1}}=\frac{1}{2\left[A^{2}+(\eta-B)^{2}\right]^{3 / 2}} \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
A=\frac{\Delta^{1 / 2}}{m_{40}}, \quad B=-\frac{m_{31}}{m_{40}} \tag{14}
\end{equation*}
$$

This is the result stated in equation (1).

We have included in this distribution all points at which the gradient vanishes, i.e. both maxima and minima. However, since $p\left(\eta, \eta^{\prime}\right)_{\xi_{1}}$ is symmetrical about the origin, the contributions to $p(\eta)_{5}$ from the maxima ( $\eta^{\prime}<0$ ) are equal to the contributions from the minima ( $\eta^{\prime}>0$ ). So, after introducing the appropriate normalizing constant, we see that equation (1) represents the distribution of $\tan \alpha$ for the maxima alone, and also for the minima.

Clearly $p(\eta)_{\varepsilon_{1}}$ is a symmetrical distribution centred on $\eta=B$ and falling off like $\eta^{-3}$ for large values of $\eta$. Thus the standard deviation is infinite. But a convenient measure of the width of the distribution is the interquartile range, which is

$$
\begin{equation*}
\frac{2}{\sqrt{3}} A=1 \cdot 155 \ldots A \tag{15}
\end{equation*}
$$

The width of the distribution at a level equal to half its maximum height is

$$
\begin{equation*}
2 \sqrt{ }\left(4^{1 / 3}-1\right) A=1.532 \ldots A \tag{16}
\end{equation*}
$$

## § 3. Remark

We have seen that the angle $\alpha$ can be defined at all points of the curve, being the angle made with the $y$-axis by lines of constant $\partial f / \partial x$. The distribution of $\tan \alpha$ for points where $\partial f / \partial x$ takes any particular value $\xi_{1}$ other than zero is also given by equation (1); this follows from the fact that $p\left(\xi_{2}, \xi_{3}\right)_{\xi_{t}}$ is independent of $\xi_{1}$ itself.

However, if instead of the distribution of $\tan \alpha$ at points of given gradient we wish to find the distribution of $\tan \alpha$ at points randomly and uniformly distributed with regard to $x$, then we have only to replace $p\left(\xi_{2}, \xi_{3}\right)_{\xi_{1}}$ in the foregoing analysis by the ordinary distribution $p\left(\xi_{2}, \xi_{3}\right)$. As a consequence we find the following distribution for $\tan \alpha$ :

$$
\begin{equation*}
p^{(\omega)}(\tan \alpha)=\frac{1}{\pi} \frac{1}{A A^{2}+(\tan \alpha-B)^{2}} \tag{17}
\end{equation*}
$$

where $A$ and $B$ have their former meanings. This expression is similar in form to the previous distribution, having a mean value $B$ and a width proportional to $A$. However, the two distributions are not to be confused, and in fact the former distribution (1) is the one which is appropriate in the present case, considering the method of observing the data. For a further discussion of these distributions, which arise also in the analysis of moving waveforms, the reader is referred to Longuet-Higgins (1957 b).

## §4. An Isotropic Surface

Assuming that the derivatives of the correlation function $\psi(X, Y)$ at the origin exist up to the fourth order, we have in general

$$
\begin{aligned}
\psi(X, Y)=C_{00} & +\left(C_{10} X+C_{01} Y\right) \\
& +\left(C_{20} X^{2}+C_{11} X Y+C_{02} Y^{2}\right) \\
& +\left(C_{30} X^{3}+C_{21} X^{2} Y+C_{12} X Y^{2}+C_{03} Y^{3}\right) \\
& +\left(C_{40} X^{4}+C_{31} X^{3} Y+C_{22} X^{2} Y^{2}+C_{12} X Y^{3}+C_{\mathrm{c} 4} Y^{4}\right) \\
& +\mathrm{R}
\end{aligned}
$$

where

$$
C_{p Q}=\frac{1}{p!q!} \frac{\partial^{p+q} \psi}{\partial X^{p} \partial Y}(0,0)
$$

and $R$ is a remainder term of higher order. Suppose now that the surface is isotropic. Then from the two conditions

$$
\left.\begin{array}{l}
\psi(X, Y)=\psi(-X, Y) \\
\psi(X, Y)=\psi(X,-Y)
\end{array}\right\}
$$

we see that $C_{p q}$ vanishes whenever $p$ is odd and whenever $q$ is odd, respectively. The remaining terms in the expansion of $\psi$ are integral powers of both $X^{2}$ and $Y^{2}$. Further, since the surface is isotropic, $\psi(X, Y)$ is a function of $X^{2}+Y^{2}$ only. The only polynomial of the $2 n$th degree having this form is $\left(X^{2}+Y^{2}\right)^{n}$. Hence

$$
\psi(X, Y)=D_{0}+D_{1}\left(X^{2}+Y^{2}\right)+D_{2}\left(X^{4}+2 X^{2} Y^{2}+Y^{4}\right)+R
$$

where $D_{0}, D_{1}$ and $D_{2}$ are constants. This gives

$$
\begin{aligned}
& m_{40}=\frac{\partial^{4} \psi}{\partial X^{4}}(0,0)=24 D_{2} \\
& m_{31}=\frac{\partial^{4} \psi}{\partial X^{3} \partial Y}(0,0)=0 \\
& m_{22}=\frac{\partial^{4} \psi}{\partial X^{2} \partial Y^{2}}(0,0)=8 D_{2}
\end{aligned}
$$

and so

$$
\begin{equation*}
A^{2}=\frac{\Delta}{m_{40}{ }^{2}}=\frac{1}{3} ; \quad B=0 . \tag{18}
\end{equation*}
$$

With these values of $A$ and $B$ the distribution (13) becomes

$$
\begin{equation*}
p(\tan \alpha)=\frac{1}{6\left[\frac{1}{3}+\tan ^{2} \alpha\right]^{3 / 2}} \tag{19}
\end{equation*}
$$

Thus $p(\tan \alpha)$ has a mean value zero and an interquartile range $2 / 3$. The width of the distribution at half the maximum level is $0.884 \ldots$

The conditions (18), although necessary for an isotropic surface, are not sufficient. For example, a surface consisting of three long-crested but incoherent wave systems whose directions make angles $0,2 \pi / 3,4 \pi / 3$ with a fixed direction would also satisfy the same conditions. The surface would therefore give rise to the same distribution of $\tan \alpha$ as does an isotropic surface.

## § 5. The Surface Studied by Briggs and Page (1955)

To represent the two functions $f\left(x, y_{0}\right)$ and $f\left(x, y_{0}+\delta\right)$ Briggs and Page first constructed two sequences of numbers

$$
\begin{equation*}
P_{i}=\sum_{j=-\infty}^{\infty} a_{j} \xi_{i+j} ; \quad Q_{i}=\sum_{j=-\infty}^{\infty} a_{j} \eta_{i+j} \tag{20}
\end{equation*}
$$

where $\xi_{i}$ and $\eta_{i}(i=\ldots-2,-1,0,1,2, \ldots)$ were two sets of mutually independent random normal deviates (each with zero mean and unit standard deviation) and where the $a_{i}$ were fixed weighting constants given by

$$
\begin{equation*}
a_{j}=\text { constant } \times \exp \left(-j^{2} / \sigma^{2}\right) . \tag{21}
\end{equation*}
$$

It can be shown that under these circumstances each of the sequences $P_{i} Q_{i}$ is normally distributed, and further that their auto-correlations and crosscorrelations are given by

$$
\left.\begin{array}{l}
\overline{P_{i} P_{i+n}}=\overline{Q_{i} Q_{i+n}}=\text { constant } \times \exp \left(-n^{2} / 2 \sigma^{2}\right), \quad(n \text { even })  \tag{22}\\
\overline{P_{i} Q_{i+n}}=0 .
\end{array}\right\} \ldots \ldots(
$$

## M. S. Longuet-Higgins

The constant in (22) is taken to be unity. The authors then represent $f\left(x, y_{0}\right)$ by the series $P_{i}$ and $f\left(x, y_{0}+\delta\right)$ by the series

$$
R_{i}=\rho P_{i}+\left(1-\rho^{2}\right)^{1 / 2} Q_{i}
$$

where $\rho$ is a constant, equal to $\exp \left(-\delta^{2} / \sigma^{2}\right)$. It can easily be seen that

$$
\left.\begin{array}{l}
\overline{R_{i} R_{i+n}}=\exp \left(-n^{2} / 2 \sigma^{2}\right), \\
\overline{P_{i} R_{i+n}}=\exp \left(-n^{2} / 2 \sigma^{2}\right) .
\end{array}\right\}
$$

Thus

$$
\left.\begin{array}{rl}
\overline{f\left(x, y_{0}\right) f\left(x+n, y_{0}\right)} & =\exp \left(-n^{2} / 2 \sigma^{2}\right)  \tag{23}\\
\overline{f\left(x, y_{0}+\delta\right) f\left(x+n, y_{0}+\delta\right)} & =\exp \left(-n^{2} / 2 \sigma^{2}\right), \\
\overline{f\left(x, y_{0}\right) f\left(x+n, y_{0}+\delta\right)} & =\exp \left[-\left(n^{2}+2 \delta^{2}\right) / 2 \sigma^{2}\right]
\end{array}\right\}
$$

so that, in so far as the two functions are concerned, they behave like sections of a surface having a correlation function

$$
\begin{equation*}
\psi(X, Y)=\exp \left[-\left(X^{2}+2 Y^{2}\right) / 2 \sigma^{2}\right] . \tag{24}
\end{equation*}
$$

For this surface we have clearly

$$
\begin{align*}
& m_{40}=\frac{\partial^{4} \psi}{\partial X^{4}}(0,0)=\frac{3}{\sigma^{4}}, \\
& m_{31}=\frac{\partial^{4} \psi}{\partial X^{3} \partial Y}(0,0)=0,  \tag{25}\\
& m_{22}=\frac{\partial^{4} \psi}{\partial X^{2} \partial Y^{2}}(0,0)=\frac{2}{\sigma^{4}}
\end{align*}
$$

giving

$$
A^{2}=2 / 3, \quad B=0
$$

The corresponding curve is

$$
\begin{equation*}
p(\tan \alpha)=\frac{1}{3\left[{ }_{3}^{2}+\tan ^{2} \alpha\right]^{3 / 2}}=\frac{(3 / 8)^{1 / 2}}{\left[1+\frac{3}{2} \tan ^{2} \alpha\right]^{3 / 2}} \tag{27}
\end{equation*}
$$

The experimental points of Briggs and Page are shown in the figure. These were not normalized, but were reduced so that the maximum ordinate, for each value of $\rho$, was equal to unity. The broken curve in the figure corresponds to the distribution (27) multiplied by a factor $(8 / 3)^{1 / 2}$ to bring the maximum ordinate also to unity. It will be seen that there is reasonably good agreement.


The theoretical curve of equation (27) (with vertical scale multiplied by (8/3) ${ }^{1 / 2}$ ) compared with the experimental points of Briggs and Page.

It should be noted that in their paper Briggs and Page assumed that $P_{i} P_{1+n}$ was proportional to $\exp \left(-n^{2} / \sigma^{2}\right)$, omitting the factor 2 in equation (22) $\dagger$. Consequently, they assumed the correlation function to be of the form

$$
\psi(X, Y)=\exp \left[-\left(X^{2}+Y^{2}\right) / 2 \sigma^{2}\right]
$$

which would represent an isotropic surface. In fact an isotropic correlogram could have been obtained by assuming

$$
\rho=\exp \left(-\delta^{2} / \sigma^{2}\right)
$$

and by plotting the frequency curves in Fig. 3 of their paper against the parameter $(\Delta / \sigma)(-2 \log \rho)^{1 / 2}$ instead of against $(\Delta / \sigma)(-\log \rho)^{1 / 2}$.

## §6. Conclusions

The distribution of $\tan \alpha$ for a random, normal surface is in general given by equation (13), where $\eta=\tan \alpha$ and $A$ and $B$ are constants depending on the correlation function of the surface. This is in agreement with the experimental distribution found by Rriggs and Page.

For an isotropic surface the distribution of $\tan \alpha$ is given by equation (19).
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# On the intervals between successive zeros of a random function 

By M. S. Longeet-Higanss<br>National Institute of Oceanography, Wormley, Surrey<br>(Communicated by G. E. R. Deacon, F.R.S.-Received 13 February 1958)


#### Abstract

A new epproach is auggested to the problem of the statistical distribution of the intervals between succesajve zeros of a random, Gaussian function. Hence is dariverd a bequance of approximations $p_{n}(\tau)(n=3,4,6, \ldots)$ to the desirad probebility density $p(\tau)$. The third approximation $p_{\text {a }}$ is already correct to order $T^{4}$, and has the correct limiting form in the case of a narrow apectrum. The analysis also gives rise to an alternative approximation $p_{n}^{*}(\tau)$, lessa accurate for emall values of $\tau$, but possibly more accurate for larger values. Numerical computation of both $p_{\mathrm{a}}, p_{\mathrm{s}}, p_{\mathrm{s}}$ and $p_{\mathrm{d}}^{*}, p_{f}^{*}, p_{\mathrm{E}}^{*}$ is carried out for a low-pass spectrum, and the resulta are comparad with chservation.


## Introduction

Let $f$ denote a stationary random function of the time $t$, with mean value zero. What is the statistical distribution of the interval $\tau$ between two successive zeros of $f$, or between two successive maxima or minima?

The problem arises in connexion with the analysis of the sea surface, where $f(t)$ may represent, for example, the height of the surface above a fixed point. It has also been considered by Rice (1945) in connexion with the analysis of noise in electrical circuits.

As in a recent paper (1956), $f$ will be assumed to be representable as the sum of an infinity of sine waves in random relative phase, and its energy spectrum will be assumed a continuous function of the frequency. Under general conditions (see Rice 1944) the statistical distribution of $f$ itself is then normal.

The distribution of $\tau$ (which we denote by $p(\tau)$ ) has a mean value which is easily ound; it is reciprocal of the average number $N_{0}$ of zero-crossings per unit time, and Rice (1944, 1945) has shown this to be given by

$$
N_{0}=\frac{1}{\pi}\left(\frac{-\psi_{0}^{*}}{\psi_{0}}\right)^{\frac{1}{2}}
$$

where $\psi_{\tau}$ denotes the correlation function of $f$, as defined in $\S 1$ below.
To find the complete distribution of $\tau$ is somewhat more difficult. In certain limiting cases $p(\tau)$ is known : for example, when $\tau$ is amall an approximate expression has been given by Rice ( 1945 , p. 59) and when $r$ is very large it may be shown that $p(\tau)$ decreases exponentially (Kuznetsov, Stratonovich \& Tikhonov 1954). Further, in the important cese of a narrow spectrum, when $f$ appears as a sine wave of slowly varying amplitude and phase, Rice gave an approximation to $p(\tau)$ walid for a limited range of $\tau$ around the mean value $\boldsymbol{F}$ ( $\mathrm{r} 945, \mathrm{p} .63$ ). It is interesting to note that the same approximation may be derived hy two alternative methods, either through the distribution of $f^{n} / f$ (Longuet-Higgins 1956) or through the distribution of the phase angle of $f$ (Longuet-Higgins 1957, §2•10).

M. S. Longuet-Higgins

The purpose of the present paper is to describe a fresh approach to the problem, by which successive approximations to $p(\tau)$ may be calculated. The method depends upon a simple relation (equation (2.1) below) between $p(\tau)$ and the function $U(\tau)$, defined as the probability that $f$ is entirely positive over a fixed time interval of length 7 . Since $U(\tau)$ may be approximated by the probability $U_{n}(\tau)$ that $f$ be positive at $n$ suitably chosen points in the interval (where $n$ is sufficiently great), we thus obtain a set of successive approximations to $p(\tau)$, depending on $n$.

It is found that the third approximation $p_{3}(\tau)$ already has the correct gradient, curvature and derivatives up to the fourth order at theorigin; moreover, it tends to the correct limiting form when the energy spectrum is narrow. The next two approximations, $p_{4}(\tau)$ and $p_{5}(\tau)$ can be evaluated without difficulty, though higher approximations require one or more additional integrations to be performed. Numerical computation of $p_{3}, p_{4}$ and $p_{5}$ is carried out for the case when $f$ has a lowpess spectrum. The results are compared with experimental data, with encouraging agreement.

An alternative approximation $\boldsymbol{p}_{n}^{*}(\tau)$ is also derived which is less accurate than $p_{\boldsymbol{n}}$ for small values of $\boldsymbol{\tau}$, but more accurate for larger values.

## 1. Defintitions

We assume that $f(t)$ may be represented in the form

$$
f(t)=\sum_{n} c_{n} \cos \left(\sigma_{n} t+\epsilon_{n}\right),
$$

where the frequencies $\sigma_{n}$ of the individual sine waves are distributed densely in the interval ( $0, \infty$ ); the phases $\epsilon_{\pi}$ are randomly and uniformly distributed in ( $0,2 \pi$ ) and the amplitudes $c_{n}$ are such that over a small interval of frequency ( $\sigma, \sigma+\mathrm{d} \sigma$ )

$$
\sum_{n} \frac{1}{2} c_{n}^{2}=E(\sigma) \mathrm{d} \sigma,
$$

where $E(\sigma)$ is a continuous function which will be called the energy spectrum of $f$. The moments of $E$ about the origin, given by

$$
\pi n_{r}=\int_{0}^{\infty} E(\sigma) \sigma^{r} \mathrm{~d} \sigma \quad(r=0,1,2, \ldots)
$$

are assumed to exist up to all orders required.
The correlation function of $f$, defined by

$$
\psi(\tau)=\overline{f(t) f(t+\tau)}
$$

where a bar denotes a mean value with respect to the phases or with respect to $t$, exists and is related to the spectrum by

$$
\psi(\tau)=\int_{0}^{\infty} E(\sigma) \cos \sigma \tau \mathrm{d} \sigma .
$$

The derivatives of $\psi$ at the origin are given by

$$
\frac{\mathrm{d}^{r} \psi}{\mathrm{~d} \tau^{r}}=\left\{\begin{array}{cc}
(-1)^{1 r} m_{r} & r \text { even }_{1} \\
0 & r \text { odd. }
\end{array}\right\}
$$

Thus if we write (in Rice's notation)
we have

$$
\begin{gather*}
\psi(\tau)=\psi_{r}, \quad \mathrm{~d} \psi_{r} / \mathrm{d} \tau=\psi_{\tau}^{\prime}, \\
\psi_{0}=m_{0}, \quad \psi_{0}^{\prime}=0, \quad \psi_{0}^{\prime \prime}=-m_{2}, \quad \text { etc. } \tag{1.8}
\end{gather*}
$$

The mean frequency in the spectrum may be defined by

$$
\begin{equation*}
\sigma=m_{1} / m_{0} \tag{1.9}
\end{equation*}
$$

and the $r$ th moment about the mean is then

$$
\mu_{r}=\int_{0}^{x} E(\sigma)(\sigma-\bar{\sigma})^{r} \mathrm{~d} r=m_{r}-\binom{r}{1} m_{r-1} \bar{\sigma}+\ldots(-1)^{r} m_{0} \bar{\sigma}^{r} .
$$

In particular,

$$
\begin{equation*}
\mu_{0}=m_{0}, \quad \mu_{1}=0, \quad \mu_{2}=m_{2}-m_{0} \bar{\sigma}^{2}=m_{0} \bar{\sigma}^{2} \delta^{2}, \tag{1-11}
\end{equation*}
$$

where

$$
\delta^{2}=\frac{m_{0} m_{2}-m_{1}^{2}}{m_{1}^{2}}
$$

$\delta^{2}$ is a non-dimensional parameter proportional to the variance of $E(\sigma)$; it may be expressed also in the form

$$
\delta^{2}=\frac{1}{2 m_{1}^{2}} \int_{0}^{\alpha_{1}} \int_{0}^{\infty} E\left(\sigma_{1}\right) E\left(\sigma_{2}\right)\left(\sigma_{1}-\sigma_{2}\right)^{2} \mathrm{~d} \sigma_{1} \mathrm{~d} \sigma_{2} .
$$

When $\delta \ll 1$ the spectrum will be said to be narrow, and we see that in that case the energy is concentrated in a narrow range surrounding the mean frequency $\bar{\sigma}$. The correlation function may then be expanded asymptotically in the following way. In (1-5) let the term cos $\sigma$ be written

$$
\begin{align*}
\cos \sigma \tau & =\cos (\sigma-\bar{\sigma}) \tau \cos \bar{\sigma} \tau-\sin (\sigma-\bar{\sigma}) \tau \sin \bar{\sigma} \tau \\
& =\left[1-\frac{(\sigma-\bar{\sigma})^{2} \tau^{2}}{2!}+\ldots\right] \cos \delta \tau-\left[\frac{(\sigma-\bar{\sigma}) \tau}{1!}-\ldots\right] \sin \bar{\sigma} \tau .
\end{align*}
$$

On multiplying by $E(\sigma)$ and integrating term by term we have

$$
\psi(\tau)=\left[\mu_{0}-\mu_{2} \frac{\tau^{*}}{2!}+\ldots\right] \cos \bar{\sigma} \tau-\left[\frac{\mu_{1} \tau}{1!}-\ldots\right] \sin \nabla \tau
$$

In the second bracket, $\mu_{1}$ vanishes. Then assuming that $\mu_{r}$ is of order $\delta^{r}$ and neglecting ( $\delta \bar{\sigma} \tau)^{3}$ we have
where

$$
\begin{gather*}
\psi(\tau)=A_{\tau} \cos \bar{\sigma} \tau \\
A_{7}=\mu_{0}-\frac{1}{2} \mu_{2} \tau^{2}=\psi_{0}\left(1-\frac{1}{2} \bar{\sigma}^{2} \tau^{2} \delta^{2}\right)
\end{gather*}
$$

In other words, the correlation function then approximates to a sine wave of period $2 \pi / \bar{\sigma}$ and of elowly varying amplitude $A_{r}$.

It has been mentioned that the distribution of $f$ is in general normal. Thue if $t_{1}, \ldots, t_{n}$ are $n$ given values of $t$, and $\operatorname{if} f\left(t_{1}\right) \ldots f\left(t_{n}\right)$ are denoted for short by $\xi_{1}, \ldots, \xi_{n}$, then the joint-probability density of $\xi_{1} \ldots \xi_{\Omega}$ is of the form

$$
p\left(\xi_{1}, \ldots, \xi_{n}\right)=\frac{1}{(2 \pi)^{1 n} \Delta_{n}^{t}} \exp \left[-\frac{1}{2} \sum_{i, i} M_{i j} \xi_{i} \xi_{j}\right] .
$$

In this expression the matrix ( $M_{i j}$ ) is the inverse of the matrix of mean values $\left(\Xi_{i f}\right)$, given by
say; and

$$
\begin{gather*}
\Xi_{i j}=\bar{\xi}_{i} \bar{\xi}_{i}=\overline{f\left(t_{i}\right) f\left(t_{j}\right)}=\psi\left(t_{i}-t_{j}\right)=\psi_{i j},  \tag{1-19}\\
\Delta_{n}=\left|\left(\psi_{i j}\right)\right|=\left|\left\langle M_{i j}\right)\right|^{-1} . \tag{1.20}
\end{gather*}
$$

It may be shown that ( $M_{i j}$ ) is positive-definite (see, for example, Longuet-Higgins 1957).

## 2. A relation for $p(\tau)$

Our method depends upon the following lemma: let $U(\tau)$ denote the probability that $f$ is positive over an arbitrary time-interval of length $\tau$; then the distribution of the intervals between successive zeros is given by

$$
p(\tau)=\frac{2}{N_{0}} \frac{\mathrm{~d}^{2} U}{\mathrm{~d} \cdot \tau^{2}}
$$

where $N_{0}$ denotes the average number of zero crossings per unit time (equation ( $0 \cdot 1$ )).
To prove this, let $t^{\prime}, t^{a}$ be any two instants of time separated by an interval $\tau=t^{s}-t^{\prime}$. Then we have

Now let

$$
U\left(t^{\prime \prime}-t^{\prime}\right)=\operatorname{prob}\left\{f>0 \text { at all points in }\left(t^{\prime}, t^{\theta}\right)\right\} .
$$

$$
\nabla\left(t^{n}-t^{\prime}\right) \mathrm{d} t^{n}=\operatorname{prob}\left\{\begin{array}{ll}
f>0 & \text { at all points in }\left(t^{\prime}, t^{*}\right) \\
f=0 & \text { at some point in }\left(t^{*}, t^{x}+\mathrm{d} t^{n}\right.
\end{array}\right\}
$$

then

$$
U\left(t^{\prime \prime}-t^{\prime}\right)=U\left(t^{n}+\mathrm{d} t^{n}-t^{\prime}\right)+\nabla\left(t^{n}-t^{\prime}\right) \mathrm{d} t^{\prime \prime},
$$

for the possibilities represented in the right-hand side are mutually exclusive and together exhaust the possibilities represented on the left-hand side. Taking the limit as $\mathrm{d} t^{n}$ tends to zero we have

$$
\nabla\left(t^{\prime \prime}-t^{\prime}\right)=-\frac{\partial}{\partial t^{\prime \prime}} U\left(t^{\prime \prime}-t^{\prime}\right) .
$$

Similarly, if we define

$$
\left.W\left(t^{\prime \prime}-t^{\prime}\right) \mathrm{d} t^{\prime} \mathrm{d} t^{\prime \prime}=\operatorname{prob} \left\lvert\, \begin{array}{ll}
f=0 & \text { at some point in }\left(t^{\prime}, t^{\prime}+\mathrm{d} t^{\prime}\right) \\
f>0 & \text { at all points in }\left(t^{\prime}+\mathrm{d} t^{\prime}, t^{a}\right) \\
f=0 & \text { at some point in }\left(t^{\prime \prime}, t^{\prime \prime}+\mathrm{d} t^{n}\right)
\end{array}\right.\right\},
$$

we have

$$
\nabla\left(t^{\prime \prime}-t^{\prime}-\mathrm{d} t^{\prime}\right)=\nabla\left(t^{\prime \prime}-t^{\prime}\right)+W\left(t^{\pi}-t^{\prime}\right) \mathrm{d} t^{\prime}
$$

and so

$$
\begin{equation*}
W\left(t^{\prime \prime}-t^{\prime}\right)=\frac{\partial}{\partial t^{\prime}} \nabla\left(t^{\prime \prime}-t^{\prime}\right), \tag{2•8}
\end{equation*}
$$

or

$$
\begin{equation*}
W\left(t^{\prime \prime}-t^{\prime}\right)=-\frac{\partial^{8}}{\partial t^{\prime} \partial t^{\prime \prime}} U\left(t^{n}-t^{\prime}\right) . \tag{2.9}
\end{equation*}
$$

Now $p\left(t^{\prime \prime}-t^{\prime}\right) \mathrm{d} t^{n}$ is, by definition, the probability that $f>0$ at all points in $\left(t^{\prime \prime}, t^{\prime}\right)$ and that $f=0$ at some point in ( $\left.t^{\prime \prime}, t^{\prime \prime}+\mathrm{d} t^{\prime \prime}\right)$, given that $t^{\prime}$ is an up-crossing of $f$, or alternatively given that there is an up-crossing at some point in ( $t^{\prime}, t^{\prime}+\mathrm{d} t^{\prime}$ ), no matter where. (The probability of two or more zero-crossings in $\left(t^{\prime}, t^{\prime}+\mathrm{d} t^{\prime}\right)$ becomes
negligible as $\mathrm{d} t^{\prime} \rightarrow 0$.) But the prior probability of an up-crossing in $\left(t^{\prime}, t^{\prime}+\mathrm{d} t^{\prime}\right)$ is $\frac{1}{2} N_{0} \mathrm{~d} t^{\prime}$. Hence, by the rule of inverse probabilities,
giving

$$
p\left(t^{\prime \prime}-t^{\prime}\right) \mathrm{d} t^{\prime \prime}=\frac{W\left(t^{*}-t^{\prime}\right) \mathrm{d} t^{\prime} \mathrm{d} t^{*}}{\frac{1}{2} N_{0} \mathrm{~d} t^{\prime}},
$$

g

$$
\begin{equation*}
p\left(t^{\prime}-t^{\prime}\right)=-\frac{2}{N_{0}} \frac{\partial^{2}}{\partial t^{\prime} \partial t^{\prime \prime}} U\left(t^{\prime \prime}-t^{\prime}\right) \tag{2.11}
\end{equation*}
$$

On substituting $t^{\prime \prime}-t^{\prime}=\tau$, we have the relation (2.1).
The relation is proved, in the first place, only when $\tau$ denotes the interval between an up-crossing and the next down-crossing. But since $f(t)$ is symmetrical about zero, the relation holds also for the interval between a down-crossing and the next upcrossing, and so when $\tau$ denotes the interval between any two successive zeros.

The relation between $p(\tau)$ and $U(\tau)$ is sketched in figure 1, assuming a fairly narrow spectrum. $U(\tau)$ is always a positive function, tending to zero at infinity. Also, since there is an even chance that in any given small interval of time $f$ will be positive we have $U(0)=\frac{1}{2}$. At the origin $p(\tau)$ vanishes (as will be shown), and has a finite gradient. Hence the curvature of $U(\tau)$ is zero at the origin.


FIGURE 1. The relation between $p(\tau)$ and $U(r)$ for a typical random function.
Since $p(\tau)$ can never be negative it is clear from (2-1) that the curvature of $U(\tau)$ is always positive or zero.

## 3. An expresston for $U(\tau)$

By the preceding lemma our problem is now reduced to the evaluation of $U(\tau)$.
Taking $n$ points $t_{1}, t_{2}, \ldots, t_{n}$ between $t^{\prime}$ and $t^{n}$, with $t_{1}=t^{\prime}$ and $t_{n}=t^{\prime}$, let

$$
U_{n}\left(t_{1}, \ldots, t_{n}\right)=\operatorname{prob}\left\{f\left(t_{1}\right)>0, \ldots, f\left(t_{n}\right)>0\right\} .
$$

Then if $n$ tends to infinity in such a way that the largest interval between the points tends to zero it is reasonable to assume (if $f(t)$ is continuous) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} U_{n}\left(t_{1}, \ldots, t_{n}\right)=U\left(t^{n}-t^{\prime}\right) . \tag{3.2}
\end{equation*}
$$

## M. S. Longuet-Higgins

An expression for $U_{n}$ may be written down immediately. For

$$
\begin{equation*}
U_{n}=\int_{0}^{\infty} \ldots \int_{0}^{\infty} p\left(\xi_{1}, \ldots, \xi_{n}\right) \mathrm{d} \xi_{1} \ldots \mathrm{~d} \xi_{n}, \tag{3•3}
\end{equation*}
$$

where $\xi_{i}$ denotes $f\left(t_{1}\right)$. So from equation ( $1 \cdot 18$ )

$$
\begin{equation*}
U_{n}=\frac{\left|\left(M_{i j}\right)\right|^{\frac{1}{2}}}{(2 \pi)^{\frac{1}{n}}} \int_{0}^{\infty} \cdots \int_{c}^{\infty} \exp \left[-\frac{1}{2} \sum_{i j} M_{i j} \xi_{i} \xi_{j}\right] \mathrm{d} \xi_{1} \ldots \mathrm{~d} \xi_{n} . \tag{3-4}
\end{equation*}
$$

Since ( $M_{i j}$ ) is positive-definite we may, by a real linear substitution

$$
\xi_{i}=\sum_{j=1}^{n} a_{i j} \eta_{j},
$$

transform the integral into the form

$$
U_{n}=\frac{1}{(2 \pi)^{\frac{1}{n}}} \int_{V} \ldots \int \exp \left[-\frac{1}{2}\left(\eta_{1}^{2}+\ldots+\eta_{n}^{2}\right) \mathrm{d} \eta_{1} \ldots \mathrm{~d} \eta_{n}\right.
$$

where $V$ denotes the solid angle

$$
\sum_{j=1}^{n} a_{i j} \eta_{j} \geqslant 0 .
$$

This in turn may be written

$$
\begin{equation*}
U_{n}=\frac{1}{(2 \pi)^{\frac{1}{n}}} \int_{0}^{\infty} \exp \left[-\frac{1}{2} r^{2}\right] r^{n-1} \mathrm{~d} r S_{n}, \tag{3.8}
\end{equation*}
$$

where $r^{2}=\eta_{1}^{2}+\ldots+\eta_{n}^{2}$ and $S_{n}$ (or $S$ ) is the region of the unit hypersphere

$$
\eta_{1}^{2}+\ldots+\eta_{n}^{2}=1
$$

bounded by the hyperplanes $\Sigma a_{i j} \eta_{j}=0$. Integration with respect to $r$ gives

$$
U_{n}=\frac{\left(\frac{1}{2} n-1\right)!}{2 \pi^{\frac{1}{2} n}} S_{n} .
$$

## 4. Properties of $S_{n}$

When $n=2$ or $3, S_{n}$ denotes the angle contained by two straight lines, or the solid angle contained by three given planes, respectively. For general values of $n, S_{n}$ is obviously a function of the $\frac{1}{2} n(n-1)$ angles between the $n$ bounding hyperplanes of (3.7). Denoting the interior angle between the ith and $j$ th hyperplanes by $\theta_{i j}$ we have
and so

$$
\begin{equation*}
\cos \theta_{i j}=-\frac{\sum_{k} a_{i k} a_{k j}}{\left(\sum_{k} a_{i k}^{2}\right)^{\frac{1}{2}}\left(\sum_{k} a_{k j}^{2}\right)^{\frac{1}{2}}}=-\frac{\psi_{i j}}{\left(\psi_{i i} \psi_{j j}\right)^{\frac{1}{2}}} \tag{4-1}
\end{equation*}
$$

In the case $n=2$,

$$
\theta_{i j}=\cos ^{-1}\left(-\psi_{i j} / \psi_{0}\right) \quad\left(0 \leqslant \theta_{i j} \leqslant \pi\right) .
$$

$$
S_{n}=S_{2}=\theta_{12}
$$

and when $n=3$ the well-known formula for the area of a spherical triangle gives

$$
S_{n}=S_{9}=\theta_{23}+\theta_{31}+\theta_{12}-\pi
$$

Schlaefi ( ${ }^{1858}$ ) has shown that in general $S_{n}$ may be expressed in terms of functions of the type $S_{n-1}, S_{n-9}, \ldots, S_{2}$ whenever $n$ is odd, but not when $n$ is even. There is in fact no reduction formula for $S_{n}$ which is valid for all integral values of $n$, although for particular values of the angles $\theta_{i j}$ it is sometimes possible to express $S_{n}$ in finite terms (see Schlaefli 1860; Coxeter 1935; Anis \& Lloyd 1953).

However, there exists a fundamental differential relation, first proved by Schlaefli ( 1858 ; see also Plackett 1954), namely

$$
\frac{\partial S_{n}}{\partial \hat{\theta}_{p q}}=\frac{1}{n-2} S^{(p q)} \quad(n \geqslant 4),
$$

where $S^{(\mathbb{D})}$ denotes the simplex $S_{n-2}$ corresponding to the $(n-2) \times(n-2)$ matrix $M_{i j}^{(p q)}$ which is derived from $\left(M_{i j}\right)$ by deleting the $p$ th and $q t \mathrm{th}$ rows and columns.

The relation (4.5) reduces the number of consecutive integrations to be performed in evaluating $S_{n}$ to $\frac{1}{2} n$ or $\frac{1}{2}(n-1)$ according as $n$ is even or odd. $S_{2}$ involves essentially one integration since

$$
\theta_{12}=\cos ^{-1}\left(-\psi_{12} / \psi_{0}\right)=\int_{-\psi_{2} / \psi_{0}}^{1} \frac{d x}{\left(1-x^{2}\right)^{\frac{1}{2}}} .
$$

We shall make frequent use of (4.5) in the following work.
From the definition of $S^{(p e)}$ it will be seen that the $(r, s)$ th angle of $S^{(p)}$ is given by

$$
\cos \theta_{r b}^{\text {(p) }}=-\frac{\left(\begin{array}{lll}
p & q & r \\
)
\end{array}\right)}{\left(\begin{array}{lll}
p & q & r \\
r
\end{array}\right)^{\frac{t}{2}}\left(\begin{array}{lll}
p & q & s \\
s
\end{array}\right)^{\frac{1}{2}}} \quad\left(0 \leqslant \theta_{r z}^{(p)} \leqslant \pi\right)
$$

where $\left(\begin{array}{lll}\underline{p} & q & r \\ r\end{array}\right)$ denotes the $3 \times 3$ determinant

$$
\left(\begin{array}{lll}
p & q & r \\
s & q & s
\end{array}\right)=\left|\begin{array}{lll}
\psi_{p p} & \psi_{p q} & \psi_{p s} \\
\psi_{q p} & \psi_{g q} & \psi_{q q} \\
\psi_{r p} & \psi_{r q} & \psi_{r s}
\end{array}\right|
$$

## b. Approximating to $p(r)$

From (2.1) and (2.11) it follows that
or

$$
\begin{gather*}
p\left(t^{\prime \prime}-t^{\prime}\right)=-\frac{2}{N_{0}} \frac{\partial^{2}}{\partial i_{1} \partial i_{n}} \lim _{n \rightarrow \infty} U_{n}\left(t_{1} \ldots t_{n}\right)  \tag{6•1}\\
p(\tau)=\frac{2}{N_{0}} \frac{d^{2}}{\dot{d} \tau^{2}} \lim _{n \rightarrow \infty} U_{n}\left(t_{1} \ldots t_{n}\right) . \tag{5.2}
\end{gather*}
$$

Assuming that the order of differentiation and of letting $n$ tend to infinity may be reversed, we have either

$$
\begin{align*}
& p(\tau)=\lim _{n \rightarrow \infty} p_{n}(\tau) \\
& p(\tau)=\lim _{n \rightarrow \infty} p_{n}^{*}(\tau) \tag{5.4}
\end{align*}
$$

or
where

$$
p_{n}(\tau)=-\frac{2}{N_{0}} \frac{\partial^{2}}{\partial t_{1} \partial t_{n}} U_{n}\left(t_{1} \ldots t_{n}\right)
$$

and

$$
\begin{equation*}
p_{n}^{*}(\tau)=\frac{2}{N_{0}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \tau^{2}} U_{n}\left(t_{1} \ldots t_{n}\right) \tag{5.6}
\end{equation*}
$$

## M. S. Longuet-Higgins

We have therefore two alternative approximations to $p(\tau)$, namely $p_{n}(\tau)$ and $p_{n}^{*}(\tau)$. In the first of these, $U_{n}\left(t_{1}, \ldots, t_{n}\right)$ is differentiated partially with respect to $t_{1}$ and $t_{n}$ only, $t_{2}, \ldots, t_{n-1}$ being kept constant. In the second, each of $t_{1} \ldots t_{n}$ is considered to be a function of $r$, and in fact the most natural assumption is that the $t_{f}$ are all equally spaced:

$$
t_{i}=\frac{i \tau}{n-1}
$$

Differentiation with respect to $r$ then involves all the points.
We shall examine both types of approximation and compare their merits.

$$
\text { B. } p_{n}(\tau)
$$

From (5.5), (3.9) and (0.1) we have

$$
p_{n}(\tau)=-\frac{\left(\frac{1}{2} n-1\right)!}{\pi^{\frac{1}{2} n-1}}\left(\frac{\psi_{0}}{-\psi_{0}^{\prime}}\right)^{\frac{1}{2}} \frac{\partial^{2} S_{n}}{\partial t_{1} \partial t_{n}} .
$$

The first interesting case is $n=3$. Substituting from (4-4) we have

$$
\begin{equation*}
p_{3}(\tau)=-\frac{1}{2}\left(\frac{\psi_{0}}{-\psi_{0}^{\prime \prime}}\right)^{\frac{1}{2}} \frac{\partial^{2}}{\partial t_{1} \partial t_{3}}\left(\theta_{23}+\theta_{31}+\theta_{12}-\pi\right) \tag{6.2}
\end{equation*}
$$

Since $\theta_{i j}$ depends only on $\ell_{i}$ and $t_{j}$ and since
it follows that

$$
\begin{align*}
& \theta_{1 \mathrm{~s}}=\cos ^{-1}\left(\frac{-\psi_{13}}{\frac{1}{\psi_{0}}}\right)=\cos ^{-1}\left(\frac{-\psi^{\prime}}{\psi_{\tau}}\right),  \tag{6.3}\\
& p_{0}(\tau)=\frac{1}{2}\left(\frac{\psi_{0}}{-\frac{\psi_{0}^{\prime \prime}}{\psi_{0}^{\prime \prime}}}\right)^{\frac{\mathrm{d}^{2}}{\mathrm{~d} \tau^{2}} \cos ^{-1}\left(\frac{-\psi_{\tau}}{\psi_{0}}\right) .} .
\end{align*}
$$

On performing the differentiation we have

$$
\begin{align*}
p_{3}(\tau) & =\frac{1}{2}\left(\frac{\psi_{0}^{0}}{-\psi_{0}^{\sigma}}\right)^{\frac{1}{d}} \frac{\mathrm{~d}}{\mathrm{~d} \tau} \frac{\psi_{\tau}^{\prime}}{\left(\psi_{0}^{2}-\psi_{\tau}^{2}\right)^{\frac{1}{2}}}  \tag{6.5}\\
& =\frac{1}{2}\left(\frac{\psi_{0}}{-\psi_{0}^{2}}\right)^{\frac{1}{2}} \frac{\psi_{\tau}^{\prime 2}\left(\psi_{0}^{2}-\psi_{\tau}^{2}\right)-\psi_{\tau} \psi_{\tau}^{\prime}}{\left(\psi_{0}^{2}-\psi_{\tau}^{2}\right)^{2}} . \tag{6.6}
\end{align*}
$$

It will be noticed that this distribution is quite independent of the choice of the middle ordinate $t_{2}$. We now examine some of the properties of the distribution.

Small values of $\tau$. By straightforward expansion of $\psi$ in powers of $\tau$ we find

$$
p_{3}(\tau)=\frac{1}{8} \frac{\psi_{0} \psi_{0}^{\prime \tau}-\psi_{0}^{\sigma_{2}}}{-\psi_{0} \psi_{0}^{\pi}} \tau+O\left(\tau^{3}\right)
$$

Thus $p_{\mathrm{g}}$ vanishes when $\tau=0$, and the gradient there is

$$
\begin{equation*}
\left(\frac{\mathrm{d} p_{3}}{\mathrm{~d} \tau}\right)_{\tau=0}=\frac{1}{8} \frac{\psi_{0} \psi_{0}{ }^{(v}-\psi_{0}^{n}}{-\psi_{0} \psi_{0}^{n}} \tag{6.8}
\end{equation*}
$$

This agrees with Rice's approximation (1945, p. 59). Now from (1.8) and (1.3) we have

$$
\begin{align*}
\psi_{0} \psi_{0}^{\mathrm{dv}}-\psi_{0}^{*_{2}} & =m_{0} m_{4}-m_{2}^{2}  \tag{6.9}\\
& =\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} E\left(\sigma_{1}\right) E\left(\sigma_{2}\right)\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2} \mathrm{~d} \sigma_{1} \mathrm{~d} \sigma_{2} \\
& =\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} E\left(\sigma_{1}\right) E\left(\sigma_{2}\right)\left(\sigma_{1}+\sigma_{2}\right)^{2}\left(\sigma_{1}-\sigma_{9}\right)^{2} \mathrm{~d} \sigma_{1} \mathrm{~d} \sigma_{2} \tag{6.11}
\end{align*}
$$

showing that, when the spectrum is narrow, the above quantity is almost proportional to $\delta^{2}$, the variance of the spectrum (cf. (1-13)). Hence, the narrower the spectrum the smaller is the gradient at the origin.

In general, the gradient at the origin is closely related to the parameter $\epsilon^{\mathbf{2}}$ defined by

$$
\begin{equation*}
\epsilon^{2}=\frac{m_{0} m_{4}-m_{9}^{2}}{m_{8} m_{4}} \tag{6.12}
\end{equation*}
$$

(see Cartwright \& Longuet-Higgins 1956). In fact

$$
\begin{equation*}
\left(\frac{\mathrm{d} p_{8}}{\mathrm{~d} \tau}\right)_{\tau=0}=\frac{1}{8} \frac{m_{0} \pi_{i 4}-m_{2}^{2}}{m_{0} \pi_{2}}=\frac{1}{8} \pi^{2} N_{8}^{2} \frac{\varepsilon^{2}}{1-\varepsilon^{2}} \tag{6.13}
\end{equation*}
$$

(where $N_{0}$ denotes the number of zero-crossings per unit time. It is shown, in the paper just referred to, that $e$ lies between 0 and 1 , and its exact value, together with the value of $m_{0}$, determines the statistical distribution of the heights of the maxima of $f(t)$.

A narrow spectrum. We have seen in § 1 that for a narrow spectrum

$$
\begin{equation*}
\psi_{T}=\psi_{0}\left(1-\frac{1}{\delta} \delta^{2} \bar{\sigma}^{2} r^{2}\right) \cos \bar{\sigma} \tau+O\left(\delta^{3} \bar{\sigma}^{4} \tau^{4}\right) . \tag{6.14}
\end{equation*}
$$

It follows that

$$
\begin{gather*}
\psi_{0}^{*}=-\psi_{0} \bar{\sigma}^{2}\left(1+\delta^{2}\right)  \tag{6.15}\\
N_{0}=\frac{\bar{\sigma}}{\pi}\left(1+\delta^{2}\right)^{\frac{1}{4}} .
\end{gather*}
$$

The mean interval $\bar{\tau}$ is therefore given by

$$
\bar{\tau}=\frac{1}{\bar{N}_{0}} \div \frac{\pi}{\bar{\sigma}} \overline{\bar{\sigma}}
$$

neglecting $\delta^{2}$. In the neighbourhood of this mean interval let us write

$$
\begin{equation*}
\bar{\sigma} \tau=\pi+\eta, \tag{6.18}
\end{equation*}
$$

where $\eta$ is of order $\delta$. Then from ( 6.14 ) we have
and so (6.7) becomes

$$
\begin{gather*}
\psi_{\tau}=\psi_{0}\left[1-\frac{1}{2}\left(\eta^{2}+\pi^{2} \delta^{2}\right)\right]+O\left(\delta^{3}\right) \\
p_{3}(\tau) \div \frac{1}{2 \tau \bar{\tau} \delta} \frac{1}{\left(1+\eta^{2} / \pi^{2} \delta^{2}\right)^{1}}
\end{gather*}
$$

(terms of order $\delta^{2}$ are neglected). This expression is equivalent to the expression obtained by Rice (1945, p. 63) for a narrow spectrum and also to the results found by two independent methods (Longuet-Higgins 1957, §2.10 and 1958). The distribution is symmetrical, about $\eta=0$ or $\tau=\pi / \bar{\sigma}$, and it diminishes like $\left(\eta^{2}+\pi^{2} \delta^{2}\right)^{-1}$.

Large values of $\tau$. Assuming that $\psi_{\tau}$ and its derivatives tend to zero at infinity, we have

$$
\begin{equation*}
p_{9}(\tau) \rightarrow 0 \quad(\tau \rightarrow \infty), \tag{6.21}
\end{equation*}
$$

unlike Rice's approximation, which tends to a positive value (1954, p. 60). However, neither approximation can be considered valid when $\tau$ is large.

In fact, $p_{n}(\tau)$ cannot be expected to give a good approximation to $p(\tau)$ when $\tau$ is greater than about $(n-1) \bar{\tau}$; for $U_{n}$ is only an approximation to $U$ provided that the
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probability of $f$ being negative between two positive ordinates $\xi_{6}, \xi_{i+1}$ can be neg. lected; and this is not so when ( $t_{i+1}-t_{i}$ ) is greater than $\overrightarrow{\boldsymbol{T}}$.

Therefore we shall not be surprised to find $p_{3}(\tau)$ becoming erratic or even negative when $\tau$ is greater than about $2 \bar{T}$.

## Higher approximations

Returning to the general formula for $p_{n}$ (equation (6-1)) we see that, since $S_{n}$ is a function of the angles $\theta_{i j}$,

$$
\begin{equation*}
\frac{\partial S}{\partial t_{1}}=\sum_{i<j} \frac{\partial S}{\partial \theta_{i j}} \frac{\partial \theta_{i j}}{\partial t_{1}} . \tag{6.22}
\end{equation*}
$$

Since $\theta_{i j}$ is a function of $\left(t_{i}-t_{j}\right)$ only, the above reduces to
or

$$
\begin{gather*}
\frac{\partial S}{\partial t_{1}}=\sum_{j=2}^{\pi} \frac{\partial S}{\partial \theta_{1 j}} \frac{\partial \theta_{u_{1}}}{\partial t_{1}}, \\
\frac{\partial S}{\partial t_{1}}=\frac{1}{n-2} \sum_{j=2}^{m} S^{(a j)} \frac{\partial \theta_{1 j}}{\partial t_{1}},
\end{gather*}
$$

by (4.5). Hence

$$
\begin{equation*}
\frac{\partial^{2} S}{\partial \overline{\partial t_{1}} \hat{\partial t_{n}}}=\frac{1}{n-2} S^{(a n)} \frac{\partial \theta_{1 n}}{\partial t_{1} \partial t_{n}}+\frac{1}{n-2} \sum_{j=2}^{n} \frac{\partial S^{(1 n)}}{\partial t_{n}} \frac{\partial \theta_{3 j}}{\partial t_{1}} \tag{6.25}
\end{equation*}
$$

and so, from (8.1),

$$
p_{n}(\tau)=\frac{\left(\frac{1}{2} n-2\right)!}{\pi^{\frac{1}{n}-1}} S^{(a n)} p_{3}(\tau)-\frac{\left(\frac{1}{2} n-2\right)!}{2 \pi^{\frac{1}{n}-1}}\left(\frac{\psi_{0}}{-\psi_{0}^{n}}\right)^{\frac{1}{n}} \sum_{j=2}^{n} \frac{\partial S^{a n} \partial \theta_{1 j}}{\partial t_{n}} \frac{\partial}{\partial t_{1}} .
$$

When $\tau$ is small it can be shown (see the appendix) that the dihedral angles $\theta_{r s}^{(1 n)}$ of the apherical simplex $S^{(1 n)}$ all approach $\pi$; hence $S^{(1 n)}$ approaches half the content of a hypersphere in $(n-2)$ dimensions, that is

$$
\begin{equation*}
S^{(1 n)}=\frac{\pi^{\frac{4}{} n-1}}{\left(\frac{1}{2} n-2\right)!}+O(\tau) \tag{6.27}
\end{equation*}
$$

Thus the first term on the right of (6.26) becomes

$$
\begin{equation*}
p_{\mathrm{s}}(\tau)+O\left(\tau^{2}\right) \tag{6-28}
\end{equation*}
$$

(since $p_{\mathrm{s}}$ itself is $O(\tau)$ at the origin). In the second group of terms we have
and so

$$
\begin{align*}
& \frac{\partial \theta_{1 j}}{\partial t_{1}}=-\frac{\psi_{1 j}^{\prime}}{\left(\psi_{0}^{2}-\psi_{1,2}^{2}\right)^{\prime}}=\left(\frac{-\psi_{0}^{0}}{\psi_{0}^{\prime}}\right)^{j}+O\left(\tau^{2}\right)  \tag{6.29}\\
& \sum_{j=2}^{n} \frac{\partial S^{(1)} \partial \theta_{1 j}}{\partial t_{n}} \frac{\partial \psi_{1}}{\partial t_{1}}=\left(\frac{-\psi_{0}^{0}}{\psi_{0}^{\prime}}\right)^{\frac{1}{n}} \sum_{j=2}^{n} \frac{\partial S^{(1)}}{\hat{\partial t_{n}}}+O\left(\tau^{2}\right) \tag{6.30}
\end{align*}
$$

It is shown in the appendix that
and so finally

$$
\begin{gather*}
\sum_{j=9}^{n} \frac{\left.\partial S^{2} \tau\right)}{\partial t_{n}}=O\left(\tau^{2}\right) \\
p_{n}(\tau)=p_{9}(\tau)+O\left(\tau^{2}\right), \tag{6.32}
\end{gather*}
$$

from which we conclude that $p_{3}(\tau)$ has both the correct value and the correct gradient at the origin. $\dagger$

[^17]We saw in $\S 4$ that $S_{n}$ can be evaluated in terms of known functions up to and including $n=3$. Since $S^{(1)}$ is of degree ( $n-2$ ), it follows from (6-26) that $p_{n}(\tau)$ may be evaluated as far as $n=5$.

Thus for $n=4$, for example, we find

$$
\begin{align*}
& p_{6}(\tau)=\frac{\gamma}{\pi} p_{3}(\tau)-\frac{1}{2 \pi}\left(\frac{\psi_{0}}{-\psi_{0}^{\pi}}\right)^{\frac{t}{2}}\left[\frac{\partial \alpha}{\partial t_{4}} \frac{\partial \theta_{12}}{\partial t_{1}}+\frac{\partial \beta \partial \theta_{13}}{\partial t_{4}} \frac{\partial \gamma_{1}}{\partial t_{1}}+\frac{\partial \theta_{14}}{\partial t_{4}} \frac{\partial t_{1}}{}\right], \\
& \alpha=\theta_{34}^{(19)}=\cos ^{-1}\left[-\left(\begin{array}{lll}
1 & 2 & 3 \\
& & 4
\end{array}\right) / \sqrt{ }\left(\left[\begin{array}{lll}
1 & 2 & 3 \\
& & 3
\end{array}\right)\left(\begin{array}{lll}
1 & 2 & 4 \\
\hline
\end{array}\right)\right\}\right], \\
& \beta=\theta_{24}^{(18)}=\cos ^{-1}\left[-\left(\begin{array}{lll}
1 & 3 & 2 \\
1 & & 4
\end{array}\right) / \sqrt{ }\left\{\left(\begin{array}{lll}
1 & 3 & 2 \\
1 & & 2
\end{array}\right)\left(\begin{array}{lll}
1 & 3 & 4 \\
4 & & 4
\end{array}\right)\right\}\right], \\
& \gamma=\theta_{23}^{(14)}=\cos ^{-1}\left[-\left(\begin{array}{lll}
1 & 4 & 2 \\
& & 3
\end{array}\right) / \sqrt{ }\left[\left(\begin{array}{lll}
1 & 4 & 2 \\
& & 2
\end{array}\right)\left(\begin{array}{lll}
1 & 4 & 3 \\
1 & & 3
\end{array}\right)\right\}\right] .
\end{align*}
$$

where

In carrying through the computation certain relations between the determinants $\left(\begin{array}{lll}p & q & r \\ s\end{array}\right)$ are found useful. These arise from the fact that each determinant depends only on the correlations $\psi_{p q}, \psi_{p s}, \ldots$ and therefore on the magnitudes $|p-q|$, $|p-s|, \ldots$. Thus we have
and

$$
\left.\begin{array}{l}
\left(\begin{array}{lll}
p & q & s
\end{array}\right)=\left(\begin{array}{lll}
q & p & r \\
\hline & & s
\end{array}\right)=\left(\begin{array}{lll}
p & q & r
\end{array}\right) \\
\left(\begin{array}{lll}
p & q & r
\end{array}\right)=\left(\begin{array}{lll}
p & r & q
\end{array}\right)=\left(\begin{array}{lll}
r & q & p \\
\hline
\end{array}\right. \tag{6-36}
\end{array}\right) .
$$

If, for convenience, the points $t_{i}$ are equally spaced at intervals of $\tau /(n-1)$ apart, we also have relations such as

$$
\left(\begin{array}{lll}
p & q & r  \tag{6.37}\\
g
\end{array}\right)=\left(\begin{array}{lll}
p+1 & q+1 & r+1 \\
s+1
\end{array}\right)=\left(\begin{array}{lll}
n-p & n-q & \begin{array}{l}
n-r \\
n-8
\end{array}
\end{array}\right)
$$

which greatly reduce the number of quantities to be calculated.
The computation of $p_{n}$ for $n=3,4,5$ has been carried through for the case of a low-pase spectrum:

$$
E(\sigma)==\left\{\begin{array}{ll}
1 & (0<\sigma<1),  \tag{6.38}\\
0 & (1<\sigma) .
\end{array}\right\}
$$

The correlation function in this case assumes the simple form

$$
\frac{\psi_{\tau}}{\psi_{0}}=\frac{\sin \tau}{\tau}
$$

The results for $p_{n}$ are shown in figure 2. It will be seen that $p_{3}, p_{4}$ and $p_{5}$ all lie very close together up to about $\tau=3 \cdot 5$, suggesting that the third approximation is accurate up to this point. In fact the numerical results show that ( $p_{4}-p_{3}$ ) and $\left(p_{5}-p_{4}\right)$ both behave like $\tau^{5}$ near the origin, so that $p_{3}$ is very probably correct as far as the term in $\tau^{4}$.

As we should expect, $p_{3}$ begins to differ appreciably from the next two approximations when $\tau$ exceeds $\pi$, that is, half the cut-off period $2 \pi$. When $\tau>6, p_{3}$ becomes
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negative, which is of course impossible. $p_{4}$ also becomes negative at about $\tau=7 \cdot 3$, though to a lesser extent. However, $p_{5}$ is positive until $\tau=12.5$ and shows the interesting phenomenon of a second maximum at about $\tau=10$, also observed experimentally. The observations of Campbell quoted by Rice are also shown in the figure. It should be borne in mind that in the observational material the cut-off frequency was not well defined, and that this has probably affected the position of the two maxima; the presence of any additional energy beyond the theoretical cut-off frequency might be expected to increase the number of short intervals in the distribution and so to shift both observed maxima towards the left. The theoretical cut-off frequency was chosen so that the first maximum of $\psi_{\tau}$ coincided with the observed maximum, but the corrent position of the second maximum is somewhat uncertain.

$$
\text { 7. } p_{n}^{*}(\tau)
$$

From equations (5.6) we have in general

$$
\begin{equation*}
p_{n}^{*}(\tau)=\frac{\left(\frac{1}{2} n-1\right) t}{\pi^{n-1}}\left(\frac{\psi_{0}}{-\psi_{0}^{*}}\right)^{\frac{1}{2}} \frac{\mathrm{~d}^{2} S_{n}}{\mathrm{~d} \tau^{2}} . \tag{7-1}
\end{equation*}
$$

When $n=3$ this becomes

$$
\begin{equation*}
p_{3}^{*}(\tau)=\frac{1}{2}\left(\frac{\psi_{0}}{-\psi_{0}^{*}}\right)^{\ddagger} \frac{\mathrm{d}^{2}}{\mathrm{~d} \tau^{2}}\left(\theta_{23}+\theta_{31}+\theta_{12}-\pi\right) . \tag{7.2}
\end{equation*}
$$

In contrast to the previous case, all three angles $\theta_{23}, \theta_{31}, \theta_{12}$ make non-zero contributions. Supposing that the pointa $t_{1}, t_{2}, t_{3}$ are equally spaced, then $t_{2}-t_{1}$ and $t_{3}-t_{2}$ are both equal to $\frac{1}{2} \tau$ and hence

$$
p_{8}^{*}(\tau)=p_{3}(\tau)+\frac{1}{2} p_{3}\left(\frac{1}{2} \tau\right),
$$

where $p_{3}(\tau)$ is the approximation considered in $\S 6$.
Gradient at the origin. On differentiating with respect to $\tau$ and putting $\tau=0$ we find

$$
\left(\frac{\mathrm{d} p_{3}^{*}}{\mathrm{~d} \tau}\right)_{\tau=0}=\frac{5}{4}\left(\frac{\mathrm{~d} p_{3}}{\mathrm{~d} \tau}\right)_{\tau=0}
$$

Therefore, the gradient of $p_{3}^{*}$ at the origin is not equal to the true gradient, but exceeds it by $25 \%$.

A narrow spectrum. On making the same approximations as before we find, when $\tau$ is in the neighbourhood of $\bar{\tau}$, that $p_{3}\left(\frac{1}{2} \tau\right)$ is amall; hence

$$
\begin{equation*}
p_{3}^{*}(r) \div p_{3}(\tau) \tag{7•5}
\end{equation*}
$$

and the approximations have the same limiting form for a narrow spectrum.
At infinity, $p_{3}^{*}$ like $p_{3}$ tends to zero.
Computation of $p_{8}^{*}$ for a low-pass spectrum shows (figure 3) that although the approximation is not so good as $p_{\mathrm{g}}$ near the origin, yet it is somewhat better for values of $\tau$ greater than about 4.

Higher approximations of the same type may be obtained by computing

$$
\frac{\mathrm{d} S_{n}}{\mathrm{~d} \tau}=\sum_{i<j} \frac{\partial S}{\partial \theta_{i j}} \frac{\mathrm{~d} \theta_{i j}}{\mathrm{~d} \tau}=\frac{1}{n-2} \sum_{i<j} S^{(t)} \frac{-\psi_{i j}^{\prime}}{\left(\psi_{0}^{2}-\psi_{i j}\right)^{\frac{1}{2}}}
$$
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Figure 3. Graphs of $p^{*}(\tau), p \neq(\tau)$ and $p^{\prime}(\tau)$ for the same epeotrum as in figure 2 (and with the same experimental data).
at regular intervals of $\tau$ and then differentiating numerically in equation (7.1). Since $S^{(t)}$ is of degree $n-2$, this may be done up to and including $n=5$.

The above procedure was carried out for a low-pass spectrum (given by (6.38)) and the reaults are shown in figure 3. It will be seen that the gradient of $p_{4}^{*}$ and $p_{8}^{*}$ at the origin differs from the gradient of $p_{3}^{*}$, and all in fact differ from the correct gradient. On the other hand, none of the approximations $p_{n}^{*}$ becomes as negative as the corresponding approximation $p_{n,}^{*}$, and from the observed points (which are the same as in figure 2) it appears that, for the larger values of $\tau, p_{n}^{*}$ is somewhat more accurate than $p_{n}$.

## 8. Condlusions

Two sequences of approximations to $p(\tau)$ have been derived, namely $p_{n}(\tau)$ and $p_{n}^{*}(\tau)$. Of these, the sequence $p_{n}(\tau)$ is the better approximation near the origin. Indeed the third approximation $p_{3}(\tau)$ is remarkably accurate over the lower half of the distribution, so that we have

$$
p(\tau) \doteqdot \frac{1}{2 \pi N_{0}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \tau^{2}} \cos ^{-1}\left(\frac{-\psi_{\tau}}{\psi_{0}}\right) \quad\left(\tau \leqslant \tau_{m}\right)
$$

where $\tau_{m}$ denotes the median value of $\tau$. The alternative sequence $p_{n}^{*}(\tau)$, however, appears to be more ancurate for larger values of $\tau$, and for a low-pass spectrum $p_{*}^{*}$ and $p_{5}^{*}$ give secondary maxima in accordance with observation. Both types of approximation tend to the correct form when the spectrum becomes narrow.

To compute higher approximations it would be necessary to carry out numerically some further steps of integration; though rather long, this might be done on the lines suggested by Plackett (1954).

From equation ( $8 \cdot 1$ ) some simple conclusions may be drawn. On integrating from the limit $\tau=0$ (that is to say over the range of $\tau$ for which the approximation is most accurate) we have

$$
\begin{equation*}
\int_{0}^{\tau} p(\tau) \mathrm{d} \tau \div \frac{1}{2 \pi N_{0}}\left[\frac{\mathrm{~d}}{\mathrm{~d} \tau} \cos ^{-1}\left(\frac{-\psi_{r}}{\psi_{0}}\right)\right]_{0}^{\tau} . \tag{8.2}
\end{equation*}
$$

The expression on the right, evaluated at $\tau=0$, is
and so

$$
\lim _{\tau \rightarrow 0} \frac{\psi_{\tau}^{\prime}}{\left(\psi_{0}^{2}-\psi_{\tau}^{2}\right)^{2}}=\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right)^{\frac{1}{2}}=\pi N_{0}
$$

$2 \pi N_{0} \mathrm{~d} \tau \quad\left(\frac{\psi_{0}}{\psi_{0}}\right)=\frac{1}{2} \int_{0}(\tau) d \tau$
At the first minimum of $\psi_{r}$, we have $\psi_{\tau}^{\prime}=0$, and so the left-hand side vanishes, giving

$$
\begin{equation*}
\int_{0}^{\tau} p(\tau) \mathrm{d} \tau=\frac{1}{2} . \tag{8.5}
\end{equation*}
$$

In other words, $\tau=\tau_{m}$, the median of the distribution; or the median of $p(\tau)$ is approximately at the first minimum of the correlation function $\psi_{\tau}$.

Further, from (8.4)

$$
\begin{equation*}
\frac{1}{2 \pi N_{0}} \frac{\mathrm{~d}}{\mathrm{~d} \tau} \cos ^{-1}\left(\frac{\psi_{\tau}}{\psi_{0}}\right) \doteqdot \int_{\tau_{=}}^{\tau} p(\tau) \mathrm{d} \tau=F(\tau), \tag{8-6}
\end{equation*}
$$
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where $F^{\prime}(\tau)$ is the distribution function of $\tau$ measured from the median. Hence

$$
\begin{equation*}
\psi_{\tau} / \psi_{0} \div \cos \left[2 \pi N_{c} \int_{0}^{\tau} F(\tau) \mathrm{d} \tau\right] . \tag{8.7}
\end{equation*}
$$

This serves to give $\psi_{\tau} / \psi_{0}$ very simply in terms of $F(\tau)$, which in turn may be found from the observed distribution of $\tau$.

Thus by measuring the distribution of intervals between zeros we have a simple Monte Carlo method to determine the correlation function $\psi_{\tau}$. The method is valid for values of $\tau$ less than the median of the distribution.

## Appendix. The bebaviour of $p_{n}$ near the origin

To prove the assertions which were made in § 6 regarding the behaviour of $p_{n}(\tau)$ at the origin, we must examine the nature of $S^{(1 n)}$ and $\Sigma \partial S^{(1)} / \partial t_{n}$ for small values of $\tau$.
From (4.7) the $(r, s)$ th angle of $S^{(12)}$ is given by

$$
\cos \theta_{r i}^{(a i)}=-\frac{\left|\begin{array}{llll}
\psi_{11} & & &  \tag{A1}\\
& & \psi_{i i} & \\
& & \psi_{r a}
\end{array}\right|}{\left|\begin{array}{lllll}
\psi_{11} & & & \\
& \psi_{i i} & \\
& & \psi_{11} & & \\
& & \psi_{i i} & \\
& & & \psi_{r s}
\end{array}\right|}
$$

(where for convenience only the diagonal element of each determinant is written).
Now

$$
\begin{equation*}
\psi_{i j}=\psi\left(t_{i}-t_{j}\right)=\psi\left(\frac{i-j}{n-1} \tau\right) \tag{A2}
\end{equation*}
$$

a function which, by hypothesis, may be expanded in even powers of $\tau$. Thus we may apply the following lemma: If $F(x)$ is any function expansible in a power series about $x=0$, and if $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ are proportional to $\tau$, the first term in the expansion of
is

$$
\begin{align*}
& \left|\begin{array}{cccc}
F\left(x_{1}-y_{1}\right) & F\left(x_{1}-y_{2}\right) & \ldots & F\left(x_{1}-y_{n}\right) \\
F\left(x_{2}-y_{1}\right) & F\left(x_{2}-y_{2}\right) & \ldots & F\left(x_{2}-y_{n}\right) \\
\vdots & \vdots & & \vdots \\
F\left(x_{n}-y_{1}\right) & F\left(x_{n}-y_{2}\right) & \ldots & F\left(x_{n}-y_{n}\right)
\end{array}\right|  \tag{A3}\\
& \left.\prod_{i<j}\left(x_{i}-x_{j}\right)\left(y_{j}-y_{i}\right)\left|\begin{array}{cccc}
F(0) & F^{\prime}(0) & \ldots & F^{(n-1)}(0) \\
{[1!2!\ldots(n-1)!]^{2}}
\end{array}\right| \begin{array}{ccc}
F^{\prime}(0) & F^{n}(0) & \ldots \\
\vdots & F^{(n)}(0) \\
\vdots & F^{(n-1)}(0) & F^{(n)}(0) \\
\vdots & F^{(2 n-2)}(0)
\end{array} \right\rvert\, . \tag{A4}
\end{align*}
$$

For example

$$
\left|\begin{array}{lll}
\psi_{11} & &  \tag{A5}\\
& \psi_{i i} & \\
& & \psi_{r \theta}
\end{array}\right| \div \frac{1}{4}\left(t_{1}-t_{i}\right)\left(t_{1}-t_{r}\right)\left(t_{i}-t_{r}\right) \cdot\left(t_{i}-t_{1}\right)\left(t_{\mathrm{B}}-t_{1}\right)\left(t_{s}-t_{i}\right)\left|\begin{array}{ccc}
\psi_{0} & 0 & \psi_{0}^{\pi} \\
0 & \psi_{0}^{\prime \prime} & 0 \\
\psi_{0}^{\prime \prime} & 0 & \psi^{\mu \mathrm{V}}
\end{array}\right|
$$

the remainder being of order $\tau^{\text {a }}$. Applying this in (A 1) we find

$$
\begin{equation*}
\cos \theta_{\tau s}^{\left(\alpha_{s}\right)}=-\frac{\left(t_{1}-t_{r}\right)\left(t_{1}-t_{g}\right)\left(t_{i}-t_{r}\right)\left(t_{i}-t_{g}\right)}{\left|\left(t_{1}-t_{r}\right)\left(t_{1}-t_{s}\right)\left(t_{i}-t_{r}\right)\left(t_{i}-t_{g}\right)\right|} . \tag{A6}
\end{equation*}
$$

## Intervals between successive zeros
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$$
\begin{equation*}
\cos \theta_{r a}^{(a)}= \pm 1 ; \quad \theta_{r a}^{a n}=0 \quad \text { or } \pi . \tag{A7}
\end{equation*}
$$

Hence the first of our assertions is proved.
To examine $\Sigma \partial S^{(1)} / \partial t_{n}$ (which we denote by $Q$ ), we have first

By Jacobi's theorem on the minors of a determinant the numerator may be written

$$
\left.\left|\begin{array}{ll}
\psi_{11} &  \tag{A9}\\
& \psi_{i i}
\end{array}\right| \begin{array}{|llll}
\psi_{11} & & & \\
& \psi_{i i} & & \\
& & \psi_{i r} & \\
& & & \psi_{m}
\end{array} \right\rvert\,
$$

and on using the lemma we find

Since $\theta_{\Gamma s}^{(d)}$ lies between 0 and $\pi$ by definition, we have, assuming $r<8$ and so $t_{r}<t_{s}$,
where

$$
\begin{gather*}
\sin \theta_{r o}^{(a)} \div G\left(t_{r}-t_{s}\right),  \tag{A11}\\
G=\frac{1}{3}\left[\frac{\psi_{0}^{\prime}\left(\psi_{0}^{*} \psi_{0}^{r 1}-\psi_{0}^{\prime \prime 2}\right)}{-\psi_{0}^{*}\left(\psi_{0} \psi_{0}^{H v}-\psi_{0}^{\prime 2}\right)}\right]^{\frac{1}{2}} . \tag{A12}
\end{gather*}
$$

Hence $\dagger$

$$
\theta_{r}^{(i n)}=\left\{\begin{align*}
G\left(t_{s}-t_{r}\right)+O\left(\tau^{a}\right) & (r<i<s)_{1}  \tag{A13}\\
\pi-G\left(t_{s}-t_{r}\right)+O\left(\tau^{9}\right) & (i<r<s) .
\end{align*}\right\}
$$

Writing $s=n$ we have

$$
\frac{\partial \theta_{r}^{(n)}}{\partial t_{n}^{(n)}}=\left\{\begin{array}{rr}
G+O\left(\tau^{2}\right) & (r<i)_{i}  \tag{A14}\\
-G+O\left(\tau^{2}\right) & (i<r) ;
\end{array}\right\}
$$

and writing $i=n$ (so that neither $r$ nor $s=n$ ) we have

$$
\begin{equation*}
\frac{\partial \theta_{r_{n}^{(11)}}^{\partial t_{n}}}{\partial t_{n}}=O\left(\tau^{2}\right) . \tag{A15}
\end{equation*}
$$

It follows from the last equation that

$$
\begin{equation*}
\frac{\partial S^{(n)}}{\partial t_{n}}=\sum_{r<a} \frac{\partial S^{(a n)}}{\partial \theta_{r d}^{(\alpha n)}} \frac{\partial \theta_{r}^{\left(a_{n}^{(n)}\right.}}{\partial t_{n}}=O\left(\tau^{2}\right) \tag{A16}
\end{equation*}
$$

and hence, neglecting terms of order $\tau^{2}$,

$$
\begin{equation*}
\bar{Q}=\sum_{j=2}^{n} \frac{\partial S^{(1)}}{\partial t_{n}}+\sum_{j=2}^{n-1} \frac{\partial S^{(1)}}{\partial t_{n}}=\sum_{\substack{i=2 \\ i=j}}^{n-1} \frac{\partial S^{(1)}}{\partial \theta_{1 n}^{(n)}} \frac{\partial \theta_{i n}^{(1)}}{\partial t_{n}} . \tag{A17}
\end{equation*}
$$
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When $n=4$ we have simply

$$
\begin{equation*}
S^{(a i)}=\theta_{u}^{(i)} \tag{A18}
\end{equation*}
$$

and so

$$
\begin{equation*}
Q=\frac{\partial \theta_{\mathfrak{\mu}}^{(12)}}{\partial t_{4}}+\frac{\partial \theta_{\mathrm{L}}^{(13)}}{\partial t_{\mathrm{u}}}=G-G=0 . \tag{A19}
\end{equation*}
$$

When $n=5$, we have

$$
\begin{equation*}
S^{(a i)}=\theta_{k l}^{(1)}+\theta_{k 5}^{(1)}+\theta_{10}^{(\alpha)}-\pi, \tag{A20}
\end{equation*}
$$

where $i, k, l$ denote $2,3,4$ in any order. Then

$$
\begin{equation*}
Q=\sum_{\substack{i, j=2 \\ i \neq 1}}^{4} \frac{\partial \theta\left(u_{t}\right)}{\partial t_{\mathrm{s}}}=0, \tag{A21}
\end{equation*}
$$

since for every pair $(i, j)$ with $i<j$ there is another pair $(j, i)$ and these give contributions $\pm G$ which cancel. So again $Q$ vanishes.

When $n \geqslant 6$ we have from (4.5) and (A 17)

$$
\begin{equation*}
Q=\frac{1}{n-4} \sum_{\substack{(, j=2 \\ 1+1}}^{n-1} S^{(\alpha i j n)} \frac{\partial \theta_{n}(\alpha)}{\partial t_{n}} \tag{A22}
\end{equation*}
$$

with an obvious notation. To show that this expression is of order $\tau^{2}$ we may examine the dihedral angles $\theta_{r s}^{(1 i n)}$ of $S^{(1 i j n)}$. These are given by

Using the lomma, we find that when $\tau=0$

$$
\begin{equation*}
\theta_{\pi}^{(\alpha, 1 j n)}=0 \quad \text { or } \pi \tag{A24}
\end{equation*}
$$

according as the pair ( $r, s$ ) does, or does not, separate the pair $(i, j)$. Now if any one of the angles $\theta_{r a}^{(i j n)}$ vanishes, then $S^{(1 i j n)}$ vanishes. The only cases in which this is not possible is when $i, j$ are consecutive, or if $(i, j)=(2, n-1)$ or $(n-1,2)$; then $S^{(1 i j n)}$ equals half the surface of a hypersphere in $(n-4)$ dimensions. In all cases, interchanging $i$ and $j$ leaves the value of $S^{(1 i j n)}$ unaltered, but reverses the sign of $\partial \theta_{i n}^{(n)} / \partial t_{n}$ and so the sum (A 22) vanishes, when $\tau=0$. To the first order, therefore, this expression equals
where

$$
\begin{equation*}
Q=\sum_{k=1}^{n} Q_{k} t_{k} \tag{A26}
\end{equation*}
$$

$$
\begin{align*}
& Q_{k}=\frac{1}{n-4} \sum_{i, j=3}^{n-1} \frac{\partial S^{(i i j n)}}{\partial t_{k}} \frac{\partial \theta_{i n}^{(1)}}{\partial t_{n}}  \tag{A26}\\
& =\frac{1}{n-4} \sum_{i, j=2}^{n-1} \sum_{r<i} \frac{\partial S^{(a(j n)}}{\partial \theta_{r i}^{(1, j n)}} \frac{\partial \theta_{r}^{(\alpha(j n)}}{\partial t_{k}} \frac{\partial \theta_{n,}^{(\alpha n}}{\partial \epsilon_{n}} . \tag{A27}
\end{align*}
$$

Now by considering $\sin \theta_{r s}^{(3 i j n)}$ as before we find that

$$
\theta_{r s}^{(i j j n)} \div\left\{\begin{array}{ll}
H\left(t_{s}-t_{r}\right) & \text { if }(r, s) \text { separate }(i, j),  \tag{A28}\\
\pi-\left(t_{s}-t_{r}\right) & \text { if not; }
\end{array}\right\}
$$

where $H$ is a positive constant, and therefore

$$
\begin{align*}
& \frac{\partial \theta_{n}^{(a, j n)}}{\partial t_{r}} \div\left\{\begin{aligned}
-H & \text { if }(r, s) \text { separate }(i, j), \\
H & \text { if not; }
\end{aligned}\right.  \tag{A29}\\
& \frac{\partial \theta_{n}^{(i, i n)}}{\partial t_{s}} \div\left\{\begin{aligned}
H & \text { if }(r, s) \text { separate }(i, j), \\
-H & \text { if not; }
\end{aligned}\right.
\end{align*}
$$

(terms of order $\boldsymbol{\tau}^{2}$ being neglected). Further

When $n=6$ we have

$$
\begin{equation*}
\frac{\partial \theta_{r s}^{(1 \lambda j n)}}{\partial t_{k}}=O\left(r^{2}\right) \quad(k \neq r, s) . \tag{A30}
\end{equation*}
$$

$$
\begin{gather*}
S^{(1 i j n)}=\theta_{r i}^{(\alpha i j n)}  \tag{A31}\\
Q_{k}=\frac{1}{2} \sum_{i, j=2}^{s} \sum_{r<1} \frac{\partial \sigma_{r s}^{(\alpha i j 5)}}{\partial t_{k}} \frac{\partial \theta_{i 5}^{(10)}}{\partial t_{5}} \tag{A32}
\end{gather*}
$$

and so
Interchanging $i$ and $j$ has no effect in the first term, but reverses the sign of the second, and so on summation

$$
\begin{equation*}
Q_{k}=0 . \tag{A33}
\end{equation*}
$$

Similarly when $n=7$. When $n \geqslant 8$ we have by (4-5)

$$
\begin{equation*}
Q_{k}=\frac{1}{(n-4)(n-6)} \sum_{i, j=2}^{n-1} \sum_{i<s} S^{(1 i i r m)} \frac{\partial \sigma_{r}^{(i j n)}}{\partial t_{k}} \frac{\left.\partial i_{n}^{(1)}\right)}{\partial t_{n}} . \tag{A34}
\end{equation*}
$$

By the same argument as before, the ( $p, q$ )th angle of $S^{(1 i j r a n)}$ approximates to 0 or $\pi$. The only non-zero $S^{(1 i j r g n)}$ are those all of whose angles are $\pi$, and these are unchanged by interchanging $i$ and $j$. But $\partial \theta_{r b}^{\left(1 l^{j} j n\right)} / \partial t_{k}$ is unaltered also, whereas $\partial \theta_{i n}^{(1)} / \partial t_{n}$ is reversed in sign. Therefore, the terms in the summation again cancel in pairs and

$$
\begin{equation*}
Q_{k}=0 . \tag{A35}
\end{equation*}
$$

This shows that $Q$ is of order $\tau^{2}$, as was to be proved.
I am indebted to Miss D. Greenwood and Miss D. B. Catton for assistance with the numerioal computation for figurea 2 and 3.
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#### Abstract

The diatribution of the total (or 'gecond') curvature of a atationary random Gaussian surface is derived on the assumption that the squares of the aurface alopes are negligible. The distribution is found to depend on only two parameters, derivable from the fourth moments of the energy spectrum of the surface. Each distribution function satiafies a linear differential equation of the third order, and the dialribution is asymmetrical with positive skewness, in general. A epecial csee of zero skewness occurs when the surface consiste of two intersacting systems of longerested wavas.


1. Introduction. The atudy of a random, Gausian surface with a continuous energy spectrum is of interest in physics as providing a realistic model for ocean swell and for other geophysical phenomena (5), (7). Where optical properties of the sea surface are involved, it becomes important to know the statistical distribution of the total curvature at a point on the surface; for the curvature determines the relative intensity of a reflected beam of light and the aize of the reflected image of a distant object (see (2), (3), (5)).

It will be recalled that there are two invariant measures of curvature for a surface, the mean curvature $J$, which is the sum of the principal curvatures $\kappa_{a}, \kappa_{b}$, and the total curvature $\Omega$, which is the product of $\kappa_{a}$ and $\kappa_{b}$. If the slope of the surface is so small that its square is negligible, then $J$ and $\Omega$ are given by

$$
\left.\begin{array}{l}
J=\kappa_{a}+\kappa_{b}=\frac{\partial^{2} \zeta}{\partial x^{2}}+\frac{\partial^{2} \zeta}{\partial y^{2}}, \\
\Omega=\kappa_{a} \kappa_{b}=\frac{\partial^{2} \zeta}{\partial x^{2}} \frac{\partial^{2} \zeta}{\partial y^{2}}-\left(\frac{\partial^{2} \zeta}{\partial x \partial y}\right)^{2},
\end{array}\right\}
$$

where $\zeta$ denotes the height of the surface and $x, y$ are rectangular coordinates in a horizontal plane.

The statistical distribution of $J$ is normal, as was remarked by Cox and Munk (3). The distribution of $\Omega$, on the other hand, is known not to be normal, though its functional form has not yet been found.* The main object of the present paper is to obtain the distribution of $\Omega$, in terms of the energy spectrum of the surface. We shall show that the distribution is in fact atrikingly non-normal.
2. The distribution of $\zeta$ and its derivatives. The surface that we shall consider is one given by

$$
\begin{equation*}
\zeta=\sum_{n} c_{n} \cos \left(u_{n} x+v_{n} y+\epsilon_{n}\right), \tag{2•1}
\end{equation*}
$$

where $x, y$ are horizontal coordinates, $u_{n}, v_{n}$ are wave-numbers with respect to $x, y$, and $c_{n}, \epsilon_{n}$ are amplitude and phase constants. The two-dimensional wave-numbers
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( $u_{n}, v_{n}$ ) are assumed to be densely distributed throughout the wave-number plane, so that in any small region $d S$ of the plane there are an infinite number of points ( $u_{n}, v_{n}$ ). The phases $\epsilon_{n}$ are assumed to be randomly and uniformly distributed between 0 and $2 \pi$, and the amplitudes $c_{n}$ are such that over any region $d S$

$$
\sum_{d S} \frac{1}{2} c_{n}^{2}=E(u, v) d S
$$

where $E(u, v)$ is a continuous function* which will be called the energy spectrum of $\zeta$.
The expression under the summation sign in (2-1) represents a long-crested wave of length

$$
\begin{equation*}
\frac{2 \pi}{\left(u_{n}^{2}+v_{n}^{2}\right)^{\frac{1}{2}}}=\frac{2 \pi}{w_{n}} \tag{2.3}
\end{equation*}
$$

and in a direction

$$
\theta_{n}=\tan ^{-1} \frac{v_{n}}{u_{n}}
$$

Thus $\zeta$ is represented as the sum of an infinite number of sine-waves of different wavelengths and directions and in random relative phase (cf. (7)).
It is convenient to write $\phi_{\boldsymbol{n}}$ for the total phase,

$$
\phi_{n}=u_{n} x+v_{n} y+\varepsilon_{n},
$$

so that

$$
\begin{equation*}
\zeta=\sum_{n} c_{n} \cos \phi_{\pi} \tag{2•6}
\end{equation*}
$$

Since $\epsilon_{n}$ is randomly distributed, so also is $\phi_{n}$. We shall seek statistical averages over the field of values of $\epsilon_{n}$, and olearly this will be equivalent to averaging over all possible values of $\phi_{n}$. We assume an ergodic theorem, namely, that these averages are the same as would result from averaging with respect to $x$ and $y$. All suoh averages will be denoted by a bar.

For example, the mean square value of $\zeta$ per unit area of the surface is

$$
\begin{align*}
\overline{\xi^{2}} & =\overline{\left(\sum_{n} c_{n} \cos \phi_{n}\right)\left(\sum_{m} c_{m} \cos \phi_{m}\right)} \\
& =\overline{\sum_{n, m} \frac{1}{2} c_{n} c_{m}\left[\cos \left(\phi_{\pi}+\phi_{m}\right)+\cos \left(\phi_{n}-\phi_{m}\right)\right]} \\
& =\sum_{n} \frac{1}{2} c_{n}^{2}, \tag{2•7}
\end{align*}
$$

since only the second term, when $m=n$, gives a non-zero contribution to the average. By (2.2) we may also write

$$
\bar{\zeta}^{2}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) d u d v
$$

which shows that the total contribution to the mean square value of $\zeta$ from any element of the $(u, v)$-plane is proportional to $E(u, v)$.
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It will be convenient also to write $m_{p \boldsymbol{l}}$ for the ( $p, q$ ) th moment of the energy about the origin

$$
m_{p q}=\Sigma \frac{1}{2} c_{n}^{2} u_{n}^{p} v_{n}^{\alpha}=\int_{-\infty}^{\infty} E(u, v) u^{p} v^{q} d u d v .
$$

It can be shown that $m_{p q}$ is related to the derivatives of the correlation function at the origin (see, for example, (7)).

Consider now the derivatives of $\zeta$ on which $\Omega$ depends. We have

$$
\begin{align*}
& \xi_{1}=\frac{\partial^{2} \zeta}{\partial x^{2}}=-\sum_{n} c_{n} u_{n}^{2} \cos \phi_{n} \\
& \xi_{2}=\frac{\partial^{2} \zeta}{\partial x \partial y}=-\sum_{n} c_{n} u_{n} v_{n} \cos \phi_{n} \\
& \xi_{3}=\frac{\partial^{2} \zeta}{\partial y^{2}}=-\sum_{n} c_{n} v_{n}^{2} \cos \phi_{n} .
\end{align*}
$$

Since $\xi_{1}, \xi_{2}, \xi_{\mathrm{a}}$ are each the sum of a large number of contributions of independent phase, their joint distribution, under certain general conditions, is normal. Also the matrix of averages $\left(\xi_{i} \xi_{j}\right)$ is given by

$$
\left(\overline{\xi_{i} \xi_{j}}\right)=\left(\begin{array}{lll}
m_{40} & m_{91} & m_{29}  \tag{2.11}\\
m_{31} & m_{29} & m_{18} \\
m_{22} & m_{13} & m_{04}
\end{array}\right)=\left(\Xi_{i j}\right)
$$

where $m_{p q}$ is given by (2.9). Hence, the probability distribution of $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is given by
where

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\frac{1}{(2 \pi)^{\frac{1}{2}} \Delta^{\frac{j}{t}}} \exp \left[-\frac{1}{2} \sum_{i j} M_{i j} \xi_{i} \xi_{j}\right], \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(M_{i j}\right)=\left(\Xi_{i j}\right)^{-1} \tag{2.13}
\end{equation*}
$$

3. The distribution of $J$. We have

$$
\begin{equation*}
J=\xi_{1}+\xi_{3}=-\sum_{n} c_{n}\left(u_{n}^{2}+v_{n}^{2}\right) \cos \phi_{n} \tag{3.1}
\end{equation*}
$$

Therefore $J$, being the sum of two variates with a normal joint-distribution, is itself distributed normally. Alternatively, we may remark that $J$ is of the same form as $\zeta$, being the sum of an infinite number of components in random phase; hence (under appropriate conditions) its distribution is normal. The variance of $J$ can be written down at once, for on replacing $c_{n}$ in equation (2.7) by $-\mathrm{c}_{n}\left(u_{n}^{2}+v_{n}^{2}\right)$ we have

$$
\begin{equation*}
\overline{J^{2}}=\sum_{n} \frac{1}{2} c_{n}^{2}\left(u_{n}^{2}+v_{n}^{2}\right)^{2}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v)\left(u^{2}+v^{2}\right)^{2} d u d v \tag{3•2}
\end{equation*}
$$

Expanding the squared factor and integrating each term we find

$$
\begin{equation*}
\overline{J^{2}}=m_{40}+2 m_{22}+m_{04}=D, \tag{3•3}
\end{equation*}
$$

say. The distribution of $J$ is then given by

$$
\begin{equation*}
p(J)=\frac{1}{(2 \pi D)^{\frac{t}{2}}} e^{-J / 2 D} . \tag{3.4}
\end{equation*}
$$
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4. Moments for $p(\Omega)$. The distribution of $\Omega$, which involves squares and products of normally distributed variables, is essentially more complicated than that of $J$. But the first few moments of $p(\Omega)$ may be quickly calculated. From (2.10) we have

$$
\begin{align*}
\Omega & =\xi_{1} \xi_{3}-\xi_{ళ}^{2} \\
& =\left(\sum_{n} c_{n} u_{n}^{2} \cos \phi_{n}\right)\left(\sum_{m} c_{m} v_{m}^{2} \cos \phi_{m}\right)-\left(\sum_{n} c_{n} u_{n} v_{n} \cos \phi_{n}\right)\left(\sum_{m} c_{m} u_{m} v_{m} \cos \phi_{m}\right) \\
& =\sum_{n, m} c_{n} c_{m}\left(u_{n} v_{m}-u_{m} v_{n}\right)^{2} \cos \phi_{n} \cos \phi_{m} .
\end{align*}
$$

Interchanging the suffixes $n, m$ and adding gives

$$
\begin{align*}
\Omega & =\frac{1}{2} \sum_{n, m} c_{n} c_{m}\left(u_{n} v_{m}-u_{m} v_{n}\right)^{2} \cos \phi_{n} \cos \phi_{m} \\
& =\frac{1}{8} \sum_{n, m} c_{n} c_{m}\left(u_{n} v_{m}-u_{m} v_{n}\right)^{2} \cos \left( \pm \phi_{n} \pm \phi_{m}\right), \tag{4•3}
\end{align*}
$$

Where the last summation is to be taken over all combinations of positive and negative signs, as well as over $n$ and $m$. On taking mean values in the last equation, all the cosine terms vanish except those for which $m=n$ and the signs of $\phi_{n}$ and $\phi_{m}$ are opposite. But when $m=n$ the squared term vanishes, giving a zero contribution to the sum in this case also. Thus

$$
\bar{\Omega}=0
$$

To calculate the second moment we have from (4.2)

$$
\begin{align*}
\Omega^{2} & =\frac{1}{4} \sum_{n, m} \sum_{n^{\prime}, m^{\prime}} c_{n} c_{m} c_{n^{\prime}} c_{m} \cdot\left(u_{n} v_{m L}-u_{m} v_{n}\right)^{2}\left(u_{n^{\prime}} \cdot v_{m^{\prime}}-u_{m^{\prime}} v_{n^{\prime}}\right)^{2} \cos \phi_{n} \cos \phi_{m} \cos \phi_{n^{\prime}} \cos \phi_{m^{\prime}} \\
& =\frac{1}{84} \sum_{n, m} \sum_{n^{\prime}, m^{\prime}} c_{n} c_{m} c_{n^{\prime}} c_{m^{\prime}}\left(u_{n} v_{m}-u_{m} v_{n}\right)^{2}\left(u_{n^{\prime}} \cdot v_{m^{\prime}}-u_{m^{\prime}} \cdot v_{n^{\prime}}\right)^{2} \cos \left( \pm \phi_{n} \pm \phi_{m} \pm \phi_{n^{\prime}} \pm \phi_{m^{\prime}}\right) .
\end{align*}
$$

To obtain a non-zero contribution to the mean value, the phases $\phi_{n}$, etc., must cancel in pairs. The only such pairs giving non-zero contributions are $n^{\prime}=n, m^{\prime}-m$ and $n^{\prime}=m, m^{\prime}=n$, the signs being both positive or both negative. Hence

$$
\begin{align*}
\bar{\Omega}^{2} & =\frac{1}{\beta_{n}, m} \sum_{n}^{2} c_{m}^{2}\left(u_{n} v_{m}-u_{m} v_{n}\right)^{4} \\
& =\frac{1}{2} \iiint \int E(u, v) E\left(u^{\prime}, v^{\prime}\right)\left(u v^{\prime}-u^{\prime} v\right)^{4} d u d v d u^{\prime} d v^{\prime}
\end{align*}
$$

On expanding the binomial term and evaluating the integrals we find

$$
\begin{align*}
\bar{\Omega}^{2} & =\frac{1}{2}\left(m_{40} m_{04}-4 m_{31} m_{13}+6 m_{39}^{2}-4 m_{19} m_{31}+m_{04} m_{40}\right) \\
& =\left(m_{40} m_{04}-4 m_{31} m_{13}+3 m_{22}^{2}\right) \\
& =3 H,
\end{align*}
$$

say. Since $E$ is non-negative we see from the integral expression (4.8) that $\bar{\Omega}^{2}$ can vanish only if $E(u, v)$ and $E\left(u^{\prime}, v^{\prime}\right)$ vanish at all points for which ( $u v^{\prime}-u^{\prime} v$ ) does not vanish, that is, if all the energy is concentrated along a single line through the origin.
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In other words, the spectrum must be uni-directional and the surface perfectly longcrested. It may also be seen intuitively that $\bar{\Omega}^{2}$ must vanish in this case, since at each point of the surface one of the principal curvatures is zero and so $\Omega$, which equals the product of the principal curvatures, vanishes everywhere.

Similarly for the third moment consider

$$
\begin{align*}
\Omega^{3}=\frac{1}{2 g} \sum_{n, m} \sum_{n^{\prime}, m^{\prime}} \sum_{n^{\prime}, m^{*}}( & \left(u_{n} v_{m}-u_{m} v_{n}\right)^{2}\left(u_{n^{\prime}} \cdot v_{m^{\prime}}-u_{m^{\prime}} v_{n^{\prime}}\right)^{2}\left(u_{n^{\prime \prime}} \cdot v_{m^{\prime \prime}}-u_{m^{\prime \prime}} v_{n^{\prime \prime}}\right)^{2} \\
& \times c_{n} c_{m} c_{n^{\prime}} c_{m^{\prime}} c_{n^{\prime \prime}} c_{m^{\prime \prime}} \cos \left( \pm \phi_{n} \pm \phi_{m} \pm \phi_{n^{\prime}} \pm \phi_{m^{\prime}} \pm \phi_{n^{\prime \prime}} \pm \phi_{m^{\prime \prime}}\right)
\end{align*}
$$

Again, the phases must cancel in pairs, but any combination containing pairs ( $n, m$ ), ( $n^{\prime}, m^{\prime}$ ) or ( $n^{n}, m^{\prime \prime}$ ) gives zero contribution. We find there are eight possible combinations of the six phases, and for each of these there are eight combinations of sign. Hence

$$
\begin{align*}
& \bar{\Omega}^{3}= \frac{1}{8} \underset{n, n^{\prime}, n^{\prime}}{ }\left(u_{n} v_{n^{\prime}}-u_{n^{\prime}} v_{n}\right)^{2}\left(u_{n^{\prime}} \cdot v_{n^{\prime \prime}}-u_{n^{\prime \prime}} v_{n^{\prime}}\right)^{2}\left(u_{n^{\prime \prime}} \cdot v_{n}-u_{n} v_{n^{\prime \prime}}\right)^{2} c_{n}^{2} c_{n^{\prime}}^{2} e_{n^{\prime \prime}}^{2} \\
&=\iiint \iiint\left(u v^{\prime}-u^{\prime} v\right)^{2}\left(u^{\prime} v^{\prime \prime}-u^{\prime \prime} v^{\prime}\right)^{\mathbf{s}}\left(u^{\prime \prime} v-u v^{n}\right)^{2} \\
& \times E(u, v) E\left(u^{\prime}, v^{\prime}\right) E\left(u^{n}, v^{\prime \prime}\right) d u d v d u^{\prime} d v^{\prime} d u^{\prime \prime} d v^{\prime \prime} .
\end{align*}
$$

On expanding the squared factors we find (as in (7), § 1.3) that

$$
\widetilde{\Omega}^{3}=6\left|\begin{array}{lll}
m_{40} & m_{31} & m_{24} \\
m_{31} & m_{22} & m_{13} \\
m_{22} & m_{13} & m_{04}
\end{array}\right|=6 \Delta,
$$

say. The integrand in (4-13) is never negative and so

$$
\bar{\Omega}^{3} \geqslant 0 .
$$

From (4-13) it also follows that $\bar{\Omega}^{3}$ vanishes only if the energy is concentrated on not more than two lines through the origin; if there are appreciable amounts of energy in three or more different directions, then the integral is positive. Hence, we may say that the akewness of the distribution vanishes only when the surface degenerates into one or two systems of long-crested waves.
5. The characteristic function of $\Omega$. The comparative simplicity of the first few moments of $\Omega$ suggests that the complete distribution $p(\Omega)$ may be derived most simply from its characteristic function

$$
\begin{align*}
\phi(t) & =\int_{-\infty}^{\infty} p(\Omega) e^{i \Omega t} d \Omega \\
& =\mu_{0}+\frac{i t}{1!} \mu_{1}+\frac{(i t)^{2}}{2!} \mu_{2}+\ldots \tag{5.2}
\end{align*}
$$

where $\mu_{r}$ denotes the $r$ th moment.
Now it can be shown (see (7), $\S 2 \cdot 1$ ) that the matrix ( $\underline{\Xi}_{i j}$ ) of equation (2.11) is positivedefinite; hence by a real linear transformation of variables

$$
\xi_{i}=\sum_{j} a_{i j} \eta_{j} \quad(i=1,2,3)
$$
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the exponent in (2-12) can be reduced to the unit form and simultaneously $\Omega$ to a diagonal form. Thus

$$
\left.\begin{array}{c}
\sum_{i, j} M_{i j} \xi_{i} \xi_{j}=\eta_{2}^{2}+\eta_{2}^{2}+\eta_{2}^{2},  \tag{5.4}\\
\Omega=\xi_{1} \xi_{2}-\xi_{2}^{2}=l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2}
\end{array}\right\}
$$

where $l_{1}, l_{2}, l_{3}$ are the roots of

$$
\left|\sigma_{i j}-l M_{i j}\right|=0
$$

and $\left(\sigma_{i j}\right)$ is the matrix of $\Omega$ :

$$
\left(\sigma_{i f}\right)=\left(\begin{array}{ccc}
0 & 0 & \frac{1}{2} \\
0 & -1 & 0 \\
\frac{1}{2} & 0 & 0
\end{array}\right)
$$

On multiplying each side of (5.5) by
we have

$$
\begin{gather*}
\Delta=\left|\left(\Xi_{i j}\right)\right|=\left|\left(M_{i j}\right)\right|^{-1} \\
\left|\left(\sigma_{i j}\right)\left(\Xi_{j k}\right)-l\left(\delta_{i k}\right)\right|=0 \tag{5.8}
\end{gather*}
$$

where ( $\delta_{2 k}$ ) is the unit matrix. In other words

$$
\left|\begin{array}{ccc}
\frac{1}{2} m_{22}-l & -m_{91} & \frac{1}{2} m_{40}  \tag{5.9}\\
\frac{1}{2} m_{13} & -m_{92}-l & \frac{1}{2} m_{31} \\
\frac{1}{2} m_{04} & -m_{12} & \frac{1}{2} m_{22}-l
\end{array}\right|=0 .
$$

On expanding the determinant we obtain

$$
4 l^{3}-3 H l-\Delta=0
$$

where $H$ and $\Delta$ are the combinations of moments given by (4-10) and (4-14). Since the roots $h_{1}, l_{2}, l_{2}$ of the cubic ( $5 \cdot 10$ ) are all real we must have

$$
\frac{\Delta^{2}}{\bar{B}^{\mathrm{s}}} \leqslant 1
$$

and further

$$
\left.\begin{array}{rl}
l_{1}+l_{2}+l_{3} & =0,  \tag{5.12}\\
l_{2} l_{3}+l_{2} l_{1}+l_{1} l_{2} & =-\frac{3}{4} H \leqslant 0 \\
l_{1} l_{2} l_{3} & =\ddagger \Delta \geqslant 0
\end{array}\right\}
$$

The first and third of these equations together show that in general one of the roots is positive and the other two are negative. We shall write

$$
L_{1} \geqslant 0 \geqslant L_{3} \geqslant L_{3} .
$$

Now the probability distribution of $\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}, \boldsymbol{\eta}_{\mathbf{3}}$ is given by

$$
p\left(\eta_{1}, \eta_{2}, \eta_{3}\right)=\left|\frac{\partial\left(\xi_{1}, \xi_{2}, \xi_{3}\right)}{\partial\left(\eta_{1}, \eta_{2}, \eta_{3}\right)}\right| p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\left|\left(a_{t j}\right)\right| p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)
$$

where $\left|\left(a_{i j}\right)\right|$ is a constant independent of $\eta_{1}, \eta_{2}, \eta_{3}$. So on substituting from (2-12) and normalizing the distribution we have

$$
p\left(\eta_{1}, \eta_{2}, \eta_{3}\right)=\frac{1}{(2 \pi)^{\frac{1}{2}}} \exp \left[-\frac{1}{2}\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right)\right] .
$$
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Integration with respect to two of the variables gives

$$
\begin{gather*}
p\left(\eta_{i}\right)=\frac{1}{(2 \pi)^{\frac{1}{i}}} e^{--\boldsymbol{w}^{2}} \\
p\left(\eta_{1}, \eta_{2}, \eta_{3}\right)=p\left(\eta_{1}\right) p\left(\eta_{2}\right) p\left(\eta_{3}\right),
\end{gather*}
$$

and so
showing that $\eta_{1}, \eta_{2}, \eta_{3}$ are statistically independent variables. Hence $\Omega$, by ( $5 \cdot 4$ ), is the sum of the statistically independent variables $l_{1} \eta_{1}^{2}, l_{2} \eta_{2}^{2}, l_{3} \eta_{3}^{2}$ and the characteristic function of $\Omega$ is, by a well-known property, the product of the characteristic functions for these variables. From (5-16) we have for the distribution of $\chi_{1}=l_{1} \eta_{1}^{2}$,

$$
p\left(\chi_{1}\right)=\left\{\begin{array}{cl}
0 & \left(\chi_{1}<0\right) \\
\frac{1}{\left(2 \pi l_{1}\right)^{\frac{1}{2}}} \frac{1}{\chi_{1}^{1}} e^{-\chi_{1}{ }^{2} 2_{1}} & \left(\chi_{1}>0\right) .
\end{array}\right.
$$

Hence, the characteristic function for $\chi_{1}$ is given by

$$
\phi_{1}(t)=\int_{-\infty}^{\infty} p\left(\chi_{1}\right) e^{i x_{1} t} d \chi_{1}=\left(1-2 i l_{1} t\right)^{-\frac{1}{1}}
$$

We find similar expressions for the characteristic functions $\phi_{2}(t), \phi_{3}(t)$ of $\chi_{2}$ and $\chi_{3}$. Therefore the characteristic function of $\Omega$ is given by

$$
\begin{align*}
\phi(t) & =\phi_{1}(t) \phi_{2}(t) \phi_{3}(t) \\
& =\left[\left(1-2 i l_{1} t\right)\left(1-2 i l_{2} t\right)\left(1-2 i l_{3} t\right)\right]^{-\frac{1}{1}} \\
& =\left(1+3 H t^{2}+2 i \Delta t^{3}\right)^{-t},
\end{align*}
$$

where we have used equations (5-12). On expanding in powers of $t$ and equating with (5.2), we find

$$
\left.\begin{array}{ll}
\mu_{0}=1, & \mu_{1}=0 \\
\mu_{2}=3 H, & \mu_{3}=6 \Delta \\
\mu_{9}=81 H^{2}, & \mu_{5}=540 H \Delta
\end{array}\right\}
$$

etc. The values of $\mu_{1} \mu_{2}, \mu_{\mathrm{s}}$ will be seen to agree with those found in $\S 4$.
6. The distribution of $\Omega$. The distribution of $\Omega$ may now be obtained by inverting the Fourier transform (3.1). Thus

$$
\begin{align*}
& p(\Omega)= \frac{1}{2 \pi} \int_{-\infty}^{\infty} \phi(t) e^{-i \Omega t} d t  \tag{6.1}\\
&=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-i \Omega t}}{\left(1+3 H t^{2}+2 i \Delta t^{3}\right)^{\frac{1}{2}}} d t \\
&= \frac{1}{2 \pi} \int_{-i \infty}^{i \infty} \frac{e^{-(\Omega / 3 H)^{2}}}{\left(1-\alpha^{2}-\lambda \alpha^{3}\right)^{\frac{1}{2}}} \frac{d \alpha}{i \sqrt{(3 H})^{\frac{1}{2}}},  \tag{6.2}\\
& \alpha=i(3 H)^{\frac{1}{t} t}  \tag{6.3}\\
& \lambda=\frac{2 \Delta}{(3 H)^{\frac{1}{2}}} .
\end{align*}
$$

where we have written
and
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Introducing the non-dimensional variable
we have

$$
\omega=\frac{\Omega}{(3 H)^{\frac{1}{2}}}=\frac{\Omega}{\left(\overline{\Omega^{2}}\right)^{\frac{1}{E}}}
$$

where

$$
\begin{equation*}
f(\omega)=\frac{1}{2 \pi} \int_{-i \infty}^{i \infty} \frac{e^{-\omega \alpha}}{\left(\lambda \alpha^{3}+\alpha^{3}-1\right)^{t}} d \alpha=f(\omega, \lambda) . \tag{6.7}
\end{equation*}
$$

This is the formal solution of the problem, showing that, apart from the scale-factor $(3 H)^{\frac{1}{2}}$, the distribution of $\Omega$ depends on only one other parameter $\lambda$, given by ( $6 \cdot 4$ ). We have seen from $\S 4$ and from equation (5•11) that $\Delta / A^{\frac{1}{2}}$ is positive and less than unity, in general; and we shall see in $\S 8$ that $\Delta / H^{\frac{1}{2}}$ may take either of the extreme values 0 or 1 . Hence the range of $\lambda$ is

$$
\begin{equation*}
0 \leqslant \lambda \leqslant 2 / 3 \sqrt{3} \tag{6.8}
\end{equation*}
$$

7. The evaluation of $f(\omega, \lambda)$. Let us examine more closely the function $f(\omega, \lambda)$ defined by (6-7). Clearly the integrand has branch-points at the three roots $\alpha_{1}, \alpha_{2}, \alpha_{3}$ of the cubic

$$
\lambda \alpha^{3}+\alpha^{2}-1=0 .
$$

The roots are all real; in fact, by comparison with (3-10) we have

$$
\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\frac{(3 H)^{1}}{2}\left(\frac{1}{l_{1}}, \frac{1}{l_{2}}, \frac{1}{l_{3}}\right)
$$

and hence

$$
\begin{equation*}
\alpha_{1} \geqslant 0 \geqslant \alpha_{2} \geqslant \alpha_{3} . \tag{7•3}
\end{equation*}
$$

The situation is as shown in Fig. 1, one of the branch-points lying to the right of the contour of integration, the other two to the left.

When $\omega>0$ the path of integration may be deformed so as to run from $\infty$ to $\alpha_{1}$ along the lower side of the real axis and from $\alpha_{1}$ to $\infty$ on the upper side, giving

$$
f(\omega)=\frac{1}{\pi} \int_{\alpha_{1}}^{o,} \frac{e^{-\omega \alpha}}{\sqrt{\left\{\lambda\left(\alpha-\alpha_{1}\right)\left(\alpha-\alpha_{2}\right)\left(\alpha-\alpha_{3}\right)\right\}}} d \alpha .
$$

Similarly, when $\omega<0$ the path may be deformed into a closed contour surrounding the branch-points $\alpha_{2}$ and $\alpha_{3}$. Taking this to lie along the real axis in each direction, we have

$$
f(\omega)=\frac{1}{\pi} \int_{\alpha_{1}}^{\alpha_{0}} \frac{e^{-\omega \alpha}}{\sqrt{\left\{\lambda\left(\alpha-\alpha_{1}\right)\left(\alpha-\alpha_{2}\right)\left(\alpha-\alpha_{3}\right)\right\}}} d \alpha .
$$

At the two extreme values of $\lambda, f(\omega)$ may be expressed in terms of known functions as follows:
(i) $\lambda=0$. One of the roots of (7.1), namely $\alpha_{2}$, goes to $-\infty$, and we have from (6.7)

$$
\begin{equation*}
f(\omega)=\frac{1}{2 \pi} \int_{-i \infty}^{2 \infty} \frac{e^{-\omega \alpha}}{\left(\alpha^{2}-1\right)^{\frac{1}{2}}} d \alpha=\frac{1}{\pi} K_{0}(\omega), \tag{7.6}
\end{equation*}
$$

Statistical distribution of curvature of a random Gaussian surface
where $K_{0}$ denotes the modified Bessel function with imaginary argument ((10), §3-7). The function is symmetrical about the origin, where it has a logarithmic singularity:

$$
f(\omega) \sim \frac{1}{\pi} \log \frac{2}{|\omega|}
$$

For large values of $|\omega|$ we find, from the asymptotic expression for $K_{0}(z)$,

$$
\begin{equation*}
f(\omega) \sim \frac{1}{\sqrt{(2 \pi|\omega|}}{ }^{e^{-\omega \mid} .} \tag{7.8}
\end{equation*}
$$



Fig. 1. Contours of integration for $f(\omega)$.
(ii) $\lambda=2 / 3 \sqrt{3}$. Two of the roota of (5.1), namely, $\alpha_{2}$ and $\alpha_{3}$, coincide and we have

$$
\begin{equation*}
\alpha_{1}=\frac{1}{2} \sqrt{ } 3, \quad \alpha_{2}=\alpha_{3}=-\sqrt{3} \tag{7.9}
\end{equation*}
$$

When $\omega>0$ we have from (7.4), writing $\alpha+\sqrt{3}=\alpha^{\prime}$,

The above integral may be transformed (6), equation (4.3), (8)), into the form

$$
f(\omega)=\frac{1}{\sqrt{\pi}} e^{\sqrt{2} \omega} \int_{\frac{1}{} \sqrt{ } 3 \omega \sqrt{t}}^{\infty} d t=e^{\sqrt{ } \delta \omega} \operatorname{erfc}\left(\sqrt{\frac{3 \sqrt{ } 3 \omega}{2}}\right) .
$$

On the other hand when $\omega \leqslant 0$ we have

$$
\begin{equation*}
f(\omega)=\frac{1}{2 \pi} \sqrt{\frac{3 \sqrt{ } 3}{2}} \int_{0} \frac{e^{-\omega \alpha}}{(\alpha+\sqrt{3})(\alpha-\sqrt{3 / 2})^{t}} d \alpha \tag{7•12}
\end{equation*}
$$
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where $C$ is a contour enclosing the point $-\sqrt{3}$. On evaluating the residue at this point we find simply

$$
f(\omega)=e^{\sqrt{ } 3 \omega}
$$

Thus altogether

$$
f(\omega)=e^{\sqrt{ } \omega} \times\left\{\begin{array}{cc}
1, & (\omega<0)  \tag{7.14}\\
\operatorname{erfc}\left(\sqrt{\frac{3 \sqrt{3} \omega}{2}}\right), & (\omega>0)
\end{array}\right\}
$$

For large positive values of $\omega$ we have, from the asymptotic expansion of the error function,

$$
f(\omega) \sim \sqrt{\frac{2}{3 \sqrt{3 \pi \omega}}} e^{-t \sqrt{3} \omega} .
$$

We come now to the intermediate case:
(iii) $0<\lambda<2 / 3 \sqrt{3}$. On differentiating under the integral sign in (6.7) and integrating by parts, we find that $f(\omega)$ is a solution of the third-order equation

$$
-\lambda f^{\prime \prime \prime}+f^{\prime \prime}-f=\frac{1}{\omega}\left(\frac{3}{2} \lambda f^{\prime \prime}-f^{\prime}\right)
$$

(where a prime denotes differentiation with respect to $\omega$ ). This has a regular singularity at the origin, with exponents 0,1 and $\frac{1}{1}$. (In the case $\lambda=0$ the equation reduces to a second-order differential equation of Bessel type.)
$f(\omega)$ is not expressible in terms of known functions,* except for particular values of $\omega$. Thus from (7.5) we may deduce, by means of the substitution $\alpha=\alpha_{2} \cos ^{2} \phi+\alpha_{3} \sin ^{2} \phi$, that

$$
f(0)=\frac{2}{\pi \sqrt{\left\{\lambda\left(\alpha_{1}-\alpha_{2}\right)\right\}}} K\left(\left\lvert\, \frac{\alpha_{3}-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right.\right),
$$

where $K(k)$ denotes the Legendre complete elliptic integral of the firat kind. Similarly, by differentiating (7.5) under the integral sign we find for the gradient to the left of the origin

$$
\begin{equation*}
f^{\prime}(-0)=\frac{2}{\pi V^{\prime}\left\{\lambda\left(\alpha_{1}-\alpha_{2}\right)\right\}}\left[\left(\alpha_{1}-\alpha_{9}\right) \mathrm{E}\left(\sqrt{\frac{\alpha_{3}-\alpha_{2}}{\alpha_{1}-\alpha_{2}}}\right)-\alpha_{1} K\left(\sqrt{\frac{\alpha_{3}-\alpha_{2}}{\alpha_{1}-\alpha_{2}}}\right)\right], \tag{7•18}
\end{equation*}
$$

where $\mathrm{E}(k)$ denotes the Legendre integral of the second kind. From (7-4) we see that the gradient to the right of the origin is infinite; in fact

$$
f^{\prime}(\omega) \sim-\frac{1}{\pi \sqrt{\lambda}} \int_{A}^{\infty} \frac{e^{-\omega \alpha}}{\sqrt{\alpha}} d \alpha \sim-\frac{1}{\sqrt{\pi \lambda \omega}}
$$

( $A$ denotes some constant greater than $\alpha_{1}$ ).
A discontinuity of this kind is consistent with the nature of the differential equation (7-16) near the origin.

The asymptotic behaviour of the function for large positive values of $\omega$ may be derived from (7.4) by expanding in a Taylor series about $\alpha_{1}$ and using Watson's lemma. This gives, as a first term

$$
f(\omega) \sim \frac{e^{-\alpha_{1} \omega}}{\sqrt{\left\{\pi \lambda\left(\alpha_{1}-\alpha_{2}\right)\left(\alpha_{1}-\alpha_{9}\right) \omega\right\}}} \quad(\omega>0) .
$$

* A different solution of (7.16), expressible as a generalized Humbert series, would be obtained by taking the path of integration to the right of all the branch-points (see (6), p. 13).
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Similarly, for large negative values of $\omega$ the integral (7-5) gives

Since

$$
\begin{gather*}
f(\omega) \sim \frac{e^{-\alpha_{2}} \omega}{\sqrt{\left\{\pi \lambda\left(\alpha_{1}-\alpha_{3}\right)\left(\alpha_{2}-\alpha_{3}\right) \omega\right\}}} \quad(\omega<0) .  \tag{7.21}\\
\frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}+\frac{1}{\alpha_{3}}=0
\end{gather*}
$$

we see that $\alpha_{1}<-\alpha_{3}$, and so the function tends to zero less strongly on the positive side of the origin than on the negative side. This accounts for the positive coefficient of skewness noted previously.

The $r$ th moment of $f(\omega)$ about the origin is given by

$$
\nu_{r}=\frac{\mu_{r}}{(3 H)^{t^{2}}},
$$

where $\mu_{\mathrm{r}}$ is the corresponding moment for $p(\Omega)$. From (5-21) we have

$$
\left.\begin{array}{ll}
\nu_{0}=1, & \nu_{1}=0, \\
\nu_{2}=1, & \nu_{3}=3 \lambda, \\
\nu_{4}=9, & \nu_{5}=90 \lambda .
\end{array}\right\}
$$

Thus $\nu_{0}, \nu_{1}, \nu_{2}, \nu_{4}$ are all independent of $\lambda$. The coefficient of skewness ( $\nu_{3} / \nu_{2}^{\frac{7}{2}}$ ) is proportional to $\lambda$ while the kurtosis $\left(\nu_{4} / \nu_{2}^{2}\right)$ is constant and equal to 9 (compared with 3 for the normal distribution). Higher moments than the fifth are, in general, polynomials in $\lambda$.

Numerical computation of $f(\omega)$ has been carried out by D. B. Catton, and B. G. Millis at the Mathematical Laboratory, Cambridge, and the computation is described in an adjoining paper (1). In Fig. 2, the form of $f(\omega)$ is shown graphically for

$$
\lambda=2 / 3 \sqrt{3} \times(0,0 \cdot 2,0.5 \text { and } 1)
$$

The skewness of the curves, and the singularities at $\omega=0$, are apparent.
8. The significance of $\lambda$. Lastly let us consider the significance of the parameter

$$
\lambda=\frac{2}{3^{\frac{1}{2}}} \frac{\Delta}{H^{!}}
$$

in terms of the spectrum of the surface. Of particular interest to us are the conditions under which $\Delta / H^{\frac{t}{t}}$ may take the extreme values 0 and 1.

In equations (4.8) and (4.13) we may transform to polar coordinates by the substitution

$$
\begin{equation*}
(u, v)=(w \cos \theta, w \sin \theta) \tag{8.2}
\end{equation*}
$$

so that $w, \theta$ represent the wave-number and the direction, respectively, of a typical wave component in the spectrum. Using (4-10) and (4-14) we have then

$$
\begin{equation*}
H=\frac{1}{6} \int_{0}^{\infty} \int_{0}^{\infty} d w d w^{\prime} \int_{0}^{2 n} \int_{0}^{2 n} d \theta d \theta^{\prime} E(u, v) E\left(u^{\prime}, v^{\prime}\right) w^{6} w^{\prime 5} \sin ^{4}\left(\theta-\theta^{\prime}\right) \tag{8•3}
\end{equation*}
$$

and

$$
\begin{align*}
& \Delta=\frac{1}{6} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} d w d w^{\prime} d w^{-} \int_{0}^{9_{\pi} \pi} \int_{0}^{9 \pi} \int_{0}^{2 \pi} d \theta d \theta^{\prime} d \theta^{\prime \prime} E\left(u_{y} v\right) E\left(u^{\prime}, v^{\prime}\right) E\left(u^{\prime \prime}, v^{\prime \prime}\right) \\
& \times w^{5} w^{\prime 5} w^{\pi_{5}} \sin ^{2}\left(\theta^{\prime}-\theta^{\pi}\right) \sin ^{2}\left(\theta^{\prime \prime}-\theta\right) \sin ^{2}\left(\theta^{\prime}-\theta^{\prime \prime}\right) \tag{8.4}
\end{align*}
$$
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We have already seen that if the energy is concentrated in two distinct directions $\theta=\theta_{1}, \theta_{2}$ then $\Delta$ vanishes but not $H$ and so

$$
\begin{equation*}
\frac{\Delta}{\theta^{\frac{2}{2}}}=0 . \tag{8.5}
\end{equation*}
$$

If all the energy is concentrated in a single direotion then both $H$ and $\Delta$ vanish, and the ratio $\Delta / H^{\sharp}$ is indeterminate. However, this case may be examined by considering a spectrum of finite angular width tending to zero; and it will be shown that $\Delta / H^{\frac{1}{2}}$ may, for a narrow spentrum, take any value between 0 and 1.

Suppose, for example, that the spectrum $E(u, v)$ has the form

$$
E(u, v)=W(w) \Theta(\theta)
$$

where $W$ is a function of $w$ only and $\Theta$ is a function of $\theta$ only, then from (8.3) and (8.4) we have
and

$$
\begin{equation*}
H=\frac{1}{8} M^{2} \int_{0}^{8 \pi} \int_{0}^{2 \pi} \Theta(\theta) \Theta\left(\theta^{\prime}\right) \sin ^{4}\left(\theta-\theta^{\prime}\right) d \theta d \theta^{\prime} \tag{8.7}
\end{equation*}
$$

$$
\begin{equation*}
\Delta=\frac{1}{8} M^{3} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \Theta(\theta) \Theta\left(\theta^{\prime}\right) \Theta\left(\theta^{\prime \prime}\right) \sin ^{2}\left(\theta^{\prime}-\theta^{\prime \prime}\right) \sin ^{2}\left(\theta^{\prime \prime}-\theta\right) \sin ^{2}\left(\theta-\theta^{\prime}\right) d \theta d \theta^{\prime} d \theta^{\prime \prime} \tag{8.8}
\end{equation*}
$$

where

$$
M=\int_{0}^{\infty} W(w) w^{5} d w
$$

If the energy is all confined to one narrow range of direction, then, over the important region of integration, $\sin \left(\theta^{\prime}-\theta^{\prime \prime}\right), \sin \left(\theta^{\prime \prime}-\theta\right)$ and $\sin \left(\theta-\theta^{\prime}\right)$ may be replaced by ( $\theta-\theta^{\prime \prime}$ ), ( $\theta^{\prime \prime}-\theta$ ) and $\left(\theta-\theta^{\prime}\right)$, respectively. Hence we find

$$
\begin{align*}
& H=t M^{2}\left(t_{4} t_{0}-4 t_{3} t_{1}+6 t_{2}^{2}-4 t_{1} t_{3}+t_{0} t_{4}\right) \\
& \Delta=M^{2}\left|\begin{array}{lll}
t_{0} & t_{1} & t_{2} \\
t_{1} & t_{2} & t_{2} \\
t_{2} & t_{3} & t_{4}
\end{array}\right|,
\end{align*}
$$

and

Where $t_{n}$ denotes the $n$th moment of $\Theta$,

$$
\begin{equation*}
t_{n}=\int \Theta(\theta) \theta^{n} d \theta \tag{8-12}
\end{equation*}
$$

Assuming that $t_{1}=t_{3}=0$ (as for a symmetrical distribution) we find
where

$$
\begin{gather*}
\frac{\Delta}{H^{4}}=\frac{a^{2}-1}{\left(a^{2} / 3+1\right)^{\frac{1}{2}}} \\
a^{2}=\frac{t_{0} t_{4}}{\frac{t_{2}}{2}} \tag{8.14}
\end{gather*}
$$

The parameter $a^{2}$ represents the 'peakedness' of the energy spectrum with regard to direction. The minimum value of $a^{2}$ is unity, attained when $\odot$ consists of two close but separate concentrations of energy

$$
\begin{equation*}
\Theta=\delta\left(\theta-\theta_{1}\right)+\delta\left(\theta-\theta_{2}\right) . \tag{8-15}
\end{equation*}
$$
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This is when the surface $\zeta(x, y)$ really consists of two distinct systems of long-crested waves intersenting at a small angle $\left(\theta_{1}-\theta_{2}\right)$; and $\Delta / H^{\frac{3}{2}}$ has the value zero, as we should expect.

For a uniform distribution of energy over a narrow sector, $a^{2}=\frac{9}{5}$ and so

$$
\frac{\Delta}{H^{\frac{4}{2}}}=\frac{3_{1} / 6}{40}=0.194 \ldots .
$$

For a normal distribution, $a^{2}=3$ and so

$$
\frac{\Delta}{H^{\frac{2}{2}}}=\frac{1}{\sqrt{ } 2}=0.707 \ldots
$$

The maximum value of $\lambda$ is attained when $a^{2}=9$ and

$$
\begin{equation*}
\frac{\Delta}{H^{\frac{t}{2}}}=1 . \tag{8.18}
\end{equation*}
$$

By further concentrating the energy around the central direction, $a^{2}$ may be made to increase indefinitely and so
once more.

$$
\begin{equation*}
\frac{\Delta}{H!} \rightarrow 0 \tag{8.19}
\end{equation*}
$$

A quite different case in which $\lambda$ attains its maximum value is when the surface is isotropic. For then

$$
\begin{equation*}
E(u, v)=W(w) \times \text { constant } \tag{8.20}
\end{equation*}
$$

and on writing $\Theta=(2 \pi)^{-1}$ in (6.7) and (6.8) we have

$$
\begin{gather*}
H=\frac{1}{16} M^{2}, \quad \Delta=\frac{1}{64} M^{3}  \tag{8.21}\\
\frac{\Delta^{2}}{H^{4}}=1 . \tag{8-22}
\end{gather*}
$$

and so

Lastly, since $H$ and $\Delta$ depend only on moments of order 4, the same value of $\lambda$ will be found for any two surfaces whose spectra have the same fourth-order moments. Thus the maximum value of $\lambda$ is attained by any spectrum having $n$ fold rotational symmetry about the origin, where $n=3,5,6,7, \ldots$, for this will have the same fourthorder moments as an isotropic spectrum (see (8)).
9. Conclusions. Unlike the mean curvature $J$, the total curvature $\Omega$ has a nonnormal distribution; it is skew in general, and has a discontinuity in gradient at the origin (see Fig. 2). The distribution depends on only two parameters $H$ and $\Delta$, given in terms of the energy spectrum of the surface by equations (8.3) and (8.4). The scale of the distribution is proportional to $(3 H)^{\frac{1}{2}}$ whioh equals the r.m.s. value of $\Omega$. The skewness of the distribution is proportional to $\lambda,=2 \Delta /(3 H)^{\mathbf{1}}$. The analytical expression for $p(\Omega)$ is given by equation ( $6 \cdot 6$ ).

If $D$ denotes the r.m.s. value of $J$ (see equation (3.3)) then

$$
\frac{H}{D^{2}}=0
$$
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when and only when the original surface degenerates into a single system of longcrested waves; and

$$
\frac{\Delta}{D^{3}}=0, \quad \frac{H}{D^{2}} \neq 0,
$$

when and only when the surface consists of two systeme of long-crested waves intersecting at a non-zero angle. In this case $\lambda$ clearly vanishes. The maximum value of $\lambda$, which equals $2 / 3 \sqrt{3}$, may be taken in a variety of circumstances, for example if the surface is isotropic.

In the present paper $p(\Omega)$ was found by evaluating the characteristic function of $\Omega$ and then taking the Fourier transform of the result so as to obtain the function in the form of an integral. It may be mentioned that the same method would serve to determine the distribution of a general quadratic form in $n$ normally distributed variables, and that the frequency function would satisfy a linear differential equation of the $n$th degree.

In a subsequent paper we shall apply the present results by deducing the distribution of image sizes of a distant object reflected in the surface.
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1. Introduction. It has been shown recently that a fruitful method of studying the formation of waves on the sea surface is through the average intensity of reflected sunlight, as seen from different angles ((3), (4)). This gives, in effect, the statistical distribution of the components of surface slope.

Following the same line of thought, we may inquire what information could be derived from the distribution of the sizes of the reflected images of the sun. The size of an image depends essentially on the total curvature of the surface at the point of reflexion (see §2).


Fig. 1
As a physical model for the sea surface it is reasonable to assume in the first place a Gaussian surface, that is to say one whose elevation $\zeta$ and derivatives $\partial^{p+Q} \zeta / \partial x^{p} \partial y^{Q}$ are distributed normally. The model has given satisfactory results for the distribution of wave heights (1) and of surface slopes (4) and it is reasonable therefore to try it next for properties depending on the curvature.

The statistical distribution of the total curvature $\Omega$ for such a surface has been evaluated in a recent paper (7), and has been shown to depend upon two parameters $H$ and $\lambda$ derivable from the spectrum of the surface. It will be shown in the present paper that the distribution of image sizes depends upon the same parameters, but that its form is almost independent of $\lambda$. Hence, from the observed distribution the parameter $H$ could be accurately found, but not $\lambda$. The information given by $H$ is discussed in some detail in § 6 .
2. Geometrical relations. Suppose that light from a distant object $S$, after reflexion from a surface near $O$, is received at a point $Q$ distant $R$ from $O$ (see Fig. 1). The projected area of the image at $O$ is given by

$$
I=R^{2} q
$$
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where $q$ denotes the solid angle subtended by the beam at $Q$. The incident rays $S Q$ do not in general meet in a point, but it may be shown* that the solid angle $q^{\prime}$ formed by the incident rays is related to the solid angle $q$ by the expression

$$
-q^{\prime} / q=1+2 R\left(\kappa_{1} \sec \theta+\kappa_{2} \cos \theta\right)+4 R^{2} \Omega
$$

where $\kappa_{1}$ and $\kappa_{2}$ denote the curvatures of the surface in the plane of the ray and perpendicular to it, $\theta$ denotes the angle of incidence and $\Omega$ denotes the total curvature. ( $\Omega$ may be defined as the product of the two principal curvatures $\kappa_{a}$ and $\kappa_{b}$ at $O$.) The negative sign in (2-2) signifies that the sense of rotation of the image is reversed. Provided $R_{K_{a}}$ and $R \kappa_{b}$ are both large, we have

$$
\begin{equation*}
\left|q^{\prime}\right| q\left|=4 R^{2}\right| \Omega \mid \tag{2.3}
\end{equation*}
$$

a relation which is independent of $\theta$. Combining (2.1) and (2.3) gives

$$
I=\frac{q^{\prime}}{4|\Omega|}
$$

If $q^{\prime}$ is fixed (as for a distant object, large compared with $I$ ), then $I$ is inversely proportional to $|\Omega|$.
3. Definitions. If the surface is represented in the form

$$
z=\zeta(x, y)
$$

where $(x, y)$ are horizontal coordinates and $z$ is measured vertically upwards, the total curvature $\Omega$ is given by

$$
\begin{equation*}
\Omega=\left[\frac{\partial^{2} \zeta}{\partial x^{2}} \frac{\partial^{2} \zeta}{\partial y^{2}}-\left(\frac{\partial^{2} \zeta}{\partial x \partial y}\right)^{2-}\right] /\left[1+\left(\frac{\partial \zeta}{\partial x}\right)^{2}+\left(\frac{\partial \zeta}{\partial y}\right)^{2}\right] \tag{3•2}
\end{equation*}
$$

(see (10), §33). If the squares of $\partial \zeta / \partial x$ and $\hat{\partial} / \partial y$ are supposed negligible this reduces to

$$
\begin{equation*}
\Omega=\frac{\partial^{2} \zeta}{\partial x^{2}} \frac{\partial^{2} \zeta}{\partial y^{2}}-\left(\frac{\partial^{2} \zeta}{\partial x \partial y}\right)^{2} . \tag{3•3}
\end{equation*}
$$

As in a recent paper (7), it will be assumed that $\zeta$ is given by

$$
\begin{equation*}
\zeta(x, y)=\sum_{n} c_{n} \cos \left(u_{n} x+v_{n} y+\epsilon_{n}\right), \tag{3•4}
\end{equation*}
$$

where $u_{n}$ and $v_{n}$ are wave numbers densely distributed in the wave-number plane, and where $c_{n}$ and $\epsilon_{n}$ are amplitude and phase constants. The $\epsilon_{n}$ are supposed randomly and uniformly distributed between 0 and $2 \pi$, and the $c_{n}$ are such that in any small region $d u d v$ of the $(u, v)$ plane

$$
\sum_{n} \frac{1}{2} c_{n}^{2}=E(u, v) d u d v,
$$

where $E(u, v)$ is a continuous function. $E(u, v)$ will be called the energy spectrum of the surface.

[^21]Under certain general conditions (see (9), §2-10) it follows that the joint distribution of $\zeta$ and its derivatives is normal, and it has been shown (7) that in that case the distribution of $\Omega$ is given by

$$
p(\Omega)=\frac{1}{(3 H)^{\frac{1}{4}}} f\left(\frac{\Omega}{(3 \tilde{H})^{\frac{1}{t}}}, \frac{2 \Delta}{(3 H)^{\frac{1}{2}}}\right),
$$

where $H, \Delta$ ere constants given in terms of $E(u, v)$ by

$$
\begin{align*}
& H=\frac{1}{6} \iiint \int E(u, v) E\left(u^{\prime}, v^{\prime}\right)\left(u v^{\prime}-u^{\prime} v\right)^{4} d u d v d u^{\prime} d v^{\prime},  \tag{3.7}\\
& \begin{aligned}
\Delta & =\frac{1}{6} \iint \ldots \iint E(u, v) E\left(u^{\prime}, v^{\prime}\right) E\left(u^{\prime \prime}, v^{\prime \prime}\right)\left(u^{\prime} v^{\prime \prime}-u^{\prime \prime} v^{\prime}\right)^{2}\left(u^{\prime \prime} v-u v^{\prime \prime}\right)^{2} \\
& \times\left(u v^{\prime \prime}-u^{\prime} v\right)^{2} d u d v d u^{\prime} d v^{\prime} d u^{\prime \prime} d v^{\prime \prime}
\end{aligned}
\end{align*}
$$

and where

$$
f(\omega, \lambda)=\frac{1}{2 \pi} \int_{-i \infty}^{i \omega} \frac{e^{-\omega}}{\left(\lambda \alpha^{2}+\alpha^{2}-1\right)} d \alpha
$$

This last function has been discussed in (7) and evaluated numerically by Catton and Millis (2). Graphs are given in (7). The non-dimensional parameter

$$
\begin{equation*}
\lambda=\frac{2 \Delta}{(3 H)^{!}} \tag{3-10}
\end{equation*}
$$

is restricted by the condition that

$$
\begin{equation*}
0 \leqslant \frac{\Delta}{H^{t}} \leqslant 1 . \tag{3-11}
\end{equation*}
$$

Now $p(\Omega)$ is the distribution of $\Omega$ for points on the surface selected at random in the ( $x, y$ )-plane. In practice, however, the surface is viewed from a particular angle, and the images are seen only at those points on the surface (called specular points) where the surface has the particular slope required to reflect the light into the observer's eye. What we seek, therefore, is the distribution of $\Omega$ at specular points, which distribution we shall denote by $p^{*}(\Omega)$. It turns out that $p^{*}(\Omega)$, although different in form from $\boldsymbol{p}(\Omega)$, is very closely related.
4. The distribution of $\Omega$ at specular points. As in (7) let us write for short

$$
\begin{gather*}
\frac{\partial^{2} \zeta}{\partial x^{2}}, \frac{\partial^{2} \zeta}{\partial x \partial y}, \frac{\partial^{2} \zeta}{\partial y^{2}}=\xi_{1}, \xi_{0}, \xi_{u} \\
\frac{\partial \xi}{\partial x}, \frac{\partial \zeta}{\partial y}=\xi_{4}, \xi_{5} .
\end{gather*}
$$

The problem then is to find the distribution of

$$
\Omega=\xi_{1} \xi_{s}-\xi_{\mathrm{a}}^{2}
$$

at those points where $\xi_{4}, \xi_{5}$ take particular values.
Let $p\left(\xi_{1}, \xi_{2}, \xi_{8}, \xi_{4}, \xi_{5}\right)$ denote the probability density of $\xi_{1}, \ldots, \xi_{5}$ at an arbitrary point $P$ in the $(x, y)$-plane, and let $d A$ denote a small area of the $(x, y)$-plane surrounding
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$P$. If $\xi_{4}, \xi_{5}$ take the specified values somewhere in $d A$ then $\left(\xi_{4}, \xi_{5}\right)$ at $P$ itself must lie within a certain region of the ( $\xi_{4}, \xi_{5}$ )-plane having an area

$$
\left|\frac{\partial\left(\xi_{4}, \xi_{5}\right)}{\partial(x, y)}\right| d A=\left|\xi_{1} \xi_{3}-\xi_{2}^{2}\right| d A=|\Omega| d A
$$

So the probability that $\xi_{4}, \xi_{5}$ take the given values in $d A$ and that $\xi_{1}, \xi_{a}, \xi_{3}$ also lie in the ranges $d \xi_{1}, d \xi_{2}, d \xi_{3}$ is

$$
p\left(\xi_{1}, \ldots, \xi_{5}\right) d \xi_{1} d \xi_{2} d \xi_{3}|\Omega| d A
$$

The total probability of $\xi_{4}, \xi_{\mathrm{B}}$ taking the specified values in $d A$ is

$$
\int_{-\infty}^{\infty} d \xi_{1} \int_{-\infty}^{\infty} d \xi_{2} \int_{-\infty}^{\infty} d \xi_{3} p\left(\xi_{1}, \ldots, \xi_{5}\right)|\Omega| d A,=D_{\mathrm{sp}} d A,
$$

(where $D_{\text {ap }}$ denotes the average density of specular points with gradient $\left(\xi_{4}, \xi_{5}\right)$, per unit horizontal area). Therefore the probability that $\xi_{1}, \xi_{2}, \xi_{3}$ lie in their respective ranges given that there is a specular point in $d A$ is the quotient of ( $4 \cdot 5$ ) and ( $4 \cdot 6$ ), that is to say

$$
\frac{p\left(\xi_{1}, \ldots, \xi_{\mathrm{B}}\right)|\Omega|}{\bar{D}_{\mathrm{BD}}} d \xi_{1} d \xi_{2} d \xi_{3} .
$$

In other words, the probability distribution of $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ at such pointa is given by

$$
p^{*}\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\frac{p\left(\xi_{1}, \ldots, \xi_{5}\right)|\Omega|}{D_{1 p}} .
$$

It may easily be shown (see (5) $\S 2 \cdot 1$ ) that the first derivatives $\xi_{4}, \xi_{5}$ are statistically independent of the second derivatives $\xi_{1}, \xi_{2}, \xi_{3}$ so that

$$
p\left(\xi_{1}, \ldots, \xi_{5}\right)=p\left(\xi_{1}, \xi_{2}, \xi_{3}\right) p\left(\xi_{4}, \xi_{5}\right),
$$

where $p\left(\xi_{4}, \xi_{5}\right)$ denotes the probability distribution of $\left(\xi_{4}, \xi_{5}\right)$. Hence $p\left(\xi_{4}, \xi_{5}\right)$ is a factor in both the numerator and denominator of (4.8) and we have

$$
p^{*}\left(\xi_{1}, \xi_{2}, \xi_{8}\right)=\frac{|\Omega| p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)}{M},
$$

where $M$ denotes the normalizing constant

$$
M=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}|\Omega| \mid p\left(\xi_{1}, \xi_{2}, \xi_{3}\right) d \xi_{1} d \xi_{2} d \xi_{3} .
$$

Now the distribution of $\Omega$ at those points where the gradient is specified is given by

$$
p^{*}(\Omega) d \Omega=\iiint_{d \Omega} p^{*}\left(\xi_{1}, \xi_{2}, \xi_{3}\right) d \xi_{2} d \xi_{2} d \xi_{3}
$$

where the triple integral is taken over the space between the two adjacent surfaces

$$
\xi_{1} \xi_{3}-\xi_{2}^{2}=\Omega, \quad \Omega+d \Omega .
$$

Similarly for the previous distribution $p(\Omega)$ we have

$$
p(\Omega) d \Omega=\iiint_{d \Omega} p\left(\xi_{1}, \xi_{2}, \xi_{3}\right) d \xi_{1} d \xi_{2} d \xi_{3}
$$

But on substituting from (4-10) into (4-12) we see that over the region of integration the factor $|\Omega|$ is constant (to the first order). Hence

$$
p^{*}(\Omega)=\frac{|\Omega|}{M} p(\Omega)
$$

where $p(\Omega)$ is the distribution previously evaluated. Writing

$$
\frac{\Omega}{(3 H)^{\mathbf{L}}}=\omega,
$$

we have

$$
p^{*}(\Omega)=\frac{1}{M}|\omega| f(\omega, \lambda),
$$

where $f$ is given by equation (3.9).
The constant $M$ is related to the density of specular points per unit area of the surface and has heen evaluated in (5), § 2.4. The result is

$$
M=\frac{4}{\pi}\left(l_{2} l_{3}\right)^{\frac{1}{2}}\left[\left(\frac{l_{2}-l_{1}}{l_{2}}\right)^{\frac{k}{2}} E(k)-\left(\frac{l_{2}}{l_{2}-l_{1}}\right)^{\frac{1}{2}} K(k)\right],
$$

where $K(k)$ and $E(k)$ are the complete elliptic integrals of modulus

$$
k=\int\left(\frac{\left(l_{1}\left(l_{3}-l_{2}\right)\right.}{\left(\frac{l_{3}\left(l_{1}-l_{2}\right)}{}\right)}\right)
$$

and $l_{1}, l_{2}, l_{3}$ are the roots of the cubic equation

$$
\begin{equation*}
4 l^{3}-3 H l-\Delta=0 \tag{4-20}
\end{equation*}
$$

in descending order.
To evaluate this expression numerically it is convenient to write

$$
h_{1}, l_{2}, l_{3}=\frac{1}{2}(3 H)^{\frac{1}{2}}\left(\beta_{1}, \beta_{2}, \beta_{3}\right)
$$

so that $\beta_{1}, \beta_{2}, \beta_{3}$ are the roots of

$$
\beta^{3}-\beta-\lambda=0
$$

We have then

$$
M=(2 / \pi)(3 H)^{\frac{1}{\underline{1}}} \beta_{1} \Phi\left(-\beta_{2} / \beta_{1}\right),
$$

where

$$
\begin{gather*}
\Phi(t)=t^{\frac{1}{2}}(1-t)^{\frac{t}{t}}\left[\left(\frac{1+t}{t}\right)^{\frac{1}{t}} \cdot E(k)-\left(\frac{t}{1+t}\right)^{\frac{t}{2}} K(k)\right], \\
k=\sqrt{ }\left(\frac{1-2 t}{1-t^{2}}\right) .
\end{gather*}
$$

The function $\Phi$ is shown graphically in Fig. 10 of (5). It is a very slowly varying function with a maximum value $\Phi(0)=1$ (corresponding to $\lambda=0$ ) and a minimum value $\Phi\left(\frac{1}{2}\right)=0.907 \ldots$ (corresponding to $\lambda=2 / 3^{\frac{1}{2}}$ ). Altogether we have
where

$$
p^{*}(\Omega)=\frac{N}{(3 H)^{\frac{1}{2}}}|\omega| f(\omega, \lambda),
$$

were

$$
N=\frac{\pi}{2 \beta_{1} \Phi\left(-\beta_{2} / \beta_{1}\right)}
$$

Values of $N$ are given in Table 1 for some values of $\lambda$ equally spaced over the range $0 \leqslant \lambda \leqslant 2 / 3^{\sharp}$. It will be seen that $N$ differs very little from $1 \cdot 5$ over the whole range.
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5. The distribution of $|\Omega|^{-1}$. Since the apparent image size $I$ is inversely proportional to $|\Omega|$, we consider now the statistical distribution of $|\Omega|^{-1}$ at specular points. Writing

$$
\Omega^{-1}=\Psi
$$

we have

$$
\begin{gather*}
p^{*}(\Psi)=\left|\frac{d \Omega}{d \Psi}\right| p^{*}(\Omega)=N(3 H)^{\ddagger}|\omega|^{3} f(\omega) \\
\psi=\frac{1}{\omega}=\frac{(3 H)^{\frac{1}{2}}}{\Omega}=(3 H)^{\ddagger} \Psi \\
p^{*}\left(\Psi^{*}\right)=N(3 H)^{\mathbf{1}} \psi^{-\mathbf{3}} f\left(\psi^{-1}\right) . \tag{5.4}
\end{gather*}
$$

The distribution of $|\Psi|=|\Omega|^{-1}$ is found by adding the two distributions for positive and negative values of $\Psi$. Thus

$$
p^{*}(|\Psi|)=(3 H)^{\mathbf{t}} g(|\psi|)
$$

where

$$
g(|\psi|)=N|\psi|^{-3}[f(\psi)+f(-\psi)]
$$

Then the distribution of apparent image sizes is given by

$$
\begin{equation*}
p^{*}(I)=\frac{4(3 F)^{\frac{1}{2}}}{q^{\prime}} g(|\psi|) \tag{5.7}
\end{equation*}
$$

from equation (2-4).

## Table 1

| $\lambda \times 3^{1} / 2$ | $N$ | $\lambda \times 3^{3} / 2$ | $N$ |
| :---: | :---: | :---: | :---: |
| 0.0 | 1.571 | 0.6 | 1.534 |
| 0.1 | 1.568 | 0.7 | 1.625 |
| 0.2 | 1.663 | 0.8 | 1.517 |
| 0.3 | 1.567 | 0.9 | 1.509 |
| 0.4 | 1.560 | 1.0 | 1.500 |
| 0.5 | 1.642 | - | - |

The form of $g(|\psi|)$ is shown in Fig. 2 for the two extreme values of $\lambda$. The tables of $f(\omega)$ given in (2), and the graphs in (7), show that the curves for intermediate values of $\lambda$ lie mainly between those for the two extreme values. But the whole family of curves lie so close together that for the sake of clarity only those for the extreme values of $\lambda$ are shown.

A striking feature of the distributions is the very sharp cut-off at about $|\psi|=0.1$. For large values of $|\omega|$ we have from $\S 7$ of (7)

$$
f(\omega)+f(-\omega) \sim C_{1} \omega^{-\frac{1}{2}} e^{-C_{2}|\omega|},
$$

where $C_{1}$ and $C_{2}$ are constant; therefore for small values of $|\psi|$

$$
\begin{equation*}
g(|\psi|) \sim C_{3}|\psi|-1 e^{-C_{v} \mid \psi!} \tag{5.9}
\end{equation*}
$$

The average value of $|\psi|$ is very simple: we have

$$
\int_{0}^{\infty} g(|\psi|)|\psi| d \psi=\int_{-\infty}^{\infty} N \psi^{-2} f(\psi) d \psi=\int_{-\infty}^{\infty} N f(\omega) d \omega=N
$$

Sizes of images reflected in a random surface

Fig. 2. Graph of $g(|\psi|)$ for the two extreme values of $\lambda$, showing the form of the distribution of image sizes.
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since $f(\omega)$ itself is a probability distribution. From Table 1 we see that $N$ lies between 1.5 and about 1.571 (that is to say $\frac{1}{2} \pi$ ). This mean value is somewhat greater than might be expected from Fig. 2, owing, no doubt, to the long 'tail' on the positive side of the distribution.

The second moment of $g(|\psi|)$, and all higher moments, are infinite.
From ( $5-10$ ) it follows that the mean value of $|\Omega|^{-1}$ is given by

$$
\operatorname{av} \cdot|\Omega|^{-1}=\operatorname{av} \frac{|\psi|}{(3 H)^{\frac{1}{2}}}=\frac{N}{(3 H)^{\frac{1}{7}}}
$$

and the mean value of $I$ is given by

$$
\begin{equation*}
\text { av. } I=\text { av. } \frac{q^{\prime}}{4|\Omega|}=\frac{N q^{\prime}}{4(3 H)^{\frac{1}{2}}} \tag{5.12}
\end{equation*}
$$

6. Discussion and conclusions. We have seen that the distribution of image sizes depends fundamentally on two parameters, $H$ and $\lambda$, determined by the energy spectrum of the surface. The quantity $(3 H)^{-\frac{1}{2}}$, which defines the scale of the distribution, is related to the spectrum of the surface by equation (3.7). We see that $H$ is always positive (unless the surface degenerates into a single system of long-crested waves, in which case equation (2.3) becomes inapplicable). The parameter $\lambda$ may lie anywhere between 0 and $2 / 3^{\frac{1}{2}}$ (see (7), §8). The lower value $\lambda=0$ is characteristic of two intersecting systems of long-crested waves; the upper value $\lambda=2 / 3^{\frac{1}{2}}$ may ocour in a variety of circumatances, for example, if the surface is isotropic, or if the angular spread of energy is small and has a certain 'peakedness' (see (7), §8).

On the other hand, it has been shown in the present paper that the form of the distribution of image sizes is not critically dependent on $\lambda$, and that the distributions corresponding to different values of $\lambda$ are very alike, even those corresponding to the two extreme values 0 and $2 / 3^{\mathbf{t}}$.

Suppose then that the distribution of image sizes is observed; what information about the spectrum can be deduced? Clearly, the value of $\lambda$ could not be determined accurately without very many observations. On the other hand, $H$ could be determined quite reliably, for example, from equation (5.12), since $N$ is very nearly equal to 1.5 . Alternatively, $\boldsymbol{H}$ could be found from the position of the sharp cut-off at the lower end of the distribution.

The information given by $H$ is summarized in equation (3.7). Let us transform to polar coordinates $w, \theta$ by the substritution

$$
\begin{equation*}
u, v=\omega \cos \theta, \omega \sin \theta \tag{6.1}
\end{equation*}
$$

so that $w$ and $\theta$ denote the wave number $\left(u^{2}+v^{2}\right)^{\frac{1}{2}}$ and direction $\tan ^{-1} v / u$, respectively, for the distribution of energy in the spectrum. Then we have

$$
H=\frac{1}{B} \int_{0}^{\infty} \int_{0}^{\infty} d w d w^{\prime} \int_{0}^{2 \pi} \int_{0}^{2 \pi} d \theta d \theta^{\prime} E(u, v) E\left(u^{\prime}, v^{\prime}\right) \omega^{5} w^{55} \sin ^{4}\left(\theta-\theta^{\prime}\right) .
$$

If we assume that the spectrum has the form

$$
E(u, v)=W(w) \Theta(\theta),
$$

where $W$ is a function of $w$ only and $\Theta$ is a function of $\theta$ only, then

$$
H=\frac{1}{d} D^{2} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \Theta(\theta) \Theta\left(\theta^{\prime}\right) \sin ^{-4}\left(\theta-\theta^{\prime}\right) d \theta d \theta^{\prime}
$$

where

$$
\begin{equation*}
D=\int_{0}^{\infty} W(w) w^{5} d w . \tag{6.5}
\end{equation*}
$$

$D$ is essentially the fourth moment of the distribution with regard to wave number; for this is given by

$$
\begin{equation*}
M_{4}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) w^{4} d u d v=\int_{0}^{\infty} \int_{0}^{2 \pi} \omega(w) \Theta(\theta) w^{5} d w d \theta=D \tag{8-6}
\end{equation*}
$$

provided that $\Theta$ is normalized:

$$
\int_{0}^{2 \pi} \Theta(\theta) d \theta=1 .
$$

In particular, when the energy is confined to a narrow range of wavelengths, corresponding to a wave-number $\bar{w}$ we have

$$
D=M_{4}=\bar{w}^{4} M_{0},
$$

where $M_{0}$ is the moment of order zero, equal to the total energy in the surface per unit area (6).

When the surface is isotropic (which must be established by other means) then $\Theta=$ constant $=(2 \pi)^{-1}$, and so from (6.4)

$$
H=\frac{1}{16} D^{2} .
$$

If, on the other hand, the spectrum is fairly narrow in direction, then on replacing $\sin \left(\theta-\theta^{\prime}\right)$ by $\left(\theta-\theta^{\prime}\right)$ in ( $\left.6-4\right)$ we have

$$
H=\frac{1}{6}\left(t_{4} t_{0}-4 t_{3} t_{1}+6 t_{2}^{2}-4 t_{1} t_{3}+t_{0} t_{4}\right)
$$

where $t_{n}$ denotes the $n$th angular moment of the distribution:

$$
t_{n}=\int \Theta(\theta) \theta^{n} d \theta
$$

Assuming $t_{1}=t_{3}=0$ as for a symmetrical distribution, and writing (as in (5))
we obtain

$$
\begin{align*}
& \frac{t_{2}}{t_{0}}=\gamma^{8}, \quad \frac{t_{0} t_{4}}{t_{2}^{2}}=a^{2}  \tag{6.12}\\
& H=M_{4}^{2} \gamma^{2}\left(1+\frac{1}{8} a^{2}\right) . \tag{6.13}
\end{align*}
$$

Here $\gamma$ denotes the r.m.s. angular spread of the spectrum and $a^{2}$ denotes its 'peakedness'. For a normal distribution, $a^{2}=3$ and so

$$
\begin{equation*}
H=2 \gamma^{2} M_{4}^{2} \tag{6.14}
\end{equation*}
$$

If $\gamma$ is determined independently, as for example in (5), then (6.14) provides us with a means of estimating $M_{4}$.

M. S. Longuet-Hrgains
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1. Introduction and summary. Imagine a nearly horizontal, statistically uniform, random surface $\zeta(x, y)$, Gaussian in the sense that the second derivatives $\partial^{2} \zeta / \partial x^{2}$, $\partial^{2} \zeta / \partial x \partial y, \partial^{2} \zeta / \partial y^{2}$ have a normal joint distribution. The problem considered is the statistical distribution of the quantity

$$
F=\left|\begin{array}{cc}
1+\nu \frac{\partial^{2} \zeta}{\partial x^{2}} & \nu \frac{\partial^{2} \zeta}{\partial x \partial y} \\
\nu \frac{\partial^{2} \zeta}{\partial x \partial y} & 1+\nu \frac{\partial^{2} \zeta}{\partial y^{2}}
\end{array}\right|=1+\nu J+\nu^{2} \Omega
$$

where $J$ and $\Omega$ denote the mean curvature and total curvature of the surface, respectively, and $\nu$ is a constant parameter.

In a previous paper (2) the distribution of $J$ and $\Omega$ separately was determined; the distribution of $F$ reduces to that of $\nu^{2} \Omega$ as $\nu$ tends to infinity. The previous results were applicable to the focusing of radiation reflected by the surface when the source of radiation and the observer were both at infinite distance from the surface. The present results apply to a source or observer at finite distance, provided that the radiation falls nearly vertically.

The problem is solved completely when the surface is statistically isotropic; typical curves for the distribution of $F$ are shown in Fig. 2. The family of curves depends upon a single parameter $A$ proportional to the square of $\nu$ (i.e. height above the surface) and to the mean-square value of $J$, the mean curvature.

From this distribution we deduce the distribution of the sizes of images reflected in the surface (see Fig. 4), which is also equivalent to the distribution of the intensity, provided the radiation from each image is considered separately.

The general distribution for an anisotropic surface depends in addition on three further parameters of the surface $B_{1}, B_{2}, B_{3}$ (and no others). It is shown that in the extreme case when $A \ll 1$ the other three parameters do not affect the distribution, while if $A \gg 1$ only one of the three enters the solution, and then as a simple scalefactor. So from the form of the distribution, together with the observed distribution of image-size or intensity, it may be possible to determine the parameter $A$ with a fair degree of certainty.
2. Parameters of the surface. In the notation of (2) the joint distribution of

$$
\left(\xi_{1}, \xi_{2}, \varepsilon_{a}\right)=\left(\frac{\partial^{2} \zeta}{\partial x^{2}}, \frac{\partial^{2} \zeta}{\partial x} \zeta, \frac{\partial^{2} \zeta}{\partial y^{2}}\right)
$$
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is given by

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\frac{1}{(2 \pi)^{\frac{1}{2}} \Delta^{\frac{1}{i}}} \exp \left[-\frac{1}{2} \sum_{i j} M_{i j} \xi_{i} \xi_{j}\right], \tag{2.2}
\end{equation*}
$$

where

$$
\left(M_{i j}\right)=\left(\begin{array}{lll}
m_{40} & m_{31} & m_{52} \\
m_{91} & m_{92} & m_{15} \\
m_{29} & m_{19} & m_{04}
\end{array}\right)^{-1}=\Xi^{-1}
$$

say;

$$
\begin{equation*}
\Delta=|\Xi| \tag{2.4}
\end{equation*}
$$

and the quantities $m_{p q}$ are moments of the energy spectrum $E(u, v)$ of the surface $\zeta(x, y)$ :

$$
m_{p q}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(u, v) u^{p} v^{q} d u d v
$$

(They are also derivatives of the correlation function of $\zeta(x, y)$.) In the above integral the quantities $u, v$ correspond to wave-numbers in the $x, y$ directions, and evidently the quantities $m_{p q}$ depend on the particular orientation chosen for the axes of $x, y$. The physical problem, however, is independent of choice of axes. So we shall expect to be concerned with parameters that are invariant with respect to rotation of the axes of $x, y$. With the aid of polar coordinates, defined by

$$
\left.\begin{array}{rl}
(u, v) & =(w \cos \theta, w \sin \theta) \\
\left(u^{\prime}, v^{\prime}\right) & =\left(w^{\prime} \cos \theta^{\prime}, w^{\prime} \sin \theta^{\prime}\right), \\
\left(u^{\prime \prime}, v^{\prime \prime}\right) & =\left(w^{\prime \prime} \cos \theta^{\prime \prime}, w^{\prime \prime} \sin \theta^{\prime \prime}\right),
\end{array}\right\}
$$

such invariants may be written down at will. For example,

$$
\begin{align*}
D & =\iint E(u, v) w^{4} d u d v, \\
2 G & =\iiint \int E(u, v) E\left(u^{\prime}, p^{\prime}\right) w^{4} w^{\prime 4} \sin ^{2}\left(\theta-\theta^{\prime}\right) d u d v d u^{\prime} d v^{\prime}, \\
6 H= & \iiint \int E(u, v) E\left(u^{\prime}, v^{\prime}\right) w^{4} w^{\prime 4} \sin ^{4}\left(\theta-\theta^{\prime}\right) d u d v d u^{\prime} d v^{\prime}, \\
6 \Delta= & \iiint \iiint E(u, v) E\left(u^{\prime}, v^{\prime}\right) E\left(u^{\prime \prime}, v^{\prime \prime}\right) w^{4} w^{\prime 4} w^{\prime 4} \\
& \times \sin ^{2}\left(\theta^{\prime}-\theta^{n}\right) \sin ^{2}\left(\theta^{\prime \prime}-\theta\right) \sin ^{2}\left(\theta-\theta^{\prime}\right) d u d v d u^{\prime} d v^{\prime} d u^{\prime \prime} d v^{\prime \prime} .
\end{align*}
$$

(The physical significance of $H, \Delta$ is discussed more fully in (3).) By substituting from equation (2-6) and separating the various terms we have identically

$$
\left.\begin{array}{rl}
D & =m_{40}+2 m_{22}+m_{04}, \\
\boldsymbol{A} & =\left(m_{40}+m_{29}\right)\left(m_{29}+m_{04}\right)-\left(m_{31}+m_{19}\right)^{9}, \\
3 H & =m_{a 0} m_{04}-4 m_{31} m_{13}+3 m_{29}^{2}, \\
\Delta & =\left|\begin{array}{lll}
m_{40} & m_{91} & m_{22} \\
m_{31} & m_{22} & m_{13} \\
m_{22} & m_{18} & m_{04}
\end{array}\right| .
\end{array}\right\}
$$
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Now the five moments $m_{40}, m_{31}, m_{22}, m_{13}, m_{04}$ are independent. Rotation of the axes represents one degree of freedom, and one therefore expects just four independent invariant combinations of the moments, unchanged by rotation of the axes. Four sach independent combinations are in fact $D, G, H$ and $\Delta$. Another invariant which will ocour in the following, namely

$$
\begin{align*}
G^{\prime} & =\frac{1}{2} \iint E(u, v) E\left(u^{\prime}, v^{\prime}\right) w^{4} w^{\prime 4} \sin ^{2}\left(\theta-\theta^{\prime}\right) \cos ^{2}\left(\theta-\theta^{\prime}\right) d u d v d u^{\prime} d v^{\prime} \\
& =m_{22}\left(m_{40}-2 m_{2 \mathrm{a}}+m_{04}\right)-\left(m_{\mathrm{a} 1}-m_{13}\right)^{2}
\end{align*}
$$

is expressible in terms of the other four. Evidently

$$
G^{\prime}=G-3 H .
$$

In the special case when the surface is isotropic all the above parameters are expressible in terms of one only, say $D$. For then $E(u, v)$ is a function of $w$ only; on replacing $d u d v$ by $w d w d \theta$ and carrying out the integrations with respect to $\theta$ we find

$$
\begin{align*}
& G=\frac{1}{6} D^{2}, \quad H \\
&=\frac{1}{16} D^{2}, \quad \Delta=\frac{1}{84} D^{3}, \\
& G^{\prime}=\frac{1}{16} D^{2} .
\end{align*}
$$

and hence
If on the other hand the surface consists of two intersecting systems of long-crested waves crossing at an angle $\theta_{0}$, and if $D=D^{(1)}, D^{(2)}$ for the two systems individually, then in the combined system we have

$$
\left.\begin{array}{ll}
D & =D^{(1)}+D^{(2)},  \tag{2.13}\\
G & =D^{(1)} D^{(2)} \sin ^{2} \theta_{0},
\end{array} \quad 3 H=D^{(2)} D^{(2)} \sin ^{4} \theta_{0}, 3 .\right\}
$$

In the particular case when $D^{(n)}=D^{(2)}=\frac{1}{2} D$ (i.e. mean-square curvatures are equal for the two systems) then

$$
\begin{equation*}
G=\frac{1}{4} D^{2} \sin ^{2} \theta_{0}, \quad H=\frac{1}{12} D^{2} \sin ^{4} \theta_{0}, \quad G^{\prime}=\frac{1}{18} D^{2} \sin ^{2} 2 \theta_{0} \tag{2.14}
\end{equation*}
$$

3. The distribution of $F$. From the definition of $F$ we have

$$
F=1+\nu\left(\xi_{1}+\xi_{3}\right)+\nu^{2}\left(\xi_{1} \xi_{3}-\xi_{2}^{2}\right),
$$

where the joint distribution of $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is given by (2-2). By a real linear transformation
we may make

$$
\left.\begin{array}{rl}
\xi_{i} & =\sum_{j} a_{i j} \eta_{j} \\
\sum_{i j} M_{4 j} \xi_{i} \xi_{j} & =\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}, \\
\xi_{1} \xi_{3}-\xi_{2} & =l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2},
\end{array}\right\}
$$

say. Then the joint distribution of $\eta_{1}, \eta_{9}, \eta_{3}$ is

$$
\begin{align*}
p\left(\eta_{1}, \eta_{2}, \eta_{3}\right) & =\frac{1}{(2 \pi)^{\frac{1}{2}}} \exp \left[-\frac{1}{2}\left(\eta_{1}^{\frac{1}{2}}+\eta_{2}^{2}+\eta_{3}^{2}\right)\right]  \tag{3.4}\\
F & =\chi_{1}+\chi_{2}+\chi_{3}+\chi_{3}
\end{align*}
$$

and we have
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where

$$
\begin{align*}
& \chi_{j}=l_{j}\left(\nu \eta_{j}+\frac{a_{1 j}+a_{3 j}}{2 l_{j}}\right)^{2} \quad(j=1,2,3), \\
& \chi_{4}=1-\sum_{j=1}^{3} \frac{\left(a_{1 j}+a_{3 j}\right)^{2}}{4_{v_{j}}^{\prime}} .
\end{align*}
$$

This expresses $F$ as the sum of functions $\chi_{j}$ whose characteristic functions

$$
\begin{equation*}
\phi_{j}(t)=\int_{-\infty}^{\infty} p\left(\chi_{j}\right) e^{i \chi_{j}} d d \chi_{j} \tag{3.7}
\end{equation*}
$$

are known. In fact we have

$$
\begin{align*}
& \phi_{j}(t)=\left(1-2 l_{j} i \nu^{2} t\right)^{-\frac{1}{2}} \exp \left[\frac{i t\left(a_{1 j}+a_{3 j}\right)^{2}}{4 l_{j}\left(1-2 l_{j} i \nu^{2} t\right)}\right] \quad(j=1,2,3),  \tag{3•8}\\
& \phi_{4}(t)=\exp \left[i t-i t \sum_{j=1}^{3} \frac{i t\left(a_{2 j}+a_{3 j}\right)^{2}}{4 l_{j}\left(1-2 l_{j} i \nu^{2} t\right)}\right]
\end{align*}
$$

The oharacteristic function of $F$ is the produot of the characteristio funotions $\phi_{j}$, that is

$$
\begin{equation*}
\phi(t)=\frac{\exp \left[i t+\frac{1}{2}(i t)^{2} \nu^{2} \Sigma\left(a_{1 j}+a_{3 j}\right)^{2} /\left(1-2 l_{j} i \nu^{2} t\right)\right]}{\left[\left(1-2 l_{1} i \nu^{2} t\right)\left(1-2 l_{2} i \nu^{2} t\right)\left(1-2 l_{3} i \nu^{2} t\right)\right]^{\frac{1}{2}}} . \tag{3-9}
\end{equation*}
$$

Now from (2), equations (5-12) we have

$$
\begin{equation*}
l_{1}+l_{2}+l_{9}=0, \quad l_{2} l_{3}+l_{4} l_{2}+l_{1} l_{2}=-\frac{3}{3} B, \quad l_{1} l_{2} l_{3}=\frac{1}{3} \Delta ; \tag{3-10}
\end{equation*}
$$

and it may also be shown (see Appendix) that

$$
\sum_{j}\left(a_{1 j}+a_{3 j}\right)^{2}=D, \quad \sum_{j} l_{j}^{-2}\left(a_{1 j}+a_{3 j}\right)^{2}=4, \quad \sum_{j} l_{j}\left(a_{1 j}+a_{3 j}\right)^{2}=G .
$$

By means of these relations $\phi(t)$ is reduced to

$$
\begin{equation*}
\phi(t)=\frac{\exp \left[i t \frac{1+\frac{1}{2} D\left(i \nu^{2} t\right)+G^{\prime}\left(i \nu^{2} t\right)^{2}}{1-3 H\left(i \nu^{2} t\right)^{2}-2 \Delta\left(i \nu^{2} t\right)^{3}}\right]}{\left[1-3 H\left(i \nu^{2} t\right)^{2}-2 \Delta\left(i \nu^{2} t\right)^{2}\right]^{\frac{1}{2}}} . \tag{3.12}
\end{equation*}
$$

The probability distribution of $F$ is now found from

Writing

$$
\begin{gather*}
p(F)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \phi(t) e^{i F i} d t .  \tag{3.13}\\
\frac{1}{2} D=A,  \tag{3-14}\\
\frac{G^{\prime}}{D^{2}}=\frac{1}{16} B_{1}, \quad \frac{H}{D^{2}}=\frac{1}{16} B_{2}, \quad \frac{\Delta}{D^{3}}=\frac{1}{\delta \pi} B_{3}, \tag{3.15}
\end{gather*}
$$

(so that in the isotropio case $B_{1}, B_{2}, B_{8}$ will reduce to unity) and changing the variable of integration to

$$
\begin{equation*}
\alpha=A i t \tag{3.16}
\end{equation*}
$$

we have finally

$$
p(F)=\frac{1}{2 \pi A} \int_{-\infty}^{\infty} \frac{\exp \left[\frac{\alpha}{A}\left(\frac{1+2 \alpha+B_{1} \alpha^{2}}{1-3 B_{2} \alpha^{3}-2 B_{3} \alpha^{8}}-F\right)\right]}{\left[2 B_{2} \alpha^{2}+3 B_{2} \alpha^{2}-1\right]^{\frac{1}{2}}} d \alpha,
$$

where that value of the square root is taken which has negative real part at $a=-i \infty$.
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4. Discussion: the isotropic case. For general values of the ratios $B_{1}, B_{2}, B_{9}$ the distribution $p(F)$ is not expressible in terms of known functions, as may be shown even in the special case when $\boldsymbol{A}$ is large (see (2)). However, if the surface is isotropic we have from (2.11) and (3.15)

$$
\begin{gather*}
B_{1}=B_{2}=B_{3}=1 \\
p\left(F^{\prime}\right)=\frac{1}{2 \pi A} \int_{-i \infty}^{\text {ioe }} \frac{\exp \left[\frac{\alpha}{A}\left(\frac{1}{1-2 \alpha}-F\right)\right]}{(\alpha+1)(2 \alpha-1)^{\frac{1}{2}}} d \alpha .
\end{gather*}
$$

giving

This function has different forms for positive $F$ and for negative $F$. When $F$ is negative the contour of integration may be completed by a semi-circle of infinite radius in the left half-plane, since the integrand atisfies Jordan's lemma (see (5)). Hence

$$
p(F)=2 \pi i \times\{\text { residue of integrand at } \alpha=-\mathrm{I}\}=\frac{1}{\mathrm{~A} \sqrt{3}} e^{(F-\mathrm{I} v 4} .
$$



Fig. 1. Contour of integration when $F>0$.
When $F$ is positive, we may proceed as follows. Write $F / A=\psi$. Then on multiplying $p(F)$ by $e^{-\psi}$ and differentiating under the integral sign we have

$$
-\frac{d}{d \psi}\left[e^{-\psi} p(F)\right]=\frac{1}{2 \pi A} \int_{-i \infty}^{i \infty} \frac{\exp \left[\frac{\alpha}{A}\left(\frac{1}{1-2 \alpha}\right)-(\alpha+1) \psi\right]}{(2 \alpha-1)^{\frac{1}{i}}} d \alpha .
$$

On setting $2 \alpha-1=2 \neq \psi^{-1} \beta$ the above expression becomes

$$
\frac{1}{2 \pi A(2 \psi)^{\frac{1}{2}}} \exp \left[-\frac{1}{2 A}-\frac{3 \psi}{2}\right] \int_{\sigma} \exp \left[-\left(\frac{\psi}{A \beta}+\beta\right)\right] \frac{d \beta}{\beta^{\frac{1}{z}}}
$$

Where the contour $C$ may now be deformed as in Fig. 1. The integral may be recognized as a Bessel function of order $-\frac{1}{2}$ (see for example (5), Chapter 17) or directly as the hyperbolic cosine

$$
2 \pi^{\frac{1}{4}} \cosh (\psi / A)^{\frac{1}{t}} .
$$

After substitution in (4-4) and integration with respect to $\psi$ from $\psi$ to $\infty$ we have
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The substitution $z^{2}=3 \psi / 2$ gives

$$
\begin{align*}
& e^{-\psi} p(F)= \frac{1}{(3 \pi)^{\frac{1}{2} A}} e^{-1 / 2 A} \int_{(3 F / 2 A)^{\frac{1}{4}}}^{\infty} e^{-z^{2}} e\left[(2 / 3 A)^{\frac{1}{2}}+e^{-(2 / 3 A)^{\frac{1}{2}} \varepsilon}\right] d z . \\
&=\frac{1}{2 \sqrt{3 A}} e^{-1 / 3 \Delta}\left[\operatorname{erfo}\left\{\left(\frac{3 F}{2 A}\right)^{\frac{1}{2}}+\left(\frac{1}{6 A}\right)^{\frac{1}{2}}\right\}+\operatorname{erfc}\left\{\left(\frac{3 F}{2 A}\right)^{\frac{1}{2}}-\left(\frac{1}{6 A}\right)^{\frac{1}{2}}\right\}\right], \\
& \quad \operatorname{erfc}(x)=\frac{2}{\pi^{\frac{1}{2}}} \int_{x}^{\infty} e^{-z^{2}} d z .
\end{align*}
$$

Multiplying by $e^{\psi}$ and combining this result with that for negative $F$, we have altogether

$$
p(F)=\frac{1}{\sqrt{3 A}} e^{(F-3 / \angle} \times \begin{cases}1 & (F<0), \\ \frac{1}{2}\left[\operatorname{erfc}\left\{\left(\frac{3 F}{2 A}\right)^{\ddagger}+\left(\frac{1}{6 A}\right)^{\frac{1}{2}}\right\}+\operatorname{erfo}\left\{\left(\frac{3 F}{2 A}\right)^{\frac{1}{2}}-\left(\frac{1}{6 A}\right)^{\frac{1}{2}}\right\}\right] & (F>0) .\end{cases}
$$

Limiting forms. For small values of the parameter $A$ the arguments of the error functions are large. Since, as $x \rightarrow \infty$,
we find

$$
\begin{equation*}
\operatorname{erfc}(x) \sim \frac{1}{\pi^{2}} \frac{e^{-x^{2}}}{x} \tag{4-12}
\end{equation*}
$$

$$
p(F) \sim\left(\frac{1}{8 \pi A}\right)^{\frac{1}{2}} e^{-(F-1) / / \Omega A} .
$$

In other words $F$ is almost normally distributed about $F=1$ with variance $4 A$. This is what we should expect since for small $\boldsymbol{A}$ (that is, in effect for small $\nu$ ) we have from equation (1-1)

$$
F \div 1+\nu J
$$

and it is well known that the distribution of $J$ is normal, with variance $D$. (The probability of negative $F$ is negligible.)

On the other hand for large values of $A$ we have, writing

$$
F=A \psi, \quad p(\psi)=A p(F)
$$

the limiting form

$$
p(\psi)=\frac{1}{\sqrt{3}} e^{\psi} \times\left\{\begin{array}{ll}
1 & (\psi<0), \\
\operatorname{erfc}\left(\frac{3}{2} \psi\right)^{\frac{1}{2}} & (\psi>0) .
\end{array}\right\}
$$

This is in agreement with the distribution of the total curvature for an isotropic surface found previously (2). In fact for large values of $A$

$$
F \dot{F} \div \nu^{2} \Omega
$$

while for isotropy

$$
A=\frac{1}{4} \nu^{2} D=\nu^{2} H^{\frac{1}{2}}
$$

so that

$$
\psi=\frac{F}{A} \div \frac{\Omega}{H^{\frac{t}{4}}}=\sqrt{ } 3 \omega .
$$

The distribution of $\omega$, as given by equation (7-14) of (2), will be seen to agree with (4•16) above.

For general values of $A$ the distributions $p(F)$, given by (4-11), may still be computed numerically, for example, by means of the excellent tables in (4). Some typical curves are shown in Fig. 2. The transition from the normal probability curve to the skew ourve appropriate to the distribution (4-16) can be clearly seen.


Fig. 2. The statistical distribution of $F$ for an isotropic surface.
The value of $p(F)$ at the origin is simply

$$
p(0)=-\frac{1}{\sqrt{3 A}} e^{-1 / 3 A}
$$

which has a maximum value $\sqrt{ } 3 e^{-1}$ attained when $A=\frac{1}{3}$. The probability of negative $F$ is given by

$$
\begin{equation*}
\int_{-\infty}^{0} p(F) d F=\frac{1}{\sqrt{3}} e^{-1 / \beta A} \tag{4-21}
\end{equation*}
$$

which diminishes very rapidly as $\boldsymbol{A}$ decreases beyond about $0 \cdot 1$.
5. Applications. Imagine a source of radiation at a point $O$, height $h_{1}$ above or below a nearly horizontal aurface, as in Fig. 3 (a). The radiation is reflected from the aurface at a typical point $P$ and received at a corresponding point $Q$ on a horizontal plane distant $\hbar_{2}$ from the mean surface level. It is supposed that $O P$ and $P Q$ are both nearly vertical. If $x, y$ denote the horizontal coordinates of $P$, and $x^{\prime}, y^{\prime}$ the coordinates of $Q$ relative to $O$ as origin, then we have

$$
\begin{align*}
& x^{\prime}=\left(1+h_{\mathrm{a}} / h_{1}\right)\left(x+h_{1} \frac{\partial \zeta}{\partial x}\right) \\
& y^{\prime}=\left(1+h_{2} / h_{1}\right)\left(y+h_{1} \frac{\partial \zeta}{\partial y}\right),
\end{align*}
$$
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where $z=\zeta(x, y)$ is the equation of the surface. If now the point $P$ describes a small olosed cirouit of ares $d a$, the corresponding point $Q$ describes a circuit of area $d a^{\prime}$ where

$$
\frac{d a^{\prime}}{d a}=\left|\frac{\partial\left(x^{\prime}, y^{\prime}\right)}{\partial(x, y)}\right|=\left(1+h_{2} / h_{1}\right)^{2}|F| .
$$

Here $F$ is given by equation (1-1) with $h_{1}$ replaoing $\nu$. Hence the area of the image of the source at $P$, as seen from $Q$ is proportional to $|F|^{-1}$. In fact, since $F=1$ for a flat surface, the image area is simply

$$
a=a_{0}|F|^{-1},
$$

where $a_{0}$ is the area of the image reflected by a plane surface at $P$.

(a)

(b)

Fig. 3. Definition of parametere for (a) reflexion and (b) refraction.
Similarly, if $I_{0}$ denote the intensity of radiation at $Q$ supposing the curvature to be zero, the intensity at $Q$ due to radiation received from the neighbourhood of $P$ is

$$
I=I_{0}|F|^{-1}
$$

(If, however, more than one image is seen at $Q$, say from $P_{3}, P_{2}, \ldots, P_{N}$ then the total intensity will be the sum of such expressions evaluated at $P_{1}, P_{8}, \ldots, P_{N}$.)

Suppose now that we wish to find the atatistical distribution of the image-sizes, as seen from an arbitrary point $Q\left(x^{\prime}, y^{\prime}\right)$. We have already obtained the statistical distribution of $F$ at a fixed point $P(x, y)$, for an ensemble of surfaces; and assuming the surface is ergodic with respect to space and time, this distribution $p(F)$ is the same as would be obtained by random sampling of a particular surface $\zeta(x, y)$ at points distributed uniformly with regard to $x, y$ (and not too far from the origin). But we require the distribution $p^{*}\left(F^{\prime}\right)$ for points $Q$ uniformly spaced in the $\left(x^{\prime}, y^{\prime}\right)$-plane. The concentration of sampling points $Q\left(x^{\prime}, y^{\prime}\right)$ differs from that of the corresponding points $P(x, y)$ by a factor

$$
\left|\frac{\partial\left(x^{\prime}, y^{\prime}\right)}{\partial(x, y)}\right|=\left(1+h_{2} / h_{1}\right)^{2}|F|
$$

and hence we have

$$
p^{*}(F)=c|F| p(F)
$$

where $c$ is a pure constant, which may be found by the condition that

$$
1=\int_{-\infty}^{\infty} p^{*}(F) d F=c \int_{-\infty}^{\infty}|F| p(F) d F
$$

In the case of an isotropic surface it is found without difficulty that
and hence

$$
\begin{gather*}
\int_{-\infty}^{\infty}|F| p(F) d F=1+\frac{2 A}{\sqrt{3}} e^{-1 / 3 \Delta} \\
c=\left[1+\frac{2 A}{\sqrt{3}} e^{-1 / 3 A}\right]^{-1} .
\end{gather*}
$$

This distribution of $\vartheta=|F|^{-1}$ is given by

$$
p^{*}(\vartheta)=\left|\frac{d F}{d \vartheta}\right|\left[p^{*}(F)+p^{*}(-F)\right]
$$



Fig. 4. The statisticel distribution of $\vartheta=|F|^{-1}$, giving the distribution of image sizes.
where $F=\vartheta^{-1}$ and $p^{*}(F)$ is given by equation (5.6): that is

$$
\left.p^{*}(\vartheta)=c|F|^{2}\left[p^{*}(F)+p^{*}(-F)\right]\right]_{F \rightarrow-1} .
$$

The mean value of this distribution is given by

$$
\bar{\vartheta}=\int_{0}^{\infty} \vartheta p^{*}(\vartheta) d \vartheta=c \int_{-\infty}^{\infty} p(F) d F=c,
$$

some values of which are given in Table 1. All higher moments are infinite.
The family of distributions is shown in Fig. 4, for various values of the parameter $A$. Two limiting forms may be noted: when $A \ll 1$

$$
p(\vartheta) \sim\left(\frac{1}{8 \pi A}\right) e^{-(\vartheta-1)^{2 / 8} \Delta}
$$

that is to say a normal distribution centred on $\vartheta=1$. Secondly when $A \gg 1$ we have

$$
p(\vartheta) \sim \frac{1}{2 A^{2}}\left[e^{-1 / \Delta \vartheta}+e^{1 / \Delta \vartheta} \operatorname{erfc}\left(\frac{3}{2 A \vartheta}\right)^{\frac{1}{2}}\right]
$$

which will be found to be identical with the distribution of image-sizes for distant pointa, as given in (3).
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## Table 1. Mean values of $\vartheta$

| $\boldsymbol{A}$ | $\bar{\vartheta}$ | $A$ | $\vartheta$ |
| :---: | :---: | :---: | ---: |
| 0 | 1.0000 | $\frac{1}{2}$ | 0.8760 |
| $\frac{1}{10}$ | 0.9959 | $\frac{1}{2}$ | 0.7714 |
| $\frac{1}{2}$ | 0.9842 | 1 | 0.5472 |
| $\frac{1}{8}$ | 0.9582 | 2 | 0.3384 |
| - | - | $\infty$ | $A \times 0.8660$ |

The distributions clearly become less symmetrical as the parameter $A$ increases. The conventional measures of skewness (see for example (1)) are inapplicable since the higher moments of the distribution are infinite. However, the curves generally have a very sharp cut-off on the lower side, and a convenient measure of the skewness is given by

$$
\beta \equiv \vartheta^{(1 / 20)} / \bar{\vartheta},
$$

where $\overline{\mathfrak{Y}}$ is the mean and $\vartheta^{(1)^{20)}}$ the value of $\vartheta$ such that $5 \%$ of the distribution lies to the left of it:

$$
\int_{0}^{\theta(u / m)} p(\vartheta) d \vartheta=\frac{1}{2} \delta .
$$

Values of $\beta$ have been determined graphically and are shown in figure 5 against the parameter $A^{\frac{1}{2}}$.


Fig. 5. Skewnses of the curves in Fig. 4, as a function of $\sqrt{ } A$.
A precisely aimilar reasoning will apply when the source $O$ and the receiver $Q$ are on opposite sides of a surface bounding two refracting media, of indices $\mu_{1}$ and $\mu_{2}$ (see Fig. $3(b)$ ). Then with the same notation we have

$$
\begin{align*}
& x^{\prime}=\left(1+\frac{\mu_{2} h_{2}}{\mu_{1} h_{1}}\right)\left(x+\frac{\left(\mu_{2}-\mu_{1}\right) h_{1} h_{2}}{\mu_{1} h_{1}+\mu_{2} h_{2}} \frac{\partial \zeta}{\partial x}\right), \\
& y^{\prime}=\left(1+\frac{\mu_{2} h_{2}}{\mu_{1} h_{1}}\right)\left(y+\frac{\left(\mu_{2}-\mu_{1}\right) h_{1} h_{2}}{\mu_{1} h_{1}+\mu_{2} h_{2}} \frac{\partial \zeta}{\partial y}\right),
\end{align*}
$$

and the analysis proceeds exactly as before, but with

$$
\nu=\frac{\left(\mu_{2}-\mu_{1}\right) h_{2} h_{2}}{\mu_{1} h_{I}+\mu_{2} h_{2}}
$$

Thesame analytical function ( $5 \cdot 11$ ) clearly describes the distribution of theintensity $I$ in the plane of $Q$ provided, however, that the radiation from each image is considered separately. When there is an appreciable chance that more than one image may be seen at a time, then the sum of the intensities has a difference law of distribution. In this case, however, at least one of the images must correspond to a negative value of $F$. The present distribution will therefore apply to the total intensity only when the probability of negative $F$, given by equation (4-21), is negligible.
6. Anisotropic surfaces. Generally, as we have seen, the distribution of $|F|^{-1}$ depends upon four independent parameters $A_{1} B_{1}, B_{2}, B_{3}$; we have so far fully evaluated only the distribution for an isotropic surface, which depends on $A$ alone. To what extent are the results applicable to anisotropic surfaces?

Some kind of answer can be given in the two extreme cases $A \ll 1$ and $A \gg 1$. In the former case we have seen that $F \div 1+\nu J$, and, since the distribution of $J$ depends always on one parameter $D$, it follows that the distribution of $F$ (and likewise of $|F|^{-1}$ ) depends only on $A$. Hence for small values of $A$ the above distributions are independent of the other three parameters, and are valid generally.

When on the other hand $A \geqslant 1$, it has been shown in a previous paper (3) that the distribution of $|F|^{-1}$ depends on two parameters. One of these,

$$
\begin{equation*}
\nu^{2} H^{\frac{1}{2}}=B_{2}^{\frac{1}{2}} A, \tag{6.1}
\end{equation*}
$$

determines the scale of the distribution. The other,

$$
\begin{equation*}
H^{\frac{t}{4}} / \Delta=B_{2}^{\frac{t}{t}} / B_{3}, \tag{6•2}
\end{equation*}
$$

hardly affects the distribution of $\left|F^{\prime}\right|^{-1}$ at all, so that for practical purposes the only variable parameter is $B_{2}^{\ddagger} A$. For an isotropic surface $B_{2}$ takes the value 1 . Thus the above results (for large $A$ ) are applicable provided only that $A$ is replaced by $B_{2}^{\frac{1}{2}} A$, that is, the scale of the distribution is stretshed by a factor $B_{2}^{\mathbf{2}}$.

From the definitions (3.15) we have

$$
\begin{equation*}
B_{2}^{\prime}=4 H^{\ddagger} / D \tag{6.3}
\end{equation*}
$$

which may vary considerably, but is generally of order 1 . For example, if the surface consists of two long-crested systems of waves intersecting at an angle $\theta_{0}$ we have from

$$
\begin{gather*}
B_{2}^{\frac{1}{2}}=\left(\frac{4}{3}\right)^{\frac{1}{4}} \sin \theta_{0} . \\
\theta_{0}=\sin ^{-1}\left(\frac{3}{4}\right)^{\frac{1}{2}}=\frac{1}{3} \pi \tag{6.4}
\end{gather*}
$$

It is curious that when
(that is, the two systems intersect at an angle of $60^{\circ}$ ), then $B_{2}=1$ and the limiting form for $p^{*}(\vartheta)$ is valid without any change of scale.
7. Conclusions. It has been shown that the random surface $\zeta(x, y)$ is fully characterized, for the present purpose, by four independent parameters $D, G, H$ and $\Delta$. The distribution of $F$ is found to depend on all four of these, which, when combined with $\nu$,
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give four non-dimensional parameters $A, B_{1}, B_{2}, B_{3}$ for the distribution (§3). However, when the surface is isotropic the number of parameters is reduced to one, and the distribution is dependent on the parameter $A$ only. Moreover, the distribution of $F$ is then expressible in terms of known analytical functions.

For very small values of $A$ the distribution tends always to a normal curve, irrespective of the values of $B_{1}, B_{2}, B_{3}$; for large values of $A$ the distribution tends to a form which depends only on the scale-factor $B_{2}^{\frac{1}{2}} A$ (which equals unity both for an isotropic surface and for two long-crested systems of waves intersecting at an angle of $60^{\circ}$ ). Hence the form of the distribution, apart from its scale, may depend mainly on $A$ throughout the whole of its range, so that the curves computed for the isotropic case are typical. From the skewness of these curves the parameter $A$ can be fairly well estimated provided $A<1$. When $A$ increases beyond 1 it becomes easier to estimate $3 B_{2} A^{2}$, the mean-square value of $\nu^{2} \Omega$.

## APPENDIX

Proof of equations (3.11)
Let us introduce new variablea $\zeta_{1}, \zeta_{2}, \zeta_{s}$, linearly dependent on $\xi_{1}, \xi_{2}, \xi_{3}$, by

$$
\begin{equation*}
\xi_{i}=\sum_{j} T_{i j} \zeta_{j}, \tag{A.1}
\end{equation*}
$$

where

$$
\left(T_{i j}\right)=\left(\begin{array}{rrr}
1 & 0 & 1  \tag{A2}\\
0 & 1 & 0 \\
1 & 0 & -1
\end{array}\right)
$$

In matrix notation this can be written $\boldsymbol{\xi}=\mathbf{T} \zeta$. Inverting, we have

$$
\begin{equation*}
\zeta=T^{-1} \xi=T^{-1} \mathbf{a} \eta=b \eta, \tag{A3}
\end{equation*}
$$

where a denotes the matrix $\left(a_{i j}\right)$, and $\mathbf{b}=T^{-1} \mathbf{a}$. Since

$$
T^{-1}=\left(\begin{array}{rrr}
\frac{1}{2} & 0 & \frac{1}{2}  \tag{A4}\\
0 & 1 & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right)
$$

this gives in particular

$$
\begin{equation*}
b_{11}=\frac{1}{2}\left(a_{11}+a_{31}\right), \quad b_{12}=\frac{1}{2}\left(a_{12}+a_{32}\right), \quad b_{13}=\frac{1}{2}\left(a_{13}+a_{33}\right), \tag{A5}
\end{equation*}
$$

and our object is now to prove

$$
\begin{align*}
b_{11}^{2}+b_{12}^{2}+b_{13}^{2} & =\ddagger D,  \tag{A6}\\
l_{1}^{-1} b_{11}^{2}+\zeta_{1}^{2} b_{13}^{2}+l_{3}^{-1} b_{13}^{2} & =1,  \tag{A7}\\
l_{1} b_{11}^{2}+l_{8}^{2} b_{13}^{2}+l_{3} b_{13}^{2} & =\Varangle G . \tag{A8}
\end{align*}
$$

With the above transformation we have

$$
\left.\begin{array}{rl}
\xi_{1} \xi_{i}-\xi_{i}^{i} & =\zeta_{i}^{i}-\zeta_{2}^{i}-\zeta_{8}^{i},  \tag{A9}\\
\sum_{i j} M_{i j} \xi_{i} \xi_{i} & =\sum_{i j} N_{i j} \zeta_{i} \zeta_{j},
\end{array}\right\}
$$

# Focusing of radiation by a random surface 

where

$$
\begin{equation*}
\mathbf{N}=\mathbf{T}^{\prime} \mathbf{M T} \tag{A10}
\end{equation*}
$$

and so

$$
\begin{equation*}
\mathbf{N}^{-1}=\mathbf{T}^{-1} \boldsymbol{Z} \mathbf{T}^{-1}, \tag{A11}
\end{equation*}
$$

where $\boldsymbol{Z}$ is given by (2•3). Writing $N^{-1}=\bar{U}$ we have

$$
\mathbf{K}=\left(\begin{array}{lll}
\frac{1}{\frac{1}{4}}\left(m_{40}+2 m_{29}+m_{04}\right) & \frac{1}{2}\left(m_{31}+m_{18}\right) & \frac{1}{4}\left(m_{40}-m_{04}\right)  \tag{A12}\\
\frac{1}{2}\left(m_{91}+m_{13}\right) & m_{22} & \frac{1}{2}\left(m_{91}-m_{13}\right) \\
\frac{1}{4}\left(m_{40}-m_{04}\right) & \frac{1}{2}\left(m_{21}-m_{18}\right) & \frac{1}{4}\left(m_{40}-2 m_{22}+m_{04}\right)
\end{array}\right) .
$$

Now from (3.3) and (A 9)

$$
\left.\begin{array}{c}
\sum_{i j} N_{i j} \zeta_{i} \zeta_{j}=\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2},  \tag{A13}\\
\zeta-\zeta_{2}^{2}-\zeta_{3}^{2}=l_{1} \eta_{1}^{2}+l_{2} \eta_{2}^{2}+l_{3} \eta_{3}^{2} .
\end{array}\right\}
$$

From the first of these equations,

$$
\begin{equation*}
\mathbf{b}^{\prime} \mathrm{Nb}=\mathbf{I}, \tag{A14}
\end{equation*}
$$

where I denotes the unit matrix. So on taking inverse matrices

$$
\begin{equation*}
\mathbf{b}^{-1 / \sqrt{1} \mathbf{b}^{-\mathbf{1}^{\prime}}}=\mathbf{I} \tag{A15}
\end{equation*}
$$

and henoe

$$
\begin{equation*}
\mathbf{K}=\mathbf{b} \mathbf{b}^{\prime} . \tag{A16}
\end{equation*}
$$

In particular

$$
\begin{equation*}
K_{11}=b_{11}+b_{12}^{2}+b_{18}^{2} . \tag{A17}
\end{equation*}
$$

Since from (2.8) and ( $\mathbf{A} 12$ ) we have $\Lambda_{11}=\Varangle D$, this proves ( $\mathbf{A} 6$ ).
Similarly from the second of equations (A 13) we have

$$
\begin{equation*}
\mathbf{b}^{\prime} \mathbf{K} \mathbf{b}=\mathbf{L}, \tag{A18}
\end{equation*}
$$

where

$$
\mathbf{K}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right), \quad \mathbf{L}=\left(\begin{array}{lll}
l_{1} & 0 & 0 \\
0 & l_{2} & 0 \\
0 & 0 & l_{3}
\end{array}\right)
$$

$$
\begin{equation*}
\mathbf{K}^{-1}=\mathbf{b L}^{-1} \mathbf{b}^{\prime} . \tag{A20}
\end{equation*}
$$

The leading element of this matrix relationship gives us (A 7).
To prove (A 8) we note that from (3.2) and (3.3)

$$
\begin{equation*}
\mathbf{a}^{\prime} \mathbf{M a}=\mathbf{I}, \quad \mathbf{a}^{\prime} \boldsymbol{c a}=\mathbf{L}, \tag{A21}
\end{equation*}
$$

where

$$
\sigma=\left(\begin{array}{rrr}
0 & 0 & \frac{1}{2}  \tag{A22}\\
0 & -1 & 0 \\
\frac{1}{2} & 0 & 0
\end{array}\right)
$$

From the first of (A21),
and so from the second

$$
\begin{equation*}
\mathbf{a}^{\prime}=\mathbf{a}^{-1} \mathbf{M}^{-1}=\mathbf{a}^{-1} \mathbf{\Xi}_{;} \tag{A23}
\end{equation*}
$$

$L=a^{-1} \boldsymbol{E}^{\sigma^{\prime}} \mathbf{a}^{-r}$,
giving
where

$$
\begin{equation*}
\mathbf{S}=\mathbf{b a}^{-1} \mathbf{G}=\mathbf{T}^{-1} \mathbf{E} . \tag{A25}
\end{equation*}
$$
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From (2.3) and (A 4) we have

$$
\mathbf{S}=\left(\begin{array}{lll}
\frac{1}{2}\left(m_{40}+m_{28}\right) & \frac{1}{2}\left(m_{31}+m_{13}\right) & \frac{1}{1}\left(m_{22}+m_{04}\right)  \tag{A27}\\
m_{31} & m_{22} & m_{13} \\
\frac{1}{2}\left(m_{40}-m_{22}\right) & \frac{1}{2}\left(m_{31}-m_{18}\right) & \frac{1}{2}\left(m_{22}-m_{04}\right)
\end{array}\right) .
$$

On taking the leading element in equation (A 25) we obtain the desired relation.
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#### Abstract

Light falling from a point source on a ruffled surface produces a pattern of images, which move sbout over the surface. The image points correspond to the maxima, minima, and saddle points of a certain function. It is shown that the images are generally created in pairs, a maximum with a saddle point or a minimum with a snddle point, and that the total numbers of maxima, minima, and saddle points satiafy the relation $$
N_{m a}+N_{m i}=N_{\omega}+1 .
$$

The process of creation or annihilation of images is studied in detail, and also the tracks of the image points, in certain special cases, It is shown that closed tracks may te common. This is confirmed by photography of the sea surface.


## I. INTRODUCTION

WHEN light from a fixed source falls upon a wavelike surlace, such as the surface of a lake when ruffed by the wind, an observer may see a number of dancing images of the source reflected at different points in the surface; these points are sometimes called the "specular points." Similarly, an observer beneath the surface would also see a number of moving images, depending upon the refractive index and the positions of the source and observer.

The number of images seen by the abserver is not constant. The images move, and two specular points may come together and disappear or, on the other hand, two such points may suddenly appear where there were none before. Such an event, namely, the creation or the annihilation of two specular points may be called a "twinkle." ${ }^{1}$

It can be shown that at a "twinkle" the intensity of the image becomes exceptionally bright; the light is partially focused on the observer, so that the latter sees a bright flash. Correspondingly, if the refected or refracted light is allowed to illuminate a fixed surface parallel to the mean wave surface, the intensity of illumination on the fixed surface fluctuates, and lines of especially bright illumination may be seen, for example, on the bottom of a shallow lake or sea. At the instant when one such line sweeps across a point $Q$ in the plane, an observer at $Q$ will see a "twinkle." A particular case of this phenomenon when the water surface is perfectly regular and sinusoidal and the source is at infinite distance has been considered by Shenck. ${ }^{3}$
It is well known, however, that water waves generated by wind are not perfectly regular but have a certain degree of randomness arising from the character of their origin. For example, the slopes of wind waves are known to have a statistical distribution which is ap-

[^22]proximately Gaussian. ${ }^{1}$ It is sometimes convenient to assume that the water surface is the sum of an infinite number of long-crested waves of different wavelengths and directions, whose phases have been chosen at random from the interval ( $0,2 \pi$ ); under suitable conditions, this leads to a Gaussian distribution of the elevation, slopes, and higher derivatives.4

The purpose of the present paper is to study the pattern of specular points in a random surface, to show how specular points may be added or subtracted at a "twinkle," and to examine the paths of specular points such as would be revealed by a time exposure of the surface. It is not here assumed that the surface is Gaussian but only that it has a certain degree of randomness so that special and unlikely cases (with probability zero) can he ignored. In subsequent papers the Gaussian assumption will be explicilly made, and the average numbers of specular points, as well as the mean number of twinkles per unit time, will be determined in terms of the spectrum of the surface.

First, in Sec. 2, we consider the pattern of specular points on the suriace at a typical instant. Some of these points are "maxima," some are "minima," and some "saddle points." A simple relation between the number of each kind, namely,

$$
\begin{equation*}
N_{m a}+N_{m i}=N_{\omega a}+1 \tag{1.1}
\end{equation*}
$$

is established.
It is then shown that as the surface moves, the specular points are generally created in pairs-a maximum with a saddle point or else a minimum with a saddle point. The way in which these fit into the previous pattern is also considered.
Ordinarily, a specular point, as it moves about on the surface, has a finite velocity; but we find that at the beginning and end of its life (that is to say when it is created or destroyed with anather specular point), the

[^23]velocity becomes infinite-in such a way, however, that the total distance traveled by the point is finite.

Typical tracks of specular points are considered in Sec. 6. When the surface consists of certain kinds of wave systems, it is shown that closed tracks will be common. A pholograph of such tracks on the sea surface is reproduced in Fig. 9.

## 2. CONDITIONS AT A SPECULAR POINT

Let the equation of the surface in rectangular coordinates be

$$
\begin{equation*}
z=\zeta(x, y, l), \tag{2.1}
\end{equation*}
$$

where the $z$ axis is directed vertically upward. If the light source 0 and the point of observation $Q$ are at ( $0,0, h_{1}$ ) and ( $0,0, h_{2}$ ), respectively (both above the surface), then the conditions for a point $P$ at $(x, y, y)$ to be a specular point are

$$
\begin{equation*}
\partial \zeta / \partial x=-\kappa x, \quad \partial \zeta / \partial y=-x y \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa=\frac{3}{2}\left[\left(1 / h_{1}\right)+\left(1 / h_{2}\right)\right], \tag{2.3}
\end{equation*}
$$

it being supposed that $s \zeta$ and $\partial \zeta / \partial x, \partial y / \partial y$ are all small quantities. Similarly, if $Q$ is situated at a distance $h_{2}$ below the surface and $\mu_{1}, \mu_{2}$ are the refractive indices for the two media above and below, we again have Eq. (2.2), but with

$$
\begin{equation*}
\kappa=\left(\mu_{1} h_{1}+\mu_{2} h_{2}\right) /\left(\mu_{2}-\mu_{1}\right) h_{1} h_{2} . \tag{2.4}
\end{equation*}
$$

It follows from (2.2) that the specular points correspond to the solutions of the equations

$$
\begin{equation*}
\partial f / \partial x=0, \quad \partial f / \partial y=0 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x, y, t)=\zeta(x, y, 0)+\frac{1}{2} \kappa\left(x^{2}+y^{2}\right), \tag{2.6}
\end{equation*}
$$

that is to say, they are the stationary points of the function $f$.
Let us first consider the surface as "frozen" at one particular time $t$, so that $f$ is a function of $x, y$ only. The form of the suriace in the neighborhood of a specular point is well known. Shifting the origin of $x, y$ to the point $P$ and assuming that $\zeta(x, y)$ is differentiable up to the second order, we have

$$
\begin{equation*}
f(x, y)=\frac{1}{2}\left(a_{20} x^{4}+2 a_{11} x y+a_{02} y^{2}\right)+R \tag{2.7}
\end{equation*}
$$

where $R$ is a remainder of higher order than the second. We may write

$$
\begin{array}{r}
\Omega_{f}=\left(\partial^{2} f / \partial x^{2}\right)\left(\partial^{2} f / \partial y^{4}\right)-\left(\partial^{2} / / \partial x \partial y\right)^{2} \\
\left.=a_{90} a_{12}-a_{11}{ }^{2}\right) \tag{2.8}
\end{array}
$$

for the discriminant of the quadratic form in (2.7) ; $\Omega_{f}$ also equals the "total" curvature of the suriace $\varepsilon=f$ at $P$. There are geverally two distinct cases: either
(1) $\Omega_{\rho}>0$; the quadratic form in (2.7) is always of the same sign, and $j$ has a maximum or a minimum according as $a_{20} \leq 0$; the contours $f=$ constant are ellipses as in Figs. 1 (a) and 1 (c). Alternatively,

(ब)

(0)

(c)

Fig. 1. The full lines indicate contours of $f(x, y, \downarrow)$ in the neighborbood of an ordinary specular point: (a) a maximum, (b) a saddle point, (c) a minimum. The broken lines and arrows indicate directions of steepest ascent.
(2) $\Omega,<0$; the quadratic form is indefinite, and the contours of $f$ are hyperbolic, as in Fig. 1(b).

Of special interest to us are the paths of steepest ascent on the suriace; these are the orthogonal trajectories of the contour lines shown in Fig. 2. It is evident that in case (1) a path of steepest descent may either leave or enter $P$ in any direction whatsoever, and there is a continuous family of such paths. In case (2) on the other hand, the orthogonal trajectories are rectangular hyperbolas with center $P$ and so can never pass through $P$ itself, with the exception of the hyperbola of zero "radius," that is, the line pair which forms the asymptotes of all the other paths. Thus, at a saddle point only two pairs of directions exist from which a path of steepest ascent may enter or leave the point, compared with a continuous family of directions for a maximum or minimum.

We have purposely not investigated the special case $\Omega_{J}=0$ at present, because if the surface is "frozen" the probability of such points occurring is nil ; only when the suriace is allowed to move, that is to say, it is given an extra degree of freedom, is there a finite probability that $\Omega_{f}$ will pass through zero in a given length of time.

## 3. PATTERN OF SPECULAR POINTS

It is sufficient, then, so long as the surface is "irnzen," to suppose that the stationary points are either maxima, minima, or saddle points; any other cases bave a total probability zero.

We now give a chain of reasoning which suggests that all the minima on the surface may be joined by a network of paths so that each mesh contains one maximum and each segment conlains one saddle point.
Consider the form of $z=f(x, y)$ as the radius $r=\left(x^{8}+y^{2}\right)^{1}$ tends to infinity. In Eq. (2.6) the constant $x$ is positive. If we suppose that $\zeta(x, y)$ is Gaussian, so that the probability of large negative values is exponentially small, then it will follow that as $r \rightarrow \infty$, $f(x, y)$ almost always tends to infinity also.

Further, if the first and second derivatives of $\zeta$ are aiso Gaussian (and certainly if the slopes are bounded) we may expect that the paths of steepest ascent on the surface will, outside a circle of given radius $r_{0}$, all tend to infinity, except for a set of surfaces having probability
f, where f tends to 0 as $\boldsymbol{r}_{0} \rightarrow \infty$. We assume, therefore, that beyond a given radius all paths are directed outward to a "maximum at infinity," it being understood that we are neglecting a sel of cases of vanishing total probability.

We shall also assume that there is only a finite number of stationary points at any time throughout the whole plane.

Siarting from a typical point $P$ on the surface (not a stationary point), let us follow the path of steepest ascent from $P$; this will climb until it reaches a stationary point or else goes to infinity. Generally, the path will not encounter a saddle point, since to each saddle point there are only two paths of steepest ascent; therefore, it will generally reach a maximum $A$ (which may be the "maximum at infinity"). Moreover, if $P^{\prime}$ is a point in the neighborbood of $P$, the path of steepest ascent from $P^{\prime}$ will generally arrive at the same maximum $A$. Hence $P$ lies in a continuous region, all points of which are connected to $A$ by paths of steepest ascent. From Fig. 1 (a), every maximum is surrounded by such a region.

In this way the whole plane, with the exceptions of the minima and of the paths passing through the saddle points, is divided into regions, one region for each maximum.

Let us now go to a typical minimum $B$ and follow the line of steepest ascent, starting out from $B$ in an arbitrary direction $\theta$. Tbis path, for the same reason, generally leads to a maximum $\boldsymbol{A}(\boldsymbol{\theta})$. Moreover, all paibs adjacent to the first path, that is starting in slightly different directions $\theta+d \theta$, generally arrive at $A$ also.

Suppose now there exist two different directions $\theta_{1}$ and $\theta_{2}$ for which the paths of steepest ascent arrive at different maxima $A_{1}$ and $A_{2}$ [Fig. 2(a)]. By varying $\theta$ continunusly from $\theta_{1}$ to $\theta_{2}$ we must encounter a direction $\theta_{13}$ for which the path bifurcates, one branch going to $A_{1}$ and one to $A_{1}$ (where $A_{3}$ may be the same as $A_{2}$ ). The point of bifurcation cannot be an ordinary point or a maximum or minimum; it must therefore be a saddle point $C$, say.

Now the path from $B$ to $C$ must form a part of the boundary of the region surrounding $A_{1}$ (for a slight

(a)

(b)

Fie. 2. Configurations of stationary points. ( - maximum, $0=$ minimum, $X=$ saddle point)
variation of $\theta$ produces a path leading to $A_{1}$ on the one side or to $A_{3}$ on the other). Further, if the path $B C$ is continued beyond the saddle point $C$ and down the other side it must eventually reach a stationary point, which is either a minimum or another saddle point. A saddle point is ruled out, as being of vanishing probability. So in almost all cases the path ends in another minimum $B^{\prime}$, say.

On continuing in this way round the maximum $A_{1}$ we have a succession of minima $B, B^{\prime}, B^{\prime \prime}$, and we eventually arrive back at $B$, having toured $A_{1}$ just once. It is quite possible for $B^{\prime}$ to coincide with $B_{1}$ as in Fig. 2(b).

Proceeding to the contiguous region which surrounds $A_{a}$, say, we may make a similar circuit. So eventually we fill up the whole plane with a network of paths, each mesh of the net containing just one maximum. The minima lie at the corners of the mesh, and along each segment between two adjacent minima there is one saddle point.

In fact, the network of minima may be considered as the Schlegel diagram of a polyhedron ${ }^{3}$ in which the faces correspond to the maxima, the vertices correspond to the minima, and the edges correspond to the saddle points-with the difference, however, that it is allowable to have one "vertex" joined to the rest of the network by a single "edge," as in Fig. 2 (b).

The dual network, formed by lines joining the maxima, and passing through the saddle points, is easily constructed.

Both the original network and its dual satisfy Euler's theorem ${ }^{6,7}$ :

$$
\begin{equation*}
N_{\text {laces }}+N_{\text {verties }}=N_{\text {edcen }}+2 \tag{3.1}
\end{equation*}
$$

(where $N_{\text {facse }}$ denotes the number of faces, etc.). One "face" in the original network corresponds to the maximum at infinity. On omitting this, we have

$$
\begin{equation*}
N_{m a}+N_{a i}=N_{a \sigma}+1 \tag{3.2}
\end{equation*}
$$

where $N_{\text {ma, }} N_{m i}$ and $N_{a s}$ denote the total numbers of maxima, minima, and saddle points, respectively.

It may be noted that the surface can be divided in another way, into regions where $\Omega_{f}$ is positive (elliptic regions) on the one hand and regions where $\Omega_{f}$ is negative (hyperbolic regions) on the other. The maxima and minima all lie in elliptic regions, and saddle points in hyperbolic regions. The boundaries between these, that is to say, the loci of points for which $\Omega_{f}=0$, are called the parabolic lives.

## 4. CONDITIONS AT A TWINKLE

From now on we shall allow the surface to be in motion, so that individual specular points move ahout

[^24]on the surface. Let us follow one such point. Its coordinates are given by the conditions that
\[

$$
\begin{equation*}
\partial f / \partial x=0, \quad \partial f / \partial y=0 \tag{4.1}
\end{equation*}
$$

\]

and on taking the differential of these equations with respect to both $x, y$ and $t$ we have

$$
\begin{align*}
& \left(\partial^{2} f / \partial x^{2}\right) d x+\left(\partial^{2} f / \partial x d y\right) d y+\left(\partial^{2} f / \partial x \partial t\right) d t=0 \\
& \left(\partial^{2} f / \partial x \partial y\right) d x+\left(\partial^{2} f / \partial y^{2}\right) d y+\left(\partial^{2} f / \partial y \partial t\right) d t=0 \tag{4.2}
\end{align*}
$$

Equations (4.2) may he solved uniquely for the ratios $d x / d t$ and $d y / d l$, provided that

$$
\begin{equation*}
\Omega_{\rho}=\left(\partial^{2} f / \partial x^{2}\right)\left(\partial^{2} f / \partial y^{2}\right)-\left(\partial^{2} f / \partial x d y\right)^{2} \neq 0 \tag{4.3}
\end{equation*}
$$

In other words, after a short time $d t$, each specular point will move to a well-defined new position, provided that $\Omega_{f}$ is not zero. A necessary condition, therefore, for the creation or amnibilation of a specular point (which we call a "twinkle") is the vanishing of $\Omega_{\rho}$.

Let us shift the origin of coordinates to the position of the twinkle, at which time we also take $t=0$. If the surface is continuous and differentiable up to the third order, $f(x, y, l)$ may be expanded in the Taylor series

$$
\begin{equation*}
f(x, y, i)=\sum_{i, i, k=0}^{1} \frac{a_{i j k}}{i!j!k!} x^{i} y^{i k}+R \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i j k}=\left(\partial^{i+i+k} f / \partial x^{i} \partial y^{i} \partial t^{k}\right)_{x=y \sim i=0} \tag{4.5}
\end{equation*}
$$

and $R$ is a higher-order remainder. Since the origin is at

$$
\begin{equation*}
a_{\mathrm{doO}}=0 \tag{4.6}
\end{equation*}
$$

and the conditions (4.1) at $t=0$ give also

$$
\begin{equation*}
a_{100}=a_{010}=0 \tag{4.7}
\end{equation*}
$$

Furber, by a rotation of the axes of $x, y$ we may make

$$
\begin{equation*}
a_{110}=0 \tag{4.8}
\end{equation*}
$$

The condition that $\Omega$, shall vanish now gives

$$
\begin{equation*}
a_{2000} z_{090}=0_{1} \tag{4.9}
\end{equation*}
$$

whence either $\alpha_{900}$ or $\sigma_{020}$ must vanish also. By naming the axes appropriately we make

$$
\begin{equation*}
a_{200}=0 \tag{4.10}
\end{equation*}
$$

Lastly, the terms independent of $x, y$ do not alter the form of the surface near $P$, except to raise or lower it bodily by a small amount. So without loss of generality, we assume

$$
\begin{equation*}
a_{001}-a_{002}-a_{001}=0 \tag{4.11}
\end{equation*}
$$

The resulting expression for $f$ in the neighborhood of the twinkle is

$$
\begin{aligned}
f(x, y, t)= & \frac{1}{1} a_{020} y^{2}+\frac{1}{t}\left(a_{100} x^{1}+3 a_{210} x^{2} y+3 a_{110 x y^{2}}+a_{100} y^{2}\right) \\
& +\left(a_{101} x+a_{011} y\right) t+\frac{1}{2}\left(a_{2 a 1} x^{2}+2 a_{111} x y+a_{011} y^{2}\right) t \\
& +\frac{1}{2}\left(a_{103} x+a_{012} y\right) l^{2}+R \quad \text { (4.12) }
\end{aligned}
$$

The coordinates of a specular point in the neighborhood are found by substituting this expression in (4.1), which gives

$$
\begin{array}{r}
\frac{1}{2}\left(a_{100} x^{2}+2 a_{110} x y+a_{120} y^{2}\right)+a_{101} l+\cdots=0 \\
a_{000} y+\frac{1}{2}\left(a_{210} x^{2}+2 a_{120} x y+a_{030} y^{2}\right)+a_{011} l+\cdots=0 \tag{4.13}
\end{array}
$$

whence it is clear that $x$ is of order $|t|^{1}$ and $y$ of order $t$. In fact, on retaining only the lowest powers of $t$ in each case, we have

$$
\begin{equation*}
x= \pm\left(\frac{-2 a_{101} l}{a_{300}} ;, y=\frac{a_{210} a_{101}-a_{300} a_{011}}{a_{300} a_{020}} i .\right. \tag{4.14}
\end{equation*}
$$

The interpretation is interesting. If $a_{100} / a_{300}$ is positive, two solutions exist when $i<0$ and none when $t>0$; hence, two specular points are simultaneously annihilated. If, on the other band, $a_{100} / a_{300}$ is negative, no solution exists for $t<0$ and two solutions exist for $i>0$; therefore, two specular points are simultaneously created.

The path of the points is found by eliminating $t$ from (4.14):

$$
\begin{equation*}
\left(a_{210} a_{100}-a_{310} a_{010}\right) x^{2}-1-2 a_{100} a_{020} y=0 \tag{4.15}
\end{equation*}
$$

which is a parabola with axis $y=0$. The velacity of the specular points near the vertex of the parabola is given by

$$
\begin{equation*}
\frac{d x}{d t}= \pm\left(\frac{-a_{101}}{2 a_{\mathrm{st0}}}\right)^{\frac{1}{2}}, \frac{d y}{d t}=\frac{a_{110} a_{101}-a_{300} a_{011}}{a_{800} a_{020}} \tag{4.16}
\end{equation*}
$$

showing that the $x$ component of velocity tends to infinity as $|\ell| \rightarrow 0$, as was expected.

Consider now the locus of "parabolic points," that is to say, points for which the total curvature, given by

$$
\begin{equation*}
\Omega_{f_{1}}=\left(\partial^{2} f / \partial x^{2}\right)\left(\partial^{2} f / \partial y^{2}\right)-\left(\partial^{2} f / \partial x \partial y\right)^{2} \tag{4.17}
\end{equation*}
$$

vanishes. Substitution from (4.12) gives this locus as

$$
\begin{equation*}
a_{300} x+a_{210} y+a_{201} t=0 \tag{4.18}
\end{equation*}
$$

(terms of higher order heing neglected). This is a straight line making an angle

$$
\begin{equation*}
\tan ^{-1}\left(a_{300} / a_{210}\right) \tag{4.19}
\end{equation*}
$$

with the path of the specular points, and passing within a distance of order $t$ from the origin. But the $x$ coordinates of the specular points are of order $t$. Hence, the two specular points lie generally on either side of the parabolic line $\Omega_{f}=0$.

Now the parabolic line is a boundary separating points for which $\Omega_{\rho}<0$ from those for which $\Omega_{j}>0$. It follaws that one of the two specular points is a saddle point and the other is a maximum or a minimum-

In other words, specular points are generally created or annihilated in pairs; a maximum together with a saddle point or a minimum together with a saddle
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(b)

(c)

Fig. 3. Contours of the function $f(x, y, f)=\frac{1}{4} y^{2}+1\left(x^{2}+3 x^{2} y\right)+x t$ when (a) $i=-0.01$; (b) $1=0$ : (c) $f=0.01$.
curvatures, $\kappa_{a}$ and $\kappa_{b_{1}}$ say, and the total curvature $\Omega_{j}$ is the product of these. At a maximum or minimum, $\kappa_{0}$ and $\alpha_{b}$ are of the same sign, while at a saddle point they are of opposite signs. At a twinkle, when $\Omega$, vanishes, one of the principal curvatures also vanishes (in the foregoing example this curvature is in the $\boldsymbol{x}$ direction). That is to say, one of the principal sections of the surface has a point of inflexion. It is not diffcult to see, by considering the corresponding two-dimensional problem ${ }^{2}$ that, at a point of inflexion, two specular points must coincide and that their velocities become infinite.

If the source of light is of small but still finite dimensions, each image on the surface covers a small area. It can be shown that as the two specular points approach each other, the images become elongated along their direction of travel (that is to say in the $x$ direction). During this process the area of the image is greatly enlarged, so that an observer sees a bright flash. ${ }^{a}$ However, the brighter the image, the faster it is moving, and it can be shown that the total intensity of light (integrated with respect to time) which is received from any small part of the track remains finite. Hence a time exposure of the whole track shows no particular increase in brightness at the twinkle itself.

In what has been said we have purposely ignored the possibility of such special cases as $a_{020}=0$ or $a_{300}=0$. These situations, besides being of zero probability, may be considered as coincidences of the kind of twinkle just described. For example, if $a_{020}=0$, then we have for the coordinates of the specular points the equations

$$
\begin{align*}
& \frac{1}{2}\left(a_{300} x^{2}+2 a_{210} x y+a_{120} y^{2}\right)+a_{101} l+\ldots=0  \tag{4.25}\\
& \frac{1}{1}\left(a_{210} x^{2}+2 a_{120} x y+a_{030} y^{2}\right)+a_{011} t+\ldots=0
\end{align*}
$$

which represent two concentric conics. Generally, there are either four real intersections or none, giving four specular points in the neighborhood or none. If either conic is real when $t<0$ it will be imagivary when $t>0$. So we may distinguish the following cases: (1) both conics are simultaneously real and intersecting: then four specular points are simultaneously created or annihilated; (2) both conics are simultaneously real but nonintersecting: this gives an isolated flash at $t=0$; (3) one conic is real, the other imaginary: again there is an isolated flash at $t=0$. In case (1) the event can be regarded as the simultaneous creation of two

[^25]pairs of specular points (or their simultaneous destruction). In cases (2) and (3) the event can be regarded as the simultaneous creation and annibilation of the same pair of specular points; their life ends as soon as it has begun.

## 5. CHANGING THE PATTERN OF SPRCULAR POINTS

Let us now consider how two new specular points may be fitted into an already existing pattern.

We have seen that specular points are generally born in pairs at a parabolic line. Let us consider first the addition of a saddle point and a maximum.

The saddle point must lie on a path joining two minima. Since the minima are to be preserved, the only way to create a new path is to join up two already existing minima-these must therefore belong to the same mesh. The mesh being thus divided into two parts, a new maximum is created at the same time.

Three possible ways of dividing the mesb are illustrated in Figs. 4(a)-4(c). These ways correspond to the


Fic. 5. Modifications of the pattern of stationary points by the addition oí a minimum and a saddle point.
joining of one minimum to itself, to an adjacent minimum, or to one of the other minima of the same mesh.

The addition of a new minimum may be regarded in a precisely similar way but from the point of view of the dual network (see Sec. 3). Modifying the dual as in Figs. 4(a)-4(c) and then returning to the original we obtain the three types of division shown in Figs. 5(a)-5(c).

The destruction of two specular points consists of any such step in reverse.

Since a complete network may be built up from a single minimum or may be reduced to a single minimum by a combination of such steps, it follows that any pattem of specular points may be converted into any other by the steps described.

## 6. Paths of specular points

If $z=\zeta(x, y, \ell)$ is a Gaussian surface, the tracks of the specular points are generally complicated. However, in


Fic. 6. The formation of specular bines on a moving waveform.
some special cases purely qualitative considerations may help in understanding certain features of the observed tracks.

Consider the special case when tbe surface consists of two systems of long-crested waves crossing at right angles. We have

$$
\begin{equation*}
\zeta(x, y, t)=\zeta_{1}(x, t)+\zeta_{2}(y, t), \tag{6.1}
\end{equation*}
$$

and the conditions for a specular point reduce to

$$
\begin{equation*}
\partial \zeta_{1} / \partial x=-\kappa x, \quad \partial \zeta_{2} / \partial y=-\kappa y, \tag{6.2}
\end{equation*}
$$

which is to say that a specular point in the combined system is the intersection of two specular lines, one from each of the long-crested systems individually.

Let us further suppose that each of the systems $\zeta_{1}$ and $\zeta_{2}$ consists of a fairly narrow band of wavelengths, and that the distances of the source and observer from the surface are great compared with the mean wavelength $\lambda$. Then the condition for a specular line in the system $\zeta_{1}$ (say) is that the gradient $\partial \zeta_{1} / \partial x$ shall take the value $-x x$, which value is almost constant over a few wavelengths.

Consider now a progressive train of waves in a dispersive medium such as water (Fig. 6). The envelope of such a wave train will move forward with the group velocity of the waves, and if, as in water, the phase velocity exceeds the group velocity, ${ }^{\text {g }}$ the individual waves will grow at the rear of the group, move forward through the group and eventually die out at the front. At the instant when the wave amplitude rises through the value $\kappa|x| \lambda / 2 \pi$, two specular lines suddenly appear, and when the amplitude falls below this value, they disappear together. The specular lines are thus carried along through a distance comparable to the length


Fic. 7. The formation of specular points by two intersecting wave systems.

[^26]of the group, which equals $n \lambda$, where $n$ is the number of waves in the group.

Consider on the other hand a standing wave train. The wavelength is nearly uniform but the amplitude fluctuates rapidly, twice per complete cycle. Specular lines will appear (in pairs) and disappear again within half a cycle. The distance that they traverse is, by contrast with the previous case, only a fraction of $\lambda$.

Figure 7 illustrates the combined effect of the two intersecting systems. In Fig. 7(a) a pair of specular lines exists in system $\zeta_{1}$ but not in system $\zeta_{2}$; then (b) a pair appears also in the system $\zeta \cdot$; this generates simultaneously two pairs of specular points (of which one pair is a maximum and a saddle point, the other a minimum and a saddle point). The pairs of points quickly separate in the $y$ direction. Then either ( $c$ ) the specular lines of $\zeta_{1}$ vanish first or (a) the specular lines of $\zeta_{2}$.

Typical tracks of the points are shown in Fig. 8. In Figs. $8(\mathrm{a})$ and $8(\mathrm{~b})$, both systems $\zeta_{1}$ and $\zeta_{1}$ are progressive. In case (c), $\zeta_{1}$ is a progressive wave but $\zeta_{2}$ a standing wave; in case ( $d$ ), both $\zeta_{1}$ and $\zeta_{1}$ are standing waves. The directions of movement are shown by arrows.

(a)

(c)

(b)

(d)

Fic. 8. Passible tracks of specular points (the arrows indicate directions of motion).


Fig. 9. A time erposure of the sea surface, showing 1 racke formed by images of the sun. The photograph was taken 3 t midday, the camera being inclined at about $45^{\circ}$ to the horizonta. (Trier XXX plate film was used, with a red flter.)

A time exposure ( 0.2 sec ) of the pattern of sualight reflected in the sea surface, taken a few leet above the water, is shown in Fig. 9. It seems from the photograph that the existence of closed tracks is quite common. Probably some waves were being reflected from the structure in the foreground, thus producing standing waves.
In Figs. 8 (c) and 8(d) we saw that a closed track may correspond to two or four nearly simultaneous twinkles. Thus the closed tracks will enhance strongly the glittering appearance of the sea surface.
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#### Abstract

The number of specular points reflected in a random Gaussian surface is determined theoretically under the following alterative conditions: (1) when the surface is perfertly long erested (two-dimensional); (2) when the surface is three-dimensinnal but isotropic; (3) for quite general surfaces, provided that the observer and the source of radiation are hoth at a great distance from the surface. The results can be applied to the similar problem when the surface forms the boundary of two refracting media.


## 1. INTRODDCTION

SUPPOSE that light from a point source falls upon a wavelike surlace such as the suriace of a lake or sea. An ohserver may see many distinct images of the source reflected in the surface at the specular points. Following a previous paper ${ }^{1}$ we shall here determine the average number of reflections seen by the observer, as a function of the wave-energy spectrum of the surface and of the positions of observer and light source.
It will he supposed in this paper that the surface is Gaussian, that is to say, the probability distribution of the surface slopes and their derivatives is jointly normal. Such an assumption is convenient mathematically and may approximate to naturally occurring suriaces under some conditions; for example, it may apply to water surfaces where the slope is not too great, so that the waves do not approach breaking point. Ocean swell or shorter wind waves passing through "slicks" may come under this heading. Very steep wind waves, however, can be markedly non-Gaussian. ${ }^{2}$

When both source and observer are at infinite distance from the surface, the specular points in any finite region are those points where the surface has a particular gradient. The average number of specular points per unit area in this case has been evaluated previously.' Here we shall treat the more general case when borb the source $O$ and observer $Q$ may be at a finite distance from the surface; but we restrict the discussion to cases where $O Q$ is nearly perpendicular to the surface level.

With very slight modification the solution can be applied to the case when 0 and $Q$ are on opposite sides of the surface, and the latter forms the baundary between two media of different refractive index: for example, how many images can an observer above water see when a light source is situated below water leveh, or vice versa?

The prohlem is first solved in the two-dimensional case when, strictly speaking, the source $O$ is a line
${ }^{1}$ M. S. Languet-Higgins, J. Opt. Soc. Am. 50, 838 (1960).
: A. H Schoole;, Trans. Am, Geophys. Union 36, 273 (1955)
${ }^{2}$ M. S. Longuet-Higgins, Phil. Trans. Rny. Sac. London A249,
source and $Q$ is a line receiver. The full three-dimensional problem is solved formally in Sec. 3 and is explicitly evaluated in Sec. 4 for the special case when the surface is isolropic (its statistical properties are independent of azimuthal direction). The mean number $N$ of images is given by Eq. (4.11), in which $A$ is a parameter proportional to the mean-square curvature of the surface and to the square of the distances of source and observer from the surface.
In Sec. 5 the solution is given for the case when the surface consists of two sets of long-crested waves (both Gaussian) intersecting at right angles. The number $N$ is then given by Eq. (5.7). This and the isotropic case are compared in Fig. 2.
Finally, the solution is given for large values of $A$ (corresponding to the source and observer at great distances) and an arbitrary form of the wave spectrum. In particular it is shown that if the surface consists of two wave systems intersecting at an arbitrary angle $\theta_{a_{1}}$ then the nurber of images is proportional to $\sin \theta_{0}$ [see Eq. (6.9)]. The mean number of images is equal to the mean number for an isotropic surface of the same ims curvature provided that $\theta_{0}=66^{\circ} 30^{\prime}$.

## 2. TWO-DIMENSIONAL CASE

Let ( $x, \mathrm{a}$ ) be rectangular coordinates, with $z$ vertically upward, and let $O=\left(0, h_{1}\right)$ and $Q=\left(0, h_{1}\right)$ denote the positions of the source of light and of the observer, respectively, at heights $h_{1}$ and $h_{1}$ above the mean surface level. Further, let $P=(x, y)$ denote a typical point upon the surface $z-\zeta(x)$. It is easily seen ${ }^{1}$ that for $P$ to be an image point we must have, at $P$,

$$
\begin{equation*}
\partial \zeta / \partial x=-k x \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa=\frac{1}{2}\left[\left(1 / h_{1}\right)+\left(1 / h_{2}\right)\right] \tag{2.2}
\end{equation*}
$$

provided that ${ }^{5} 5$ and $\partial 5 / \theta x$ are both small quantities.
In the case of refraction, if $h_{1}$ and $h_{2}$ denote the distances of $O$ and $Q$ above and below the surface, and if $\mu_{1}$ and $\mu_{2}$ denote the refractive indices, then Eq. (2.1) must hold, but with

$$
\begin{equation*}
x=\left(\mu_{1} h_{1}+\mu_{2} h_{2}\right) /\left(\mu_{1}-\mu_{1}\right) h_{1} h_{2} . \tag{2.3}
\end{equation*}
$$

On writing, for brevity

$$
\begin{equation*}
(1 / x)(\partial 5 / \partial x)=\xi_{1}, \quad \partial^{2} \zeta / \partial x^{2}=\xi_{2}, \tag{2.4}
\end{equation*}
$$

we seek first the probability that, at some point in a given small interval ( $x, x+d x$ ), $\}$, takes precisely the value -к. Let us denote by $p\left(\xi_{1}, \xi_{2}\right)$ the joint probability density of $\xi_{1}$ and $\xi_{2}$; thus $p\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2}$ gives the probability that $\xi_{1}$, $\xi_{2}$ lie in given small intervals of width $d \xi_{1}, d \xi_{2}$. But $\xi_{1}>-\kappa$ in $(x, x+d x)$ if and only if $\xi_{2}$ at $x$ lies within a range of width

$$
\begin{equation*}
\left|d \xi_{1}\right|=\left|\partial \xi_{2} / \partial x\right| d x=(1 /|x|)\left|\xi_{1}-\xi_{2}\right| d x \tag{2.5}
\end{equation*}
$$

approximately, $\xi_{2}$ being kept constant. Hence the probability of a specular point in $(x, x+d x)$ is

$$
\begin{equation*}
N_{ \pm} d x=\int_{-\infty}^{\infty} p\left(\xi_{1}, \xi_{2}\right) \frac{1}{|x|}\left|\xi_{1}-\xi_{2}\right| d x d \xi_{2}, \tag{2.6}
\end{equation*}
$$

and the total expectation of specular points over the whole range $-\infty<x<\infty$ is given by

$$
\begin{equation*}
N=\int_{-\infty}^{\infty} N_{x} d x \tag{2.7}
\end{equation*}
$$

As a model for the surface we may take the representation used by Rice, 4 and suppose that

$$
\begin{equation*}
\zeta(x)=\sum_{n=1}^{n 0} c_{n} \cos \left(k_{n} x+\varepsilon_{n}\right)_{1} \tag{2.8}
\end{equation*}
$$

where the $k_{n}$ denote constant wave numbers, the phases $t_{n}$ are randomly distributed in $(0,2 \pi)$, and where, in the end, $n_{0}$ tends to infinity and the $c_{n}$ tend to zero in such a way that over any small interval of wave number ( $k, k+d k$ ), we bave

$$
\begin{equation*}
\sum \frac{k}{2} c_{n}^{2}=E(k) d k, \tag{2.9}
\end{equation*}
$$

where $E$ is a continuous function of $k$, known as the energy or power spectrum of $\zeta(x)$. The function $\zeta(x)$ may also be expressed as a stochastic integral. ${ }^{6}$


Fic. 1. The mean number of imagen $N$, as a function of the parameter $a$, defined by Eq. (2.15).

[^27]Under general conditions to be satisfied by the amplitudes $c_{\mathrm{m}}$, the distribution of $\zeta$ and its derivatives is Gaussian: We shall assume that this is so at least as far as the second derivative $\xi_{1}$. Now the matrix of mean values for the $\xi$, is ${ }^{4}$

$$
\left(\left(\xi, k_{i}\right)_{\Delta x}\right)=\left(\begin{array}{cc}
m m_{2} / x^{2} & 0  \tag{2.10}\\
0 & m_{d}
\end{array}\right),
$$

where

$$
\begin{equation*}
m_{\mathrm{r}}=\int_{0}^{\infty} E(k) k^{\top} d r \tag{2.11}
\end{equation*}
$$

and hence we have
$p\left(\xi_{1}, \xi_{2}\right)=\frac{|x|}{2 \pi\left(m_{2} m_{1}\right)^{i}} \exp \left[-\frac{1}{2}\left(\xi_{1}^{2} x^{2} / m_{2}+\xi_{2}^{2} / m_{1}\right)\right]$.
On substituting into (2.7) and writing $\xi_{1}=-\kappa$, we have

$$
\begin{align*}
N=\frac{1}{2 \pi\left(m_{2} m_{4}\right)^{4}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\xi_{3}+\pi\right| \\
\quad \times \exp \left[-\frac{1}{2}\left(\xi_{1}^{2} x^{2} / m_{2}+\xi_{2}^{2} / m_{4}\right)\right] d x d \xi_{2} . \tag{2.13}
\end{align*}
$$

The preceding integral is easily evaluated and we find
$N=\left(\frac{2}{z}\right)^{t}\left[\alpha \exp \left(-\frac{1}{3} \alpha^{-z}\right)+\int_{0}^{1 / z} \exp \left(-\frac{1}{2} z^{2}\right) d z\right]$,
where

$$
\begin{equation*}
\alpha=m_{4}^{1 / x} . \tag{2.15}
\end{equation*}
$$

From (2.2) it will be seen that when $h_{1}=h_{2}$, then $1 / k$ represents the distance of the observer from the mean surface [Eq. (2.2)]. Also, $m_{4}{ }^{1}$ equals the root-mean-square value of the curvature $\xi_{3}$ [from (2.10)]. The nondimensional quantity is the product of these two. For small values of $\alpha$ (which therefore correspond to sources or observers very close to the surface), we have

$$
\begin{equation*}
N=1 \tag{2.16}
\end{equation*}
$$

as we might expect; only one image can be seen. For large $\alpha$, on the other hand, we find

$$
\begin{equation*}
N \sim(2 / \pi)^{\boldsymbol{k}} \alpha, \tag{2.17}
\end{equation*}
$$

that is to say, the total number of image points increases almost linearly with distance from the surface.
The number $N$ as a function of $\alpha$ is plotted in Fig. 1.

## 3. THREE-DIMENSIONAL CASE: GENERAL SOLOTION

The formulation of the problem in three dimensions is very similar. If $\mathrm{z}=\zeta(x, y)$ denotes the equation of the surface, and if $h_{1}, h_{8}$ denote the distances of $O, Q$ from the mean surface level, then the conditions to be satisfed by an image point $P\left(x_{1}, y, \zeta\right)$ are

$$
\begin{equation*}
\partial \zeta / \partial x=-\kappa x_{1} \quad \partial \zeta / \partial y=-\kappa y, \tag{3.1}
\end{equation*}
$$

where x is defined by (2.2) or (2.3) according to the physical situation. On writing

$$
\begin{align*}
& (1 / x)(\partial \zeta / \partial x), \quad(1 / y)(\partial \zeta / \partial y)=\xi_{1}, \xi_{1}, \\
& \partial^{2} \zeta / \partial x^{2}, \quad \partial^{2} \zeta / \partial x \partial y, \quad \partial^{2} \zeta / \partial y^{2}=\xi_{1_{1}}, \xi_{1}, \xi_{1}, \tag{3.2}
\end{align*}
$$

we seek the probability that $\left(\xi_{1}, \xi_{7}\right)=(-k,-k)$ at some point in a given small region dxdy. This probability is
$N_{x y} d x d y=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p\left(\xi_{\mathrm{L}} \cdots, \xi_{0}\right)\left|\frac{\partial\left(\xi_{1}, \xi_{2}\right)}{\partial(x, y)}\right|$
$\times d x d y d \xi_{z} d \xi_{d} d \xi_{s_{1}} \quad$ (3.3)
where

$$
\begin{align*}
& \frac{\partial\left(\xi_{1}, \xi_{2}\right)}{\partial(x, y)}=\left|\begin{array}{cc}
(1 / x)\left(\xi_{2}-\xi_{1}\right) & (1 / x) \xi_{4} \\
(1 / y) \xi_{4} & (1 / y)\left(\xi_{1}-\xi_{2}\right)
\end{array}\right| \\
&=\frac{1}{x y}\left[\left(\xi_{1}+\kappa\right)\left(\xi_{6}+\kappa\right)-\xi_{1}^{2}\right] . \tag{3.4}
\end{align*}
$$

The total expectation of image points is then

$$
\begin{equation*}
N=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} N_{x y} d x d y . \tag{3.5}
\end{equation*}
$$

We adopt the same model of the surface as in previous studies. ${ }^{1.6}$ It is supposed that:

$$
\begin{equation*}
\zeta(x, y)=\sum_{n=1}^{m e} c_{n} \cos \left(u_{n} x+y_{n} y+\epsilon_{n}\right), \tag{3.6}
\end{equation*}
$$

where $u_{n}$ and $v_{n}$ denote constant wave numbers, the phases $\epsilon_{n}$ are randomly distrihuted in $(0,2 \pi)$, and where, in the limit, as $n_{0} \rightarrow \infty$ we have, over an arbitrary small area dudr,

$$
\begin{equation*}
\sum \frac{1}{2} c_{n^{\prime}}=E(u, v) d u d v . \tag{3.7}
\end{equation*}
$$

Here $E(u, v)$ is assumed to be a continuous functionthe spectrum of $\zeta(x, y)$.

As before, we assume that $\zeta$ and its derivatives up to the second order are distributed normally. The matrix of mean values for the $\xi_{1}$ is easily shown to be

$$
\left(\left\langle\left(\xi ; \xi_{i}\right\rangle_{\alpha v}\right)=\left[\begin{array}{ccccc}
m_{20} / x^{4} & m_{11} / x y & 0 & 0 & 0  \tag{3.8}\\
m_{11} / x y & m_{02} / y^{2} & 0 & 0 & 0 \\
0 & 0 & m_{10} & m_{31} & m_{21} \\
0 & 0 & m_{31} & m_{21} & m_{13} \\
0 & 0 & m_{21} & m_{11} & m_{61}
\end{array}\right],\right.
$$

where

$$
\begin{equation*}
m_{p q}=\int_{n}^{\infty} \int_{0}^{\infty} E(u, v) u p^{2} d u d v . \tag{3.9}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
p\left(\xi_{1}, \cdots, \xi_{1}\right)=p\left(\xi_{1}, \xi_{2}\right) p\left(\xi_{2}, \xi_{1}, \xi_{0}\right), \tag{3.10}
\end{equation*}
$$

[^28]where
\[

$$
\begin{align*}
\not p\left(\xi_{1}, \xi_{2}\right)= & \frac{|x y|}{2 \pi\left(m_{20} m_{08}-m_{12}^{2}\right)!} \\
& \times \exp \left[-\frac{m_{02} x^{2} \xi_{1}^{2}-2 m_{11} x y \xi_{1} \xi_{2}+m_{20} \xi_{2}^{2}}{\left.2\left(m_{20} m_{02}-m_{11}\right)^{2}\right)}\right] \tag{3.11}
\end{align*}
$$
\]

## $p\left(\xi_{2}, \xi_{0}, \xi_{3}\right)$

$$
=\frac{\left|M_{, i f}\right|^{\mid}}{(2 \pi)^{4}} \exp \left[-\frac{1}{2} \sum_{i, j=1,4,4} M_{i \delta i} \xi_{i}\right]
$$

and $\left(M,{ }_{i j}\right)$ is the matrix inverse to

$$
\left(\Xi_{i j}\right)=\left[\begin{array}{lll}
m_{10} & m_{11} & m_{22}  \tag{3.12}\\
m_{31} & m_{22} & m_{13} \\
m_{22} & m_{13} & m_{04}
\end{array}\right]=\left(M M_{13}\right)^{-1} .
$$

On substituting the expression (3.3) into Eq. (3.5) and setting $\xi_{2}=\xi_{2}=-\kappa$, we find that the integration with respect to $x, y$ may be carried out immediately, and hence

$$
\begin{align*}
& N=\frac{\left|M_{i j}\right|^{i}}{(2 \pi)^{4} n^{2}} \int_{-}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\left(\xi_{3}-+\alpha\right)\left(\xi_{6}+i k\right)-\xi_{4}^{2}\right| \\
& \times \exp \left[-\frac{1}{2} \sum_{0, j, a, 4} M_{i j} \xi_{i} \xi_{j}\right] d \xi_{j} d \xi_{d} d \xi_{0} \tag{3.13}
\end{align*}
$$

It is the evaluation of this integral which now concerns us.

By means of the linear transformation

$$
\begin{equation*}
\xi_{i}=\sum_{i=1}^{s} a_{i j} \eta_{j i} \quad i=3,4,5, \tag{3.14}
\end{equation*}
$$

it is possible to reduce the quadratic forms in (3.13) simultaneousky so that

$$
\begin{align*}
& \sum M_{i j} \xi_{i} \xi_{j}=\eta_{1}{ }^{2}+\eta_{1}{ }^{2}+\eta_{2}^{2},  \tag{3.15}\\
& \xi_{0} \xi_{3}-\xi_{3}{ }^{2}=l_{1} \eta_{1}^{2}+l_{2} \eta_{2}{ }^{2}+l_{2} \eta_{2}^{2} .
\end{align*}
$$

The constants $l_{1}, l_{2}, l_{1}$ may be shown to be the roots of the cubic equation

$$
\begin{equation*}
4 \pi-3 H l-\Delta=0, \tag{3.16}
\end{equation*}
$$

where $B$ and $\Delta$ are certsin invariant combinations of the moments $m_{\text {pe }}$. Thus

$$
\begin{align*}
& \Delta=\left|\left(\Xi_{i j}\right)\right|=\left|\left(M_{i j}\right)\right|^{-1} . \tag{3.17}
\end{align*}
$$

From (3.16) we have

$$
\begin{align*}
l_{1}+l_{2}+l_{3} & =0, \\
l_{3}+l_{3}+l_{1} l_{2} & =-\{B,  \tag{3.18}\\
l_{1} l_{2} l_{2} & =\$ \Delta .
\end{align*}
$$

It can further be shown that

$$
\begin{align*}
\left(a_{11}+a_{63}\right)^{9}+\left(a_{32}+a_{61}\right)^{1}+\left(a_{21}+a_{62}\right)^{1} & =D,  \tag{3.19}\\
\left(a_{21}+a_{61}\right)^{2} / l_{2}+\left(a_{22}+a_{62}\right)^{2} / l_{2}+\left(a_{21}+a_{62}\right)^{2} / l_{2} & =4,
\end{align*}
$$

where

$$
\begin{equation*}
D=m_{40}+2 m_{22}+m_{04} \tag{3.20}
\end{equation*}
$$

another invariant of the suriace. The first factor in the integrand of (3.13) may be written as

$$
\begin{aligned}
& \left(\xi_{3} \xi_{0}-\xi_{4}^{2}\right)+\pi\left(\xi_{3}+\xi_{0}\right)+\kappa^{2}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{j=1}^{2} l_{j}\left\{\eta_{j}+k\left(a_{3 j}+a_{6 j}\right) / 2 l_{j}\right\}^{2}, \tag{3.21}
\end{align*}
$$

by the second of equations (3.19). Since the modulus of the transformation (3.14) is

$$
\begin{equation*}
\partial\left(\xi_{3}, \xi_{1}, \xi_{2}\right) / \partial\left(\eta_{\left.1, \eta_{4}, \eta_{\mathrm{i}}\right)}\right)=\left|\left(a_{i j}\right)\right|=\left|\left(M_{i j}\right)\right| \tag{3.22}
\end{equation*}
$$

Eq. (3.13) becomes

$$
\begin{align*}
N=\frac{1}{(2 \pi)^{1} x^{2}} \int_{j-\infty}^{\infty} \int_{-\infty}^{\infty} & \int_{-\infty}^{\infty}\left|\sum_{i=1}^{1} l_{j}\left(\eta_{j}+y_{j}\right)^{2}\right| \\
& \times \exp \left[-\frac{1}{2} \sum_{i=1}^{2} \eta_{j}^{2}\right] d \eta_{1} d \eta_{2} d \eta_{2} \tag{3.23}
\end{align*}
$$

in which we have put, for brevity,

$$
\begin{equation*}
y_{j}=\kappa\left(a_{j j}+a_{b j}\right) /\left(2 l_{i j}\right) . \tag{3.24}
\end{equation*}
$$

Now the corresponding triple integral without the modulus sign equals

$$
\begin{equation*}
\frac{1}{(2 \pi)^{1} K^{1}} \sum_{j=1}^{2} l_{j}\left(1+y_{j}^{k}\right)(2 \pi)^{i}=1 \tag{3.25}
\end{equation*}
$$

by (3.18) and (3.19). On adding this quantity to each side of (3.23), we have

$$
\begin{align*}
N+1=\frac{2}{(2 x)^{1} x^{2}} \iint & \int\left[\sum_{j=1}^{\frac{1}{2}} l_{j}\left(\eta_{i}+y_{j}\right)^{2}\right] \\
& \times \exp \left[-\frac{1}{2} \sum_{i=1}^{n} \eta_{j}^{2}\right] d \eta_{1} d \eta_{2} d \eta_{s}, \tag{3.26}
\end{align*}
$$

where the integration is over that region of $\eta$ space for which the first factor in square brackets is positive.
Naw $\Delta$ being a positive quantity it follows from (3.18) that one of the roots $l_{j}$ is positive (let it be $l_{1}$ say) and that the other two are negative in genersl. So over the region of integration we may make the substitution

$$
\begin{aligned}
l_{1}^{\prime}\left(\eta_{1}+y_{1}\right) & =r_{1} \\
\left(-l_{2}\right)^{\prime}\left(\eta_{2}+y_{2}\right) & =r \sin \theta \cos \phi, \\
\left(-l_{1}\right)^{4}\left(\eta_{3}+y_{1}\right) & =r \sin \theta \sin \phi .
\end{aligned}
$$

The ranges of the variables are

$$
\begin{equation*}
-\infty<r<\infty, \quad 0 \leq \theta \leq \pi / 2, \quad 0 \leq \phi<2 \pi, \tag{3.28}
\end{equation*}
$$

and the modulus of transformation is

$$
\begin{equation*}
\partial\left(\eta_{1}, \eta_{1}, \eta_{2}\right) / \partial(r, \theta, \phi)=\left(l_{1} l_{2} l_{3}\right)-\mathrm{i}_{r}^{2} \cos \theta \sin \theta . \tag{3.29}
\end{equation*}
$$

So, on using (3.17), we have

$$
\begin{align*}
N+1=\frac{2^{\prime}}{\pi^{1} \Delta^{\prime} \Delta^{\prime}} \int_{-}^{\infty} d r & \int_{0}^{r / 2} d \theta \int_{0}^{\sigma \pi} d \phi r^{2} \cos \theta \sin \theta \\
& \times \exp \left[-\frac{1}{2}\left(P r^{\prime}+2 Q r+R\right)\right], \tag{3.30}
\end{align*}
$$

where we have written

$$
\begin{gathered}
P=l_{1}^{-1}-l_{2}^{-1} \sin \theta \cos ^{2} \phi-l_{3}^{-1} \sin ^{2} \theta \sin ^{2} \phi, \\
Q=y_{1} l_{1}^{-4}+y_{2}\left(-l_{2}\right)^{-1} \sin \theta \cos \phi \\
\quad+y_{2}\left(-l_{3}\right)^{-1} \sin \theta \sin \phi, \quad \text { (3.31) }
\end{gathered}
$$

$$
R=y_{1}{ }^{2}+y_{2}{ }^{2}+y_{3}{ }^{2} .
$$

The integration with respect to $r$ can be carried out immediately, giving

$$
\begin{align*}
& N+1=\frac{2 e^{-\beta R}}{\pi \pi^{2} \Delta^{1}} \int_{N_{0}}^{\pi / 1} d \theta \int_{0}^{2 \pi} d \phi \cos ^{2} \theta \sin \theta \\
& \times\left(3 P^{1}+6 Q^{2} P+Q^{4}\right) P^{-\alpha / 2} \exp \left(Q^{2} / 2 P\right)  \tag{3.32}\\
& \text { 4. ISOTROPIC CASE }
\end{align*}
$$

In general, the integral (3.32) cannot be expressed in terms of known functions. We therefore specialize to the case when the surface is isotropic, that is to say, its statistical properties are independent of direction on the surface. In that case the spectrum $E(u, 0)$ is a function of ( $\mu^{3}+v^{4}$ ) only, and it has been shown that

$$
\begin{equation*}
H=(1 / 16) D^{2}, \quad \Delta=(1 / 64) D^{2} . \tag{4.1}
\end{equation*}
$$

The roots of (3.16) are then

$$
\begin{equation*}
h_{1}, l_{1}, l_{3}=\frac{1}{2} D,-\frac{1}{8} D_{1}-\frac{1}{1} D . \tag{4.2}
\end{equation*}
$$

Equations (3.19) then give

$$
\begin{array}{r}
\left(a_{31}+a_{61}\right)^{2}=D_{1} \\
\left(a_{31}+a_{12}\right)^{2}+\left(a_{23}+a_{53}\right)^{2}=0 \tag{4.3}
\end{array}
$$

whence it is clear that both squared terms in the second equation must be zero. So, from (3.24),

$$
\begin{equation*}
y_{1}, y_{2}, y_{2}=k l_{1}-1,0,0, \tag{4.4}
\end{equation*}
$$

and hence from (3.28)

$$
\begin{align*}
& P=4 D^{-1}\left(1+2 \sin ^{2} \theta\right), \\
& Q=4 D^{-1} x_{k},  \tag{4.5}\\
& R=4 D^{-1} x^{2} .
\end{align*}
$$

We see then that the integrand in (3.32) is independent of $\phi$, so that integration with respect to $\phi$ amounts to
multiplying by $2 \pi$. On writing; for brevity,

$$
\begin{equation*}
D /\left(4 x^{2}\right)=A \tag{4.6}
\end{equation*}
$$

we find
$N+1=\frac{4}{A} \int_{0}^{\pi / 2} d \theta \cdot \cos ^{3} \theta \sin \theta \exp \left[\frac{\sin ^{2} \theta}{A\left(1+2 \sin ^{2} \theta\right)}\right]$

$$
\times\left[3 A^{2}\left(1+2 \sin ^{2} \theta\right)^{2}+6 A\left(1+2 \sin ^{2} \theta\right)+1\right]
$$

The substitution

$$
x\left(1+2 \sin ^{2} \theta\right)^{-9 / 2}
$$

$$
\begin{equation*}
1+2 \sin ^{2} \theta=s^{-2} \tag{4.8}
\end{equation*}
$$

reduces this integral to the form

$$
\begin{array}{r}
N+1=\frac{1}{A} \int_{1 / v 3}^{1}\left(3 s^{2}-1\right)\left(3 A^{2}+6 A s^{2}+s^{1}\right) \\
\times \exp \left[\left(s^{2}-1\right) / 2 A\right] d s, \tag{4,9}
\end{array}
$$

which can easily be evaluated by integrating by parts. The result is

$$
\begin{equation*}
N+1=2+(2 A / \sqrt{3}) e^{-\left(3+A^{-1}\right)}, \tag{4.10}
\end{equation*}
$$

so that

$$
\begin{equation*}
N=1+(2 A / \sqrt{3}) e^{-\left(1 A^{-1}\right)} \tag{4,11}
\end{equation*}
$$

The interpretation of this result is very similar to the two-dimensional case discussed in Sec. 3. The parameter A defined by (4.6) is proportional to $x^{-2}$, that is to say, to the square of the distance of the observer from the surface, and also to $D$, which by (3.20) represents the average square of the "mean curvature"; for this is
by (3.8). When the point of observation is very close to the surface ( $A$ is small), we find

$$
\begin{equation*}
N \sim 1 \tag{4.13}
\end{equation*}
$$

as before, and at great distances

$$
\begin{equation*}
N \sim 2 A / \sqrt{3}, \tag{4.14}
\end{equation*}
$$

that is to say, the number of points increases as the square of the distance from the surface. $N$ is graphed against $A$ in Fig. 2, curve (a).

## 5. TWO LONG-CRESTED SYSTEMS

Another special case for which a complete solution may be given is when the surface consists of two systems of long-crested waves intersecting at right angles.

If the axes of $x$ and $y$ are chosen to be parallel to the two systems, respectively, we have then

$$
\begin{equation*}
\zeta(x, y)=\zeta_{1}(x)+\zeta_{2}(y) \tag{5.1}
\end{equation*}
$$

$$
\begin{align*}
& \left\langle\left(\frac{\partial^{3} \zeta}{\partial x^{2}}+\frac{\partial^{2} \zeta}{\partial y^{2}}\right)^{2}\right\rangle_{\mathrm{sv}}=\left\langle\left(\xi_{1}+\xi_{k}\right)^{2}\right)_{\mathrm{vv}}=\left\langle\xi_{0}^{3}\right\rangle_{\mathrm{vv}} \\
& +2\left(\xi_{3} \xi_{5}\right)_{\mathrm{ev}}+\left(\xi_{5}^{2}\right)_{\mathrm{kv}}=m_{40}+2 m_{22}+m_{04} \tag{4.12}
\end{align*}
$$



Fic. 2. The mean number of images as a function of $A$, defined by Eq. (4.6): (a) an isotropic suriace, (b) in surface consisting of two long-crested systerns at right engles.
and it is clear that the two conditions for a specular point [Eqs. (3.1)] are satisfied if and only if

$$
\begin{equation*}
\partial \zeta_{1} / \partial x=-\kappa x_{1} \quad \partial \zeta_{2} / \partial y=-\kappa y . \tag{5.2}
\end{equation*}
$$

Thus, specular points occur only when they would occur (in the two-dimensional sense) for each of the two long-crested systems simultaneously; whence it follows that the total number of specular points is the product of the number for the two systems individually:

$$
\begin{equation*}
N=N^{(1)} N^{(2)}, \tag{5.3}
\end{equation*}
$$

where

$$
\begin{align*}
N^{(i)}=\left(\frac{2}{\pi}\right)^{1}[ & {\left[\alpha_{i} \exp \left[-\left(\frac{1}{2} \alpha_{i}^{-2}\right)\right]\right.} \\
& \left.+\int_{G}^{1 / a i} \exp \left(-\frac{1}{2} z^{2}\right) d z\right] \tag{5.4}
\end{align*}
$$

and $\alpha_{1}, \alpha_{2}$ are the nondimensional parameters for the two systems.
The energy in the spectrum $E$ must be regarded as being concentrated along the two axes of $u$, $v$, and negligible elsewhere. The moments $m_{p q}$ of equation (3.9) are then zero whenever $p q \neq 0$, and the two parameters $\alpha_{1}, \alpha_{1}$ are given by

$$
\begin{equation*}
\alpha_{1}=m_{10} d / \kappa_{1} \quad \alpha_{2}=m_{04} \frac{k}{k} / k \tag{5.5}
\end{equation*}
$$

In the case when the two systems have equal meansquare curvature, i.e., $m_{40}=m_{04}$, then

$$
\begin{equation*}
\alpha_{1}=\alpha_{2}=\left(\frac{1}{2} D\right)^{\frac{1}{2} / k=(2 A)^{\frac{1}{2}}, ~} \tag{5.6}
\end{equation*}
$$

where $D$ and $A$ are given by (3.19) and (4.6). Hence,

$$
\begin{equation*}
N=-\frac{2}{\pi}\left[(2 A)^{1} e^{(t+A-1)}+\int_{0}^{1 /(2 A)^{1}} \exp \left(-\frac{1}{2} z^{2}\right) d z\right] . \tag{5.7}
\end{equation*}
$$

This function is shown in Fig. 2, curve (b), and it will be seen that the results are not very different from the
isotropic case [curve (a)]. For large values of $A$, we find

$$
\begin{equation*}
N \sim 4 A / \pi \tag{5.8}
\end{equation*}
$$

$$
\text { 6. CASE } \mathrm{k} \rightarrow 0
$$

Further, it is possible to determine the behavior of $N$ at great distances from the surface for quite general forms of the energy spectrum $E$. For when $\kappa \rightarrow 0$, we have, from (3.26),

$$
\begin{align*}
N \sim \frac{2}{(2 \pi)^{1} \kappa^{2}} \iiint & {\left[\sum_{j=1} l_{2} \eta_{i}^{2}\right] } \\
& \times \exp \left[-\frac{1}{2} \sum_{j=1}^{3} \eta_{j}^{2}\right] d \eta_{1} d \eta_{2} d \eta_{3} . \tag{6.1}
\end{align*}
$$

The preceding integral has been evaluated previously (footnote reference 3, Sec. 2.4; the integral equals $27^{\prime}$ ). The result is

$$
\begin{equation*}
N \sim \frac{4}{\pi \pi^{2}}\left(l_{1}\right)_{1}+\left[\left(\frac{l_{1}-l_{1}}{l_{1}}\right)^{\prime} E(k)-\left(\frac{l_{2}}{l_{2}-l_{1}}\right)^{\prime} P(k)\right], \tag{0.2}
\end{equation*}
$$

where

$$
\begin{align*}
& E(k)=\int_{0}^{\pi / 2}\left(1-k^{2} \sin ^{2} \phi\right)^{4} d \phi \\
& F(k)=\int_{0}^{\pi / 2}\left(1-k^{2} \sin ^{2} \phi\right)^{-1} d \phi \tag{6.3}
\end{align*}
$$

and

$$
\begin{equation*}
k^{2}=l_{1}\left(l_{2}-l_{1}\right) / l_{1}\left(l_{1}-l_{2}\right) . \tag{6.4}
\end{equation*}
$$

This can also be written

$$
\begin{equation*}
N \sim(A / \pi)\left(l_{1} / D\right) \Phi\left(-l_{2} / l_{1}\right)_{1} \tag{6.5}
\end{equation*}
$$

where

$$
\begin{gather*}
\Phi(\rho)=(\rho(1-\rho))^{4}\left[\left(\frac{1+\rho}{\rho}\right)^{\prime} E(k)-\left(\frac{\rho}{1+\rho}\right)^{1} F(k)\right],  \tag{6.6}\\
\rho=-l_{2} / l_{2}, \quad k^{2}=(1-2 \rho) /\left(1-\rho^{2}\right) .
\end{gather*}
$$

- 

The function $\Phi$ is plotted in Fig. 10 of footnote reference 3. It is a very slowly varying function and lies always between 0.917 and 1 .

For example, when the surface consists of two equal long-crested systems of waves intersecting at an arbitrary angle $s_{0,}$ it can be shown (see footnote reference 6) that

$$
\begin{equation*}
H=\frac{1}{1} D^{2} \sin ^{2} \theta_{0}, \quad \Delta=0, \tag{6.7}
\end{equation*}
$$

and so from (3.16),

$$
\begin{equation*}
h_{1}, h_{0}, h_{0}=1 D \sin \theta_{0}, 0,-\frac{4}{} \sin \theta_{0} \tag{6.8}
\end{equation*}
$$

It follows that $\rho=0$ and $\Phi(\rho)=1$, whence

$$
\begin{equation*}
N \sim(4 A / \pi) \sin \theta_{0} . \tag{6.9}
\end{equation*}
$$

When $\theta_{0}=\pi / 2$, i.e., the systems are perpendicular, we regain Eq. (5.8).
On the other band, when the surface is isotropic, we see from (4.2) that $\rho=\frac{\pi}{2}$ and so $\Phi(\rho)=\pi / 2 \sqrt{3}$. Hence

$$
\begin{equation*}
N \sim D / 2 \sqrt{3} x^{2}=2 A / \sqrt{3} \tag{6.10}
\end{equation*}
$$

in agreement with (414).
We may compare an isotropic surface with a surface consisting of two intersecting long-crested systems having the same mean-square curvature $D$. From Eqs. (6.9) and (6.10) we see that they will give equal numbers of image points provided the angle of intersection $\theta_{0}$ is

$$
\begin{equation*}
\sin ^{-1}(\pi / 2 \sqrt{3})=66^{\circ} 30^{\prime} \tag{6.11}
\end{equation*}
$$

## 7. CONCLUSIONS

The average number of specular reflections seen by an observer at distance $A$ from an isotropic Gaussian suriace is given by Eq. (4.11), in which $A=\frac{1}{2} h^{2} D$ and $D$ denotes the mean-square curvature. This number increases from 1 at small distances to a value proportional to $h^{1}$ at great distances.

For two long-crested systems of waves intersecting at right angles, the number of images is given by Eq. (5.7). The two solutions are shown as functions of $A$ in Fig. 2.
Finally a solution can always be found for large values of $h_{;}$it is given by Eq. (6.5). In particular, when the surface consists of two long-crested systems of waves intersecting at an angle $\theta_{0}$, the total number of images is given by Eq. (6.9).
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# Reflection and Refraction at a Random Moving Surface. III. Frequency of Twinkling in a Gaussian Surface 

M. S. Longuet-Higeins<br>National Instifule of Oceanography, England<br>(Received January 25, 1960)

When light is reflected or refracted at a moving Gaussian surface, the observer sees a number of moving images of the source, which appear or disappear generally in pairs; such an event is called a "twinkle." In the present paper the number of twinkles per unit time is evalualed in terms of the frequency spectrum of the surface and the distance of the source $O$ and observer $Q$, on the assumption that the surface is Gaussian and that $O Q$ is perpendicular to the mean surface level.

A solution is found first for a single system of long-crested for

## 1. INTRODOCTION

IN two previous paperst,2 we have studied the patters of reflections of a point-source in a random, moving surface, and have determined the average number of distinct images seen by an observer in the case when the surface slopes and curvature have a Gaussian distribution. It was shown ${ }^{1}$ that the specular points (that is, images of the point source) are generally created or annihilated in pairs, such an event being called a "twinkle." In this paper our purpose is to evaluate the frequency of twinkling, that is to say the average number of twinkles per unit time over the whole surface. This number $n$ is to he expressed in terms of the wave energy spectrum of the surface.

It can be shown that at a twinkle the intensity of radiation seen by the observer is greatly increased, so that the observer sees a bright flash. (This may be analogous to some sudden increases in the recorded intensity of radio waves reflected from the ionosphere.') In the language of ray optios, the surface momentarily focuses the radiation at the point of observation. Corresponding to the principal radii of curvalure, there are generally two focal points along a reflected ray, and the Gash occurs when one of these coincides with the observer

An exactly similar effect is produced when the surface is the boundary of a refracting medium (such as water) and the source of light is observed from a point on the far side of the surface; an observer below the water surface will see a pattern of images of the light source; these are created and destroyed in a manner analogous to the reflected images.

Ancther way of looking at the phenomenon is as follows. Suppose that the radiation, after passing through the surface, illuminates a horizontal plane at some fixed distance below the mean surface level-

[^29]twodimensional) waves, and then extended to the case of two such systems intersecting at right atgles.

The rate of twinkling is found to depend, apart from a scale factor, on two parameters of the suriace, one of which, $a$, increnses steadily with the distance of $O$ or $Q$ from the surface; the other, d, discriminates between waves of standing type and waves of progressive typc. Over a considerable range of $\alpha$, the rate of twinkling is almost independent of $d_{1}$, but for large values of $\alpha$ the rate is much greater for standing waves than for progressive waves; waves a intermediate type are included in the annlysis.
as sunlight falling on the sea bed in shallow water. If the plane is not ton near to the surface it can be seen to be covered with a pattern of bright lines-the loci of those points where a twinkle may be momentarily observed. The rate of twinkling is then the average number of times that one of these lines sweeps through a fixed point in the plane.
The general problem, for a Gaussian surface with arbitrary frequency spectrum, appears to be complicated. Our approach will be to solve first the analogous problem in two dimensions (when the surface is longcrested and the light source is a line parallel to the crests) ; then we may deduce the solution for a surface which consists of two such long-crested systems intersecting at right angles.

It is found that apart from a scale factor the rate of twinkling depends upon two parameters of the surface. The first of these, $\alpha$, is proporional to the distance of the observer from the surface and to the rms curvature of the surface. The second, $d$, is small for waves of progressive type and increases to a maximum for waves of standing type. Over much of the range of $\alpha$ the rate of twinkling is found to be nearly independent of $d$; for larger values of $\alpha$, however, the rate of twinkling increases with $d_{1}$ and is mucb greater for standing waves than for progressive waves.

## 2. GEOMETRICAL CONDITIONS

If $z=\zeta(x, y, l)$ denotes the equation of the surface in rectangular coordinates, $z$ being directed vertically upward, then it can be shown ${ }^{1}$ that the condition for a specular paint, when source and observer lie on the saxis, is

$$
\begin{equation*}
\partial f / \partial x=0, \quad \partial f / \partial y=0 \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x, y, l)=5(x, y, l)+\frac{1}{3} \kappa\left(x^{2}+y^{2}\right) \tag{2.2}
\end{equation*}
$$

and $\kappa$ is a constant. In the reflection problem, if $h_{1}$ and $h_{2}$ denote the heights of source and observer above the mean surface level, then

$$
\begin{equation*}
k=\frac{1}{2}\left[\left(1 / h_{1}\right)+\left(1 / h_{2}\right)\right] \tag{2.3}
\end{equation*}
$$

In the refraction problem ${ }_{1}$ if $h_{1}$ and $h_{2}$ denote the distances of source and observer above and below the surface, and if $\mu_{1}$ and $\mu_{2}$ are the refractive indices of the two media, then

$$
\begin{equation*}
\kappa=\left(\mu_{1} h_{1}+\mu_{2} h_{2}\right) /\left[\left(\mu_{2}-\mu_{1}\right) h_{1} h_{2}\right] . \tag{2.4}
\end{equation*}
$$

The condition for a twinkle is that, besides Eqs. (2.1),

$$
\begin{equation*}
\left(\partial^{2} / / \partial x^{2}\right)\left(\partial^{2} f / \partial y^{2}\right)-\left(\partial^{2} f / \partial x \partial y\right)^{2}=0 \tag{2.5}
\end{equation*}
$$

shall also be satisfied; that is the vanishing of the total curvature of the surface $z=f$.

In the corresponding one-dimensional case, when the situation is independent of the $y$ coordinate the conditions are simply that

$$
\begin{equation*}
\partial f / \partial x=0, \quad \partial^{2} \int / \partial x^{2}=0 \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x, t)=\zeta(x, t)+\frac{1}{2} M x^{2} \tag{2.7}
\end{equation*}
$$

3. TWO-DIMENSIONAL CASE: STATISTICAL MODEL

We take as a model for the surface the function

$$
\begin{equation*}
\zeta(x, t)=\sum_{n=1}^{m} c_{n} \cos \left(k_{n} x+\sigma_{n} t+\epsilon_{n}\right), \tag{3.1}
\end{equation*}
$$

where the phase constants $\epsilon_{n}$ are supposed to be distributed randomly and uniformly over $(0,2 \pi)$, the wave numbers $k_{n}, \sigma_{n}$ are distributed over the intervals $(-\infty, \infty)$ and $(0, \infty)$, and where $n_{0}$ at last tends to infinity in such a way that over any small intervals $(k, k+d k),(\sigma, \sigma+d \sigma)$,

$$
\begin{equation*}
\sum_{n} \frac{1}{2} c_{n}^{2}=E(k, \sigma) d k d \sigma, \tag{3.2}
\end{equation*}
$$

where $E(k, \sigma)$ is a continuous function of $k, \sigma$ (the spectrum function). Such a model is a generalization of that employed for a time-independent surface. ${ }^{2}$

Under certain conditions the distribution of $\zeta$ and its derivatives at a given point $x$ and time $t$ is Gaussian. On writing, for brevity,

$$
\begin{gather*}
\partial \xi / \partial x_{1} \quad \partial^{2} \zeta / \partial x^{2}, \quad \partial^{2} \xi / \partial x \partial t_{1} \\
\partial^{3} \zeta / \partial x^{2}=\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \tag{3.3}
\end{gather*}
$$

we have for the matrix of mean values of the products:

$$
\left(\left(\xi_{i} \mathcal{E}_{\mathrm{i}}\right)_{\mathrm{av}}\right)=\left[\begin{array}{cccc}
m_{2} & 0 & 0 & -m_{4}  \tag{3.4}\\
0 & m_{4} & m_{3}^{\prime} & 0 \\
0 & m_{3}^{\prime} & m_{2}^{\prime \prime} & 0 \\
-m_{4} & 0 & 0 & m_{4}
\end{array}\right]
$$

where

$$
\begin{aligned}
& m_{r}=\int_{-\infty}^{\infty} \int_{0}^{\infty} E(k, \sigma) k^{r} d k d \sigma \\
& m_{r}^{\prime}=\int_{-\infty}^{\infty} \int_{0}^{\infty} E(k, \sigma) k^{\prime} \sigma d k d \sigma \\
& m_{\mathrm{r}}^{\prime \prime}=\int_{-\infty}^{\infty} \int_{0}^{\infty} E(k, \sigma) k^{r} \sigma^{2} d k d \sigma
\end{aligned}
$$

The probability density of $\xi_{1}, \xi_{1}, \xi_{2}, \xi_{4}$ is therefore given by

$$
p\left(\xi_{1}, \xi_{2}, \xi_{1}, \xi_{d}\right)=\frac{\left|\left(M_{i j}\right)\right|^{i}}{4 \pi^{2}} \exp \left[-\frac{1}{2} \sum_{i, j} M_{i j} \xi_{i}, \xi_{j}\right],(3.6)
$$

where $\left(M_{i j}\right)$ is the matrix inverse to (3.4). The occurrence of zeros in the matrix implies that the distributions of $\xi_{1}, \xi_{1}$ and of $\xi_{2}, \xi_{8}$ are independent. In fact,

$$
\begin{equation*}
p\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)=p\left(\xi_{1}, \xi_{4}\right) p\left(\xi_{2}, \xi_{3}\right) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
p\left(\xi_{1}, \xi_{4}\right)= & \frac{1}{2 \pi\left(m_{2} m_{\mathrm{G}}-m_{4}^{2}\right)^{1}} \\
& \times \operatorname{ex}\left[-\frac{m_{\mathrm{a}} \xi_{1}{ }^{2}+2 m_{4} \xi_{1} \xi_{4}+m_{1} \xi_{4}^{2}}{2\left(m_{2} m_{\mathrm{a}}-m_{4}{ }^{1}\right)}\right], \tag{3.8}
\end{align*}
$$

$$
\begin{aligned}
& p\left(\xi_{2}, \xi_{3}\right)=\frac{1}{2 \pi\left(m a m_{2}^{\prime \prime}-m_{2}^{\prime m}\right)^{\prime}} \\
& \quad \times \exp \left[-\frac{m_{2}^{\prime \prime} \xi_{2}^{3}-2 m_{2}^{\prime} \xi_{2} \xi_{2}+m_{4} \xi_{2}^{2}}{2\left(m_{4} m_{2}^{\prime \prime}-m_{3}^{\prime 9}\right)}\right] .
\end{aligned}
$$

It will be convenient to write
$\eta_{1}, \eta_{2}, \eta_{3_{3}} \eta_{4}=\partial f / \partial x, \partial^{2} f / \partial x^{2}, \partial^{2} / / \partial x \partial t, \partial^{2} f / \partial x^{1}$

$$
\begin{equation*}
=\left(\xi_{1}+\kappa x\right),\left(\xi_{2}+\kappa\right), \xi_{3}, \xi_{1}, \tag{3.9}
\end{equation*}
$$

so that the probability density of $\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}$ at a fixed value of $x, t$ is given by

$$
\begin{equation*}
p\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)=p\left(\xi_{1} \xi_{2}, \xi_{3}, \xi_{4}\right)_{3} \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{1}, \xi_{2}, \xi_{2}, k_{4}=\left(\eta_{1}-u x\right),\left(\eta_{2}-k\right), \eta_{2}, \eta_{4} . \tag{3.11}
\end{equation*}
$$

## 4. BVALUATION OF THE PROBABILITY

We wish now to find the probability that in a given small interval of time $(t, t+d t)$, and in $-\infty<x<\infty$, the conditions

$$
\begin{equation*}
\eta_{1}=0, \quad \eta_{1}=0 \tag{4.1}
\end{equation*}
$$

shall be satisfied. Let this probability he nde (clearly, $n$ is the mean number of "flashes" per unit time). We first seek the probability of (4.1) being sarisfied in a small interval $(l, t+d t)$ and in $(x, x+d x)$; if this probability is denoted by $n_{2} d x d l_{\text {, then clearly }}$

$$
\begin{equation*}
n=\int_{-\infty}^{\infty} n_{x} d x \tag{4.2}
\end{equation*}
$$

The advantage of dealing first with $n_{z}$ is that for fixed $x$ the distributions of $\eta_{1}, \eta_{1}, \eta_{1}, \eta_{4}$ are invariant ${ }^{4}$

Now the probability $p\left(\eta_{1}, \eta_{4}\right) d \eta_{1} d_{\eta_{7}}$ represents the probability that $\eta_{1}, \eta_{2}$ lie within the limits $\eta_{1}, \eta_{1}+d \eta_{1}$ and $\eta_{1}, \eta_{1}+d \eta_{2}$ at certain fixed values of $x_{1} b$. On the

[^30]other hand if $\eta_{1}, \eta_{1}$ take the given values (4.1) in a given range ( $x, x+d x$ ) and interval $(t, t+d t)$ then ( $\eta_{1}, \eta_{1}$ ) at ( $(x, t)$ itself may vary within a region of measure
\[

\left|\frac{\partial\left(\eta, \eta_{2}\right)}{\partial(x, l)}\right|=\left|$$
\begin{array}{ll}
\partial^{2} f / \partial x^{3} & \partial^{1} f / \partial x^{2}  \tag{4.3}\\
\partial^{2} f / \partial x \partial t & \partial^{2} f / \partial x^{2} \partial t
\end{array}
$$\right| d x d t,
\]

which in the neighborbood of the points (4.1) reduces to $\left|\eta_{m} m_{0}\right| d x d!$ simply. Hence the probability $n_{x} d x d!$ is given by

$$
\begin{equation*}
r_{3} d x d t=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)\left|\eta_{3} \eta_{4}\right| d x d d d \eta_{3} d \eta_{4_{1}} \tag{4.4}
\end{equation*}
$$

and the required probability $u d t$ is given by

$$
\begin{equation*}
n=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{-} p\left(\eta_{1}, \eta_{2}, \eta_{s_{1}} \eta_{\mu_{4}}\right)\left|\eta_{3} \eta_{1}\right| d x d \eta_{2} d \eta_{1} . \tag{4.5}
\end{equation*}
$$

Now $x$ is involved only in $\eta_{1}$, so that the integration with respect to $x$ may be carried out immediately. Replacing ne at the same time by 0 , we have, from (3.10),

$$
\begin{align*}
& n-\frac{1}{(2 x)^{1} \times m_{4}^{1}} \int_{-=}^{\infty} \exp \left(-\eta_{4}^{2} / 2 m m_{4}\right)\left|\eta_{4}\right| d \eta_{4} \\
& \times \frac{1}{2 \pi\left(m_{4} m_{2}{ }^{\prime \prime}-m_{a}{ }^{2}{ }^{\prime}\right)!} \\
& \times \int_{-\infty}^{\infty} \exp \left[-\frac{m_{2}{ }^{\prime \prime} \kappa^{2}+2 m_{3}{ }^{\prime} \Pi_{1}+m_{m_{2}}{ }^{2}}{2\left(m_{4} m_{2}{ }^{\prime \prime}-m_{1}{ }^{19}\right)}\right] \text {. } \tag{4.6}
\end{align*}
$$

The remaining integrals present no difficulty, and give the following :

$$
\begin{align*}
& n \frac{2^{1} m_{a^{2}}\left(m m_{4} m_{\mathrm{R}}^{\prime \prime}-m_{\mathrm{a}}^{n}\right)^{1}}{\sigma m_{4}} \exp \left(-\Lambda^{2} / 2 m_{4}\right) \\
& \quad \times\left[\exp \left(-\frac{1}{2} \phi^{2}\right)+\phi \int_{0}^{4} \exp \left(-\frac{3}{2} z^{2}\right) d z\right] \tag{4.7}
\end{align*}
$$

where

If we now define the dimensionless quantities

$$
\begin{align*}
& a=m_{1}{ }^{1} / \kappa_{1}  \tag{4.9}\\
& d=\left[\left(m_{1} m_{2}^{\prime \prime}-m_{1}^{2}\right) / m_{a_{2}} m_{2}^{\prime \prime}\right]^{1} \tag{4.10}
\end{align*}
$$

then (4.7) can be written in the final form

$$
\begin{equation*}
n=\left[\left(m_{0} \omega_{2}^{\prime \prime}\right)^{1} / m_{4}\right] t(\alpha, d), \tag{4.11}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{I}(\alpha, d)=\frac{2!}{\pi!} \operatorname{ad} & \exp \left(-2 \alpha^{2}\right)^{-1} \\
& \times\left[\exp \left(-\frac{1}{2} \phi^{2}\right)+\phi \int_{0}^{b} \exp \left(-\frac{1}{2} z^{2}\right) d z\right] \tag{4.12}
\end{align*}
$$

and

$$
\phi=\left(1-d^{2}\right)^{1} / a d .
$$

Since the error integral on the right-hand side is a tabulated function, ${ }^{\text {b }}$ this completes the formal solution of the problem.

## 5. DISCUSSION

In Eq. (4.11) the first factor on the right-hand side has the dimensions of (time) ${ }^{-1}$. If the spectrum contains a single narrow band of frequencies centered on a mean wavelength $\lambda$ and period $\tau$, then

$$
\begin{equation*}
\left(m_{\mathrm{g}} m_{2}^{\prime \prime}\right) 4 / m_{4}=2 \pi / \tau_{1} \tag{5.1}
\end{equation*}
$$

approximately. This factor, therefore, essentially determines the time scale.

Of the remaining two parameters $a, d$, the first is inversely proportional to k , and so increases linearly with the distances of $O$ and $Q$ from the surface. Also, a is proportional to $m_{4}{ }^{3}$, the root-mean-square value of the "curvature" $\partial^{2} \gamma / \partial x^{2}$.

The parameter $d$ is a function of the frequency spectrum $E(k, \sigma)$ only. Now, since

$$
\begin{array}{r}
2\left(m_{4} m_{2}{ }^{\prime \prime}-m_{2}{ }^{m}\right)=1 \int_{-}^{\infty} \int_{n}^{\infty} \int_{-=}^{\infty} \int_{-}^{\infty} E\left(k_{1,} \sigma_{1}\right) E\left(k_{2}, \sigma_{2}\right) \\
\times\left(k_{1} k_{2}{ }^{2} \sigma_{2}^{2}+k_{2}{ }^{4} k_{1}{ }^{2} \sigma_{1}^{2}-2 k_{1}{ }^{2} k_{2}{ }^{8} \sigma_{1} \sigma_{1}\right) \\
\times d k_{1} d \sigma_{1} d k_{2} d \sigma_{2}, \tag{5.2}
\end{array}
$$

and since the factor in the integrand is a perfect square, we have

$$
m_{4} m_{a}^{\prime \prime}-m_{a}^{\prime 2} \geq 0
$$

whence

$$
0 \leq d \leq 1 .
$$

The lower limit of $d$ is approached whenever the spectrum of the surface is narrow; the surface then has the appearance of a progressive wave of slowly varying amplitude and phase. The upper limit of $d$ is attained when $m_{\mathrm{a}}{ }^{\prime}=0$, which occurs, for example, if the spectrum function $E(k, \sigma)$ is symmetrical with respect to $k$ : $E(k, \sigma)=E(-k, \sigma)$, while $\sigma$ is an even function of $k$; the surface then has the appearance of a standing-wave pattern of varying phase and amplitude. Thus the parameter $d$ discriminates between progressive and standing waves.
The function $f(\alpha, d)$ is shown in Fig. 1 for various
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Fic. 1. Graphs of (o,d) showing the rate of twinkling as a function of a (pro portional to distance (ram surface) for frem surface) fo
values of the parameter $d$. Two limiting forms may be noted: as $d \rightarrow 0$

$$
\begin{equation*}
f(\alpha, d) \rightarrow(1 / \pi) \exp \left(-2 \alpha^{2}\right)^{-1} \tag{5.3}
\end{equation*}
$$

and when $d \rightarrow 1$

$$
\begin{equation*}
I(a, d) \rightarrow\left(2 k / \pi^{d}\right) a \exp \left(-2 a^{2}\right)^{-1} . \tag{5.4}
\end{equation*}
$$

Although these two functions hehave very differently at infinity it is remarkable that when $a<1.5$, they lie quite close together, as indeed does the whole family of functions; over the range $0<0<1.5$, $\mathrm{f}(\alpha, d)$ may for some purposes be taken as independent of $d$.

All the functions have an extremely sharp cutoff at about $\alpha=0.3$, because of the factor $\exp \left(-2 \alpha^{2}\right)^{-1}$. Hence the rate of twinkling falls off suddenly as the observer approaches the surface.

On the other hand, for large values of $a_{1}$ and when $d>0$, we have

$$
\begin{equation*}
\mathrm{f}(a, d) \sim\left(2 t / \pi^{1}\right) a d, \tag{5.5}
\end{equation*}
$$

that is to say, $n$ increases linearly with distance from the surface, as we might expect. The limiting case $d=0$, when $f(a, d) \rightarrow 1 / \pi$ as $a \rightarrow \infty$, is never in fact attained, because the bandwidth of the spectrum is never quite zera.

## 6. THREE-DIMENSIONAL PROBLEM

The general problem in three dimensions, when stated analytically, involves the evaluntion of multiple integrals of high order. A useful simplification, however, results whene ver the surface consists of two systems of long-crested waves (both Gaussian) intersecting at
right angles; for then by choosing the axes appropristely, we have

$$
\begin{equation*}
\zeta\left(x, y_{3} t\right)=\zeta_{1}(x, t)+\zeta_{2}(y, t), \tag{6.1}
\end{equation*}
$$

and the conditions (2.1) and (2.5) reduce to
$\partial f_{v} / \partial x=0, \quad \partial f_{2} / \partial x=0, \quad\left(\partial^{2} f_{1} / \partial x^{2}\right)\left(\partial^{2} f_{2} / \partial y^{2}\right)=0,(6.2)$
where

$$
\begin{align*}
& f_{1}(x, t)=\zeta_{2}(x, t)+\frac{1}{2} x^{2}, \\
& f_{2}(x, t)=\zeta_{2}(x, t)+\frac{1}{x} x^{2} . \tag{6.3}
\end{align*}
$$

Equations (6.2) show that a twinkle will occur in the combined system if a specular point in the one system ( $\partial f_{1} / \partial x=0$ ) is combined with a twinkle in the other ( $\partial f_{2} / \partial y=0, \mathcal{J}^{2} f_{1} / \partial y^{\prime}=0$ ), or vice versa. Hence the total rate of twinkling is given by

$$
\begin{equation*}
n=n^{(a)} N^{(2)}+n^{(2)} N^{(a)}, \tag{6.4}
\end{equation*}
$$

where $N^{(0)}$ and $N^{(2)}$ denote the numbers of specular points in the two systems, respectively, and $n^{(1)}$ and $n^{(2)}$ denote the rates of twinkling. Now $N^{(0)}$ bas beed
evaluated in a previous paper,' in fact, for a longcrested system of waves,
$N^{(n)}=\left(\frac{2}{\pi}\right)\left[a \exp \left(-2 \alpha^{2}\right)^{-1}+\int_{2}^{2 / a} \exp \left(-\frac{1}{2} z^{2}\right) d z\right]$
where $\alpha$ is the same parameter as before [Eq. (4.9)]. $N$ is a function which increases steadily from unity at small values of $a$ to the asymptotic value

$$
\begin{equation*}
N \sim(2 / \pi)^{\frac{1}{2}} \alpha \tag{6.6}
\end{equation*}
$$

for large values of $\alpha$.
If the frequency characteristics of the two systems bappen to be similar, then $N^{(1)}=N^{(2)}$ and $n^{(1)}=n^{(3)}$ and we have, from (6.4),

$$
\begin{equation*}
n=2 n^{0} N^{a l} . \tag{6.7}
\end{equation*}
$$

This can be expressed in terms of the parameter

$$
\begin{equation*}
A=\frac{1}{2} \alpha^{2}=\frac{1}{4} \kappa^{-2} D \tag{6.8}
\end{equation*}
$$

where $D$ represents the mean-square value of the mean curvature of the surface (see footnote reference 1).


Fic. 2 Graphs of $\&(A, d)$, showing the rate of twinkling for two intergecting systems as a lunction of $A$ (propertional to the square of the distance from the surlace) for various values of $d$.

Thus,

$$
\begin{equation*}
n=\left[\left(m_{0} m_{2}^{\prime \prime}\right)^{1} / m_{4}\right] g(A, d) . \tag{6.9}
\end{equation*}
$$

The function $g(A, d)$ is shown in Fig. 2.
The interpretation of this result is similar to the twodimensional case. $A$ is proportional to the square of the distance from the origin and to the mean-square curvature, while $d$ discriminates between standing waves and progressive waves. The function $g(A, d)$ is nearly independent of $d$ for $0<A<1$, while for large values of $A$ (that is, great distances from the origin), we have

$$
\begin{equation*}
g(A, d) \mp\left(8 / x^{2}\right) A d . \tag{6.10}
\end{equation*}
$$

Thus, the rate of twinkling is more vigorous for standing waves $d=1$ than for progressive waves $d \ll 1$.

A rather general result may be deduced from Eq. (6.4). Consider the mean lifetime of a specular point. Since each specular point involves two twinkles, one at the beginning and one at the end of its life, and since two specular points are involved in a twinkle it follows that the mean lifetime of a specular point is given by

$$
\begin{equation*}
L=N / n, \tag{6.11}
\end{equation*}
$$

and similarly in the two long-crested systems the mean lifetime of a specular line is given by

$$
\begin{equation*}
L^{(1)}=N^{(0)} / n^{(\infty)}, \quad L^{(\infty)}=N^{(\infty)} / n^{(\infty)} . \tag{6.12}
\end{equation*}
$$

Now, since a specular point in the combined system is always the intersection of two specular lines, one from each of the two systems, we have

$$
\begin{equation*}
N=N^{(0)} N^{(\infty)} . \tag{6.13}
\end{equation*}
$$

On dividing each side of Eq. (6.4) by the correspending side of (6.13), we find

$$
\begin{equation*}
1 / L=\left(1 / L^{(1)}\right)+\left(1 / L^{(2)}\right) . \tag{6.14}
\end{equation*}
$$

Hence, the lifetime of a specular point in the combined system is always less than the lifetime of a specular line in either long-crested system. When the two longcrested systems are similar, $L^{(1)}=L^{(2)}$, and hence

$$
\begin{equation*}
1 / L=2 / L^{(1)} \tag{6.15}
\end{equation*}
$$

that is, the mean lifetime in the comhined system is exactly balf that in either system individually.
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The probability density $P_{m}$ of the spacing between the $i$ th zero and the ( $i+m+1$ )th zero of a stationary, random function $f(t)$ (not necessarily Gaussian) is expressed as a series, of a type similar to that given by Rice (1945) but more rapidly convergent. The partial sums of the series provide upper and lower bounds successively for $P_{m}$. The series converges particularly rapidly for small spacings $\tau$. It is shown that for fixed values of $\tau$, the density $P_{m}(\tau)$ diminishes more rapidly than any negative power of $m$.

The results are applied to Gaussian processes; then the first two terms of the series for $P_{m}(\tau)$ may be expressed in terms of known functions. Special attention is paid to two cases:
(1) In the 'regular' case the covariance function $\psi(t)$ is expressible as a pawer series in $t$; then $P_{m}(\tau)$ is of order $\boldsymbol{r}^{1(m+2 k(m+3)-2}$ at the origin, and in particular $P(\tau)$ is of order $\tau$ (adjacent zeros have a strong mutual repulsion). The first two terms of the series give the value of $P_{0}(\tau)$ correct to $7^{16}$.
(2) In a singular case, the covariance function $\psi(t)$ has a discontinuity in the third derivative. This happens whenever the frequency spectrum of $f(t)$ is $O$ (frequency) ${ }^{-4}$ at infinity. Then $P_{m}(\tau)$ is
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#### Abstract

shown to tend to a positive value $P_{m}(0)$ as $\boldsymbol{r} \rightarrow 0$ (neighbouring zeros are less strongly repelled). Upper and lower bounds for $P_{m}(0)(m=0,1,2,3)$ are given, and it is shown that $P_{0}(0)$ is in the neighbourhood of $1 \cdot 155 \psi^{* \prime} /\left(-6 \psi^{n}\right)$. The conjecture of Favreau, Low \& Pfeffer (1956) according to which in one case $P_{0}(r)$ is a negative exponential, is disproved.

In a final section, the accuracy of other approximations suggested by Rice (r945), McFadden (1958), Ehrenfeld et al. (1958) and the present author (1958) are compared and the results are illugtrated by computations, the frequency spectrum of $f(t)$ being assumed to have certain ideal forms: a low-pass spectrum, band-pass spectrum, Butterworth spectrum, etc.


## Introduction

The problem of finding the statistical distribution of the intervals $r$ between zeros of a stationary, random function $f(t)$ is one with many physical applications, for example, to noise in electrical circuits (Rice 1944, 1945; McFadden 1956, 1958), sea waves (Ehrenfeld et al. 1958), microseisms (Longuet-Higgins 1953) or irregularities in the ionosphere (Briggs \& Page 1955; Longuet-Higgins 1957). Yet in one most useful case, when $f(t)$ itself is Gaussian, only approximate solutions to the problem have been found. One such solution was given in a previous paper (1958). In the present paper the solution is expressed in the form of a series, in which each term is an integral of the joint probability

$$
W(+,-,-, \ldots,-) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}
$$

that $f(t)$ have an up-crossing in the infinitesimal interval $\left(t_{1}, t_{1}+\mathrm{d} t_{1}\right)$ and a down-crossing in the remaining $(n-1)$ intervals $\left(t_{i}, t_{i}+\mathrm{d} t_{i}\right)(i=2,3, \ldots, n)$. The series is somewhat similar to one given earlier by Rice (1945) but converges more rapidly. Moreover, successive partial sums of the series provide upper and lower bounds to the required distribution $P_{0}(\tau)$. The present series leads to a much more accurate estimate of the behaviour of $P_{0}$ near the origin $\tau=0$ and to a systematic comparison of other approximations that have been previously proposed.

Following Rice (1945), the probability density of the interval between the $i$ th and the ( $i+m+1$ ) th zero of $f(t)$ is denoted by $P_{m}(\tau)$; and the probability of exactly $n$ zeros occurring in the interval $(t, t+\tau)$ is denoted by $p(n, \tau)$. In $\S 1$ of this paper, some relations between the $W$ and the $P_{m}(\tau)$ are proved, and series are obtained for both $P_{m}(\tau)$ and $p(n, \tau)$ in terms of the $W$. One result is to show that $P_{m}(\tau)$ decreases with $m$ more rapidly than any negative power of $m$. The relations are quite general, and no assumption is made as to the Gaussian character of $f(t)$. It is assumed only that $f(t)$ is statistically stationary; that $-f(t)$ is statistically equivalent to $f(t)$ (i.e. that $f(t)$ is statistically symmetric with regard to the axis $f=0$ ); and that the various quantities defined actually exist.

In $\S 2$ we obtain explicit expressions for the $W$ in terms of the covariance function of $f(t)$, which is denoted by $\psi(t)$. By using some recent results of Kamat (1953) and Nabeya (1952) it is shown that $W(+,-,-)$ can in fact be expressed in terms of known functionals of $\psi(t)$, a fact not apparently used previously. Moreover, in special cases the $W$ can be evaluated for any integral $n$.

The results are applied in $\S 3$ to the case when $\psi(t)$ is itself a regular function at $t=0$ (implying the differentiability of $f(t)$ up to all orders). Thus it is shown that for small intervals $\left|t_{i}-t_{j}\right|$

$$
W\left(+,-,+, \ldots,(-)^{n-1}\right) \sim C_{n} \prod_{i<j}\left(t_{j}-t_{i}\right),
$$

where $C_{n}$ is a constant independent of the $t_{j}$. Hence the asymptotic behaviour of $P_{m}(\tau)$ and $p(n, \tau)$ for small $\tau$ is obtained. In particular it is shown that

$$
\begin{gathered}
P_{m}(\tau) \infty \tau^{t(m+2)(m+3)-2} \\
p(n, \tau) \propto \tau^{\operatorname{tr}(n+1)} .
\end{gathered}
$$

and
The power of $\tau$ increases rapidly with $m$ or $n$, indicating a strong 'mutual repulsion' of neighbouring zeros of $f(t)$.

A very interesting singular case is studied in §4, when the covariance function $\psi(t)$, instead of being regular at $t=0$, has a finite discontinuity in the third derivative $f^{\prime \prime \prime}(t)$. This occurs, for example, whenever the spectral density of $f(t)$ is proportional to (frequency) ${ }^{-4}$ at high frequencies, and some examples have been studied experimentally by Favreau, Low \& Pfeffer (1956). In contrast to the regular case, it is shown that, for small spacings $\left|t_{i}-t_{j}\right|$,

$$
W\left(+,-,+, \ldots,(-)^{n-1}\right) \sim \frac{F\left(t_{1}, t_{2}, \ldots, t_{1}\right)}{\left(t_{3}-t_{1}\right)\left(t_{4}-t_{2}\right) \ldots\left(t_{n}-t_{n-2}\right)} \quad(n \geqslant 2),
$$

where $F\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is a function of the $\left(t_{i}-t_{j}\right)$ lying between positive upper and lower bounds. It follows now that

$$
\begin{aligned}
P_{m}(\tau) \propto \tau^{0} & (m \geqslant 0), \\
p(n, \tau) \propto \tau^{2} & (n \geqslant 2),
\end{aligned}
$$

and
so that, as $\tau \rightarrow 0, P_{m}(\tau)$ tends to a value $P_{m}(0)$ independent of $\tau$.
Moreover, upper and lower bounds for $P_{m}(0)$ can be found. Thus

$$
1 \cdot 147 \alpha<P_{0}(0)<1.218 \alpha,
$$

where $\alpha=\psi^{\prime \prime}(0+) /\left\{-6 \psi^{\prime \prime}(0)\right\}$. This result enables us to disprove rigorously the ' exponential hypothesis' of Favreau et al. (1956), whereby the distribution of intervals $\tau$ for the function whose spectrum is $\left(1+\sigma^{2}\right)^{-2}$ is conjectured to be $\pi^{-1} \mathrm{e}^{-\tau / \pi}$. For this would make

$$
P_{0}(0)=3 \pi^{-1} \alpha=0.965 \alpha,
$$

in contradiction to the above inequality.
Some rough work shows that a close approximation to $P_{0}(\tau)$ is probably

$$
P_{0}(0) \div 1.155 a .
$$

Lastly in $\S 5$ we use the asymptotic expansions of $P_{m}(\tau), p(n, \tau)$ and the $W$ to compare the accuracy of the approximations proposed by Rice (1945), McFadden (1956, 1958), Ehrenfeld et al. (1958) and the present author (1958), especially in the neighbourhood of the origin. Numerical computation of the various approximations is also compared with experimental results of Blötekjaer (1958) and other authors.

## 1. General relations between $P_{m}(\tau), p(n, \tau)$ and $W(S)$

Let $W(+,+, \ldots,+) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}$ denote the probability that the function $f(t)$ have an upcrossing (zero-crossing with positive gradient) in each of the intervals

$$
\left(t_{i}, t_{i}+\mathrm{d} t_{i}\right) \quad(i=1, \ldots, n) ;
$$

by substituting a minus sign for any plus sign in $W(+,+, \ldots,+$ ) we denote the corresponding probability for a down-crossing. Thus $W\left(+,-,+, \ldots,(-)^{n-1}\right) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}$ denotes the probability of alternate up-crossings and down-crossings in $\left(t_{i}, t_{i}+d t_{i}\right)$, the first being
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an up-crossing. It will be seen later that the $W$ may in many cases be evaluated explicitly in terms of the covariance function of the random process $f(t)$.

In this section we shall derive some quite general relations between $P_{m}(\tau), p(n, \tau)$ and the $W$, which are valid not only for Gaussian but for non-Gaussian processes.

## $1 \cdot 1$. Generalization of a result of McFadden

It was pointed out by McFadden (1958) that

$$
\begin{align*}
& \frac{W(+,-)}{W(+)}=P_{0}(\tau)+P_{2}(\tau)+P_{4}(\tau)+\ldots \\
& \frac{W^{\prime}(+,+)}{W(+)}=P_{2}(\tau)+P_{3}(\tau)+P_{5}(\tau)+\ldots,
\end{align*}
$$

where $r=\left(t_{2}-t_{1}\right)$. The proof is very simple: the left-hand side of $(1 \cdot 1 \cdot 1)$, when multiplied by $\mathrm{d} t_{2}$, represents the probability that $f$ has a down-crossing in ( $t_{2}, t_{2}+\mathrm{d} t_{2}$ ) given that it has an up-crossing at $t_{1}$. This down-crossing must be either the next zero of $f$, or the next but two, and so on. These mutually exclusive events correspond to the individual terms on the right of $(1 \cdot 1 \cdot 1)$; hence the identity. A similar argument proves ( $1 \cdot 1 \cdot 2$ ).

Corresponding to $(1 \cdot 1 \cdot 1)$ and $(1 \cdot 1 \cdot 2)$ we may establish the following three relations:

$$
\begin{align*}
& \int_{t_{1}<4 \ll_{6}} \frac{W(+,-2,+)}{W(+)} \mathrm{d} t_{2}=P_{1}(\tau)+2 P_{3}(\tau)+3 P_{5}(\tau)+\ldots, \\
& \int_{h_{1}<4<4} \frac{W(+,-,-)}{W(+)} \mathrm{d} t_{2}=P_{2}(\tau)+2 P_{4}(\tau)+3 P_{6}(\tau)+\ldots, \\
& \int_{t_{1}<h_{5}<6} \frac{W(+,+,+)}{W(+)} \mathrm{d} t_{2}=P_{3}(\tau)+2 P_{5}(\tau)+3 P_{6}(\tau)+\ldots,
\end{align*}
$$

where $\tau=\left(t_{3}-t_{1}\right)$. To prove ( $1 \cdot 1 \cdot 3$ ), for example, consider

$$
\frac{W(+,-,+)}{W(+)} \mathrm{d} t_{2} \mathrm{~d} t_{5} .
$$

This represents the probability that $f$ has a down-crossing in ( $t_{2}, t_{2}+\mathrm{d} t_{2}$ ) and an up-crossing in ( $t_{3}, t_{3}+\mathrm{d} t_{3}$ ), given that it has an up-crossing at $t_{1}$. Now the up-crossing in ( $t_{3}, t_{3}+\mathrm{d} t_{3}$ ) is either the second zero after $t_{1}$ or the fourth or the sixth, etc. Suppose it is the ( $2 r$ )th. Then the down-crossing in $\left(t_{2}, t_{2}+\mathrm{d} t_{2}\right)$ is either the first zero after $t_{1}$ or the third or the fifth, up to the $(2 r-1)$ th. But if the probabilities are each integrated with respect to $t_{2}$ from $t_{1}$ to $t_{3}$ each gives precisely $P_{2 r-1} \mathrm{~d} t_{3}$. The $r$ possibilities together contribute $r P_{2 r-1} \mathrm{~d} t_{3}$. Hence the series $(1 \cdot 1 \cdot 3)$; and similarly for $(1 \cdot 1 \cdot 4)$ and $(1 \cdot 1 \cdot 5)$.

We now prove the following general theorem. Let $S$ denote any sequence of $n$ signs, plus or minus, the first sign being + , and let $s$ denote the number of times that the sequence changes sign. (For example, if $S=(+,-,+,-)$ then $s=3$.) Then the expression $X(S)$ defined by

$$
X(S) \equiv \int \ldots \int_{t<4<\ldots<4} \frac{W(S)}{W(+)} \mathrm{d} t_{2} \ldots \mathrm{~d} t_{n-1}
$$

is the sum of the series

$$
X(S)=\sum_{r=0}^{\infty}\binom{n-2+\tau}{r} P_{2 n-3-s+2 r}(\tau)
$$

where $\tau=\left(t_{n}-t_{1}\right)$ and $\binom{p}{q}$ denotes the coefficient of $x$ in $(1+x)^{p}$.
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Proof. The integrand in (1-1-6) represents the probability that the ( $n-1$ ) intervals $\left(t_{i}, t_{i}+\mathrm{d} t_{i}\right)(i=2,3, \ldots, n)$, contain zero-crossings of $f(t)$ with gradients of the appropriate sign, given that $f$ vanishes at $t_{1}$. Suppose that the last interval $\left(t_{n}, t_{n}+\mathrm{d} t_{n}\right)$ contains the $(k+1)$ th zero of $f$ after $t_{1}$. The remaining ( $n-2$ ) intervals $\left(t_{2}, t_{2}+\mathrm{d} t_{2}\right), \ldots\left(t_{n-1}, t_{n-1}+\mathrm{d} t_{n-1}\right)$ must contain ( $n-2$ ) of the remaining $k$ zeros between $\ell_{1}$ and $t_{n}$. Each distinct way of choosing these $(n-2)$ zeros contributes a term $P_{k}(\tau)$ to the integral $X(S)$. Hence

$$
X(S)=\sum_{k} c_{k} P_{k}(\tau)
$$

where $c_{k}$ denotes the number of distinct ways of choosing the sequence $S$ from a sequence $S^{\prime}$ of $(k+2)$ signs, alternately + and - , so that the first and last signs of $S^{-}$correspond to those of $S$.

Now between each pair of successive signs of $S$ that are both + (or both - ) there must be an odd number of signs of $S$. From the definition of $s$ there are ( $n-1-s$ ) such cases, and so

$$
k+2=n+(n-1-s)+2 r,
$$

where $r=0,1,2, \ldots$ The remaining $r$ pairs of signs of $S^{\prime}$ may occur anywhere in the ( $n-1$ ) gaps between the signs of $S$. The number of distinct ways of disposing of these is

$$
c_{k}=\binom{n-2+r}{r}
$$

On combining the last three equations we obtain (1-1.7).
It follows from the theorem that in the sequence $S$ the only two relevant parameters are $n$ and s. So we may write

$$
X(S)=X_{n, r}
$$

The following special cases will be useful. When $S=(+,+, \ldots,+)$ then $s=0$ and

$$
X_{n, 0}=\sum_{r=0}^{\infty}\binom{n-2+r}{r} P_{2 n-3+2 r}
$$

When $S=(+,-,-, \ldots,-)$ then $s=1$ and

$$
X_{n, 1}=\sum_{r=0}^{\infty}\binom{n-2+r}{r} P_{2 n-4+2 r}
$$

When $S=\left(+,-,+, \ldots,(-)^{n-1}\right)$ then $s=(n-1)$ and

$$
X_{n, n-1}=\sum_{r=0}^{\infty}\binom{n-2+r}{r} P_{n-2+2 r} .
$$

From these series there follows also a useful result on the order of magnitude of $P_{m}(\tau)$ for large values of $m$ (when $\tau$ is fixed). For the binomial coefficient in each case is

$$
\binom{n-2+r}{r}=\frac{(n-2+r)(n-3+r) \ldots(1+r)}{(n-2)!}=O\left(r^{n-2}\right)
$$

as $t$ tends to infinity. But if the series converges the individual terms must each tend to zero. So from (1.1. $\theta$ ), for example,

$$
\lim _{\rightarrow \rightarrow \infty} r^{n-2} P_{2 n-3+2 r}=0 .
$$
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In this expression the factor $r^{n-2}$ may be replaced by $(2 n-3+2 r)^{n-2}$ without altering the limit. So

$$
\lim _{m \rightarrow \infty} m^{n-2} P_{m}=0
$$

if $m$ tends to infinity through the odd values; and similarly for the even values.
Thus $P_{m}(r)$ tends to zero more rapidly than $m^{-(n-2)}, \tau$ being kept constant. Provided, then, that the $X_{n, s}$ exist for all values of $n$, it follows that $P_{m}(\tau)$ tends to zero more rapidly than any negative power of $m$.

### 1.2. Series for $P_{m}(r)$

Equations ( $1 \cdot 1 \cdot 1$ ) to ( $1 \cdot 1 \cdot 5$ ) may be written

$$
\begin{align*}
& P_{0}=X(+,-)-\left(P_{2}+P_{4}+P_{6}+\ldots\right), \\
& P_{1}=X(+,+)-\left(P_{5}+P_{5}+P_{7}+\ldots\right),
\end{align*}
$$

and $\dagger$

$$
\begin{align*}
& P_{1}=X(+,-,+)-\left(2 P_{3}+3 P_{5}+4 P_{7}+\ldots\right), \\
& P_{2}=X(+,-,-)-\left(2 P_{4}+3 P_{6}+4 P_{8}+\ldots\right), \\
& P_{3}=X(+,+,+)-\left(2 P_{5}+3 P_{7}+4 P_{9}+\ldots\right) .
\end{align*}
$$

Rice (1945) and McFadden (1958) neglected $P_{2}, P_{3}, \ldots$ and took as an approximation

$$
\left.\begin{array}{l}
P_{0} \div X(+,-), \\
P_{1} \div X(+,+)
\end{array}\right\}
$$

However, by eliminating $P_{2}$ and $P_{3}$ from the right-hand side of (1-2.1) by means of equations (1.2.2) we have

$$
\begin{align*}
& P_{0}=X(+,-)-X(+,-,-)+\left(P_{4}+2 P_{6}+3 P_{8}+\ldots\right), \\
& P_{\mathrm{I}}=X(+,+)-X(+,+,+)+\left(P_{5}+2 P_{7}+3 P_{9}+\ldots\right)
\end{align*}
$$

so that a higher approximation, neglecting only $P_{4}, P_{5}, \ldots$ is given by

$$
\left.\begin{array}{l}
P_{0} \div X(+,-)-X(+,-,-) \\
P_{1} \div X(+,+)-X(+,+,+)
\end{array}\right\}
$$

It is easy to show that these approximations are the first in an infinite sequence. Equations ( $1 \cdot 1 \cdot 10$ ), which involve only the even $P_{m}$, may be solved for $P_{0}$ by multiplying the first equation ( $n=2$ ) by 1 , the next by -1 , and so on up to $n=N$, and adding. On the rightband side the coefficient of $P_{2}$, when $i \leqslant N$, is

$$
\binom{i}{0}-\binom{i}{1}+\binom{i}{2}-\ldots+(-1)^{i}\binom{i}{i}= \begin{cases}1 & (i=0) \\ 0 & (0<i \leqslant N)\end{cases}
$$

and when $i>N$ it is

$$
\binom{i}{0}-\binom{i}{1}+\binom{i}{2}-\ldots+(-1)^{N}\binom{i}{N}=(-1)^{N+1}\binom{i-1}{N} .
$$

Hence $\quad X_{2,1}-X_{3,1}+X_{4,1}-\ldots+(-)^{N} X_{N+2,1}$

$$
=P_{0}+(-1)^{N}\left[P_{2 N+2}+\binom{N+1}{1} P_{2 N+4}+\binom{N+2}{2} P_{2 N+6}+\ldots\right] .
$$

$\dagger$ The five equations $(1 \cdot 1 \cdot 1)$ to $(1 \cdot 1 \cdot 5)$, regarded as equations for the $P_{m}$, are not independent, for we have the identical relation

$$
X(+,-,+)-X(+,+,+)=X(+,+) .
$$
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Thus provided the expression in square brackets tends to zero we have
and similarly

$$
\begin{align*}
& P_{0}=X_{2,1}-X_{3,1}+X_{4,1}-\ldots \\
& P_{1}=X_{2,0}-X_{3,0}+X_{4,0}-\ldots
\end{align*}
$$

The approximations ( $1 \cdot 2 \cdot 3$ ) and ( $1 \cdot 2 \cdot 5$ ) correspond to the first two partial sums of these series.

Moreover, the remainder after ( $N+1$ ) terms of the series is

$$
(-1)^{N+1}\left[P_{2 N+2}+\binom{N+1}{1} P_{2 N+4}+\binom{N+2}{2} P_{2 N+6}+\ldots\right]
$$

which, since the $P$ are all positive, has the same sign as $(-1)^{N+1}$. Hence the sums of the series ( $1.2 \cdot 7$ ) and ( $1.2 \cdot 8$ ) lie between any two successive partial sums.

The corresponding series for $P_{2 r}$ and $P_{2 r+1}(r \geqslant 0)$ are found from (1-1.10) and (1-1.9) to be

$$
\left.\begin{array}{rl}
P_{2 r} & =\sum_{i=0}^{\infty}(-1)^{i}\binom{r+i}{i} X_{r+2+i, 1} \\
P_{2 r+1} & =\sum_{i=0}^{\infty}(-1)^{\prime}\binom{r+i}{i} X_{r+2+i, 0}
\end{array}\right\}
$$

(the coefficients in the two series being identical). The solution of (1-1•11) for $P_{m}$ is

$$
P_{m}=(m+1) \sum_{i=0}^{\infty}(-1)^{i} \frac{(m+2 i)!}{i!(m+i+1)!} X_{m+2+2 i}
$$

for all $m \geqslant 0$, where $X_{n}$ is written more shortly for $X_{n, n-1}$. The solutions are valid provided each series is absolutely convergent.

## 1-3. Relation to a series of Rice

It is interesting to compare the series (1-2•7) for $P_{0}(\tau)$ with one stated by Rice (1945, equation (3.4-11)). His series may be written
where

$$
\begin{gather*}
P_{0}=Y_{2}-Y_{3}+Y_{4}-\ldots, \\
Y_{n} \equiv \frac{1}{(n-2)!} \int_{4}^{t_{0}} \cdots \int_{4}^{l_{n}} \frac{W( \pm, \pm, \ldots, \pm)}{W( \pm)} \mathrm{d} t_{2} \ldots \mathrm{~d} t_{n-1}
\end{gather*}
$$

and $W( \pm, \pm, \ldots, \pm) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}$ denotes the probability of a zero-crossing in each of the intervals ( $t_{i}, t_{i}+\mathrm{d} t_{i}$ ) irrespective of the sign of $f^{\prime}(t)$.
Now from the point of view of calculation $Y_{n}$ is of a similar complexity to $X_{n, 1}$, since each involves an ( $n-2$ )-fold integration of a probability density such as $W(S)$. On the other hand in the series (1.3.1) the first term neglected after $N$ terms is $Y_{N+3}$, which is of order $P_{N+1}$ (see below), whereas the remainder after $N$ terms in the series $(1 \cdot 2 \cdot 7)$ is only of order $P_{2 N+2}$. Clearly then ( $1 \cdot 2 \cdot 7$ ) is more rapidly convergent than (1-3.1).

The reason for this difference is apparently that in deriving ( $1 \cdot 2 \cdot 7$ ) we have made use of the continuity of $f^{\prime}(t)$ which implies that up-crossings and down-crossings follow one another alternately. In ( $1 \cdot 3 \cdot 1$ ) no such property is used.

For completeness we now express $Y_{n}$ in terms of the $P_{m}(\tau)$.
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Since $-f(t)$ is assumed statistically equivalent to $f(t)$, the integrand in (1-3.2) may be replaced by $W(+, \pm, \pm, \ldots, \pm) / W(+)$; and further by the symmetry of the integrand with respect to $t_{2}, t_{3}, \ldots, t_{n-1}$ we have

$$
Y_{n}=\int \ldots \int_{1,<b<\ldots<n} \frac{W(t,-1, \pm, \ldots, \pm)}{W(+)} \mathrm{d} t_{2} \ldots \mathrm{~d} t_{n-1} .
$$

Now $W(+, \pm, \pm, \ldots, \pm)$ can be considered as the sum of $2^{n-1}$ expressions of the form $W(S)$, where $S$ is a sequence of $n$ signs such as was defined in $\S 1 \cdot 1$. Corresponding to any given value of $s$ there are $\binom{n-1}{s}$ such sequences $S$. Hence

$$
Y_{n}=\sum_{s=0}^{n-1}\binom{n-1}{s} X_{n, s} .
$$

But $X_{n, s}$ or $X(S)$ is given by $(1-1 \cdot 7)$. Thus

$$
Y_{n}=\sum_{s=0}^{n-1} \sum_{r=0}^{\infty}\binom{n-i}{s}\binom{n-2+r}{r} P_{n-2+s+2 r}
$$

The coefficient of $P_{n-2+1}$ may be summed by comparing coefficients of $x^{x}$ in the expansion of the identity

$$
\begin{gather*}
(1+x)^{n-1}\left(1-x^{2}\right)^{-(n-1)}=(1-x)^{-(n-1)} \\
Y_{n}=\sum_{i=0}^{\infty}\binom{n-2+i}{i} P_{n-2+i}
\end{gather*}
$$

The first term in this series is $P_{n-2}$, which proves our statement concerning the order of magnitude of $Y_{N+9}$ made above.

The solution of equations (1.3.3) for the $P_{m}$ is

$$
P_{m}=\sum_{i=0}^{\infty}(-1)^{i}\binom{m+1}{i} Y_{m+2+1}
$$

of which (1.3.1) is the special case when $m=0$.

### 1.4. Series for $p(n, \tau)$

McFadden (1958) has shown that $p(n, \tau)$ (the probability of exactly $n$ zeros in the interval $(t, t+\tau))$ is related to $P_{m}(\tau)$ by the following set of equations: $\dagger$

$$
\begin{align*}
& p^{\prime \prime}(0, \tau)=2 W(+) P_{0}, \\
& p^{\prime \prime}(1, \tau)=2 W(+)\left(P_{1}-2 P_{0}\right), \\
& p^{\prime \prime}(n, \tau)=2 W(+)\left(P_{n}-2 P_{n-1}+P_{n-2}\right) \quad(n \geqslant 2),
\end{align*}
$$

where a prime denotes differentiation with respect to $\tau$. On substitution for $P_{n}, P_{n-1}, P_{n-2}$ from equations ( $1 \cdot 2 \cdot 11$ ) we have in the general case

$$
p^{\prime \prime}(n, \tau)=2 W(+) \sum_{i=0}^{\infty} C_{n, i} X_{n+1}
$$

$\dagger$ The first of these relations is apparently due to Kohlenberg (1953).
where

$$
C_{n, 0}=1
$$

$$
\left.\begin{array}{cc}
C_{n, 2 r}=(-1)^{r+1}\left(2 r-n^{2}+n\right) \frac{(n-2+2 r)!}{r!(n+r)!} & (r \geqslant 1), \\
C_{n, 2 r+1}=(-1)^{r+1} 2 n \frac{(n-1+2 r)!}{r!(n+r)!} & (r \geqslant 0) .
\end{array}\right\}
$$

Now by definition

$$
X_{n}=\int \cdots \int_{t_{1}<l_{n}<\ldots<l_{n}} \frac{W\left(+,-,+, \ldots,(-)^{n-1}\right)}{W(+)} \mathrm{d} t_{2} \ldots \mathrm{~d} t_{n}
$$

which is a function of $\tau=\left(t_{n}-t_{1}\right)$. Hence

$$
X_{n}(\tau)=\frac{1}{W(+)} I_{n}^{\prime \prime}(\tau)
$$

where

$$
I_{n}=\int_{j} \ldots \int_{j_{0<L_{1}<\ldots, \ldots t_{n}<\tau}} W\left(+,-,+, \ldots,(-)^{n-1}\right) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n} .
$$

On substituting in (1-4•2) and integrating twice with respect to $\tau$ from $\tau=0$ we have

$$
p(n, \tau)=2 \sum_{i=0}^{\infty} C_{n, i} I_{n+i}(\tau)
$$

provided the constants of integration vanish. The first term in this expansion is $2 I_{n}$.
Let $R(t)$ denote the covariance function of the function $\xi(t)$ which equals 1 when $f(t)>0$ and -1 when $f(t)<0$. Rice (1944) showed that

$$
R(t)=p(0, \tau)-p(1, \tau)+p(2, \tau)-\ldots
$$

By differentiating twice and using equations (1-4-1) one obtains

$$
R^{\prime \prime}(\tau)=8 W(+)\left(P_{0}-P_{1}+P_{2}-\ldots\right)
$$

(McFadden 1958). From the first two equations of § $1 \cdot 1$ it follows that

$$
R^{\prime \prime}(\tau)=8[W(+,-)-W(+,+)] .
$$

## 2. Evaluation of $W(S)$ for Gaussian processes

We now specialize the discussion to the case when $f(t)$ is Gaussian, and seek some explicit formulae for $W(S)$ in terms of the covariance function of $f(t)$.

$$
\text { 2.1. A general expression for } W(S)
$$

Consider first the probability $W(+,+, \ldots,+) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}$ that $f(t)$ should have a zero up-crossing in each of the small intervals $\left(t_{i}, t_{j}+\mathrm{d} t_{i}\right)(i=1, \ldots, n)$. For convenience write

$$
f\left(t_{i}\right)=\xi_{i}, \quad f^{\prime}\left(t_{i}\right)=\eta_{i} \quad(i=1, \ldots, n),
$$

and let $p\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)$ denote the joint probability density of the $\xi_{i}$ and $\eta_{i}$. Thus

$$
p\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right) \mathrm{d} \xi_{1} \ldots \mathrm{~d} \xi_{n}, \mathrm{~d} \eta_{1} \ldots \mathrm{~d} \eta_{n}
$$

is the probability that the $\xi_{l}$ and $\eta_{i}$ lie in given intervals $\left(\xi_{i}, \xi_{i}+\mathrm{d} \xi_{i}\right),\left(\eta_{i}, \eta_{i}+\mathrm{d} \eta_{i}\right)$. Now if $f(t)$ has a zero-crossing in $\left(t_{i}, t_{i}+\mathrm{d} t_{i}\right)$, with gradient $\eta_{i}$, then $f\left(t_{i}\right)$ must lie in a small range of values of extent $\left|\eta_{i}\right| \mathrm{d} t_{r}$. Thus to obtain the probability $W(+,+, \ldots,+) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}$ we replace
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$\mathrm{d} \xi_{i}$ in (2.1.1) by $\left|\eta_{i}\right| \mathrm{d} t_{i}$ and integrate over all positive values of the $\eta_{i}$. After dividing by $\mathrm{d} t_{1} \ldots \mathrm{~d} t_{n}$ we have

$$
W(+,+, \ldots,+)=\int_{0}^{\infty} \ldots \int_{0}^{\infty}\left|\eta_{1} \ldots \eta_{n}\right| p\left(0, \ldots, 0 ; \eta_{1}, \ldots, \eta_{n}\right) \mathrm{d} \eta_{1} \ldots \mathrm{~d} \eta_{n} .
$$

For the covariance function of $f(t)$ we write

$$
\overline{f(t) f(t+\tau)}=\psi(\tau) .
$$

The function $\psi(\tau)$ (or $\psi_{\tau}$ ) is considered as given: it is the cosine transform of the spectral density of $f(t)$.

Then the covariance matrix of the $2 n$ variables $\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}$ is

$$
\left(\lambda_{i j}\right)=\left(\begin{array}{cccccc}
\psi_{11} & \cdots & \psi_{1 n} & \psi_{11}^{\prime} & \cdots & \psi_{1 n}^{\prime} \\
& & \vdots & \vdots & & \vdots \\
\psi_{n 1} & \cdots & \psi_{n n}^{\prime} & \psi_{n 1}^{\prime} & \cdots & \psi_{n n}^{\prime \prime} \\
-\psi_{11}^{\prime} & \cdots & -\psi_{1 n}^{\prime} & -\psi_{11}^{\prime \prime} & \cdots & -\psi_{1 n}^{\prime \prime} \\
& & & \vdots & & \vdots \\
-\psi_{n 1}^{\prime} & \cdots & -\psi_{n n}^{\prime} & -\psi_{n 1}^{\prime \prime} & \cdots & -\psi_{n n}^{\prime \prime}
\end{array}\right),
$$

where $\psi_{j}=\psi\left(t_{i}-t_{j}\right)$ and a prime denotes differentiation.
By the Gaussian hypothesis we have

$$
\rho\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)=\frac{1}{(2 \pi)^{n} \Delta^{1}} \exp \left[-\frac{1}{2} \sum_{i, j=1}^{2 n} L_{i j} \xi_{i} \xi_{j}\right],
$$

where $\xi_{n+i}=\eta_{i}$ and

$$
\Delta=\left|\left(\lambda_{i j}\right)\right|, \quad\left(L_{i j}\right)=\left(\lambda_{i j}\right)^{-1}
$$

Substitution in (2-1.2) gives

$$
W(t,+, \ldots,+)=\frac{1}{(2 \pi)^{n} \Delta^{\dagger}} \int_{0}^{\infty} \ldots \int_{0}^{\infty}\left|\eta_{1} \ldots \eta_{n}\right| \exp \left[-\frac{1}{2} \sum_{i, j=1}^{n} L_{n+1, n+j} \eta_{i} \eta_{j}\right] \mathrm{d} \eta_{1} \ldots \mathrm{~d} \eta_{n} .
$$

The summation in the last equation involves only the last $n$ rows and columns of $\left(L_{i j}\right)$. It is convenient to denote the inverse of this matrix by ( $\mu_{i j}$ )

$$
\left(\mu_{i j}\right)=\left(\begin{array}{ccc}
L_{n+1, n+1} & \ldots & L_{n+1,2 n} \\
\vdots & & \\
L_{2 n, n+1} & \ldots & I_{2 n, 2 n}
\end{array}\right)^{-1} .
$$

By Jacobi's theorem the $(r, s)$ th element of this matrix is the bordered determinant

$$
\mu_{r, s}=\left|\begin{array}{cccc}
\psi_{11} & \ldots & \psi_{1 n} & \psi_{1 s}^{\prime} \\
\vdots & & \vdots & \vdots \\
\psi_{n 1} & \ldots & \psi_{n n} & \psi_{n s}^{\prime} \\
-\psi_{r 1}^{\prime} & \ldots & -\psi_{r n}^{\prime} & -\psi_{r s}^{\prime \prime}
\end{array}\right| \div D,
$$

where

$$
D=\left|\begin{array}{ccc}
\psi_{11} & \cdots & \psi_{1 n} \\
\vdots & & \vdots \\
\psi_{n 1} & \cdots & \psi_{n n}
\end{array}\right| .
$$

The determinant of $\left(\mu_{i v}\right)$ is given by

$$
\left|\left(\mu_{i j}\right)\right|=\Delta / D .
$$

## INTERVALS BETWEEN ZEROS OF A RANDOM FUNCTION

$\left(\mu_{i j}\right)$ will be recognized as the covariance matrix of $\left(\eta_{1}, \ldots, \eta_{n}\right)$ given that

$$
\xi_{1}=\xi_{2}=\ldots=\xi_{n}=0 .
$$

For, if $p\left(\eta_{1}, \ldots, \eta_{n}\left(\xi_{1}, \ldots, \xi_{n}\right)\right.$ denotes the conditional distribution of $\left(\eta_{1}, \ldots, \eta_{n}\right)$ for given values of $\left(\xi_{1}, \ldots, \xi_{n}\right)$ we have

$$
p\left(\eta_{1}, \ldots, \eta_{n} \mid \xi_{1}, \ldots, \zeta_{n}\right)=\frac{p\left(\xi_{1}, \ldots, \xi_{n} ; \eta_{1}, \ldots, \eta_{n}\right)}{p\left(\xi_{1}, \ldots, \xi_{n}\right)}
$$

where $p\left(\xi_{1}, \ldots, \xi_{n}\right)$ is the distribution of $\left(\xi_{1}, \ldots, \xi_{n}\right)$ only

$$
p\left(\xi_{1}, \ldots, \xi_{n}\right)=\frac{1}{(2 \pi)^{\frac{n n}{} D^{i}}} \exp \left[-\frac{1}{2} \sum_{h i j=1}^{n} M_{i j} \xi_{i} \xi_{j}\right],
$$

where $\left(M_{i j}\right)$ is the inverse of $\left(\psi_{l j}\right)$. Hence when the $\xi_{i}$ vanish we have, using (2:1-10),

$$
p\left(\eta_{1}, \ldots, \eta_{n} \mid 0, \ldots, 0\right)=\frac{1}{(2 \pi)^{\frac{k}{n}}\left|\left(\mu_{i j}\right)\right|^{\dagger}} \exp \left[-\frac{1}{2} \sum_{i, j=1}^{n} L_{n+i, n+j} \eta_{i} \eta_{j}\right]=Z(\eta, \mu),
$$

say. With this notation (2-1-6) may be written

$$
W(+,+, \ldots,+)=\frac{1}{(2 \pi)^{+n} D^{t}} \int_{0}^{\infty} \ldots \int_{0}^{\infty}\left|\eta_{1} \ldots \eta_{n}\right| Z(\eta, \mu) \mathrm{d} \eta_{1} \ldots \mathrm{~d} \eta_{n} .
$$

It is convenient to introduce the normalized convariance matrix $\left(\nu_{i j}\right)$ whose $(i, j)$ th element is

Then on writing

$$
\nu_{i j}=\frac{\mu_{i j}}{\left(\mu_{i i} \mu_{j j}\right)^{i}} .
$$

in equation (2.1-11) so that $\left(\nu_{l j}\right)$ is the covariance matrix of the new variables $\zeta_{j}$, we have

$$
W(+,+, \ldots,+)=\frac{\left(\mu_{11} \mu_{22} \cdots \mu_{n n}\right)^{k}}{(2 \pi)^{m} D_{n}}
$$

where

$$
J_{n}=\int_{0}^{\infty} \ldots \int_{0}^{\infty} \zeta_{1} \ldots \zeta_{n} Z(\zeta, v) \mathrm{d} \zeta_{1} \ldots \mathrm{~d} \zeta_{n} .
$$

Now $Z(\zeta, v)$ is the ordinary normal probability density in the $n$ variables $\zeta$, with covariance matrix ( $\nu_{i j}$ ). Since the diagonal elements have been normalized (by equation (2.1.12)), $J_{n}$ is a function only of the off-diagonal element $v_{i j}(i \neq j)$.

Suppose that one of the zeros in the sequences (say the $k$ th zero) is to be a down-crossing instead of an up-crossing. Then in calculating the corresponding probability density $W$ we need only to take the range of integration of $\eta_{k}$ in (2-1-2) from $-\infty$ to 0 instead of 0 to $\infty$. Equivalently, we may simply reverse the sign of the $(n+k)$ th row and column of $L_{i j}$, and hence the $k$ th row and column of $\left(\mu_{i j}\right)$ and of $\left(\nu_{i j}\right)$.

Hence to find $W\left(+,-,+, \ldots,(-)^{n-1}\right)$, in which each alternate zero-crossing is a downcrossing, we have to multiply $L_{n+1, n+j}$ by $(-1)^{i+j}$ and hence also multiply $\mu_{i j}$ and $\nu_{i j}$ by $(-1)^{i+j}$.

## 22. The cases $n=1,2$ and 3

The case $n=1$ is trivial, for then $Z(\zeta, v)$ is the normal distribution for a single variate and

$$
J_{1}=\int_{0}^{\infty} \zeta \frac{e^{-i \xi^{2}}}{(2 \pi)^{\frac{1}{2}}} \mathrm{~d} \zeta=\frac{1}{(2 \pi)^{\frac{1}{2}}} .
$$
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Since in (2•1•8) $\psi_{11}^{\prime}$ vanishes we have $\mu_{11}=-\psi_{11}^{\prime \prime}--\psi_{0}^{n}$ and so from (2•1•13)

$$
W(+)=\left(\frac{\mu_{11}}{2 \pi D}\right)^{t} J_{1}=\frac{1}{2 \pi}\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right)^{t}
$$

as is well known (Kac 1943).
Also well known is the case $n=2$, when

$$
J_{2}=\frac{1}{2 \pi}\left[\left(1-v_{12}^{2}\right)^{\frac{1}{2}}+\nu_{12} \cos ^{-1}\left(-\nu_{12}\right)\right]
$$

(the angle being chosen so as to lie between 0 and $\pi$ ). This gives

$$
W(+,+)=\frac{\left(\mu_{1} \mu_{22}\right)^{\frac{1}{2}}}{4 \pi^{2}\left(\psi_{0}^{2}-\psi_{12}^{2}\right)^{\frac{1}{4}}}\left[\left(1-\nu_{12}^{2}\right)^{\frac{1}{4}}+\nu_{12} \cos ^{-1}\left(-\nu_{12}\right)\right]
$$

(Rice 1945, §3.10). By changing the sign of $\nu_{12}$ we have

$$
W(+,-)=\frac{\left(\mu_{11} \mu_{22}\right)^{\frac{1}{2}}}{4 \pi^{2}\left(\psi_{0}^{2}-\psi_{12}^{2}\right)^{2}}\left[\left(1-v_{12}^{2}\right)^{\sharp}-\nu_{12} \cos ^{-1}\left(\nu_{12}\right)\right] .
$$

Not so well known is the case $n=3$. However, $J_{3}$ may be derived from some integrals calculated quite recently by Nabeya (1952) and Kamat (1953). One obtains

$$
J_{3}=\frac{1}{(2 \pi)^{i}}\left[\left|\left(v_{i j}\right)\right|^{\dagger}+\left(s_{1} \alpha_{1}+s_{2} \alpha_{2}+s_{3} \alpha_{3}\right)\right],
$$

where

$$
s_{1}=\cos ^{-1} \frac{\nu_{31} \nu_{12}-\nu_{23}}{\left(1-\nu_{31}^{2}\right)^{\frac{1}{4}}\left(1-\nu_{23}^{2}\right)^{\frac{1}{2}}}, \quad \alpha_{1}=\nu_{31} \nu_{12}+\nu_{23} .
$$

$\left(s_{2}, s_{3}\right.$, etc., are obtained by cyclic permutation of the $\left.v_{i j}\right)$. These angles are also to be taken in the range $(0, \pi)$. So from $(2 \cdot 1 \cdot 13)$ we find

$$
\begin{align*}
& W(+,+,+)=\frac{\left(\mu_{1} \mu_{22} \mu_{33}\right)^{\ddagger}}{8 \pi^{3} D^{\ddagger}}\left[\left|\left(\nu_{i j}\right)\right|^{\ddagger}+\left(s_{1} \alpha_{1}+s_{2} \alpha_{2}+s_{3} \alpha_{3}\right)\right], \\
& W(+,-,+)=\frac{\left(\mu_{11} \mu_{22} \mu_{33}\right)^{\ddagger}}{8 \pi^{3} D^{\frac{1}{2}}}\left[\left|\left(\nu_{i j}\right)\right|^{\ddagger}+\left(s_{1}-\pi\right) \alpha_{1}+s_{2} \alpha_{2}+\left(s_{3}-\pi\right) \alpha_{3}\right], \\
& W(+,-,-)=\frac{\left(\mu_{11} \mu_{22} \mu_{33}\right)^{\ddagger}}{8 \pi^{3} D^{\ddagger}}\left[\left|\left(\nu_{i j}\right)\right|^{\ddagger}+s_{1} \alpha_{1}+\left(s_{2}-\pi\right) \alpha_{2}+\left(s_{3}-\pi\right) \alpha_{3}\right] .
\end{align*}
$$

### 2.3. General values of $n$

When $n>3$, the integral $J_{n}$ cannot be expressed in terms of known functions, in general. However, two particular cases in which this is possible may be stated here for later use.

First, if the covariances $\nu_{j}$ all vanish when $i \neq j$, then $\zeta_{j}, \ldots, \zeta_{n}$ arestatistically independent variates and
giving

$$
\begin{gather*}
J_{n}=\left[\int_{0}^{\infty} \zeta \frac{\mathrm{e}^{-i \delta^{2}}}{(2 \pi)^{i}} \mathrm{~d}^{K}\right]^{n}=\frac{1}{(2 \pi)^{\frac{i n}{}}} \\
W=\frac{1}{(2 \pi)^{n}} \frac{\left(\mu_{11} \cdots \mu_{n n}\right)^{i}}{D^{t}} .
\end{gather*}
$$

Secondly, if all the covariances $v_{i j}$ are unity, then $\zeta_{1}, \ldots, \zeta_{n}$ all reduce to the same Gaussian variate, giving

$$
J_{n}=\int_{0} \zeta^{n} \frac{\mathrm{e}^{-i \zeta^{2}}}{(2 \pi)^{t}} \mathrm{~d} \bar{\zeta}=\frac{1}{(2 \pi)^{\frac{k}{2}}} 2^{2(n-1)}\left(\frac{n-1}{2}\right)!
$$

Hence

$$
W=\frac{1}{2 \pi^{t(n+1)}}\left(\frac{n-1}{2}\right)!\frac{\left(\mu_{11} \ldots \mu_{m}\right)^{t}}{D^{!}}
$$

3. Asymptotic expansions near the origin: $\psi$ regular

In this section we evaluate the probabilities defined earlier, for small time intervals $\tau$. It will be assumed that the covariance function $\psi(t)$ is regular at the origin

$$
\psi(t)=\psi_{0}+\frac{\psi_{0}^{\prime \prime}}{2!} t^{2}+\frac{\psi_{0}}{4!} t^{2}+\ldots
$$

(coefficients of the odd powers vanish, since $\psi(t)$ is an even function of $(t)$.

### 3.1. Expansion of $W(S)$

Our first object is to obtain a multiple power series in the $t_{i}$ for the probability density $W(S)$. Since $W$ depends only on the covariance matrix ( $\lambda_{i j}$ ) of equation (2.1-3), it is evidently a function of the time differences $\left(t_{i}-t_{j}\right)$. We shall see that the leading terms in $W$ are homogeneous and of degree $\frac{1}{2} n(n-1)$ in the $\left(t_{i}-t_{j}\right)$.

We use the following lemma: if $F(x)$ is any function of $x$ regular at $x=0$, then the leading term in the expansion of

$$
\left\lvert\, \begin{array}{ccc}
F\left(x_{1}+y_{1}\right) & \ldots & F\left(x_{1}+y_{n}\right) \\
\vdots & & \vdots \\
F\left(x_{n}+y_{1}\right) & \ldots & F\left(x_{n}+y_{n}\right)
\end{array}\right.
$$

in powers of the $x_{i}$ and $y_{i}$ is

$$
\left|\begin{array}{cccc}
F(0) & F^{\prime}(0) & \ldots & F^{(n-1)}(0) \\
F^{\prime}(0) & F^{\prime \prime}(0) & \ldots & F^{(n)}(0) \\
\vdots & \vdots & & \vdots \\
F^{(n-1)}(0) & F^{(n)}(0) & \ldots & F^{(2 n-2)}(0)
\end{array}\right| \begin{aligned}
& \\
& i<i \\
& \left.[1!2!\ldots(n-1)!]_{j}-x_{i}\right)\left(y_{j}-y_{i}\right) \\
& \hline
\end{aligned}
$$

To prove this, first express each term as a Taylor series in the $\boldsymbol{x}_{\boldsymbol{i}}$

$$
F\left(x_{i}+y_{i}\right)=F\left(y_{j}\right)+x_{i} F^{\prime}\left(y_{j}\right)+\frac{x_{i}^{2}}{2!} F^{\prime \prime}\left(y_{j}\right)+\ldots
$$

Subtract the first row of the determinant from the remaining rows, taking out the factors $\left(x_{2}-x_{1}\right), \ldots\left(x_{n}-x_{1}\right)$; then subtract the second row from the rows beneath it, taking out the factors $\left(x_{3}-x_{2}\right), \ldots,\left(x_{n}-x_{2}\right)$; and so on. In the result write

$$
F^{(\oplus)}\left(y_{j}\right)=F^{(i)}(0)+y_{j} F^{(i+1)}(0)+\frac{y_{j}^{2}}{2!} F^{(i+2)}(0)+\ldots
$$

and proceed similarly with the columns. This gives the result.
Setting $F=\psi, x_{i}=t_{i}$ and $y_{i}=-t_{i}$ in the lemma we find, from ( $2 \cdot 1 \cdot 9$ ),

$$
D \sim D_{n} \frac{\prod_{i<j}\left(t_{i}-t_{i}\right)^{2}}{[1!2!\ldots(n-1)!]^{2}},
$$

where

$$
\left|\begin{array}{cccc}
\psi_{0} & \psi_{0}^{\prime} & \cdots & \psi_{0}^{(m-1)} \\
\psi_{0}^{(m)} & \psi_{0}^{\prime \prime} & \cdots & \psi_{0}^{(m)} \\
\vdots & \vdots & & \vdots \\
\psi_{0}^{(n-1)} & \psi_{0}^{(m)} & \cdots & \psi_{0}^{(2 m-2)}
\end{array}\right| .
$$

## M. S. LONGUET-HIGGINS

It will be noticed that since the odd derivatives of $\psi$ all vanish, every alternate element of $D_{m}$ is zero, so that $D_{m}$ may be factorized into two determinants

$$
D_{m}=(-1)^{1 / m(m-1)}\left|\begin{array}{ccc}
\psi_{0} & \psi_{0}^{n} & \cdots \\
\psi_{0}^{\prime \prime} & \psi_{0}^{(4)} & \cdots \\
\vdots & \vdots &
\end{array}\right| \times\left|\begin{array}{ccc}
\psi_{0}^{\prime \prime} & \psi^{i n} & \cdots \\
\psi_{0}^{n} & \psi_{0}^{(6)} & \cdots \\
\vdots & \vdots &
\end{array}\right|
$$

By a similar method we may evaluate the leading term in $\mu_{r s}$ (equation (2-1.8)). One finds in fact

$$
\mu_{n} \sim \frac{D_{n+1}}{D_{n}} \frac{\prod_{i+r}\left(t_{r}-t_{1}\right) \prod_{j+s}\left(t_{s}-t_{j}\right)}{(n!)^{2}}
$$

Hence

$$
\nu_{r s}=\frac{\mu_{r s}}{\left(\mu_{r r} \mu_{s s}\right)^{i}} \sim \pm 1
$$

according as $\mu_{r s}$ is positive or negative. Now since $\left(\psi_{i j}\right)$ is a positive-definite matrix its determinant $D$ must be positive, so that by (3.1.1) $D_{m}$ is positive also. On the other hand when $t_{1}<t_{2}<\ldots<t_{n}$ the product $\prod_{i+r}\left(t_{r}-t_{i}\right)$ has the same sign as $(-1)^{r+s}$, and so $\mu_{r g}$ has the same sign as $(-1)^{r+s}$. It follows that

$$
v_{n s} \sim(-1)^{r+s} .
$$

Now to calculate $W\left(+,-,+, \ldots,(-)^{n-1}\right)$ we recall that $\nu_{r s}$ was to be multiplied by $(-1)^{r+s}$. The elements of the corresponding covariance matrix thus all become equal to unity, in the limit, and so (2-3-2) applies. On substituting for $\mu_{H}$ and $D$ we find
where

$$
\begin{gather*}
W\left(+,-,+, \ldots,(-)^{n-1}\right) \sim C_{n} \prod_{i<j}\left(t_{j}-t_{i}\right), \\
C_{n}=\frac{1!2!\ldots(n-1)!}{2 \pi^{\pi^{(n+1)}(n!)^{n}}}\left(\frac{n-1}{2}\right)!\left(\frac{D_{n+1}^{n}}{D_{n}^{n+1}}\right)^{\dagger}
\end{gather*}
$$

In particular when $n=1$ and 2 we have the known results

$$
W(+)=\frac{1}{2 \pi} \frac{D_{2}^{t}}{D_{1}}
$$

and

$$
W(+,-) \sim \frac{1}{16 \pi} \frac{D_{2}}{D_{\frac{1}{2}}}\left(t_{2}-t_{1}\right)
$$

(cf. Rice 1945, §3-4).

$$
\text { 3.2. Evaluation of } P_{m}(\tau)
$$

The integral $I_{n}$ defined by ( $1 \cdot 4 \cdot 6$ ) can now be evaluated. We use the identity

$$
\int \cdots \int_{0<L_{1}<h_{<}<\ldots<l_{n}<r} \prod_{1<j}\left(t_{j}-t_{i}\right) \mathrm{d}_{1} \ldots \mathrm{~d} t_{n}=\frac{[1!2!3!\ldots(n-1)!]^{2}}{1!3!5!\ldots(2 n-1)!} \tau^{\ln (n+1)},
$$

a proof of which is given, for example, by Mehta (1960). From (1-4.6) and (3.1-4) we have then

$$
I_{n} \sim \frac{[1!2!3!\ldots(n-1)!]^{2}}{1!3!5!\ldots(2 n-1)!} C_{n} t^{\operatorname{tr}(n+1)}
$$

which is of order $\tau^{\frac{1 n}{2 n}(n+1)}$. From this it follows that

$$
X_{n}=\frac{1}{W(+)} I_{n}^{n}=O\left(r^{i n(n+1)-2}\right)
$$

Since the power of $\tau$ increases with $n$, one sees that $P_{m}(\tau)$ is given asymptotically by the first term in the series ( $1 \cdot 2 \cdot 11$ ), i.e.

$$
P_{m}(\tau) \sim X_{m+2}
$$

From the last three equations and ( $3 \cdot 1 \cdot 5$ ) we have

$$
P_{m}(\tau) \sim \frac{[1!2!3!\ldots(m+1)!]^{2}}{1!3!5!\ldots(2 m+3)!} \frac{C_{m+2}}{C_{1}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \tau^{2}} \tau^{1(m+2)(m+3)}
$$

In particular

$$
\begin{align*}
& P_{0}(\tau) \sim \frac{C_{2}}{C_{1}} \tau=\frac{1}{8} \frac{D_{1}^{\dagger} D_{3}}{D_{2}^{2}} \tau, \\
& P_{1}(\tau) \sim \frac{C_{3}}{C_{1}} \frac{\tau^{4}}{6}=\frac{1}{648 \pi} \frac{D_{1}^{\ddagger} D_{1}^{!}}{D_{2}^{\dagger} D_{3}^{2}} \tau^{4},
\end{align*}
$$

in agreement with Rice (1945) and Palmer (1956), respectively. In general we have

$$
P_{m}(\tau)=O\left(\tau^{\downarrow(m+2)(m+3)-2}\right),
$$

a power of $\tau$ that increases very rapidly with $m$.

$$
\text { 3.3. Evaluation of } p(n, \tau)
$$

When $n=0$ and 1 we have trivially

$$
\begin{gather*}
p(0, \tau) \sim 1 \\
p(1, \tau) \sim 2 W(+) \tau=\frac{1}{\pi} \frac{D_{2}^{\mathrm{d}}}{D_{2}} \tau
\end{gather*}
$$

from (3.1-6).
When $n \geqslant 2$, both $I_{n}$ and $I_{n}^{\prime}$ vanish at $\tau=0$, and therefore ( $1 \cdot 4 \cdot 5$ ) is valid provided both $p(n, 0)$ and $p^{\prime}(n, 0)$ are zero. Both conditions are satisfied if we assume $p(n, \tau)=O\left(\tau^{1+s}\right)$, where $\varepsilon>0$. In the series ( $1 \cdot 4 \cdot 7$ ) the terms $I_{n+s}(\tau)$ are proportional to increasing powers of $\tau$ and hence $p(n, \tau)$ is given asymptotically by the first term
or on substitution from (3.2.2)

$$
p(\pi, \tau) \sim 2 I_{n},
$$

$$
p(n, T) \sim 2 \frac{[1!2!3!\ldots(n-1)!]^{2}}{1!3!5!\ldots(2 n-1)!} C_{n} 7^{\operatorname{tn}(n+1)} \quad(n \geqslant 2) .
$$

For example

$$
\begin{align*}
& p(2, \tau) \sim \frac{1}{3} C_{2} \tau^{3}=\frac{1}{48 \pi} \frac{D_{3}}{D_{2}^{\frac{1}{3}} \tau^{3}} \\
& p(3, \tau) \sim \frac{1}{50} C_{3} \tau^{6}=\frac{1}{19440 \pi^{2}} \frac{D_{2}^{4}}{D_{3}^{2}} \tau .
\end{align*}
$$

Since $p(2, \tau)$ is of order $\tau^{3}$ and not $\tau^{2}$ we see that neighbouring zeros of $f(t)$ are not independent of one another. The effect may be called a 'mutual repulsion' of the zeros. It is connected with the property, seen in the previous section, that $P_{0}(\tau) \rightarrow 0$ as $\tau \rightarrow 0$, that is to say, small intervals $r$ are unlikely.

Moreover, as $n$ increases, so the power of $\tau$ in $p(n, \tau)$ increases very rapidly.
A heuristic argument for the rapidly increasing power of $\tau$ may be given as follows. If $f(t)$ is to have $n$ zeros in $(t, t+\tau)$ then by Rolle's theorem $f^{\prime}(t)$ must have at least ( $n-1$ ) zeros in the same interval, and further $f^{\prime \prime}(t)$ must have at least ( $n-2$ ) zeros, and so on, till finally $f^{(n-1)}(t)$ must have at least one zero in the interval. Therefore (assuming the existence
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of $\left.f^{(n)}\right) f^{(n-1)}$ must be of order $\tau$ throughout the interval, and by integration $f^{(n-2)}, f^{(n-3)}, \ldots$, $f$ must be of order $\tau^{2}, \tau^{3}, \ldots, \tau^{n}$, respectively. That is to say, $f^{(n-1)}, f^{(n-2)}, \ldots, f$ at some fixed point in the interval, must lie within ranges $\delta f^{(n-1)}, \delta f^{(n-2)}, \ldots, \delta f$ of order $\tau, \tau^{2}, \ldots, \tau^{n}$, respectively. The probability of such an event is of order

$$
\delta f^{(n-1)} \delta f^{(n-2)} \ldots \delta f=O\left(\tau^{1+2+\ldots+n}\right)=O\left(\tau^{\ln (n+1)}\right) .
$$

## 4. Asymptotic expansions near the origin: a singular case

We shall now seek expansions at the origin in a very interesting singular case. Instead of the Taylor series for $\psi(t)$ (equation (3•1)), suppose now that $\psi(t)$ has an expansion of the form

$$
\psi(t)=\psi_{0}+\frac{\psi_{0}^{*}}{2!} t^{2}+\frac{\psi_{0+}^{\prime \prime}}{3!}|t|^{3}+\ldots .
$$

In other words, the third derivative of $\psi(t)$ possesses a finite discontinuity at the origin. $\dagger$ Some examples of such functions were studied experimentally by Favreau et al. (1956), and McFadden (1958) has considered them theoretically. They occur whenever the spectral density of $f(t)$ is of order (frequency) ${ }^{-4}$ at high frequencies.

### 4.1. Expansion of $W(S)$

If the procedure of $\S 3 \cdot 1$ is attempted it is found that altogether fewer factors can be extracted from the determinants. For example, to evaluate $D$, defined by ( $2 \cdot 1 \cdot 9$ ), we begin by subtracting row ( $n-1$ ) from row $n$ of the determinant, then row $(n-2)$ from row $(n-1)$, and so on, in turn extracting the factors $\left(t_{n}-t_{n-1}\right),\left(t_{n-1}-t_{n-2}\right), \ldots,\left(t_{2}-t_{1}\right)$; and similarly for the columns. The process is then repeated as far as row 2 only, and without extracting any factors. The leading term in the determinant is then seen to be

$$
D \sim-\psi_{0} \psi_{0}^{n} c^{n-2}\left(\tau_{1} \tau_{2} \ldots \tau_{n-1}\right)^{2}|\mathbf{A}| \quad(n>2),
$$

where we have written

$$
{ }_{a}^{1} \psi_{0+}^{\prime \prime}=c, \quad t_{i+1}-t_{1}=\tau_{i}
$$

and where $A$ is the $(n-2) \times(n-2)$ square matrix

$$
\mathbf{A}=\left(\begin{array}{ccccc}
4\left(\tau_{1}+\tau_{2}\right) & 2 \tau_{2} & 0 & \ldots & 0 \\
2 \tau_{2} & 4\left(\tau_{2}+\tau_{3}\right) & 2 \tau_{3} & \ldots & 0 \\
0 & 2 \tau_{3} & \mathbf{4}\left(\tau_{3}+\tau_{4}\right) & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots & \ldots \\
0 & 0 & 0 & \ldots & 4\left(\tau_{n-2}+\tau_{n-1}\right)
\end{array}\right)
$$

When $n=2,|A|$ is replaced by unity in equation ( $4 \cdot 1 \cdot 1$ ).
Instead of calculating ( $\mu_{r s}$ ) directly, it is rather more convenient to determine first $\left(L_{n+i, n+i}\right)$. Now ( $L_{i j}$ ) is the reciprocal of the covariance matrix $\left(\lambda_{i j}\right)$, given by $(2 \cdot 1 \cdot 3)$. The determinant of $\left(\lambda_{i j}\right)$ is found, by a process similar to the above, to be

$$
\Delta \sim-\psi_{0} \psi_{0}^{\prime} c^{2 n-2}\left(\tau_{1} \tau_{2} \ldots \tau_{n-1}\right)^{2}|\mathbf{E}|,
$$

where $\mathbf{E}$ denotes the $(2 n-2) \times(2 n-2)$ square matrix made up as follows:

$$
\mathbf{E}=\left(\begin{array}{ll}
\mathbf{A} & \mathbf{C} \\
\mathbf{C}^{*} & \mathbf{B}
\end{array}\right)
$$

$\dagger$ The existence of $\psi^{\prime}(t)$ is sufficient to ensure the joint distribution of $f(t)$ and $f^{\prime}(t)$ as in $\S 2$. If the expansion of $\psi(t)$ contains a term in $|t|$ then the mean density of zeros no longer exists in the usual sense. Such a case was considered by Siegert (1951). See also Rice (1958, §9).
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in which A is given by ( $\mathbf{4} \cdot \mathbf{1 \cdot 3}$ ), $\mathbf{B}$ is the $n \times n$ matrix

$$
\mathbf{B}=\left(\begin{array}{c:ccccc}
4 \tau_{1} & -2 \tau_{1} & 0 & 0 & \ldots & 0 \\
-2 \tau_{1} & 4 \tau_{1} & 0 & 0 & \ldots & 0 \\
0 & 0 & 4 \tau_{2} & 0 & \ldots & 0 \\
0 & 0 & 0 & \mathbf{4 \tau _ { 3 }} & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & 0 & \ldots & \mathbf{4 \tau _ { n - 1 }}
\end{array}\right)
$$

and $C$ is the $(n-2) \times n$ matrix

$$
\mathbf{G}=\left(\begin{array}{c:ccccccc}
-2 \tau_{1} & 4 \tau_{1} & 2 \tau_{2} & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & \mathbf{4 \tau _ { 2 }} & 2 \tau_{3} & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & 4 \tau_{3} & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 4 \tau_{n-3} & 2 \tau_{n-2} & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 4 \tau_{n-2} & 2 \tau_{n-1}
\end{array}\right)
$$

( $\mathrm{C}^{*}$ denotes the transpose of $C$ ). By subtracting the $(n-1+i$ )th row of $\mathbf{E}$ from the $i$ th row ( $i=1,2, \ldots,(n-2)$ ), and similarly for the columns we find

$$
|\mathrm{E}|=12^{n-1}\left(\tau_{1} \tau_{2} \ldots \tau_{n-1}\right)^{2}
$$

and so

$$
\Delta \sim 12^{n-1}\left(-\psi_{0} \psi_{0}^{\prime \prime}\right) c^{2 n-2}\left(\tau_{1} \tau_{2} \ldots \tau_{n-1}\right)^{4} .
$$

The quantities $\Delta L_{n+i n+j}$ involve the cofactors of the last $n$ rows and columns of $\left(\lambda_{i j}\right)$ and hence of $E$. Hence we find

$$
\left(L_{n+1, n+j}\right) \sim \frac{1}{3 c}\left(\begin{array}{cccccc}
u_{1} & \frac{1}{2} u_{1} & 0 & \cdots & 0 & 0 \\
\frac{1}{2} u_{1} & \left(u_{1}+u_{2}\right) & \frac{1}{2} u_{2} & \cdots & 0 & 0 \\
0 & \frac{1}{2} u_{2} & \left(u_{2}+u_{3}\right) & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \left(u_{n-2}+u_{n-1}\right) & \frac{1}{2} u_{n-1} \\
0 & 0 & 0 & \cdots & \frac{1}{2} u_{n-1} & u_{n-1}
\end{array}\right),
$$

where

$$
\begin{equation*}
u_{i}=\frac{1}{\tau_{i}}=\frac{1}{t_{i+1}-t_{i}} . \tag{4-1-7}
\end{equation*}
$$

4.2. The cases $n=1,2$ and 3

In the special case $n=1$ the above expansions do not apply, but the well-known result
is easily derived as in §2.
When $n=2$ we have

$$
W(+)=\frac{1}{2 \pi}\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right)^{t}
$$

$$
\left(L_{n+1, n+j}\right) \sim \frac{1}{3 c}\left(\begin{array}{ll}
u_{1} & \frac{1}{2} u_{1} \\
\frac{2}{2} u_{1} & u_{1}
\end{array}\right)
$$

and so by inversion

$$
\left(\mu_{i j}\right) \sim c\left(\begin{array}{ll}
4 \tau_{1} & -2 \tau_{1} \\
--2 \tau_{1} & 4 \tau_{1}
\end{array}\right)
$$
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giving $\nu_{12} \sim-\frac{1}{2}=\cos ^{-1}\left(\frac{2}{3} \pi\right)$. Thus from (2-2-2) and (2.2-3)

When $n=3$ we have

$$
\begin{align*}
& W(+,+) \sim \frac{1}{\pi^{2}}\left(\frac{\sqrt{3}}{2}-\frac{\pi}{6}\right) \frac{c}{\left(-\psi_{0} \psi_{0}^{n}\right)^{\frac{1}{2}}}, \\
& W(+,-) \sim \frac{1}{\pi^{2}}\left(\frac{\sqrt{3}}{2}+\frac{\pi}{3}\right) \frac{c}{\left(-\psi_{0} \psi_{0}^{n}\right)^{2}} .
\end{align*}
$$

and so

$$
\left(\mu_{j}\right) \sim \frac{c}{\tau_{1}+\tau_{2}}\left(\begin{array}{ccc}
\tau_{1}\left(3 \tau_{1}+4 \tau_{2}\right) & -2 \tau_{1} \tau_{2} & \tau_{1} \tau_{2} \\
-2 \tau_{1} \tau_{2} & 4 \tau_{1} \tau_{2} & -2 \tau_{1} \tau_{2} \\
\tau_{1} \tau_{2} & -2 \tau_{1} \tau_{2} & \left(4 \tau_{1}+3 \tau_{2}\right) \tau_{2}
\end{array}\right) .
$$

Thus

$$
\left(L_{n+i, n+j}\right) \sim \frac{1}{3 c}\left(\begin{array}{ccc}
u_{1} & \frac{1}{2} u_{1} & 0 \\
\frac{1}{2} u_{1} & \left(u_{1}+u_{2}\right) & \frac{1}{2} u_{2} \\
0 & \frac{1}{2} u_{2} & u_{2}
\end{array}\right)
$$

$$
\nu_{23}, v_{31}, v_{12}=-\left(\frac{\tau_{2}}{3 \tau_{1}+4 \tau_{2}}\right)^{i}, \quad\left(\frac{\tau_{1} \tau_{2}}{\left(3 \tau_{1}+4 \tau_{2}\right)\left(4 \tau_{1}+3 \tau_{2}\right.}\right)^{t}, \quad-\left(\frac{\tau_{1}}{4 \tau_{1}+3 \tau_{3}}\right)^{t} .
$$

Writing for short

$$
\left.\begin{array}{l}
\frac{\tau_{1}}{\tau_{1}+\tau_{2}}=\frac{t_{2}-t_{1}}{t_{3}-t_{1}}=x, \\
\frac{\tau_{2}}{\tau_{1}+\tau_{2}}=\frac{t_{3}-t_{2}}{t_{2}-t_{1}}=y,
\end{array}\right\}
$$

so that $x+y=1$, we find from (2-2-4)

$$
W^{\prime}(S)=\frac{1}{8 \pi^{3}} \frac{c}{\left(-\psi_{0} \psi_{0}^{\prime \prime}\right)^{\frac{1}{2}}} \frac{1}{t_{3}-t_{1}} Q^{(\Omega)},
$$

where

These three functions are plotted in figure 1. $Q^{(+,+,+)}$and $Q^{(+,-,+)}$are symmetrical about the mid-point $x=\frac{1}{2}$, as would be expected, whereas $Q^{(+,-,-)}$is asymmetrical.
The probability density of a down-crossing at $t_{2}$ given up-crossings at $t_{1}$ and $t_{3}$ is proportional to $Q^{(+,-,+)}$. Figure 1 then shows that the probability density is a maximum when $t_{2}$ is mid-way between the two ends of the interval. On the other band the curve for $Q^{(+,+,+)}$shows that given up-crossings at both $t_{1}$ and $t_{3}$ the probability density of an $u p-$ crossing at an intermediate point $t_{2}$ is fairly insensitive to the position of $t_{2}$. At the mid-point, the density is actually a minimum.

## 4-3. General values of $n$

Exact expressions do not appear to exist in general, but upper and lower bounds for $W(S)$ may be obtained in the following way.
In equation (2.1-6) write

$$
\eta_{i}=\frac{x_{i}}{\left(L_{i i}\right)^{4}}, \quad l_{i j}=\frac{L_{i j}}{\left(L_{i j} L_{j j}\right)^{7}} .
$$

$$
\begin{align*}
& Q^{+,+,+3}=3-\frac{(5-2 x) x^{\frac{1}{2}}}{(4-x)^{\frac{1}{4}}} \cos ^{-1}\left(\frac{x^{\frac{k}{2}}}{2}\right)+\pi(x y)^{+}-\frac{(5-2 y) y^{i}}{(4-y)^{i}} \cos ^{-1}\left(\frac{y^{k}}{2}\right), \\
& Q^{(+,-,+\rangle}=3+\frac{(5-2 x) x^{\frac{t}{4}}}{(4-x)^{\frac{1}{2}}} \cos ^{-1}\left(\frac{-x^{2}}{2}\right)+\pi(x y)^{\frac{1}{2}}+\frac{(5-2 y) y^{4}}{(4-y)^{\frac{1}{2}}} \cos ^{-1}\left(\frac{-y^{4}}{2}\right), \\
& Q^{(+,-,-)}=3-\frac{(5-2 x) x^{\frac{d}{2}}}{(4-x)^{\frac{1}{2}}} \cos ^{-1}\left(\frac{x^{\frac{1}{2}}}{2}\right)-\pi(x y)^{\frac{1}{4}}+\frac{(5-2 y) y^{\frac{1}{4}}}{(4-y)^{\frac{1}{4}}} \cos ^{-1}\left(\frac{-y^{\dagger}}{2}\right) .
\end{align*}
$$
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This gives

$$
W(+,+, \ldots,+)=\frac{1}{(2 \pi)^{n} \Delta^{t}} \frac{\Phi(1)}{L_{11} L_{22} \ldots L_{n \pi}},
$$

where

$$
\Phi(1)=\int_{0}^{\infty} \ldots \int_{0}^{\infty} x_{1} x_{2} \ldots x_{n} \exp \left[-\frac{1}{2} \sum_{i j=1}^{n} l_{i j} x_{i} x_{j}\right] .
$$

Using the asymptotic formulae for $\Delta$ and $L_{l j}$ (equations (4-1-4) and (4-1-6)) we have

$$
W(+,+, \ldots,+) \sim \frac{1}{(2 \pi)^{n}} \frac{3^{n}}{12^{(n-1)}} \frac{c}{\left(-\psi_{0} \psi_{0}^{n}\right)^{\frac{1}{2}}} \frac{\Phi(1)}{\left(\tau_{1}+\tau_{2}\right)\left(\tau_{2}+\tau_{3}\right) \ldots\left(\tau_{n-2}+\tau_{n-1}\right)}(4 \cdot 3 \cdot 4)
$$

$$
\text { and }\left(l_{i j}\right)=\left(\begin{array}{ccccc}
1 & \frac{1}{2}\left(\frac{u_{1}}{u_{1}+u_{2}}\right)^{t} & 0 & \ldots & 0 \\
\frac{1}{2}\left(\frac{u_{1}}{u_{1}+u_{2}}\right)^{t} & 1 & \frac{1}{2}\left(\frac{u_{2}}{u_{1}+u_{2}}\right)^{\frac{1}{2}}\left(\frac{u_{2}}{u_{2}+u_{3}}\right)^{t} & \ldots & 0 \\
0 & \frac{1}{2}\left(\frac{u_{2}}{u_{1}+u_{2}}\right)^{\frac{1}{2}}\left(\frac{u_{2}}{u_{2}+u_{3}}\right)^{\frac{1}{2}} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{array}\right) .
$$
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It is now easy to find bounds for $\Phi$. For since $u_{1}>0$, all the elements of $\left(l_{y}\right)$ adjacent to the diagonal lie between 0 and $\frac{1}{2}$. Therefore, the $x_{i}$ being non-negative,

$$
\sum_{i} x_{i}^{2} \leqslant \sum_{i, j} l_{i j} x_{i} x_{j} \leqslant \sum_{i} x_{j}^{2}+\sum x_{i} x_{i+1} .
$$

In the right-hand inequality substitute

$$
\begin{gather*}
x_{i} x_{j} \leqslant \frac{1}{2}\left(x_{i}^{2}+x_{j}^{2}\right) \\
\sum x_{i}^{2} \leqslant \sum_{i, j} l_{i j} x_{i} x_{j} \leqslant 2 \sum_{i} x_{i}^{2} . \\
1 \geqslant \Phi \geqslant 1 / 2^{n} .
\end{gather*}
$$

giving
Thus from (4-3.3)
These bounds may now be substituted in (4.3.4).
For $W(S)$, when the signs of $S$ are not all + , one or more of the $l_{i j}$ may be reversed in sign. Hence the left-hand inequality in (4.3.6) is not valid but may be replaced by

Now it can be shown that

$$
\sum_{i} x_{i}^{2}-\sum_{i} x_{i} x_{i+1} \leqslant \sum_{i, j} x_{i} x_{i+1} .
$$

$$
\lambda \sum_{i} x_{i}^{2} \leqslant \sum_{i} x_{i}^{2}-\sum_{i} x_{i} x_{i+1}
$$

where $\lambda$ is the smallest root of the equation
that is to say

$$
\begin{gathered}
\left|\begin{array}{ccccc}
(1-\lambda) & -\frac{1}{2} & 0 & \cdots & 0 \\
-\frac{1}{2} & (1-\lambda) & -\frac{1}{2} & \cdots & 0 \\
0 & -\frac{1}{2} & (1-\lambda) & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & (1-\lambda)
\end{array}\right|=0 \\
\lambda=2 \sin ^{2}\{\pi / 2(n+1)\} .
\end{gathered}
$$

Since, then, in all possible cases

$$
\lambda \sum_{i} x_{i}^{2} \leqslant \sum_{i, j} l_{i j} x_{i} x_{j} \leqslant 2 \sum_{i} x_{i}^{2}
$$

we have
Our general result then is that
where $\Phi$ is a function of the $t_{i}$ lying between the bounds (4.3.6).
4.4. Asymptotic behaviour of $P_{m}(\tau)$

By the mean-value theorem for integrals, the integral $X_{n}$ of ( $1 \cdot 4 \cdot 4$ ) can be expressed as
where

$$
\begin{gather*}
X_{n} \sim \frac{1}{(2 \pi)^{n-1}}\left(\frac{3}{4}\right)^{t_{n}} \frac{c}{-\psi_{0}^{\prime}} 2 \sqrt{ } 3 \Phi^{\prime} K_{n}, \\
K_{n}=\int \cdots \int_{t_{1}<c_{1}<\ldots<t_{n}} \frac{\mathrm{~d} t_{2} \ldots \mathrm{~d} t_{n-1}}{\left(t_{3}-t_{1}\right)\left(t_{4}-t_{2}\right) \ldots\left(t_{n}-t_{n-2}\right)}
\end{gather*}
$$
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and $\Phi^{\prime}$ is some value of $\Phi$ within the bounds (4•3.6). It can be shown that $K_{n}$ is finite, and since the denominator of the integrand is homogeneous and of degree ( $n-2$ ), $K_{n}$ is independent of $\left(t_{n}-t_{1}\right)$, or $\boldsymbol{\tau}$. In fact when $n=2,3,4,5, \ldots$

$$
K_{n}=1,1,7 \pi^{2}, 7 \pi^{2}, \ldots .
$$

Thus, as $\tau \rightarrow 0, X_{n}$ tends asymptotically to a positive value independent of $r$. From the expansion (1.2.11) it now appears that, for each value of $m, P_{m}(\tau)$ tends asymptotically to a limiting value $P_{m}(0)$.

This behaviour of $P_{m}(\tau)$ is in marked contrast to the corresponding behaviour when $\psi(t)$ is a regular function. Then, as was seen in $\S 3.2, P_{m}(\tau)$ is proportional to an increasing power of $\tau$ as $m$ increases. A further discussion will be given in connexion with $p(n, \tau)$ (see §4-8). Meanwhile, however, we shall establish some close inequalities for $P_{m}(0)$ when $m=1,2$.

### 4.5. Approximations to $P_{\mathrm{m}}(\mathbf{0})$

From the results of $\S 4 \cdot 2$ we may evaluate $X(S)$ explicitly when $n=2$ and 3 . Thus from $(4 \cdot 2 \cdot 1)$ and (4.2.2) we have

$$
\begin{align*}
& X(+,-) \sim\left(\frac{\sqrt{ } 3}{\pi}+\frac{2}{3}\right) \alpha \\
& X(+,+) \sim\left(\frac{\sqrt{3}}{\pi}-\frac{1}{3}\right) \alpha
\end{align*}
$$

where we have written for short

$$
\alpha=\frac{c}{-\psi_{0}^{\prime \prime}}=\frac{\psi_{0+}^{\prime \prime}}{-6 \psi_{0}^{\prime \prime}} .
$$

Further, on integrating the expressions (4.2.4) with respect to $t_{2}$ over $t_{1}<t_{2}<t_{3}$ we find

$$
\begin{align*}
& X(+,-,+) \sim\left(\frac{3}{8 \pi^{2}}+\frac{\varepsilon}{\sqrt{3 \pi}}-\frac{47}{288}\right) \alpha \\
& X(+,-,-) \sim\left(\frac{3}{8 \pi^{2}}+\frac{1}{2 \sqrt{3} \pi}-\frac{17}{288}\right) \alpha, \\
& X(+,+,+) \sim\left(\frac{3}{8 \pi^{2}}-\frac{1}{\sqrt{3} \pi}+\frac{49}{288}\right) \alpha .
\end{align*}
$$

The identity $X(+,-,+)-X(+,+,+)=X(+,+)$ can be readily verified.
Equations (1.2-1) and (1-2-2) give, in the limit when $\tau \rightarrow 0$

$$
\left.\begin{array}{l}
P_{0}=1.217996 \alpha-\left(P_{2}+P_{4}+P_{6}+\ldots\right), \\
P_{1}=0.217996 \alpha-\left(P_{5}+P_{5}+P_{7}+\ldots\right)
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
P_{2}=0.070856 \alpha-\left(2 P_{4}+3 P_{6}+4 P_{9}+\ldots\right), \\
P_{3}=0.024358 \alpha-\left(2 P_{5}+3 P_{7}+4 P_{9}+\ldots\right)
\end{array}\right\}
$$

whence also

$$
\begin{align*}
& \left.P_{0}=1.147139 \alpha+\left(P_{4}+2 P_{6}+3 P_{8}+\ldots\right)_{9}\right) \\
& P_{1}=0.193638 \alpha+\left(P_{5}+2 P_{7}+3 P_{9}+\ldots\right) .
\end{align*}
$$

Hence the inequalities

$$
\begin{aligned}
& 1.147 \alpha<P_{0}(0)<1.218 \alpha, \\
& 0.193 \alpha<P_{1}(0)<0.218 \alpha,
\end{aligned}
$$

and

$$
\begin{align*}
& 0<P_{2}(0)<0.071 \alpha, \\
& 0<P_{9}(0)<0.025 \alpha .
\end{align*}
$$
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### 4.8. Disproof of the 'exponential hypothesis'

We now apply the inequalities of the previous section to a particular case which was studied experimentally by Favreau et al. (1956). This is the Gaussian process $f(t)$ whose spectral density is given by

$$
E \propto 1 /\left(1+\sigma^{2}\right)^{2},
$$

where $\sigma=$ frequency. The covariance function $\psi_{\tau}$, being the cosine transform of $E$, has the form

$$
\psi(t) \propto(1+|t|) e^{-i t t}=1-\frac{1}{2} t^{2}+\frac{1}{3}|t|^{3}-\ldots
$$

and so is of the form ( $4 \cdot 1$ ).
The experimental results showed that the distribution of zero-crossing intervals $P_{0}(\tau)$ was quite close to a negative exponential. Since the mean of the distribution must be

$$
\frac{1}{2 W(+)}=\frac{1}{\pi}\left(\frac{\psi_{0}}{-\psi_{0}^{n}}\right)^{t}=\frac{1}{\pi},
$$

the only possible exponential law is

$$
P_{0}(\tau)=\{1 / \pi\} \mathrm{e}^{-\tau / \pi}
$$

which makes $P_{0}(0)=1 / \pi$, or, since

$$
\begin{gather*}
\alpha=\psi_{0+}^{*} /\left(-6 \psi_{0}^{\prime *}\right)=\frac{1}{3} \\
P_{0}(0)=3 \alpha / \pi=0.955 \ldots \alpha .
\end{gather*}
$$

in this case,
McFadden (1956) doubted the conjecture but was unable to disprove it (McFadden's assumption that $p^{\prime \prime}(\pi, \tau)=0$ when $n \geqslant 4$ is actually incorrect), since the only inequalities then available to him were the right-hand inequalities of ( $4 \cdot 5 \cdot 7$ ). However, the left-hand inequality

$$
1.147 \alpha<P_{0}(0)
$$

is definitely contradictory to (4.6.2). Thus the exponential hypothesis is disproved.
It may be pointed out that because of certain limitations in the experiments (indicated by Favreau et al.), the value of $P_{0}(\tau)$ is liable to be underestimated at the small values of $\tau$; so that it is not surprising that the experiments suggested a too low value of $P_{0}(0)$.

## 4•7. Further estimates of $P_{m}(0)$

If $P_{4}, P_{5}, \ldots$ are neglected in equations (4.5.5) and (4.5.6), the resulting estimates of $P_{01} P_{1}, P_{2}$ and $P_{3}$ show that $P_{2} / P_{1}$ and $P_{3} / P_{2}$ are about equal to $1 / 3$. Now in $\S 1 \cdot 1$ it was shown that $P_{m}(\tau)$ tended to zero with $m$ more rapidly than any negative power of $m$. It is consistent with this result to conjecture that the ratio $P_{m+l} / P_{m}$ tends to a constant value. If we take roughly

$$
\begin{align*}
& P_{4}(0) \div \frac{1}{3} P_{5}(0) \div 0.006 \alpha, \\
& P_{5}(0) \div \frac{1}{3} P_{4}(0) \div 0.002 \alpha, \\
& P_{6}(0) \div \frac{1}{3} P_{5}(0) \div 0.001 \alpha,
\end{align*}
$$

then on substituting in equations $(4 \cdot 5 \cdot 5)$ and $(4 \cdot 5 \cdot 6)$ we find as possibly closer approximations

$$
\left.\begin{array}{l}
P_{0}(0) \div 1.165 \alpha, \\
P_{1}(0) \doteqdot 0.186 \alpha, \\
P_{2}(0) \div 0.055 \alpha, \\
P_{3}(0) \div 0.017 \alpha
\end{array}\right\}
$$

4.8. Asymptotic behaviour of $p(n, 7)$

As in § 3.3 we have

$$
p(0, \tau) \sim 1, \quad p^{\prime}(1, \tau) \sim \frac{1}{\pi}\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right) \tau
$$

When $n \geqslant 2$ we have from (1-4-1) by integration

$$
p(n, \tau)=\int_{0}^{\tau} \mathrm{d} \tau^{\prime} \int_{0}^{r^{\prime}} \mathrm{d} \tau^{n} 2 W(+)\left[P_{n}\left(\tau^{\prime \prime}\right)-2 P_{n-1}\left(\tau^{*}\right)+P_{n-2}\left(\tau^{*}\right)\right]
$$

provided that $p(n, 0)$ and $p^{\prime}(n, 0)$ are both zero. This will be satisfied provided

$$
p(n, \tau)=O\left(r^{1+\varepsilon}\right\rangle, \quad \text { where } \quad \varepsilon>0
$$

Now we have seen earlier that in the singular case $P_{m}(\tau)$ tends to a positive value $P_{m}(0)$ as $\tau \rightarrow 0$. Hence by integration
as $\tau \rightarrow 0$.

$$
p(n, \tau) \sim W(+)\left[P_{n}(0)-2 P_{n-1}(0\rangle+P_{n-2}(0)\right] \tau^{2}
$$

From ( $4 \cdot 5 \cdot 8$ ) and ( $4 \cdot 5 \cdot 9$ ) we have the strict inequalities

$$
\left.\begin{array}{l}
0.711 \beta \tau^{2}<p(2, \tau)<0.903 \beta \tau^{2}, \\
0.051 \beta \tau^{2}<p(3, \tau)<0.243 \beta \tau^{2},
\end{array}\right\}
$$

where

$$
\beta=W(+) \alpha=\frac{1}{12 \pi} \frac{\psi_{0+}^{\prime \prime}}{\left(-\psi_{0} \psi_{0}^{\prime}\right)^{t}} .
$$

The rough estimates $(4 \cdot 7 \cdot 2)$ would yield

$$
\left.\begin{array}{l}
p(2, \tau) \div 0.818 \beta \tau^{2}, \\
p(3, \tau) \div 0.103 \beta \tau^{2} .
\end{array}\right\}
$$

Equation (4-8.2) shows that, in contrast to the regular case, $p(n, \tau)$ is of order $\tau^{2}$ for all values of $n$ greater than or equal to 2 ; there is no longer a strong mutual repulsion of the zeros.

Again, a heuristic argument suggests that this result is not unreasonable. Since $\psi_{\%}^{*}$ has no continuous derivative at the origin, the second derivative of $f$ is, in this case, non-existent almost everywhere (cf. Bartlett 1955, chapter 5) and the first derivative $f^{\prime}(t)$ may be expected to behave like a random-walk process in which the standard deviation of

$$
\left[f^{\prime}\left(t_{1}\right)-f^{\prime}\left(t_{2}\right)\right]
$$

increases like $\left|t_{1}-t_{2}\right|^{\dagger}$ for small time-differences. Now in the fixed interval $(0, \tau)$, if $f$ has two or more zeros, $f^{\prime}$ has at least one. So $f^{\prime}$ is of order $\tau^{\ddagger}$ in the interval while $f$, by integration, is of order $\tau^{\prime}$. That is to say $f$ and $f^{\prime}$ lie within intervals $\delta f$ and $\delta f^{\prime}$ of order $\tau^{\frac{1}{2}}$ and $\tau^{\frac{1}{\prime}}$, respectively. Since the joint probability density of $f$ and $f^{\prime}$ at some fixed point $t$ in the interval exists by hypothesis it follows that $p(n, \tau)$ is of order

$$
\delta f . \delta f^{\prime}=O\left(\tau^{\mathbf{1}} \tau^{\Downarrow}\right)=O\left(\tau^{2}\right)
$$

One consequence of $(4 \cdot 8 \cdot 2)$ is that, given the existence of two zeros in the interval $(0, \tau)$, the probability of $(n-2)$ further zeros in the same interval is of order $\tau^{2} / \tau^{2}=1$. Roughly speaking, we may say that the first two zeros serve to 'pin down' the function $f$ and its derivative so that the probability of any further number of zeros in the interval is
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finite, no matter how short the interval is. However, the probability density of, say, a third zero lying somewhere between the first two depends upon the situation of the third zero relative to the first two, as was seen from the curves of figure 1 .

## 6. A comparison of different approximations to $P_{0}(\tau)$

In the following we shall compare the accuracy of the approximations suggested by Rice (1945), McFadden (1956, 1958), Ehrenfeld et al. (1958), and Longuct-Higgins (1958; this paper is referred to as (I)), with the approximations suggested in the present paper. Discussion is purposely restricted to those methods of approximation on the basis of which numerical computation has been, or readily could be, carried out.

Two different aspects of the approximations are first considered: (a) their accuracy for small values of $\tau$, both in the regular and singular case of $\S \S 3$ and 4 , and (b) their accuracy for large values of $\tau$. The results are tabulated in table 1 .

Then the 'narrow spectrum' approximation is considered in $\S 5 \cdot 8$, and lastly the approximations are compared numerically with experimental results obtained by analogue methods when the spectrum of $f(t)$ has certain ideal forms.

## 5-1. Rice's approximation (r945)

This has been used as a starting point for several of the later approximations. It is

$$
P_{0}(\tau) \div \frac{W(+,-)}{W(+)}=X(+,-),
$$

in our notation. The right-hand side, being the first term in the series (1-2.7) may also be written as $P_{0}^{(1)}$, where $P_{0}^{(N)}$ is the sum of $N$ terms. As we have seen, the calculation of $W(+,-)$ involves the evaluation of a bivariate normal integral.

From equation ( $1 \cdot 1 \cdot 1$ ) the error in $P_{0}^{(1)}$ is equal to

$$
P_{2}+P_{4}+P_{6}+\ldots,
$$

which is always positive. Thus $P_{0}^{(1)}$ always exceeds $P_{0}$.
(a) Small values of $\tau$. In the regular case the highest term in the remainder is

$$
P_{2} \sim \frac{1}{2 b_{80}}\left(C_{4} / C_{1}\right) \tau^{8}
$$

Thus $P_{0}^{(1)}$ is correct to order $\tau^{7}$ near the origin. In the singular case equations ( $4 \cdot 7 \cdot 1$ ) and (4.7.2) give

$$
P_{2}+P_{4}+P_{6}+\ldots=0.062 \alpha
$$

an error of about $5 \%$.
(b) Large values of $\tau$. When $\tau$ is so large that $f(t)$ and $f(t+\tau)$ are uncorrelated then we have

$$
P_{0}^{(1)}=\frac{W(+,-)}{W(+)} \sim W(-)=W(+) .
$$

$P_{0}$, on the other hand, must tend to zero, in order that $\int P_{0}(\tau) \mathrm{d} \tau$ shall converge. Thus (5.1-5) represents also the error in $P_{0}^{(1)}$.

5-2. The approximation $P_{0}^{21}$
The approximation discussed in the present paper, namely

$$
P_{0}^{(2)}=\frac{W(+,-)}{W(+)}-\int_{h_{1}<b_{1}<b_{b}} \frac{W(+,-,-)}{W(+)} \mathrm{d} t_{2}=X(+,-)-X(+,-,-),
$$
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appears as a natural second approximation to $P_{0}$. Its evaluation involves the single integration of $W(+,-,-) / W(+)$, which, as we have seen in $\S 2 \cdot 2$, is expressible in terms of known functions. Higher approximations

$$
P_{0}^{(N)}=X_{2,1}-X_{3,1}+X_{4,1}-\ldots(-)^{N+1} X_{N+1,1}
$$

will each involve additional integrations, in general.
Equation ( $1 \cdot 2 \cdot 4$ ) shows that the error in $P_{0}^{(2)}$ is equal to

$$
-\left(P_{4}+2 P_{6}+3 P_{8}+\ldots\right)
$$

which is always negative. Thus $P_{0}^{(2)}$ is always a lower bound for $P_{0}$.
(a) Small values of 7 . In the regular case the highest term in the remainder is

$$
-P_{4} \sim-\frac{8}{21 \cdot(11)!C_{1}} \tau^{19} .
$$

Thus $P_{0}^{(2)}$ is correct to order $\tau^{18}$ near the origin. In the singular case equations (4-7-1) give

$$
-\left(P_{4}+2 P_{6}+\ldots\right) \div-0.008 \alpha
$$

an error of $0.7 \%$.
It is clear that near the origin this approximation leaves little to be desired.
(b) Large values of $\boldsymbol{T}$. Asymptotically we have
and hence

$$
\begin{gather*}
\frac{W(+,-,-)}{W(+)} \sim W_{(+)^{2}} \\
P_{0}^{(2)} \sim-W(+)^{2} \tau
\end{gather*}
$$

which is $O(\tau)$ atinfinity. It is clear that the approximation fails radically for large values of $\tau$.
Indeed it will be seen generally that the approximation of $P_{0}$ by $P_{0}^{(N)}$ is analogous, for large $\tau$, to the approximation of $\mathrm{e}^{-x}$ by a finite number of terms of its power series; the convergence of the approximation is non-uniform over ( $0, \infty$ ).

### 5.3. The 'multiply conditioned' approximations

In §3.10 of his original paper (1945) Rice suggested that the approximation (5•1-1) might be improved by including in the probability density $W(+,-)$ the condition that $f(t)$ be positive at one or more given points of the range ( $t_{1}, t_{2}$ ). The inclusion of just one extra point leads to a threefold normal integral that ean be expressed in closed form. The inclusion of more than one point leads to fourfold and higher integrals.

The suggestion was taken up by Ehrenfeld et al. (1958), who refer to such approximations as 'multiply conditioned' approximations. Thus ( $5 \cdot 1 \cdot 1$ ) is denoted by MC-0; with one condition at the mid-point of the range the approximation is MC-1, and so on. Clearly all such approximations are, like MC-0, upper bounds for the true value $P_{0}$.
(a) Small values of $\tau$. The error in MC-1 is just equal to the probability density of a downcrossing at $t=\tau$ plus a zero in $(0, \tau)$, given that $f(0)=0$ and $f\left(\frac{1}{2} \tau\right)>0$. Now if $f\left(\frac{1}{2} \tau\right)>0$, there must be at least two zeros in the interval ( $0, \frac{1}{2} \tau$ ) and/or at least two zeros in ( $\frac{1}{2} \tau, \tau$ ). If we ignore $p(5, \tau), p(6, \tau)$, etc., relative to $p(4, \tau)$, the error is clearly

$$
\varepsilon \iint_{0<h<t,<l r} \frac{W(+,-,+,-)}{W(+)} \mathrm{d} t_{2} \mathrm{~d} t_{\mathrm{g}} .
$$
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In the regular case, the neglect of $p(5, \tau)$, etc., is justified by § $3 \cdot 3$, and we have from (3.1-4)

$$
\frac{W(+,-,+,-)}{W(+)} \sim \frac{C_{4}}{C_{1}} t_{2} t_{3} \tau\left(t_{3}-t_{3}\right)\left(\tau-t_{2}\right)\left(r-t_{2}\right) .
$$

Substituting in (5.3.1) we find for the error

$$
\frac{39}{8!} \frac{C_{4}}{C_{1}} \tau^{8} .
$$

This may be compared with ( $5 \cdot 1 \cdot 3$ ). Clearly the order of the error is the same as in MC-0, but is less by the ratio

$$
\frac{39 \times 280}{8!}=\frac{13}{48} .
$$

In the singular case the limiting value of $\mathrm{MC}-1$ as $\boldsymbol{\tau} \rightarrow 0$ was calculated by Rice (1958) in the case of the spectrum $\left(1+\sigma^{2}\right)^{-2}$ (cf. § 4.8 above), with the result

$$
\mathrm{MC}-1 \sim \frac{1 \cdot 251}{\pi}=1 \cdot 195 \alpha
$$

since $\alpha=1 / 3$ in this case. From (4.7.2) the error appears to be

$$
1.195 \alpha-1.155 \alpha=0.040 \alpha
$$

or about $3 \%$ of $P_{0}(0)$. Compared with MC-0, the error is reduce by about one-third.
In the case of the higher multiply-conditioned solutions, if the subintervals of ( $0, \tau$ ) are denoted by $\left(t^{(N)}, t^{(t+1)}\right)$ (with $\alpha^{(l)}=0$ ) then the expression corresponding to ( $5 \cdot 3 \cdot 1$ ) is

$$
\sum_{i} \iint_{i^{(1)}<h_{1}<c_{<}<i^{\mu+1)}} \frac{W(+,-,+,-)}{W(+)} \mathrm{d} t_{2} \mathrm{~d} t_{3} .
$$

Since $W$ is of order $\tau^{6}$ it follows that the error is always of order $\tau^{8}$.
(b) Large values of $\tau$. When the interval $\tau$ is sufficiently large, the sign of $f\left(\frac{1}{2} \tau\right)$ becomes independent of the other conditions, and the probability of $f\left(\frac{1}{2} \tau\right)$ being positive is one-half. Hence

$$
\text { MC-1 } \sim \frac{1}{2} \mathrm{MC}-0 \sim \frac{1}{2} W(+) .
$$

Thus the error is reduced relative to MC-0 by one-half.
Generally, if the $N$ 'conditioned' points in the multiply conditioned approximation MC-N are spaced so that their separation tends to infinity with $\tau$, then

$$
\mathrm{MC}-N \sim \frac{1}{2^{N}} \mathrm{MC}-0 \sim \frac{1}{2^{N}} W(+)
$$

### 5.4. McFadden's frrst approximation

McFadden (1956) gave the following approximation to $P_{0}(\tau)$, valid for small intervals $\tau$

$$
P_{0}(\tau) \div \frac{R^{\prime \prime}(\tau)}{8 W(\tau)}=F(\tau)
$$

say. Here $R^{\prime \prime}(\tau)$ denotes the correlation function of the 'clipped' form of $f(t)$, defined in §1.4. From (1.4.8),

$$
F(\tau)=P_{0}-P_{1}+P_{2}-P_{3}+\ldots=X(+,-)-X(+,+)
$$
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The approximation is equivalent to neglecting $P_{1}, P_{21} \ldots$ in the above series; thus it is actually of a lower order of accuracy than $P_{0}^{(1)}$.

In the Gaussian case we have the well-known formula

$$
R(\tau)=\frac{2}{\pi} \sin ^{-1}\left(\frac{\psi(t)}{\psi_{0}}\right)
$$

and so

$$
F(\tau)=\frac{1}{2}\left(\frac{\psi_{0}}{-\psi_{0}^{\prime}}\right)^{t} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \tau^{2}} \cos ^{-1}\left(\frac{-\psi(t)}{\psi_{0}}\right) .
$$

(a) Small values of $\tau$. In the regular case the error is of order

$$
-P_{1}(\tau) \sim-\frac{1}{6} \frac{C_{3}}{C_{1}} \tau
$$

and in the singular case we find by expansion in powers of 7

$$
F(\tau) \sim-\psi_{0+}^{n} / 6 \psi_{0}^{n}=\alpha .
$$

By comparison with (4.7-2) the error is

$$
-0.155 a
$$

(b) Large values of 7 . In (5-4-1) each of the terms $X(+,-), X(+,+)$ tends to 0 , and so $F(r)$ tends to 0 . The error thus vanishes.

$$
\text { 5.5. } p_{r}(\tau) \text { and } p_{r}^{*}(\tau)
$$

The sequence of approximations proposed in (I) depends on writing the first of equations (1-4-1) in the form
or

$$
\begin{aligned}
& P_{0}(\tau)=-\frac{1}{W(+)} \frac{\partial^{T}}{\partial t_{1} \partial t_{n}} U\left(t_{n}-t_{1}\right), \\
& P_{0}(\tau)=\frac{1}{W(+)} \frac{d^{2}}{d \tau^{2}} U(\tau),
\end{aligned}
$$

where $U(\tau),=\frac{1}{2} p(0, \tau)$, is the probability that $f(t)$ be positive throughout the interval $(0, \tau)$. Let $U(\tau)$ be replaced by the probability $U_{r}\left(t^{(3)}, \ldots, t^{(r)}\right)$ that $f(t)$ be positive at 7 suitably spaced points in ( $0, \tau$ ). (For convenience it is supposed that the points are equally spaced and that ${ }^{(11)},(r)$ are at the end-points.) As the number $r$ of points is increased, $U_{r}$ becomes an increasingly good approximation to $U$. The corresponding approximations to $P_{0}(\tau)$ are defined by
and

$$
p_{r}(r)=-\frac{1}{W(+)} \frac{\partial^{2}}{\partial \sigma^{2} 1 \partial_{\vec{n}}} U_{r}\left(t^{(1)}, \ldots, t^{(r)}\right)
$$

$$
p_{r}^{*}(\tau)=\frac{1}{W(+)} \frac{\mathrm{d}^{2}}{\mathrm{~d} \tau^{2}} U_{r}(\tau) .
$$

It turns out that in the Gaussian case $p_{3}(\tau)$ is identical with $F(\tau)$ given by equation (5.4.2). Generally, although $U_{r}$ involves an $r$-fold normal integral, the approximations $p_{r}$ and $p_{r}^{*}$, which depend on the derivatives of $U_{r}$, involve only $(r-2)$-fold normal integrals. Thus $p_{3}$, $p_{4}, p_{5}$ and $p_{3}^{\frac{1}{3}}, p_{4}^{*}, p_{5}^{*}$ can all be evaluated in terms of elementary functions.
(a) Small values of $\tau$. The difference ( $U_{r}-U$ ) is equal to the probability that $f(t)$ be positive at each of the points $l^{(b)}$, and have a zero-crossing at some point in the interval ( $0, \tau$ ). Hence
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$f(t)$ must have two, four or more zeros in at least one of the subintervals $\left(d^{(f)}, \mu^{1+1}\right)$ (the first such zero a down-crossing) and certainly not one, three of five zeros in any of the remaining subintervals. If we neglect $p(4, \tau)$ relative to $p(2, r)$ and $p(3, \tau)$ the probability of such an event for the subinterval $\left(t^{(i)}, t^{(i+1)}\right)$ is

$$
\begin{align*}
& \iint_{\int_{(1)<1_{1}<h_{1}<\mu+\theta 11} W(-,+) \mathrm{d} t_{1} \mathrm{~d} t_{2}-\iiint_{f 0<t_{1}<h_{2}: \theta 0<t_{2}<t_{1}<f(1) 11} W(+,-,+) \mathrm{d} t_{1} \mathrm{~d} t_{2} \mathrm{~d} t_{3}}
\end{align*}
$$

Again, if $p(4, \tau)$ is neglected the probability of a pair of zeros in more than one of the subintervals is negligible, so that the events are mutually independent. So ( $U_{r}-U$ ) is equal to the sum of $(r-1)$ expressions like (5.5.3).

On differentiating ( $5 \cdot 5 \cdot 3$ ) partially with respect to both $t^{(1)}$ and ${ }^{(r)}$ the first integral vanishes identially whenever $r>2$; the other integrals also vanish except when $i=1$ or $(r-1)$. Hence we have

Substituting for $W(+,-,+)$ from (3.1-4) we find

$$
p_{r}(\tau)-P_{0}(\tau)=-\frac{1}{3}\left(C_{9} / C_{1}\right)\left(r^{(r)}-\alpha^{(1)}\right)\left(t^{(r)}-t^{(r-1)}\right)\left(l^{(r)}+2 t^{(r-1)}-3 k^{(1)}\right) .
$$

Now putting $\left(h^{(r)}-\alpha^{(1)}\right)=\tau$ and $\left({ }^{(r)}-t^{(r-1)}\right)=\tau /(r-1)$ we obtain for the error in $p_{\text {r }}$,

$$
-\frac{(3 r-5)}{3(r-1)^{3}} \frac{C_{3}}{C_{1}} \tau^{4} .
$$

Thus $p_{r}(\tau)$ is correct to order $\boldsymbol{r}^{\mathbf{1}}$ (not $\boldsymbol{r}^{4}$, as was stated in (I)). In particular when $r=3,4,5$ the errors are, respectively,

$$
-\frac{1}{6} \frac{C_{3}}{C_{1}} 7^{4}, \quad-\frac{7}{81} \frac{C_{3}}{C_{1}} \tau^{4}, \quad-\frac{5}{96} \frac{C_{3}}{C_{1}} \tau^{4} .
$$

The case $r=3$ is in agreement with (5-4.3).
On the other hand $p_{r}^{*}$ involves the first term in (5.5.3) which is of a lower order. Thus

$$
U_{r}-U=(r-1) \iint_{0<l_{2}<t_{3}<r /(G-1)} W(+,-) \mathrm{d} t_{2} \mathrm{~d} t_{3}+O\left(r^{4}\right) .
$$

On substituting in (5.5.2) and using (3.2.4) we find

$$
\left.\begin{array}{rl}
p_{r}^{*}(\tau)-P_{0}(\tau)=\frac{1}{r-1} P_{0}\left(\frac{\tau}{r-1}\right)+O\left(\tau^{\top}\right) . \\
p_{r}^{*} & =\left(1+\frac{1}{r-1}\right) P_{0}=0, \\
\frac{\mathrm{~d} p_{r}^{*}}{\mathrm{~d} \tau} & =\left(1+\frac{1}{(r-1)^{2}}\right) \frac{\mathrm{d} P_{0}}{\mathrm{~d} \tau}, \\
\frac{\mathrm{~d}^{2} p_{n}^{*}}{\mathrm{~d} \tau^{2}} & =\left(1+\frac{1}{(r-1)^{s}}\right) \frac{\mathrm{d}^{2} P_{n}}{\mathrm{~d} \tau^{2}}, \\
\frac{\mathrm{~d}^{s} p_{r}^{*}}{\mathrm{~d} \tau^{\top}} & =\left(1+\frac{1}{(r-1)^{4}}\right) \frac{\mathrm{d}^{3} P_{0}}{\mathrm{~d} \mathbf{\tau}^{\mathrm{s}}} .
\end{array}\right)
$$

Therefore at $9=0$

For example, when $r=3$ we have

$$
\frac{\mathrm{d} p_{5}^{*}}{\mathrm{~d} \tau}=\frac{5}{4} \frac{\mathrm{~d} P_{0}}{\mathrm{~d} \tau},
$$

a relation proved independently in (I). For $r \geqslant 3$, since $P_{0}(\tau) \sim\left(C_{2} / C_{1}\right) \tau$, the error in $p_{F}^{*}(T)$ is

$$
\frac{1}{(r-1)^{2}} \frac{C_{2}}{C_{1}} \tau
$$

In the singular case we make a straightforward expansion of $p_{r}(\tau)$ in powers of 7 . The calculations lead eventually to the following, when $\tau=3,4,5$

$$
\begin{aligned}
p_{3}(0) & =\alpha \\
p_{4}(0) & =\frac{1}{\pi}\left[\cos ^{-1}\left(\frac{-7}{8}\right)+\frac{8}{3 \sqrt{ } 15}\right] \alpha=1.0583 \alpha \\
p_{5}(0) & =\frac{1}{2 \pi}\left[\left\{2 \cos ^{-1}\left(\frac{-11}{12}\right)-\cos ^{-1}\left(\frac{7}{9}\right)\right\}+\frac{1}{16}\left\{\frac{83}{\sqrt{23}}+11 \sqrt{ } 2\right\}\right] \alpha \\
& =1.0879 \alpha .
\end{aligned}
$$

The corresponding expansions of $p_{r}^{*}(\tau)$ lead to

$$
\begin{aligned}
& p_{3}^{*}(0)=1 \cdot 5 \alpha, \\
& \begin{aligned}
\rho_{4}^{*}(0) & =\frac{\alpha}{9 \pi}\left[\cos ^{-1}\left(\frac{-1}{4}\right)+2 \cos ^{-1}\left(\frac{-3 \sqrt{ } 3}{4 \sqrt{2}}\right)+8 \cos ^{-1}\left(\frac{\sqrt{3}}{2 \sqrt{2}}\right)+9 \cos ^{-1}\left(\frac{-7}{8}\right)\right] \\
= & 1 \cdot 3551 \alpha, \\
p_{5}^{*}(0) & =\frac{\alpha}{16 \pi}\left[\left(\cos ^{-1} \frac{-7}{6 \sqrt{2}}+\cos ^{-1} \frac{-5}{3 \sqrt{3}}+\cos ^{-1} \frac{-1}{4}+\cos ^{-1} \frac{1}{2 \sqrt{6}}\right)+16 \cos ^{-1}\left(\frac{-11}{12}\right)\right. \\
& \quad-2\left(\cos ^{-1} \frac{3 \sqrt{3}}{4 \sqrt{2}}+\cos ^{-1} \frac{1}{3}\right)+4\left(\cos ^{-1} \frac{3}{4 \sqrt{ } 2}-\cos ^{-1} \frac{13}{8 \sqrt{3}}\right)
\end{aligned} \\
&\left.\quad+8\left(\cos ^{-1} \frac{3}{2 \sqrt{2}}-\cos ^{-1} \frac{7}{9}\right)+9\left(\cos ^{-1} \frac{5}{4 \sqrt{3}}+\cos ^{-1} \frac{1}{3}+\cos ^{-1} \frac{7}{8}\right)\right]
\end{aligned}
$$

$$
=1 \cdot 2899 \alpha
$$

These results are plotted in figure 2 against the abscissa $1 /(r-1)$, and taking $\alpha=1$. The point labelled $P_{0}^{(\infty)}$ and plotted at $r=\infty$ corresponds to the estimate $P_{0} \neq 1 \cdot 155 \alpha$ of $\S 4.7$. It will be seen that $p_{r}$ and $p_{F}^{*}$ both approach $P_{0}^{(\infty)}$, the one from below and the other from above.

For comparison, the other approximations to $P_{0}(0)$ discussed above have been plotted in the same diagram. Because they are of comparable complexity, MC-0 and MC-1 have been plotted on the same ordinates as $p_{4}$ and $p_{5}$, respectively. $P_{0}^{(2)}$, which involves the single integration of a known function (corresponding to a fourfold integration) is plotted level with $7=$. It is obviously the closest approximation.
(b) Large values of $\tau$. As $\tau \rightarrow \infty$ so $U_{r}(\tau)$ tends to zero; for the probability that $f(t)$ remain of constant sign throughout the infinite interval becomes vanishingly small. Hence also $\rho_{r}$ and $p_{r}^{*}$ tend to zero at infinity, and the error in both $p_{r}$ and $p_{7}^{*}$ is vanishingly small.


Figure 2. Approximations to $P_{0}(0)$ in the singular case.

### 6.6. McFadden's second appraximation

A quite different method was suggested in a later paper by McFadden (1958). On the assumption that a given interval $\tau$ is independent of the sums of the previous (2m+2) intervals ( $m=0,1,2, \ldots$ ) McFadden derived the integral equation

$$
P_{0}(\tau) \div X(+,-)-X(+,+) * P_{0}(\tau) .
$$

$X(+,-)$ and $X(+,+)$ are as in $\S 1 \cdot 1$ and a star * denotes convolution:

$$
F_{1}(\tau)=F_{2}(\tau)=\int_{0}^{r} F_{1}\left(\tau^{\prime}\right) F_{2}\left(\tau-\tau^{\prime}\right) \mathrm{d} \tau^{\prime}
$$

The solution of this (approximate) integral equation may be denoted by $\operatorname{McF}(\tau)$.
(a) Small values of $\tau$. In the regular case, $X(+,+) \sim P_{1}$ (by (1-2.1)) and so the second term in ( $5 \cdot 6 \cdot 1$ ) is, by ( $3 \cdot 2 \cdot 6$ ),

$$
-X(+,+) * P_{1}(\tau) \sim-\frac{C_{2} C_{4}}{6 C_{1}^{2}} \int_{0}^{\tau} \tau^{\prime 4}\left(\tau-\tau^{\prime}\right) \mathrm{d} \tau^{\prime}=\frac{-1}{180} \frac{C_{2} C_{4}}{C_{1}^{2}} \tau^{6} .
$$

But we saw that $X(+,-)$, or $P_{0}^{(1)}$ is correct to order $\tau^{7}$, so that the major part of the error is in fact due to the second term. This corresponds to the fact that for small intervals at least the assumption of independence is invalid (Palmer 1956).

In the singular case the second term is zero at the origin and so

$$
\operatorname{McF}(\tau)=X(+,-)=1 \cdot 218 \alpha
$$

The error is therefore the same as in $P_{0}^{(1)}$ (see equation ( $5 \cdot 1 \cdot 4$ )).
(b) Large values of $\tau$. Since $X(+,-)$ and $X(+,+)$ both become equal to $W(+)$ at infinity. The solution to the limiting equation
is

$$
\begin{gathered}
F(\tau) \div W(+)-W(+) \int_{0}^{\tau} F\left(\tau-\tau^{\prime}\right) \mathrm{d} \tau^{\prime} \\
F(\tau) \div W(+) \mathrm{e}^{-W(+) \tau}
\end{gathered}
$$

a negative exponential. Hence we expect $\operatorname{McF}(\tau)$ to tend to zero exponentially at infinity. The results of $\S \S 5 \cdot 1$ and $5 \cdot 6$ are summarized in table 1 .

Table 1. Comparison of different approximations to $P_{0}(\tau)$

| approximation | error for small $\tau$ |  |  |
| :---: | :---: | :---: | :---: |
|  | regular case | singular case | error for large $\boldsymbol{T}$ |
| $P_{\gamma}{ }^{11}=\mathrm{MC}-0$ | $\frac{1}{280} \frac{C_{4}}{C_{1}} \tau^{e}$ | $0.062 \alpha$ | $W(+)$ |
| $P_{0}^{17}$ | $-\frac{8}{21 \cdot(11)!} \frac{C_{6}}{C_{1}} \tau^{19}$ | -0.008 | $-W(+)^{2} \tau$ |
| MC-1 | $\frac{39}{8!} \frac{C_{4}}{C_{1}} \tau^{0}$ | 0-040x | $\frac{1}{2} W(+)$ |
| $p_{3}=F$ | $-\frac{1}{6} \frac{C_{3}}{C_{1}} \tau^{4}$ | $-0.155 \alpha$ | 0 (1) |
| $p_{4}$ | $-\frac{7}{81} \frac{C_{3}}{C_{1}} \tau^{4}$ | -0.097 $\alpha$ | $o$ (1) |
| $P_{5}$ | $-\frac{5}{96} \frac{C_{3}}{C_{1}} \tau^{4}$ | -0-067 | $o(1)$ |
| $\boldsymbol{p}^{*}$ | $\frac{1}{4} \frac{C_{2}}{\bar{C}_{1}} \tau$ | 0.345 $\alpha$ | 0 (1) |
| $\boldsymbol{\beta}^{*}$ | $\frac{1}{9} \frac{C_{2}}{C_{1}} T$ | 0.200a | 0 (1) |
| $p_{5}^{*}$ | $\frac{1}{16} \frac{C_{2}}{C_{1}} r$ | 0-135 | 0 (1) |
| McF | $-\frac{1}{180} \frac{C_{2} C_{4}}{C_{2}^{2}} r$ | 0-062 $\alpha$ | -(1) |

5.7. The narrow-band approximation

Let $E(\sigma)$ denote the spectral density of $f(t)$, related to $\psi(t)$ by the equations

$$
\begin{aligned}
& E(\sigma)=\frac{2}{\pi} \int_{0}^{\infty} \psi(t) \cos \sigma t \mathrm{~d} t, \\
& \psi(t)=\int_{0}^{\infty} E(\sigma) \cos \sigma t \mathrm{~d} \sigma .
\end{aligned}
$$

The mean frequency of the spectrum is defined as $\bar{\sigma}=m_{\mathrm{I}} / m_{0}$, where

$$
m_{r}=\int_{0}^{\infty} E(\sigma) \sigma^{r} \mathrm{~d} \sigma
$$

is the $r$ th moment of the spectrum. It is convenient to write also

$$
\mu_{r}=\int_{0}^{\Phi} E(\sigma)\langle\sigma-\bar{\sigma})^{r} \mathrm{~d} \sigma .
$$
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The spectrum is said to be narrow if

$$
\frac{\mu_{2}}{\bar{\sigma}^{2} \mu_{0}}=\delta^{2} \ll 1
$$

and it can be shown (I) that in that case $\psi(t)$ has the form

$$
\psi(t)=A(t) \cos \bar{\sigma} t+O(\delta \bar{\delta} t)^{3},
$$

where $A(t)$ is a slowly varying function of $t$

$$
A(t)=\mu_{0}-\frac{1}{2} \mu_{2} t^{2}=\psi_{0}\left(1-\frac{1}{2} \delta^{2} \bar{\sigma}^{2} t^{2}\right) .
$$

Under these conditions one expects $f(t)$ to have the form of a sine wave of almost constant frequency $\delta$ and slowly varying amplitude, so that the greater part of the distribution $P_{0}(\tau)$ lies within the neighbourhood of $\tau_{0}=\pi / \bar{\sigma}$. In fact the approximation $F(\tau)$ of equation (54-2) reduces to

$$
F(\tau) \doteqdot \frac{1}{2 \delta \tau_{0}\left[1+\left(\tau-\tau_{0}\right)^{2} /\left(\delta \tau_{0}\right)^{2}\right]^{1}}
$$

provided $\left(\tau-\tau_{0}\right)$ is comparable with $\delta \tau_{0}$. It can be shown that all the other approximations discussed in this paper have the same limiting form as $\delta \rightarrow 0$. This approximation will be called the narrow-band approximation and will be denoted by $\mathrm{NB}(\tau)$. It has the following properties:
(1) It is symmetrical about the mean point $\tau=\tau_{0}$.
(2) For large values of $\left(\tau-\tau_{0}\right)$ it is of order $\left|\tau-\tau_{0}\right|^{-3}$, and so has no second moment.
(3) The maximum probability density is

$$
\mathrm{NB}\left(\tau_{0}\right)=\frac{1}{2 \delta \tau_{0}} .
$$

(4) The width of the curve where it reaches half its maximum height is given by

$$
2 \times\left(2^{4}-1\right)^{ \pm} \delta \tau_{0}=1.533 \delta \tau_{0} .
$$

(5) The cumulative distribution function is

$$
\int_{-\infty}^{\tau} \mathrm{NB}(r) \mathrm{dr}=\frac{\left(\tau-\tau_{0}\right) /\left(\delta \tau_{0}\right)}{2\left[1+\left(\tau-\tau_{0}\right)^{2} /\left(\delta \tau_{0}\right)^{2}\right]^{1}}+\frac{1}{2} .
$$

(6) Hence the quartiles are given by

$$
\begin{gathered}
\frac{\tau-\tau_{0}}{\delta \tau_{0}}=\frac{1}{\sqrt{3}}=0.5774 \\
1.155 \delta \tau_{0} .
\end{gathered}
$$

and the interquartile range is

### 5.8. Numerical computations

In this last section, the various approximations to $P_{0}(\tau)$ described in $\S \S 5.1$ to 5.7 are compared by numerical computation over values of $\tau$ not necessarily very small or very large. Where possible, the results are compared with those obtained experimentally by analogue methods (Favreau et al. 1956; Blōtekjaer 1958).

Only these approximations are shown which are the highest of their type at present available. For example, MC-0 is not shown if MC-1 is available, and $p_{3}, p_{4}$ are not shown if $p_{5}$ is available.

Figures 3 to 7 show the approximations $p_{5}, p_{5}^{*}, P_{0}^{(2)}, \mathrm{McF}$ and MC-0 (or MC-1) for spectra of the form

$$
E(\sigma)=\sigma^{2 n} /\left(1+\sigma^{2}\right)^{m}
$$

(see table 2). In two cases (figures 3 and 6) the spectra are $O\left(\sigma^{-4}\right)$ at infinity so that $\psi$ has the singularity discussed in § 4 . Figure 3 corresponds to the case discussed in § $4 \cdot 6$, where it was shown that $P_{0}(\tau)$ is not a negative exponential, as the observations might suggest.

The experimental results of Favreau et al. are indicated in figure 3 by the plotted points (the vertical lines indicate the estimated uncertainty of the observations); in figures 4 to 7 the experimental values (Favreau et al.) are shown by broken curves.

The curves which form lower and upper bounds of $P_{0}$-namely $P_{0}^{(2)}$ and MC-0 or MC-1are drawn rather more heavily than the others. From figures 3,6 and 7 it will be seen that at small values of $\tau$ the experimental points lie considerably below the theoretical lower bound. This implies that in some other parts of the curve the experimental points must be too high, since the total area under each curve must be unity.

## Table 2

| figure | $E(\sigma)$ | $\psi(t)$ |
| :---: | :---: | :---: |
| 3 | $\left(1+\sigma^{2}\right)^{-2}$ | $e^{-\|t\|}(1+\|t\|)$ |
| 4 | $\left(1+\sigma^{2}\right)^{-3}$ | $e^{-1 t}\left(1+\|t\|+\frac{1}{3} t^{2}\right)$ |
| 5 | $\left(1+\sigma^{2}\right)^{-5}$ | $\mathrm{e}^{-\|t\|}\left(1+\|t\|+\frac{8}{7} t^{2}+\frac{1}{12}\|t\|^{3}+\frac{1}{108} t^{4}\right)$ |
| 6 | $\sigma^{1}\left(1+\sigma^{2}\right)^{-1}$ | $e^{-1 t t}\left(1+\|t\|-2 t^{2}+t \mid t t^{3}\right)$ |
| 7 | $\sigma^{4}\left(1+\sigma^{2}\right)^{-5}$ | $e^{-\|t\|}\left(1+\|t\|-\frac{1}{6} t^{2}-\frac{1}{4}\| \|^{3}+\frac{1}{6} t^{4}\right)$ |

Nevertheless, there is substantial agreement between the experimental points and the three approximations $p_{5}^{*}, p_{0}^{22}$ and McF. For all except small values of $r$ the agreement with $p_{5}$ is less good than with $p_{5}^{*}$.

Figure 8 shows a similar study in the case of the Butterworth spectrum

$$
E(\sigma)=1 /\left(1+\sigma^{14}\right)
$$

which has a fairly sharp cut-off at about $\sigma=1$. The plotted points are those of Favreau et al. (1956). Evidently the agreement between the observations and the theoretical curves $p_{5}^{*}, P_{0}^{(2)}$ and McF is quite close. In the range $6<\tau<8$, where $P_{0}^{(2)}$ is the uppermost of the three curves $P_{0}^{(2)}$ must also be the closest approximation, since it is a lower bound.

For the low-pass spectrum

$$
E(\sigma)= \begin{cases}1 & (0<\sigma<1), \\ 0 & (1<\sigma<\infty),\end{cases}
$$

the best experimental results available appear to be those of Blôtekjaer (1958), which are represented by the broken curve ( $B$ ) in figure 9 . It will be seen that the agreement with McF is fairly good, with $p_{5}^{*}$ somewhat better, and with $P_{0}^{(2)}$ very close indeed, as far as $\tau=14$.

For the band-pass spectrum

$$
E(\sigma)= \begin{cases}0 & \left(0<\sigma<\sigma_{1}\right) \\ 1 & \left(\sigma_{1}<\sigma<1\right), \\ 0 & (1<\sigma<\infty),\end{cases}
$$
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$P_{0}^{(2)}$ can be expected to be an even closer approximation than that for the low-pass spectrum, since some of the low frequencies will have been eliminated. Accordingly $P_{0}^{(2)}$ has been plotted in figure 10 for $\sigma_{1}=0, \frac{1}{2}$, $\frac{3}{2}$ and $\frac{7}{5}$. It will be seen that as $\sigma_{1}$ approaches 1 and the spectrum becomes narrower so the distribution also becomes narrower and the height of


Figure 10. Computed values of $P_{0}(\tau)$ for a band-pass spectrum (low and high cut-offs at $\sigma_{1}$ and 1 , respectively).
the maximum probability density is increased. The position and height of the maximum, and the width of the curve at half the maximum height are shown by the full curves (a), (b) and (c) in figure 11. (For ploting these curves the distributions $P_{0}^{21}$ for $\sigma_{1}=0 \cdot 1,0 \cdot 2$, $0.3,0.4$ and 0.6 were also computed.)
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A comparison may be made with the narrow-band approximation of §5.7, which gives for the abscissa of the maximum

$$
\tau_{0}=2 \pi\left(1+\sigma_{1}\right)^{-1}
$$

and for the height and width of the distribution $\left(2 \delta \tau_{0}\right)^{-1}$ and $1-533 \delta \tau_{0}$ respectively, where

$$
\delta \tau_{0}=\frac{2 \pi}{\sqrt{3}} \frac{1-\sigma_{1}}{\left(1+\sigma_{1}\right)^{2}} .
$$

These values are represented by the broken curves in figure 11. It will be seen that for $\sigma_{1}>\frac{1}{2}$ the narrow band approximation agrees well with $P_{0}^{(2)}$ but there are noticeable divergences when $\sigma_{1}<\frac{1}{1}$.


Frgure 11. Characteristics of the distribution of intervals in a band-pass spectrum. (a) Abscissa of maximum; (b) ordinate of maximum; (c) width of distribution at half the maximum height. The full curves represent $P_{8}^{(s)}$; the broken curves the narrow-band approximation. Plotted points correspond to experimental curves of Blotekjaer (1958).

In the same figure some experimental results due to Blotekjaer (1958) have been inserted. As one would expect, they agree with $P_{0}^{(2)}$ rather than with NB. In particular one may note the slight negative trend in curve ( $a$ ) as $\sigma_{1}$ approaches zero.

The author is indebted to S. O. Rice, D. S. Palmer and J. A. McFadden for stimulating correspondence, and to the latter especially for useful comments. A reference to the work of M. L. Mehta was provided by F. J. Dyson. The computations on $p_{r}$ and $p_{r}^{*}$ were carried
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out by Miss D. B. Catton on the DEUCE at the Royal Aircraft Establishment, Farnborough; the computations on $P_{0}^{(2)}$ were carried out at the Mathematical Laboratory, Cambridge, by Mrs M. O. Mutch and Mr P. F. Swinnerton-Dyer.
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## CHAPTER 4

# Bounding Approximations to the Distribution of Intervals between Zeros of a Stationary Gaussian Process 

M. S. Longuet-Higgins, National Institute of

Oceanography, Wormley, England
Appendix, F. J. Dyson, Institute for Advanced Study, Princeton

## ABSTRACT

Let $P(\tau)$ denote the probability density of zero-crossing intervals in a stationary gaussian process. This chapter discusses a rapidly convergent sequence of approximations which form successively upper and lower bounds to $P(\tau)$. Particular attention is paid to processes whose covariance $\psi(t)$ has the form $\left.\psi(t)=a-b t^{2}+c \mid t^{3}\right\}+\cdots$ for small $t$. Close bounds are obtained on the initial value $P(0)$. It is shown that

$$
1.155,6 \alpha<P(0)<1.158,0 \alpha
$$

where $\alpha=c / 2 b$. Similar bounds are obtained for the related quantities $P_{m}(\tau)$ and $p(n, \tau)$. An alternative approach to the evaluation of $P_{m}(0)$ is described in Appendix 2 by F. J. Dyson.

## 1. INTRODUCTION

Let $f(t)$ denote a continuous, stationary, gaussian random function of a continuous parameter $t$. It is supposed that $f(t)$ is ergodic and has the mean value zero. The covariance function

$$
\psi\left(t^{\prime}\right)=\overline{f(t) f\left(t+t^{\prime}\right)}
$$

is known, or, equivalently, the spectral density

$$
E(\sigma)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \psi(t) \cos \sigma t d t
$$

A classical problem [1] is to find the probability density $P(\tau)$ of the intervals $\tau$ between successive zeros of $f(t)$. The solution is required both as a function of $\tau$ and as a functional of the covariance $\psi(t)^{*}$.

[^32]A recent bibliography on this and related problems will be found in reference [2]. It appears that no exact solution to the general problem is known, though a number of approximations have been suggested. Rice [1] evaluated the probability density (p.d.) $W\left(+\right.$ ) of a single zero at $t_{1}$ :

$$
\begin{equation*}
W(+)=\frac{1}{2 \pi}\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right)^{3 / 2} \tag{1}
\end{equation*}
$$

which gives the expected number of zeros per unit time:

$$
N=2 W(+)=\frac{1}{\pi}\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right)^{3 / 2},
$$

hence the mean value of the distribution of $\tau$

$$
\int_{0}^{\infty} \tau P(\tau) d \tau=\frac{1}{N}=\pi\left(\frac{\psi_{0}}{-\psi_{0}^{\prime \prime}}\right)^{3 / 2} .
$$

Rice also evaluated the joint p.d. $W(+,-)$ of an up-crossing at $t_{1}$ and a down-crossing at $t_{2}$ and suggested the approximation

$$
\begin{equation*}
\frac{W(+,-)}{W(+)} \div P(\tau), \quad \tau=t_{2}-t_{1} \tag{2}
\end{equation*}
$$

The expression on the left represents the p.d. of a down-crossing at $t_{2}$, given an up-crossing at $t_{1}$, regardless of any zero-crossings between. It therefore includes the probability of $f(t)$ becoming negative at some intermediate points, so that strictly (2) represents an upper bound to $P(T)$.

As a closer approximation, Rice suggested including the condition that $f(t)$ be positive at some intermediate point, say $t=t_{1}+\frac{1}{2} \tau$. The expressions involved are then threefold normal integrals which can be evaluated in finite terms. The conditions that $f(t)$ be positive at other points may be added, introducing integrals of higher order. Some computations have been carried out by Ehrenfeld et al. [3], who denote by MC-n the probability density $W(+,-) / W(+)$ with $n$ conditioned points added. Thus Rice's approximation is MC-0. Since there is the possibility of $f(t)$ becoming negative between the conditioned points, $M C-n$ is always an upper bound to $P(\tau)$.

Other approximations to $P(\tau)$ have been proposed in [3], [4] and [5], but none of these constitutes a strict upper or lower bound.

However, recently [6] a sequence of approximations was suggested, which form successive upper and lower bounds to $P(\tau) ;(2)$ is the first of this sequence. Moreover, the second approximation, which is a lower bound, may be computed without difficulty. It was shown that if $\psi(t)$ is a regular function at $t=0$ then the second approximation is correct to a very high order in powers of $\tau$. The second approximation also yields a positive lower bound to $P(0)$ in the singular case in which $\psi^{\prime \prime \prime}(t)$ has a finite discontinuity at $t=0$.

The purpose of this chapter is to give a simplifed account of the results in reference [6] (with detailed proofs omitted) and to obtain closer limits on the values of $P(0)$ in the singular case. An alternative and closely related approach to the same problem is discussed in Appendix 2 by F. J. Dyson.

## 2. THE SEQUENCE $\boldsymbol{P}_{0}^{(N)}$

Imagine the zeros of a particular function $f(t)$, numbered in order of increasing $t$, and let
$P_{m}(\tau)=$ p.d. of the interval between the $i$ th and $(i+m+1)$ th zeros.
Thus $P_{0}(\tau)$ is the probability density of the interval between successive zeros of $f(t)$, that is, $P_{0}(\tau)=P(\tau)$. Further, if $t_{1}<t_{2}<\cdots<t_{n}$ are any $n$ points and $S$ is any sequence of $n$ signs, + or - , we denote by $W(S) d t_{1} \cdots$ $d t_{n}$ the probability of zero-crossings in the intervals $\left(t_{1}, t_{1}+d t_{1}\right), \cdots,\left(t_{n}\right.$, $t_{n}+d t_{n}$ ) with gradients specified by $S$; that is,

$$
W(S)=\text { p.d. of zero-crossings at } t_{1}, \cdots, t_{n} \text {, with signs } S .
$$

The following relations were stated by McFadden [4]: if $\tau=\left(t_{2}-t_{1}\right)$,

$$
\begin{align*}
& \frac{W(+,-)}{W(+)}=P_{0}+P_{2}+P_{4}+\cdots  \tag{3}\\
& \frac{W(+,+)}{W(+)}=P_{1}+P_{3}+P_{5}+\cdots
\end{align*}
$$

The interpretation of the first equation, for example, is simple: $\boldsymbol{t}_{\mathbf{2}}$ is either the first zero after $t_{1}$ or the third or the fifth, and so on. These mutually exclusive possibilities are represented by the individual terms in the series.

In [6] these relations were generalized as follows: let $S$ denote any sequence of + or - signs and let

$$
\begin{equation*}
X(S)=\int_{i_{1}<t_{1} \cdots<l_{n}} \cdots \int_{W(S)}^{W(+)} d t_{2} \cdots d t_{n-1} \tag{4}
\end{equation*}
$$

so that, for example, $X(+,-)=W(+,-) / W(+)$. Then it may be shown that

$$
\begin{equation*}
X(S)=\sum_{r=0}^{\infty}\binom{n-2+r}{n-2} P_{2 n-3-s+2 r}, \quad \tau=t_{n}-t_{1} \tag{5}
\end{equation*}
$$

where $s$ denotes the number of times that the sequence $S$ changes sign. Equations (3) are the special cases $n=2$ and $s=1,0$. Since $X(S)$ depends on the sequence $S$ only through $n$ and $s$, it may be written in a shorter form: $X(S)=$ $X_{n, s}$.

Since $X_{n, 8}$ can be evaluated, at least in principle, (5) may be regarded as a set of simultaneous equations for the $P_{m}$. These are not all independent, for by a property of the binomial coefficients there follows the identity

$$
\begin{equation*}
X_{n, \mathrm{~s}+2}-X_{n, \mathrm{~s}}=X_{n-1, \mathrm{c}} . \tag{6}
\end{equation*}
$$

Thus it will be seen that $X_{n, 0}$ and $X_{n, 1}(n=2,3, \ldots)$ form a complete set on which all the other $X_{n, s}$ depend.

Equations (5) can now be solved for the $P_{m}$ :

$$
\begin{align*}
& P_{0}=X_{2,1}-X_{3,1}+X_{4,1}-\cdots  \tag{7}\\
& P_{1}=X_{2,0}-X_{3,0}+X_{4,0}-\ldots \tag{8}
\end{align*}
$$

and, in general,

$$
\begin{align*}
P_{2 r} & =\sum_{i=0}^{\infty}(-1)^{i}\binom{r+i}{i} X_{r+2+i, 1}  \tag{9}\\
P_{2 r+1} & =\sum_{i=0}^{\infty}(-1)^{i}\binom{r+i}{i} X_{r+2+i, 0}
\end{align*}
$$

These series have the convenient property that the remainder after $n$ terms has the same sign as the first term neglected. For example,

$$
\begin{equation*}
P_{0}=X_{2,1}-X_{3,1}+\cdots+(-1)^{N+1} X_{N+1,1}+R^{(N)} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
R^{(N)}=(-1)^{N}\left[P_{2 N}+\binom{N}{1} P_{2 N+2}+\binom{N+1}{2} P_{2 N+4}+\cdots\right] \tag{11}
\end{equation*}
$$

Since the $P_{m}$ are all nonnegative, $R^{(N)}$ has the same sign as $(-1)^{N}$. Hence the partial sum

$$
\begin{equation*}
P_{0}^{(N)}=X_{2,1}-X_{3,1}+X_{4,1}-\cdots(-1)^{N+1} X_{N+1,1} \tag{12}
\end{equation*}
$$

is an upper or lower bound to $P_{0}$ according as $N$ is odd or even.
It will be noted also that the first term in the remainder $R^{(N)}$ is $(-1)^{N} P_{2 N}$. In a somewhat similar series stated by Rice [1], namely,

$$
\begin{equation*}
P_{0}=Y_{2}-Y_{3}+Y_{4}-\cdots, \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{n}=\frac{1}{(n-2)!} \int_{t_{1}}^{t_{n}} \cdots \int_{t_{1}}^{t_{n}} \frac{W( \pm, \cdots \pm)}{W( \pm)} d t_{2} \cdots d t_{n-1} \tag{14}
\end{equation*}
$$

and $W( \pm, \cdots \pm)$ is the p.d. of zero-crossings at $t_{1}, \cdots t_{n}$ regardless of sign, the remainder after $N$ terms is of order $P_{N}$. Hence the series (7) converges more rapidly than the series (13).*

[^33]
## 3. EXPLICIT FORMULAS FOR $P_{0}^{(1)}$ AND $\boldsymbol{P}_{0}^{(2)}$

As is well known [1], $W(S)$ may be expressed in the form

$$
\begin{equation*}
W(S)=\int_{0}^{ \pm \cdots} \cdots \int_{0}^{ \pm \infty} p\left(0, \cdots ; \eta_{1}, \cdots \eta_{n}\right)\left|\eta_{1} \cdots \eta_{n}\right| d \eta_{1} \cdots d \eta_{n} \tag{15}
\end{equation*}
$$

where $\xi_{i}=f\left(t_{i}\right), \eta_{i}=f^{\prime}\left(t_{i}\right)$ and $p\left(\xi_{1}, \cdots \xi_{n} ; \eta_{1}, \cdots \eta_{n}\right)$ is the joint p.d. of the $\xi_{i}$ and $\eta_{i}$. Hence for Gaussian processes

$$
W(S)=\int_{0}^{ \pm \infty} \cdots \int_{0}^{ \pm=\frac{1}{(2 \pi)^{n} \Delta^{3 / 2}} \exp \left[-\frac{1}{2} \sum_{i, j=1}^{n} L_{n+i, n+j} \eta_{i} \eta_{j}\right]} \begin{align*}
& \left|\eta_{1} \cdots \eta_{n}\right| d \eta_{1} \cdots d \eta_{n} \tag{16}
\end{align*}
$$

where $L_{i j}$ and $\Delta$ depend on the covariance function $\psi(t)$. Thus $W(S)$ is expressed as an $n$-fold normal integral, which can be evaluated explicitly in terms of known functions when $n \leqslant 3$. When $n>3$, the integrals involve the functions of Schlaefli and Lobatchevsky, which are known only for certain values of the arguments.

When $n=1,2,3$, the explicit expressions for $W(S)$ are as follows ([6], Section 2). Let $\psi_{i j}$ denote $\psi\left(l_{i}-t_{j}\right)$ and let

$$
\begin{gathered}
D=\left|\begin{array}{ccc}
\psi_{1 L} & \cdots & \psi_{1 n} \\
\vdots & & \vdots \\
\vdots & & \dot{c} \\
\psi_{n 1} & & \psi_{n n}
\end{array}\right| \\
\mu_{r s}=\left|\begin{array}{cccc}
\psi_{11} & \cdots & \psi_{1 n} & \psi_{1 i}^{\prime} \\
\cdot & & \vdots & \vdots \\
\cdot & & \vdots & \vdots \\
\psi_{n 1} & \cdots & \psi_{n n} & \psi_{n ;}^{\prime} \\
-\psi_{r 1}^{\prime} & \cdots & -\psi_{r n}^{\prime} & -\psi_{r s}^{\prime \prime}
\end{array}\right| \div D .
\end{gathered}
$$

Also let

$$
\nu_{r s}=\frac{\mu_{r s}}{\left(\mu_{r}, \mu_{s d}\right)^{3 / 2}}
$$

Then, when $n=1$, we have

$$
\begin{equation*}
W(+)=\frac{\mu_{11}^{3 / 4}}{2 \pi D^{3 / 2}}=\frac{1}{2 \pi}\left(\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right)^{3 / 2} . \tag{17}
\end{equation*}
$$

When $n=2$,

$$
\begin{align*}
& W(+,+)=\frac{\left(\mu_{11} \mu_{22}\right)^{1 / 2}}{4 \pi^{2} D^{3 / 2}}\left[\left(1-\nu_{12}^{2}\right)^{3 / 4}+\nu_{12} \cos ^{-1}\left(-\nu_{12}\right)\right] \\
& W(+,-)=\frac{\left(\mu_{11} \mu_{22}\right)^{3 / 4}}{4 \pi^{2} D^{1 / 4}}\left[\left(1-\nu_{12}^{2}\right)^{3 / 4}-\nu_{12} \cos ^{-1}\left(\nu_{12}\right)\right] \tag{18}
\end{align*}
$$

the angles being chosen to be between 0 and $\pi$. When $n=3$, we find

$$
\begin{align*}
& W(+,+,+)=\frac{\left(\mu_{11} \mu_{22} \mu_{33}\right)^{1 / 2}}{8 \pi^{3} D^{1 / 2}}\left[\left|\left(\nu_{i j}\right)\right|^{1 / 2}+\left(\alpha_{1} s_{1}+\alpha_{2} s_{2}+\alpha_{3} s_{3}\right)\right] \\
& W(+,-,+)=\frac{\left(\mu_{11} \mu_{22} \mu_{33}\right)^{1 / 2}}{8 \pi^{2} D^{3 /}}\left[\left|\left(\nu_{i j}\right)\right|^{1 / 2}+\alpha_{1}\left(s_{1}-\pi\right)+\alpha_{2} s_{2}+\alpha_{3}\left(s_{3}-\pi\right)\right] \tag{19}
\end{align*}
$$

$W(+,-,-)=\frac{\left(\mu_{11} \mu_{22} \mu_{33}\right)^{1 / 4}}{8 \pi^{3} D^{3 /}}\left[\left|\left(\nu_{i j}\right)\right|^{3 / 2}+\alpha_{2} s_{1}+\alpha_{2}\left(s_{2}-\pi\right)+\alpha_{3}\left(s_{3}-\pi\right)\right]$,
where

$$
\begin{align*}
\alpha_{1} & =\nu_{31} \nu_{12}+\nu_{23} \\
s_{1} & =\cos ^{-1} \frac{\nu_{31} \nu_{12}-\nu_{23}}{\left(1-\nu_{31}^{2}\right)^{3 / 2}\left(1-\nu_{23}^{2}\right)^{32^{2}}} \tag{20}
\end{align*}
$$

$\alpha_{2}, \alpha_{3}$, etc., being obtained by cyclic permutation of the indices.
Hence the approximations

$$
\begin{align*}
& P_{0}^{(1)}=X_{2,1}=\frac{W(+,-)}{W(+)}  \tag{21}\\
& n_{0}^{n}(2)=X_{2,1}-X_{3,1}=\frac{W(+,-)}{W(+)}-\int_{4}^{t_{3}} \frac{W(+,-,-)}{W(+)} d t_{2}
\end{align*}
$$

may be computed without difficulty. Figure 1 shows the results for the lowpass spectrum

$$
E(\sigma)=\left(\begin{array}{ll}
1, & \sigma<1  \tag{22}\\
0, & \sigma>1
\end{array}\right)
$$

when

$$
\psi(t)=\frac{\sin t}{t}
$$

It will be seen that $P_{0}^{(2)}$ lies quite close to the experimental curve of Blōtekjaer [7], as far as $\tau=14$, when it leaves the curve and goes negative. In Figure 2 are shown some computations of $P_{0}^{(2)}$ for the bandpass spectrum

$$
E(\sigma)=\left(\begin{array}{cc}
1, & \sigma_{1}<\sigma<1  \tag{23}\\
0, & \text { otherwise }
\end{array}\right) .
$$

The abscissa and ordinate of the peak, as well as the width of the distribution at half the peak height, are shown in Figure 3 (solid curves) compared with experimental data of Blōtekjaer [7]. The broken curves represent characteristics of a narrow-band approximation due to Rice [1]. It appears that this approximation is very good for $\sigma_{1}>\frac{1}{2}$ (less than one octave bandwidth), tolerable for $\frac{1}{4}<\sigma_{1}<\frac{1}{2}$ (one to two octaves), and poor at bandwidths greater


Figure 2. Computed curves of $P_{0}^{(2)}(r)$ for bandpass spectra (23).
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Figure 3. Characteristics of the curves of Figure 2, compared with observation: (a) abscissa of peak, (b) ordinate of peak, (c) width of distribution at balf the peak height. Plotted points correspond to the observations of BIãtekjaer [7]. Braken curves correspond to the narrow-band approximation of Rice [1].
than two octaves. Computation of $P_{0}^{(2)}$ for several other spectra are shown in [6].

## 4. BEHAVIOR NEAR THE ORIGIN

It is interesting to examine the behavior of $P_{0}(\tau)$ and $P_{0}^{(N)}(\tau)$ for small values of the interval $\tau$. Here the behavior depends on the character of the covariance function $\psi(t)$ at the origin. Suppose first that $\psi(t)$ is a regular function at $t=0$ :

$$
\begin{equation*}
\psi(t)=\psi_{0}+\frac{1}{2!} \psi_{0}^{\prime \prime} t^{2}+\frac{1}{4!} \psi_{0}^{(4)} t^{4}+\cdots ; \tag{24}
\end{equation*}
$$

it can be shown [6] that as $\left(i_{n}-t_{1}\right) \rightarrow 0$

$$
\begin{equation*}
W\left(+,-, \cdots(-)^{n-1}\right) \sim C_{n} \prod_{i<j}\left(t_{j}-t_{i}\right) \tag{25}
\end{equation*}
$$

where $C_{n}$ is a constant (independent of the $t_{i}$ ):

$$
C_{n}=\frac{1!2!\cdots(n-1)!}{2 \pi^{(n+1) / 2}(n!)^{n}}\left(\frac{n-1}{2}\right)!\left(\frac{D_{n+1}^{n}}{D_{n}^{n+1}}\right)^{3 /}
$$

with

$$
D_{m}=(-1)^{(1 / 2) m(m-1)}\left|\begin{array}{cccc}
\psi_{0}^{\prime} & \psi_{0}^{\prime} & \cdots & \psi_{0}^{(m-1)} \\
\psi_{0}^{\prime} & \psi_{0}^{\prime \prime} & \cdots & \psi_{0}^{(m)} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\psi_{0}^{(m-1)} & \psi_{0}^{(m)} & \cdots & \psi_{0}^{(2 m-2)}
\end{array}\right|
$$

By substituting in (4) and performing the integration, we find

$$
X_{n, n-1}=\frac{[1!2!3!\cdots(n-1)!]^{2}}{1!3!5!\cdots(2 n-1)!} \frac{C_{n}}{C_{1}} \frac{d^{2}}{d \tau^{2}} \tau^{n(n+1) / 2}
$$

which is of order $\tau^{(1 / 2) n(n+1)-2}$. Now by setting $s=n-1$ in (5) we have

$$
\begin{equation*}
X_{n, n-1}=\sum_{r=0}^{\infty}\binom{n-2+r}{r} P_{n-2+2 r} \tag{26}
\end{equation*}
$$

of which the solution is

$$
\begin{equation*}
P_{m}=\sum_{i=0}^{\infty}(-1)^{i} \frac{(m+1)(m+2 i)!}{i!(m+i+1)!} X_{m+2+2 i, m+1+2 i} \tag{27}
\end{equation*}
$$

The first term in this series is $X_{m+2, m+1}$. Hence

$$
\begin{equation*}
P_{m} \sim X_{m+2, m+1}=0\left(\tau^{(3 k)(m+2)(m+3)-2}\right) \tag{28}
\end{equation*}
$$
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$$
\begin{align*}
& P_{0}=0(\tau) \\
& P_{2}=0\left(\tau^{8}\right)  \tag{29}\\
& P_{4}=0\left(\tau^{18}\right) .
\end{align*}
$$

Since $P_{0}(\tau) \rightarrow 0$ as $\boldsymbol{\tau} \rightarrow 0$, neighboring zeros of $f(t)$ are strongly repelled. Further, the error in the approximation $P_{0}^{(1)}$, which is of order $-P_{2}(\tau)$, is $0\left(\tau^{8}\right)$. Thus $P_{0}^{(1)}$ is correct to order $\tau^{7}$ at the origin. Similarly $P_{\mathrm{i}}^{(2)}$ is correct to order $r^{18}$.

A quite different behavior is seen in the case in which $\psi(t)$, instead of being regular at $t=0$, has the expansion

$$
\begin{equation*}
\left.\psi(t)=\psi_{0}+\frac{1}{2} \psi_{0}^{\prime \prime} t^{2}+\frac{1}{6} \psi_{0+}^{\prime \prime \prime} \right\rvert\, t^{3}+\cdots \tag{30}
\end{equation*}
$$

In other words $\psi^{\prime \prime \prime}(t)$ has a finite discontinuity at the origin. Such a singularity arises wherever the spectral density $E(\sigma)$ is of order $\sigma^{-4}$ at high frequencies, for example, in the case

$$
\begin{align*}
& E(\sigma)=\frac{1}{\left(1+\sigma^{2}\right)^{2}}  \tag{31}\\
& \psi(t) \alpha(1-|t|) e^{-|t|}
\end{align*}
$$

It is shown then in [6] that for all $n \geqslant 2$ as $\tau \rightarrow 0$

$$
\begin{equation*}
W(S) \sim \frac{F_{n}}{\left(t_{3}-t_{1}\right)\left(t_{4}-t_{2}\right) \cdots\left(t_{n}-t_{n-2}\right)} \cdot \frac{\psi_{0+}^{\prime \prime \prime}}{\left(-\psi_{0}^{\prime \prime}\right)^{\prime \prime}} \tag{32}
\end{equation*}
$$

where $F_{n}$ is a function only of the ratios $\left(t_{2}-t_{1}\right):\left(t_{3}-t_{2}\right): \cdots:\left(t_{n}-t_{n-1}\right)$ and of $n$ and lies moreover between two positive bounds that depend only on $n$. When $n=1, W(-+)$ is given by (19) as before. By substitution in (4) it follows that

$$
\begin{equation*}
X_{n, 4}=X(S) \sim K_{n, \iota} \alpha \tag{33}
\end{equation*}
$$

where $K_{n, 2}$ is a constant depending only on $n, s_{1}$ and where we write for convenience

$$
\begin{equation*}
\boldsymbol{\alpha}=\frac{\psi_{0+}^{\prime \prime \prime}}{-6 \psi_{0}^{\prime \prime}} \tag{34}
\end{equation*}
$$

So from the series (8)

$$
P_{m}(\tau) \sim K_{m} \alpha
$$

where $K_{m}$ is a pure constant depending only on $m$. Since $K_{m}$ is positive in general, $P_{m}(\tau)$ tends to a positive value $P_{m}(0)$. Thus, in contrast to the preceding case, the zeros of $f(t)$ are no longer so strongly repelled.

A heuristic explanation of the behavior of $P(r)$ in the two cases may be given as follows:

Let $p(n, r)$ denote the probability of exactly $n$ zeros occurring in an arbitrary interval ( $t_{0}, t_{0}+\tau$ ) of fixed length $r$. The following general relations between
$p(n, \tau)$ and $P_{m}(\tau)$ have been proved by McFadden [4]:

$$
\begin{align*}
& p^{\prime \prime}(0, \tau)=2 W(+) P_{0} \\
& p^{\prime \prime}(1, \tau)=2 W(+)\left(P_{1}-2 P_{0}\right)  \tag{35}\\
& p^{\prime \prime}(n, \tau)=2 W(+)\left(P_{n}-2 P_{n-1}+P_{n-2}\right), \quad(n \geqslant 2)
\end{align*}
$$

where primes denote differentiation with respect to $\tau$. In the first case, in which (24) is valid, $f(t)$ is a regular function; that is, it has derivatives of all orders, except in a set of measure zero. So, if $f(t)$ is to vanish $n$ times in ( $\left.t_{0}, t_{0}+\tau\right), f^{\prime}(t)$ must vanish at least $(n-1)$ times in the same interval, $f^{\prime \prime}(t)$ must vanish at least ( $n-2$ ) times, and so on; finally $f^{(n-1)}$ must vanish at least once in the interval. Now $f^{(n)}$ exists, and so $f^{(n-1)}\left(t_{0}\right)$ must be of order $\tau, f^{(n-2)}$ must be of order $\tau^{2}$, etc., until finally $f\left(t_{0}\right)$ must be of order $\tau^{n}$, that is, $f\left(t_{0}\right), f^{\prime}\left(t_{0}\right), \cdots, f^{(n-1)}\left(t_{0}\right)$ must lie in ranges $\delta f_{,} \delta f^{\prime}, \cdots, \delta f^{(n-1)}$ of order $\tau^{n}, \tau^{n-1}, \cdots, \tau$, respectively. But the joint p.d. of $f\left(t_{0}\right), \cdots, f^{(n-1)}\left(t_{0}\right)$ exists, so that the probability of such an event is

$$
p(n, \tau)=0\left(\delta f \cdot \delta f^{\prime} \cdots \delta f^{(n-1)}\right)=0\left(\tau^{(3 / 2) n(n+1)}\right)
$$

Differentiating twice and using (35), we see that

$$
P_{n}-2 P_{n-1}+P_{n-2}=0\left(\tau^{(36) n(n+1)-2}\right), \quad(n \geqslant 2) .
$$

Since the term of lowest order is $P_{n-2}$, we have, writing $n-2=m$,

$$
\begin{equation*}
P_{m}=0\left(\tau^{(32)(m+2)(m+3)-2}\right) \tag{36}
\end{equation*}
$$

in agreement with (29).
On the other hand, when the expansion (30) applies, the second derivative of $f$ is, in this case, nonexistent almost everywhere, and the first derivative can be expected to behave like the Gaussian Markov process [8] in which $\left|f^{\prime}\left(t_{1}\right)-f^{\prime}\left(t_{2}\right)\right|$ increases like $\left|t_{1}-t_{2}\right|^{1 / 2}$ for small time differences. Now if $f(t)$ has two or more zeros in ( $\left.t_{0}, t_{0}+\tau\right), f^{\prime}(t)$ has at least one, and so $f^{\prime}\left(t_{0}\right)$ is of order $\tau^{34}$. Hence $f\left(t_{0}\right)$ is of order $\tau^{3 / 2}$. So

$$
p(n, \tau)=0\left(\delta f \cdot \delta f^{\prime}\right)=0\left(\tau^{34+3 /}\right)=0\left(\tau^{2}\right)
$$

for all $n \geqslant 2$. Substitution in (35) now gives

$$
P_{n}-2 P_{n-1}+P_{n-2}=0(1)
$$

Therefore, assuming $P_{n}, P_{n-1}$ to be of no lower order than $P_{n-2}$, we have

$$
\begin{equation*}
P_{m}=0(1), \quad m=0,1,2, \ldots \tag{37}
\end{equation*}
$$

in contrast to (36).
The argument can be extended to other types of spectrum. For example, when $E(\sigma)$ is $0\left(\sigma^{-6}\right)$ as $\sigma \rightarrow \infty$, then $\psi(l)$ has no term in $|t|^{3}$ but a term in $|t|^{5}$, and $f^{\prime \prime}(t)$ behaves like a Gaussian Markov process. Thus, when $n \geqslant 3$, $\delta f^{\prime \prime}=0\left(\tau^{3 / 2}\right), \delta f^{\prime}=0\left(\tau^{3 / 2}\right)$, and $\delta f=0\left(\tau^{5 / 2}\right)$. Hence

$$
p(n, \tau)=0\left(\tau^{35}\right), \quad n \geqslant 3
$$

75 but $p(2, \tau)=0\left(\tau^{3}\right)$, as it does when $\psi$ is regular. Therefore, from (35),

$$
\begin{align*}
P_{m}(\tau) & =0\left(\tau^{54}\right), \quad m \geqslant 1  \tag{38}\\
P_{0}(\tau) & =0(\tau) .
\end{align*}
$$

Similar results can be deduced when $E(\sigma)$ is $0\left(\sigma^{-2 r}\right)$ at infinity and $r=4,5$, etc.

## 5. BOUNDS FOR $P_{m}(0)$ IN THE SINGULAR CASE

It is interesting to obtain bounds for the value of $P_{0}(0)$ in the singular case (30) since this enables us to test the validity of conjectures on the form of $P(\tau)$.

On returning to (16) and making expansions in powers of $\left(t_{i}-t_{j}\right)$, we find that for $n \geqslant 2$

$$
\begin{equation*}
\Delta \sim \frac{1}{3^{n-1}}\left(-\psi_{0} \psi_{0}^{\prime \prime}\right)\left(\psi_{0+}^{\prime \prime \prime}\right)^{2(n-1)}\left(u_{1} u_{2} \cdots u_{n-1}\right)^{-4} \tag{39}
\end{equation*}
$$

and

$$
\left(L_{n+i, n+j}\right)=\frac{1}{\dot{\psi}_{0+}^{\prime \prime \prime}}\left(\begin{array}{ccccc}
2 u_{1} & u_{1} & 0 & \cdots & 0  \tag{40}\\
u_{1} & 2\left(u_{1}+u_{2}\right) & u_{2} & \cdots & 0 \\
0 & u_{2} & 2\left(u_{2}+u_{3}\right) & \cdots & 0 \\
. & . & . & & \dot{c} \\
\cdot & . & \cdot & & \vdots \\
\cdot & \cdot & 0 & \cdots & 2\left(u_{n-2}+u_{n-1}\right)
\end{array}\right)
$$

respectively, where

$$
u_{i}=\left(t_{i+1}-t_{i}\right)^{-1}, \quad i=1,2, \cdots n-1
$$

[see [6], equations (4.1.5) and (4.1.6)]. By substituting in (16) and writing $\eta_{i}=\left(\psi_{0+}^{\prime \prime \prime} / 2\right) y_{i}$ and $\alpha=\left(-\psi_{0}^{\prime \prime \prime} / 6 \psi_{0}^{\prime \prime}\right)$, we find

$$
\frac{W(+,+, \cdots+)}{W(+)}=(3 \alpha)\left(\frac{\sqrt{3}}{4 \pi}\right)^{n-1}\left(u_{1} u_{2} \cdots u_{n-1}\right)^{2}
$$

$$
\int_{0}^{\infty} \cdots \int_{0}^{\infty} \exp \left[-\frac{1}{2} \sum_{i=1}^{n} u_{i}\left(y_{i}^{2}+y_{i} 2_{i+1}+y_{i+1}^{2}\right)\right] y_{1} \cdots y_{n} d y_{1} \cdots d y_{n}
$$

Thus from (4)

$$
\begin{align*}
X_{n, 0}= & (3 \alpha)\left(\frac{\sqrt{3}}{4 \pi}\right)^{n-1} \int_{t_{1}<i_{1}<\cdots<i_{n}} \cdots t_{2} \cdots t_{2} \cdots d t_{n-1} \int_{0}^{\infty} \cdots \int_{0}^{\infty} d y_{1} \cdots d y_{n} \\
& \left(u_{1} \cdots u_{n-1}\right)^{2} y_{1} \cdots y_{n} \exp \left[-\frac{1}{2} \sum_{i=1}^{n-1} u_{i}\left(y_{i}^{2}+y_{i} y_{i+1}+y_{i+1}^{2}\right)\right] \cdot \tag{41}
\end{align*}
$$

$X_{n, 1}$ is given by an exactly similar expression, except that in the summation the first term is $u_{1}\left(y_{1}^{2}-y_{1} y_{2}+y_{2}^{2}\right)$ instead of $u_{1}\left(y_{1}^{2}+y_{1} y_{2}+y_{2}^{2}\right)$.

When $n=2$ or 3 , the integration may be performed first with respect to the $y_{i}$ and then with respect to the $t_{i}$, giving [6]

$$
\begin{align*}
& X_{2.1}=\left(\frac{\sqrt{3}}{\pi}+\frac{2}{3}\right) \alpha=1.217,996 \alpha \\
& X_{2,0}=\left(\frac{\sqrt{3}}{\pi}-\frac{1}{3}\right) \alpha=0.217,996 \alpha \tag{42}
\end{align*}
$$

and

$$
\begin{align*}
& X_{3,1}=\left(\frac{\sqrt{3}}{8 \pi \pi^{2}}+\frac{1}{2 \sqrt{3 \pi}}-\frac{17}{288}\right) \alpha=0.070,856 \alpha \\
& X_{3,0}=\left(\frac{\sqrt{3}}{8 \pi^{2}}-\frac{1}{\sqrt{3 \pi}}+\frac{49}{288}\right) \alpha=0.024,358 \alpha \tag{43}
\end{align*}
$$

Using $X_{2,1}$ and ( $X_{2,1}-X_{3,1}$ ) as upper and lower bounds for $P_{0}$, we have immediately

$$
\begin{equation*}
1.147 \alpha<P_{0}(0)<1.218 \alpha \tag{44}
\end{equation*}
$$

which is sufficient to disprove the conjecture of Favreau, Low, and Pfeffer [9] that for the process (31) $P(\tau)$ has the exponential form

$$
P_{0}(\tau)=\frac{1}{\pi} e^{-r / \pi}
$$

since for that special case $\alpha=\frac{1}{3}$ the conjecture would imply

$$
P_{0}(0)=\frac{3}{\pi} \alpha=0.955 \alpha
$$

which is outside the bounds (44).
In order to examine the behavior of $P_{m}(0)$ as $m$ increases, closer bounds are desirable. These bounds can be obtained by calculating two further terms in each of the series (7) and (8). When $n \geqslant 4$, exact integration of (41) does not appear possible. However (41) may be transformed to a form more amenable to numerical evaluation:

Since the integrand involves the $t_{i}$ only through the differences ( $t_{i+1}-t_{i}$ ), we may set $t_{1}=0$ and so $t_{n}=\tau$. Now let us make the substitution

$$
\begin{aligned}
& t_{1}=\tau-\lambda_{1} \\
& t_{2}=\tau-\lambda_{1} \lambda_{2} \\
& \cdots \\
& t_{n}=\tau-\lambda_{1} \lambda_{2} \cdots \lambda_{n}
\end{aligned}
$$

where

$$
\lambda_{1}=\tau ; \quad 0<\lambda_{i}<1, \quad(i=2,3, \cdots, n-1) ; \quad \lambda_{n}=0 .
$$
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Thus

$$
u_{i}=\frac{1}{t_{i+1}-\ell_{i}}=\frac{1}{\lambda_{1} \cdots \lambda_{i}\left(1-\lambda_{i+1}\right)}
$$

and

$$
\frac{\partial\left(t_{2}, \cdots t_{n-1}\right)}{\partial\left(\lambda_{2}, \cdots \lambda_{n-1}\right)}=\lambda_{1}^{n-2} \lambda_{2}^{n-3} \cdots \lambda_{n-2}
$$

Also substitute

$$
\begin{aligned}
& \frac{1}{2} y_{1}^{2}=\mu_{1}\left(1-\mu_{2}\right) \\
& \frac{1}{2} y_{2}^{2}=\mu_{1} \mu_{2}\left(1-\mu_{3}\right)
\end{aligned}
$$

where

$$
\frac{1}{2} y_{n}^{2}=\mu_{1} \cdots \mu_{n}\left(1-\mu_{n+1}\right)
$$

$$
0<\mu_{1}<\infty ; \quad 0<\mu_{i}<1 \quad(i=2, \cdots n) ; \quad \mu_{n+1}=0
$$

so that

$$
y_{1} \cdots y_{n} \frac{\partial\left(y_{1} \cdots y_{n}\right)}{\partial\left(\mu_{1} \cdots \mu_{n}\right)}=\mu_{1}^{n-1} \mu_{2}^{n-2} \cdots \mu_{n-1}
$$

(41) then becomes

$$
\begin{aligned}
& X_{n, 0}=(3 \alpha)\left(\frac{\sqrt{3}}{4 \pi}\right)^{n-1} \int_{0}^{1} d \lambda_{2} \cdots \int_{0}^{1} d \lambda_{n-1} \int_{0}^{*} d \mu_{1} \int_{0}^{1} d \mu_{2} \cdots \int_{0}^{1} d \mu_{n} \\
& \frac{\mu_{1}^{n-1} \mu_{2}^{n-2} \cdots \mu_{n-1}}{\lambda_{1}^{n} \lambda_{2}^{n-1} \cdots \lambda_{n-1}^{2}\left(1-\lambda_{2}\right)^{2} \cdots\left(1-\lambda_{n}\right)^{2}} \exp \left(-\frac{\mu_{1}}{\lambda_{1}} F_{n}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
F_{n}= & \frac{\left(1-\mu_{2} \mu_{3}\right)+\left[\mu_{2}\left(1-\mu_{2}\right)\left(1-\mu_{3}\right)\right]^{3 /}}{\left(1-\lambda_{2}\right)} \\
& +\frac{\mu_{2}}{\lambda_{2}} \frac{\left(1-\mu_{3} \mu_{4}\right)+\left[\mu_{3}\left(1-\mu_{3}\right)\left(1-\mu_{4}\right)\right]^{3 / 2}}{\left(1-\lambda_{3}\right)} \\
& +\cdots \\
& +\frac{\mu_{2} \cdots \mu_{n-1}}{\lambda_{2} \cdots \lambda_{n-1}} \frac{\left(1-\mu_{n} \mu_{n+1}\right)+\left[\mu_{n}\left(1-\mu_{n}\right)\left(1-\mu_{n+1}\right)\right]^{3 / 2}}{\left(1-\lambda_{n}\right)}
\end{aligned}
$$

Since

$$
\int_{0}^{*} \mu_{1}^{n-1} \exp \left(-\frac{\mu_{1}}{\lambda_{1}} F_{n}\right) d \mu_{1}=(n-1)!\left(\frac{\lambda_{1}}{F_{n}}\right)^{n}
$$

the integration with respect to $\mu_{1}$ may be carried out immediately, giving

$$
\begin{align*}
& X_{n, 0}=(3 \alpha)\left(\frac{\sqrt{3}}{4 \pi}\right)^{n-1}(n-1)!\int_{0}^{1} \cdots \int_{0}^{1} d \lambda_{2} \cdots d \lambda_{n-1} d \mu_{2} \cdots d \mu_{n} \\
& \frac{\mu_{2}^{n-2} \mu_{3}^{n-3} \cdots \mu_{n-1}}{\lambda_{2}^{n-1} \lambda_{3}^{n-2} \cdots \lambda_{n-1}^{2}\left(1-\lambda_{2}\right)^{2} \cdots\left(1-\lambda_{n-1}\right)^{2}} \frac{1}{F_{n}^{n}} \tag{45}
\end{align*}
$$

The expression for $X_{n, 1}$ is identical with that for $X_{n, 0}$ except that in $F_{n}$ the sign of the first square root is reversed.

The foregoing expressions weree valuated for $n=4,5$ by quadratures, as described in Appendix I. The results are

$$
\begin{aligned}
X_{4,1} & =0.010,90 \alpha \\
X_{4,0} & =0.004,34 \alpha
\end{aligned}
$$

with a possible error of one unit in the fifth decimal place; and

$$
\begin{aligned}
X_{5,1} & =0.002,18 \alpha \\
X_{5,0} & =0.000,91 \alpha
\end{aligned}
$$

with a possible error of one unit in the fourth decimal place. Together with (42) and (43), these lead to the following inequalities on the $P_{m}$ :

$$
\begin{aligned}
1.155,6 \alpha<P_{0}(0)<1.158,0 \alpha \\
0.197,1 \alpha<P_{1}(0)<0.198,0 \alpha \\
0.049,1 \alpha<P_{2}(0)<0.055,6 \alpha \\
0.015,7 \alpha<P_{3}(0)<0.018,4 \alpha \\
0.004,4 \alpha<P_{4}(0)<0.010,9 \alpha \\
0.001,6 \alpha<P_{5}(0)<0.004,3 \alpha \\
0<P_{6}(0)<0.002,2 \alpha \\
0<P_{7}(0)<0.000,9 \alpha
\end{aligned}
$$

with a maximum error of $0.000,2$.
By inserting these inequalities in the relations (35), we deduce the following bounds for $p(n, \tau)$ :

$$
\begin{aligned}
0.808,7 \beta \tau^{2} & <p(2, \tau)<0.819,5 \beta \tau^{2} \\
0.101,5 \beta \tau^{2} & <p(3, \tau)<0.118,3 \beta \tau^{2} \\
0.016,6 \beta \tau^{2}<p(4, \tau) & <0.035,1 \beta \tau^{2} \\
0<p(5, \tau) & <0.014,0 \beta \tau^{2} \\
0<p(6, \tau) & <0.009,7 \beta \tau^{2} \\
0<p(7, \tau) & <0.005,2 \beta \tau^{2}
\end{aligned}
$$

where

$$
\beta=W(+) \alpha=\frac{1}{12 \pi} \frac{\psi_{0}^{\prime \prime \prime}}{\left(-\psi_{0} \psi_{0}^{\prime \prime}\right)^{3 / 2}}
$$

## 6. FURTHER ESTIMATES OF $P_{m}(0)$

The computed values of $X_{n, s}$ for $n=2,3,4,5$ are shown graphically in Figure 4, plotted on a logarithmic scale. It will be seen that the $X_{n, s}$ tend to lie on two parallel but not quite coincident curves. For higher values of $n$

INTERVALS BETWEEN ZEROS OF A STATIONARY GAUSSIAN PROCESS 79


Figure 4. Numerical values of $X_{n, 1}$ and $X_{n, 0}$.


Figure 5. Estimated numerical values of $P_{m}(0)$.
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the calculated values are quite closely fitted by

$$
\begin{align*}
& X_{n, 1}=\frac{A x^{2 n-3}}{2 n-3} \alpha \\
& X_{n, 0}=\frac{B x^{2 n-2}}{2 n-2} \alpha \tag{46}
\end{align*}
$$

where $A=13.2, B=11.8$, and $x^{2}=0.28$. Using these formulas to estimate higher terms in the series (9), we find

$$
\begin{array}{ll}
P_{0} \doteqdot 1.155,97 \alpha & P_{1} \doteqdot 0.197,23 \alpha \\
P_{2} \doteqdot 0.054,12 \alpha & P_{3} \doteqdot 0.017,77 \alpha \\
P_{4} \doteqdot 0.006,40 \alpha & P_{5} \doteqdot 0.002,49 \alpha  \tag{47}\\
P_{6} \doteqdot 0.001,01 \alpha & P_{7} \doteqdot 0.000,41 \alpha
\end{array}
$$

These are plotted in Figure 5, and it will be seen that they lie all on the same smooth curve.

From (47) and (35) we find

$$
\begin{array}{ll}
p(2, \tau) \div 0.815,63 \beta \tau^{2} & p(3, \tau) \div 0.106,76 \beta \tau^{2} \\
p(4, \tau) \div 0.024,98 \beta \tau^{2} & p(5, \tau) \div 0.007,46 \beta \tau^{2}  \tag{48}\\
p(6, \tau) \div 0.002,43 \beta \tau^{2} & p(7, \tau) \div 0.000,88 \beta \tau^{2}
\end{array}
$$

## 7. BEHAYIOR AT INFINITY

If the covariance $\psi(t)$ tends to zero as $t \rightarrow \infty$, we expect that as $\left|t_{i}-t_{j}\right| \rightarrow \infty$ the probability density of a zero at $t_{i}$ will become independent of the probability density of a zero at $t_{\boldsymbol{j}}$, hence

$$
W(S) \sim[W(+)]^{n} .
$$

Therefore from (4)

$$
W(S) \sim[W(+)]^{n-1} \frac{\tau^{n-2}}{(n-2) 1}
$$

and from (12)

$$
P_{0}^{(N)} \sim(-)^{N+1}[W(+)]^{N} \frac{\tau^{N-1}}{(N-1)!}
$$

Since $P_{0}(r)$ must tend to zero at infinity, the approximations $P_{0}^{(N)}$ clearly fail there. Like the power series for $e^{-T}$, the series (7) is nonuniformly convergent over the infinite interval $0<\tau<\infty$.

Thus for large values of $r$ an altogether different type of approximation is required. One promising method seems to be that of Kuznetsov, Stratonovich, and Tikhonov [10]. A rough method of approximation, based on the idea that $P_{0}(\tau)$ behaves exponentially for large $\tau$, has been suggested by Rice [11]. Some rigorous, but not necessarily close, bounds on probabilities related to $P_{0}(\tau)$ have been proved by Slepian [2] and by Newell and Rosenblatt [12].
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## ZEROS OF PROCESSES AND RELATED QUESTIONS

## APPENDIX 1. NUMERICAL EVALUATION OF $X_{n, s}$, WHEN $n=4,5$

The multiple integral (45) was approximated by the $k$-point Gaussian quadrature formula
$\int \cdots \int f\left(x_{1}, \cdots x_{r}\right) d x_{I} \cdots d x_{r} \div \sum_{i_{1}, i_{2}, \cdots, i_{r}=1}^{k} w_{i_{1}} \cdots w_{i_{r}} f\left(x_{i_{1}}, \cdots x_{i_{r}}\right)$,
the weights $w_{i}$ and abscissas $x_{i}$ (which depend on $k$ ) being quoted, to 10 decimal places, from [13]. Let $X(k)$ denote the right-hand side of the foregoing equation. It is clear that this formula involves the evaluation of $f\left(x_{1}, \cdots x_{r}\right)$ at $k^{r}$ points. This places a practical limit on $k$, and so the final result was obtained from $X(2), X(3), \cdots X\left(k_{\max }\right)$ by extrapolation. The approximants $X(k)$ may be expected to behave similarly to the approximants to $\int_{0}^{1} \log x d x$, whose errors are $0\left(1 / k^{2}\right)$; but, if $X(k)$ has an error $\left(C / k^{p}+D / k^{p+1}+\ldots\right)$, then $\boldsymbol{X}(k)+(k / p)[X(k)-X(k-1)]$ has an error of order $1 / k^{p+1}$. Hence a closer sequence of approximations should be given by

$$
X^{\prime}(k)=X(k)+\frac{k}{2}[X(k)-X(k-1)]
$$

and then

$$
X^{\prime \prime}(k)=X^{\prime}(k)+\frac{k}{3}\left[X^{\prime}(k)-X^{\prime}(k-1)\right]
$$

and so on.

Table 1a
Succeseive Approximations to $X_{3,1}$
K
(1)
(2)
(3)
(4)
(5)


$$
\left(\frac{3}{8 \pi^{2}}+\frac{1}{2 \sqrt{2} \pi}-\frac{17}{288}\right)=0.070,056
$$
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## Table 1b <br> Successive Approximations to $X_{1,0}$



The method was first tested on the three-fold integrals $X_{3,1}$ and $X_{3,0}$ whose exact values are known (43). The approximants $X(k)$ for $X_{3,1}$ are shown in the first column of Table 1a, $X^{\prime}(k)$ is shown in the second column, $X^{\prime \prime}$ in the third, etc. It will be noted that $X^{\prime \prime \prime}(k)$ is already correct to the sixth decimal place when $k \geqslant 10$. The convergence of $X_{3,0}$, shown in Table $1 b$, is equally rapid. However, the convergence of $X^{\prime \prime \prime \prime}(k)$ is not more rapid than $X^{\prime \prime \prime}(k)$, possibly because of rounding errors.

Similar calculations for $X_{4,1}$ and $X_{4,0}$ are shown in Tables $2 a$ and $2 b$ in

Table 2a
Successive Approximations to $X_{4,1}$
K
(1)
(2)
(3)
(4)
(5)

| 2 | 0.0075924673 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0.0089303210 | 0.010937102 |  |  |  |
| 4 | 0.0095314763 | 0.010733787 | 0.01046270 |  |  |
| 5 | 0.0098837936 | 0.010764587 | 0.01081592 | 0.0112574 |  |
| 6 | 0.0101136685 | 0.010803293 | 0.01088071 | 0.0109779 | 0.010 |
| 7 | 0.0102727738 | 0.010829642 | 0.01089112 | 0.0109094 | 0.010 |
| 8 | 0.0103876468 | 0.010847139 | 0.01089380 | 0.0108991 | 0.010883 |
| 9 | 0.0104733787 | 0.010859172 | 0.01089527 | 0.0108986 | 0.010898 |
| 10 | 0.0105391093 | 0.010867762 | 0.01089640 | 0.0108992 | 0.010900 |
| 11 | 0.0105906423 | 0.010874074 | 0.01089722 | 0.0108995 | 0.010900 |
| 12 | 0.0106318108 | 0.010878822 | 0.01089781 | 0.0108996 | 0.010900 |

Table 2b
Successive Approximations to $\boldsymbol{X}_{4.0}$

| K |  | (1) |  |  |  | (2) |  |  | 3) |  | (4) |  |  | (5) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0.002 | 761 |  | 9 |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.003 | 178 | 844 | 7 | 0.003 |  | 537 |  |  |  |  |  |  |  |  |
| 4 | 0.003 | 442 | 463 | 6 | 0.003 | 969 | 701 | 0.004 |  | 59 |  |  |  |  |  |
| 5 | 0.003 | 621 | 953 | 6 | 0.004 | 070 | 679 | 0.004 | 238 | 97 | 0.004 | 302 |  |  |  |
| 6 | 0.003 | 750 | 374 | 7 | 0.004 | 135 | 638 | 0.004 | 265 | 56 | 0.004 | 305 | 4 | 0.004 | 310 |
| 7 | 0.003 | 845 | 865 | 1 | 0.004 | 180 | 082 | 0.004 | 283 | 78 | 0.004 | 315 | 7 | 0.004 | 330 |
| 8 | 0.003 | 919 | 046 | 4 | 0.004 |  | 772 | 0.004 |  | 28 | 0.004 | 321 | 3 | 0.004 | 330 |
| 9 | 0.003 | 976 | 519 | 0 | 0.004 | 235 | 146 | 0.004 | 305 | 27 | 0.004 | 325 | 5 | 0.004 | 4333 |
| 10 | 0.004 | 022 | 577 | 7 | 0.004 | 252 | 871 | 0.004 | 311 | 96 | 0.004 | 328 | 7 | 0.004 | 335 |
| 11 | 0.004 | 060 | 124 | 3 | 0.004 | 266 | 631 | 0.004 |  | 08 | 0.004 |  | 2 | 0.004 | 337 |
| 12 | 0.004 | 091 | 181 | 3 | 0.004 | 277 | 523 | 0.004 | 321 | 09 | 0.004 | 333 | 1 | 0.004 | 338 |

which $k_{\text {max }}=12$. It appears that

$$
\begin{aligned}
& X_{4,1}=0.010,90 \\
& X_{4,0}=0.004,34
\end{aligned}
$$

with a possible error of 1 unit in the fifth decimal place of $X_{4,0}$.
Table 3a
Successive Approximations to $X_{5,1}$
$K$
(1)
(2)
(3)
(4)
(5)

| 2 | 0.001 | 055 | 668 | 0 |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 0.001 | 368 | 765 | 4 | 0.001 | 838 | 412 |  |  |  |  |  |  |

Table 3b
Successive Approximations to $X_{5,0}$

| $K$ | (1) | (2) | (3) | (4) | (5) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0.0004129536 |  |  |  |  |
| 3 | 0.0005187883 | 0.000677390 |  |  |  |
| 4 | 0.0005898783 | 0.000732178 | 0.00080523 |  |  |
| 5 | 0.0006414350 | 0.000770327 | 0.00083391 | 0.0008698 |  |
| 6 | 0.0006806622 | 0.000798344 | 0.00085438 | 0.0008851 | 0.000903 |
| 7 | 0.0007114801 | 0.000819343 | 0.00086834 | 0.0008928 | 0.000904 |
| 8 | 0.0007362947 | 0.000835553 | 0.00087878 | 0.0008997 | 0.000911 |
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The calculations for $X_{5,1}$ and $\boldsymbol{X}_{5,0}$ are shown in Tables 3 a and 3 b , with $k_{\text {max }}=8$. The convergence is not much less rapid than that of $X_{4,1}$ and $X_{4,0}$ at the same values of $\boldsymbol{k}$. We take

$$
\begin{aligned}
& X_{5,1}=0.002,18 \\
& X_{5,0}=0.000,91
\end{aligned}
$$

allowing a possible error of one unit in the fourth decimal place.
It may be mentioned that other methods of extrapolation, assuming, for example, initial errors of order $0(1 / k)$ or using the nonlinear transformations $e_{1}^{(m)}$ (see [14]), lead to estimates consistent with those just stated, though the convergence is less rapid.

The computations were carried out on the IBM 1604 of the University of California, San Diego.

## APPENDIX 2. AN ALTERNATIVE APPROACH TO THE EVALUATION OF $P_{m}(\boldsymbol{r})$ IN A SINGULAR CASE

F.J. Dyson

Consider the random process $f(t)$ which satisfies

$$
\begin{equation*}
\left(1+\frac{d}{d t}\right)^{2} f(t)=q(t) \tag{49}
\end{equation*}
$$

where $\overline{q(t) q\left(t^{\prime}\right)}=\delta\left(t-t^{\prime}\right)$. This is identical with the example (31); in fact

$$
\begin{equation*}
\psi(t)=\frac{1}{4}(1+|t|) e^{-\mid t!} \tag{50}
\end{equation*}
$$

Let $P(x, y, t)$ denote the p.d. of finding

$$
f, \frac{d f}{d t}=\frac{1}{2} x, \frac{1}{2} y
$$

at time $t$. From the equation of motion (49) it is easy to derive the Boltzmann equation

$$
\begin{equation*}
\frac{\partial P}{\partial \ell}+y \frac{\partial P}{\partial x}-(x+2 y) \frac{\partial P}{\partial y}-2 \frac{\partial^{2} P}{\partial y^{2}}-2 P=0 \tag{51}
\end{equation*}
$$

The stationary solution of (51) is

$$
\begin{equation*}
\Pi(x, y)=\frac{1}{2 \pi} e^{-(3 y)\left(x^{2}+y^{2}\right)} . \tag{52}
\end{equation*}
$$

We want a solution $P(x, y, t)$ to describe the probability of arriving at ( $x, y, t$ ) without crossing $x=0$ at any time $t^{\prime}>0$. So $P(x, y, t)$ must satisfy (51) with the boundary conditions

$$
\begin{align*}
& P(x, y, t)=\Pi(x, y) \quad \text { when } t=0  \tag{53}\\
& P(x, y, t)=0 \quad \text { when } x=0, t>0
\end{align*}
$$

We can convert the differential equation for $P(x, y, t)$ into an integral equation if we know Green's function $Q\left(x, y, t ; \xi_{1} \eta, t_{0}\right)$, which gives the probability for arriving at $(x, y)$ at time $t$ if we start from $(\xi, \eta)$ at time $t_{0}<t$, crossings of $x=0$ being allowed. This function can be calculated explicitly for any gaussian process. We find in fact

$$
\begin{align*}
Q=\frac{1}{2 \pi M^{3 /}} \exp \left(-\frac{1}{2 M}\{ \right. & {\left[1-\left(1-2 s+s^{2}\right) e^{-2 s}\right] \hat{x}^{2} } \\
& \left.\left.-4 s^{2} e^{-2 s} \hat{x} \hat{y}+\left[1-\left(1+2 s+2 s^{2}\right) e^{-2 s}\right] \hat{y}^{2}\right\}\right) \tag{54}
\end{align*}
$$

where

$$
\begin{align*}
M & =\left(1-e^{-2 \varepsilon}\right)^{2}-4 s^{2} e^{-2 s} \\
s & =t-t_{0}  \tag{55}\\
\hat{x} & =x-[\xi+s(\xi+\eta)] e^{-s} \\
\dot{y} & =y-[\eta-s(\xi+\eta)] e^{-s}
\end{align*}
$$

The integral equation for $P(x, y, t)$ is then

$$
\begin{equation*}
P(x, y, t)=\Pi(x, y)-\int_{0}^{t} d t_{0} \int_{-\infty}^{\infty} Q\left(x, y, t_{j} 0, \eta, t_{0}\right) P\left(0, \eta, t_{0}\right)|\eta| d \eta \tag{56}
\end{equation*}
$$

The rate of crossing the barrier at $x=0$ per unit time $t$ is

$$
\begin{equation*}
C(t)=\int_{-\infty}^{\infty} P(0, y, t)|y| d y \tag{57}
\end{equation*}
$$

This is related to the quantity $P_{0}(0)$ in the earlier part of the chapter by

$$
\begin{equation*}
P_{0}(0)=-\pi\left[\frac{d C(t)}{d t}\right]_{t=0} \tag{58}
\end{equation*}
$$

provided we take $\alpha=\frac{1}{3}$. All that is necessary is to solve (56) for an infinitesimal range of time $0<t<\epsilon$.

Since we are interested only in short times, we may approximate (54). We find for small $s$

$$
\begin{equation*}
Q\left(0, y, t ; 0, \eta, t_{0}\right) \sim G\left(y, \eta, t-t_{0}\right) \tag{59}
\end{equation*}
$$

where

$$
G(y, \eta, s)=\frac{\sqrt{3}}{4 \pi s^{2}} \exp \left[-\frac{1}{2 s}\left(y^{2}+y \eta+\eta^{2}\right)\right]
$$

One may expect (59) to be valid for any gaussian process with $\alpha=\frac{1}{3}$, although, of course, (54) holds only for the special example (49).

Let $R_{k}(y, s)$ be the p.d. for arriving at the position ( $0, y, s$ ) along a trajectory that crosses $x=0$ precisely $k$ times between time zero and time $s$. In particular,

$$
\begin{equation*}
R_{0}(y, s)=P(0, y, s) \tag{60}
\end{equation*}
$$
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We also introduce the generating function

$$
\begin{equation*}
R^{\nu}(y, s)=\Sigma \nu^{k} R_{k}(y, s) \tag{61}
\end{equation*}
$$

The integral equation (56) becomes

$$
\begin{equation*}
R_{0}(y, s)=\pi(0, y)-\int_{0}^{x} d t \int_{0}^{=}[G(y, \eta, t)+G(y,-\eta, t)] R_{0}(\eta, t) \eta d \eta \tag{62}
\end{equation*}
$$

which for short we write

$$
\begin{equation*}
R_{0}=\Pi-\left(G_{+}+G_{-}^{\prime}\right) R_{0} . \tag{63}
\end{equation*}
$$

A complete set of integral equations for all the $R_{k}$ is given by

$$
\begin{equation*}
R^{\prime}=\Pi-(1-\nu)\left(G_{+}+G_{-}\right) R^{\prime} . \tag{64}
\end{equation*}
$$

The quantity $P_{m}(0)$ is given by

$$
\begin{equation*}
P_{m}(0)=-2 \pi \frac{d}{d s}\left[\int_{0}^{\infty} R_{m}(y, s) y d y\right]_{s=0} \tag{65}
\end{equation*}
$$

If we iterate (63), we find a series expansion equivalent to equation (13). For more rapid convergence, we should use a set of equations equivalent to (7). These equations are

$$
\begin{equation*}
R^{\prime}=\Pi-(1-\nu) H-\left(1-\nu^{2}\right) G_{+} R^{\prime}, \tag{66}
\end{equation*}
$$

where $H$ denotes the known function

$$
\begin{equation*}
H=\sum_{k} R^{2 k+1}=\left(G_{-}^{\prime}-\left(\gamma_{+}\right) \Pi .\right. \tag{67}
\end{equation*}
$$

Note that in (66) only $G_{+}$and not $G_{-}$appears. If $\nu=0,(66)$ gives

$$
\begin{equation*}
R_{0}=\Pi-H-G_{+} R_{0} \tag{68}
\end{equation*}
$$

which when iterated gives (7). The first power of $\nu$ in (66) gives

$$
\begin{equation*}
R_{1}=H-G_{+} R_{1}, \tag{69}
\end{equation*}
$$

which when iterated gives (8).
Let us look in detail at (68). The solution for small $s$ will look like

$$
\begin{equation*}
R_{0}(y, s)=\frac{1}{2 \pi}\left[1-F\left(\frac{y}{\sqrt{8}}\right)\right] . \tag{70}
\end{equation*}
$$

When this is put into (68), the dependence on $s$ disappears, and we have an integral equation for the function $F(x)$ of one variable:

$$
\begin{align*}
& F(x)=\frac{\sqrt{3}}{4 \pi} \int_{1}^{\infty} d \lambda \int_{0}^{\infty} u d u\left\{e^{-(36) \lambda\left(x^{2}-x u+u^{2}\right)}\right. \\
&\left.-e^{-(3 / 2) \lambda\left(x^{2}+x u+u^{2}\right)} F\left[u\left(\frac{\lambda}{\lambda-1}\right)^{1 / 2}\right]\right\} . \tag{71}
\end{align*}
$$

When this is solved, we have immediately

$$
\begin{equation*}
P_{0}(0)=\int_{0}^{\infty} x F(x) d x . \tag{72}
\end{equation*}
$$

As a check, we may note that neglecting the term in $F$ on the right of (71) gives

$$
\begin{equation*}
P_{0}(0)=\frac{\sqrt{3}}{4 \pi} \int_{1}^{\infty} d \lambda \int_{0}^{\infty} x d x \int_{0}^{\infty} u d u e^{-(35) \lambda\left(x^{2}-x u+u^{2}\right)}, \tag{73}
\end{equation*}
$$

which is identical with $X_{2,1}$ (see Section 5). ( $N-1$ ) successive substitutions for $F$ on the right-hand side will produce the series (12).

A solution of (73) in closed form would be of interest.
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# The effect of non-linearities on statistical distributions in the theory of sea waves 
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The statistical density function is derived for a variable (such as the surface elevation in a random sea) that is 'weakly non-linear'. In the first approximation the distribution is Gaussian, as is well known. In higher approximations it is shown that the distribution is given by successive sums of a Gram-Charlier series; not quite in the form that has sometimes been used as an empirical fit for observed distributions, but in a modified form due to Edgeworth.

It is shown that the cumulants of the distribution are much simpler to calculate than the corresponding moments; and the approximate distributions are in fact derived by inversion of the cumulant-generating function.

The theory is applied to random surface waves on water. The third cumulant and hence the skewness of the distribution of surface elevation is evaluated explicitly in terms of the directional energy spectrum. It is shown that the skewness $\lambda_{3}$ is generally positive, and positive upper and lower bounds for $\lambda_{3}$ are derived. The theoretical results are compared with some measurements made by Kinsman (1960).

It is found that for free, undamped surface waves the skewness of the distribution of surface slopes is of a higher order than the skewness of the surface elevation. Hence the observed skewness of the slopes may be a sensitive indicator of energy transfer and dissipation within the water.

## 1. Introduction

It is well known that in the linear theory of wind-generated water waves, in which squares and higher powers of the surface displacement are neglected, the statistical distribution of the surface elevation and its derivatives is Gaussian, under quite general conditions. Moreover, the Gaussian distribution of the surface elevation and bottom pressure has been fairly well verified in some circumstances (see, for example, Rudnick 1950; Barber 1950; Pierson 1955; MacKay 1959). Quite early, however, Birkhoff \& Kotik (1952) pointed out significant departures from the Gaussian distribution for waves in shallow water. Similar, though less pronounced, effects for waves in deep water were found by Burling (1955) and Kinsman (1960).

The distribution of surface slopes was shown by Cox \& Munk (1956) to have an appreciable skewness in the direction of the wind; and surface curvatures in wind-generated waves may be even more radically non-Gaussian (Schooley 1955).

## M. S. Longuet-Higgins

Several theoretical investigations have lately been made into the dynamical effects which non-linearities produce in the quadratic spectrum of the sea surface (Tick 1959, 1061 ; Phillips 1960, 1961; Hasselmann 1960, 1961, 1962). However, the effect of such non-linearities on the statistical distributions has received less attention. Phillips (1961) has pointed out that the surface elevation must in fact have a coefficient of skewness of the same order of magnitude as the surface slope; but the higher moments of the distribution have not been calculated, nor has the complete distribution been derived.

Some authors (Cox \& Munk 1956; Kinsman 1960) have fitted the observed distributions of surface slope or elevation by means of a Gram-Charlier series, with apparently no justification beyond the fact that any function that is sufficiently well-behaved can be expanded in such a series. The coefficients of successive terms are related to the moments of the function itself.

In the present paper we derive the theoretical distribution of quantities (such as the surface elevation or surface slope) which can be described as 'weakly nonlinear', that is to say the ordinary representation as the sum of independent random components is valid to a first approximation, but quadratic and higherorder interactions between the components cannot be entirely neglected. At each stage the calculation is carnied uniformly to a certain power of the component amplitudes.

As one would expect, the first approximation corresponds to the ordinary Gaussian distribution. It is found that higher approximations are described by the Gaussian law multiplied by certain polynomials. These expressions correspond in fact to successive terms in a Gram-Charlier series; not, however, in the form that has been commonly used for fitting the distributions, but in a modified form due to Edgeworth (1906a,b,c). For example, in the second approximation a cubic polynomial occurs, but in the third approximation one must include a quartic polynomial plus another of degree six.

Roughly the method is as follows: from the dynamical equations it is possible to calculate successively higher moments of the statistical variable. It turns out that certain combinations of the moments, namely, the cumulants, are simpler to calculate, and just as convenient to handle, as the moments themselves. By calculating the cumulant-generating function to a certain order and taking the Fourier transform one obtains the desired approximation to the distribution function.

The analysis is essentially similar to Edgeworth's (1906) generalization of the Gaussian 'law of error' for a single variable, but is presented here in a rather different form and is moreover extended to two or more dependent variables.

The device of truncating the cumulant-generating function has been used in the analytical theory of turbulence (see, for example, O'Brien \& Francis 1962) but not, so far as the author is aware, for the specific purpose of calculating probability densities. Hence some of the results of the present study may be applicable also to turbulent fluctuations.

The basic analysis for a single non-linear variable is given in §2. This is then applied, in § 3 , to the distribution of surface elevation in a random sea. In § 4 the results are compared with recent observations made by Kinsman (1960).

The next three sections follow a similar scheme: the joint distribution of two related non-linear variables is derived in $\S 5$; this is applied to the joint distribution of surface slopes in $\S$, and in $\S 7$ the well-known observations of Cox \& Munk (1956) are discussed. The conclusions are restated in $\S 8$.

## 2. A single non-linear variable

As will be shown in §3, the linear spectral representation of the sea surface elevation $\zeta$ can be expressed in the form

$$
\zeta=\sum_{i=1}^{N} \alpha_{i} \xi_{i}
$$

where the $\alpha_{i}$ are constants and the $\xi_{i}$ are independent random variables symmetrically distributed about 0 with variance $V_{i}$, say. The convergence of $p(\zeta)$ to a Gaussian distribution, with variance $\Sigma V_{i}$, is a case of the so-called 'law of large numbers'.

In the more exact non-linear theory, in order to satisfy the dynamical equations for $\zeta$, quadratic and bigher-order terms must be added to $\zeta$. Let us then consider, in a general way, the distribution of the variable

$$
\begin{equation*}
\zeta=\alpha_{i} \xi_{i}+\alpha_{i j} \xi_{i} \xi_{i}+\alpha_{i j k} \xi_{i} \xi_{j} \xi_{k}+\ldots \tag{2.1}
\end{equation*}
$$

where $\alpha_{i}, \alpha_{i j}, \alpha_{i j k}$, etc., are constants, and the summation convention is used. Thus in (2.1) each product is summed over all repeated suffices, from 1 to $N$. With each value of $i$ is associated a vector $\mathbf{u}_{i}$ (the wavenumber). Later, we shall make $N \rightarrow \infty$ and each $V_{i} \rightarrow 0$ in such a way that over any small but fixed region du

$$
\begin{equation*}
\sum_{\mathbf{n} \ni d \mathbf{d}} V_{i} \rightarrow F(\mathbf{u}) d \mathbf{u}+O(d \mathbf{u})^{2} \tag{2.2}
\end{equation*}
$$

The first few moments of $\zeta$ can be written down by inspection. Thus taking mean values in (2.1) one has

$$
\bar{\zeta}=\alpha_{i} \xi_{i}+\alpha_{i j} \overline{\xi_{i} \xi_{j}}+\alpha_{i j k} \overline{\xi_{i} \xi_{j} \xi_{k}}+\ldots
$$

All mean values of odd-order terms vanish, while among the terms of even order only those remain in which each $\xi_{i}$ is paired with a similar $\xi_{i}$. Thus*

$$
\begin{equation*}
\bar{\zeta}=\alpha_{i i} \bar{V}_{i}+3 \alpha_{i i j j} V_{i} V_{j}+\ldots \tag{2.3}
\end{equation*}
$$

(It is assumed that the $\alpha$ are symmetric in their suffices so that, for example, $\alpha_{i j i j}=\alpha_{i j j i}=\alpha_{i i j j}$.) There are, in general, terms involving $\overline{\xi_{i}^{4}}, \overline{\xi_{i}}$, etc.; these become negligible on passing to the limit as $N \rightarrow \infty$, and so will be ignored.

In a similar way, by squaring both sides of (2.1) one has

$$
\zeta^{2}=\left(\alpha_{i} \xi_{i}+\alpha_{i j} \xi_{i} \xi_{j}+\ldots\right)\left(\alpha_{k} \xi_{k}+\alpha_{k i} \xi_{k} \xi_{l}+\ldots\right)
$$

and on taking mean values

$$
\begin{equation*}
\overline{\zeta^{2}}=\alpha_{i} \alpha_{i} \nabla_{i}+\left(2 \alpha_{i j} \alpha_{j i}+\alpha_{i i} \alpha_{j j}\right) V_{i} V_{j}+6 \alpha_{i} \alpha_{i j j} V_{i} V_{j}+\ldots \tag{2.4}
\end{equation*}
$$

The higher moments may be calculated similarly, but a direct approach leads to complications. We shall show how these can be circumvented.

* The usuel summation convention is extended to three repeated indices.

It will be noticed that some of the terms in (2.4) and in higher moments can be factorized*

$$
\alpha_{i i} \alpha_{j j} V_{i} V_{j}=\left(\alpha_{i i} V_{i}\right)\left(\alpha_{j j} V_{j}\right),
$$

but other terms, e.g. $\alpha_{i j} \alpha_{j i} V_{i} V_{j}$ cannot. The latter terms may be called 'irreducible', and it will be convenient to introduce an abbreviated notation for them. Thus let $\alpha_{i j \ldots l}$ be denoted shortly by $A_{r}$, where $r$ is the number of suffices $i, j \ldots l$; and let the sum of all the irreducible terms in the mean product

$$
\overline{\left(A_{p} \xi_{i_{1}} \cdots \xi_{i_{p}}\right)\left(A_{q} \xi_{f_{1}} \cdots \xi_{f_{q}}\right) \ldots\left(A_{s} \xi_{l_{2}} \ldots \xi_{q}\right)}
$$

be denoted simply by

$$
\left(A_{p} A_{q} \ldots A_{s}\right) .
$$

Clearly when $(p+q+\ldots+s)$ is odd, the above expression vanishes. Also

$$
\begin{align*}
& \left(A_{1}^{2}\right)=\alpha_{i} \alpha_{i} V_{i}, \\
& \left(A_{2}\right)=\alpha_{i i} \nabla_{i},  \tag{2.5}\\
& \left(A_{1}^{n}\right)=0 \quad(n \geqslant 4), \\
& \left(A_{1}^{2} A_{2}\right)=2 \alpha_{i} \alpha_{j} \alpha_{i j} \nabla_{i} V_{j},  \tag{2.6}\\
& \left(A_{2}^{2}\right)=2 \alpha_{i j} \alpha_{j i} V_{i} V_{j}, \\
& \left(A_{1}^{2} A_{2}^{2}\right)=8 \alpha_{i} \alpha_{j} \alpha_{i k} \alpha_{j k} \nabla_{i} V_{j} \nabla_{k}, \\
& \left.\begin{array}{rl}
\left(A_{1} A_{8}\right) & =3 \alpha_{i} \alpha_{i j j} V_{i} V_{j}, \\
\left(A_{4}\right) & =3 \alpha_{i i j j} V_{i j},
\end{array}\right\} \\
& \left(A_{1}^{2} A_{4}\right)=12 \alpha_{i} \alpha_{j} \alpha_{i j k k} V_{i} V_{j} V_{k}, \\
& \left(A_{1}^{3} A_{3}\right)=6 \alpha_{i} \alpha_{j} \alpha_{k} \alpha_{i j k} V_{i} V_{j} V_{k}, \\
& \begin{array}{ll}
\left(A_{1} A_{2} A_{3}\right)=\left(6 \alpha_{i} \alpha_{i j} \alpha_{j k k}+6 \alpha_{i} \alpha_{j k} \alpha_{i j k}\right) V_{i} V_{j} V_{k}, \quad\left(A_{2}^{3}\right)=8 \alpha_{i j} \alpha_{j k} \alpha_{k i} V_{i} V_{j} V_{k},
\end{array}  \tag{2.7}\\
& \left(A_{3}^{2}\right)=\left(9 \alpha_{i j j} \alpha_{i k k}+6 \alpha_{i j k} \alpha_{i j k}\right) V_{i} V_{j} V_{k}, \quad\left(A_{2} A_{4}\right)=12 \alpha_{i j} \alpha_{i j k k} V_{i} V_{j} V_{k}, \\
& \left(A_{B}\right)=15 \alpha_{i i j j k k} V_{i} V_{j} V_{k} .
\end{align*}
$$

The first few moments can now be written shortly as

$$
\left.\begin{array}{rl}
\zeta & =\sum_{p}\left(A_{p}\right), \quad \overline{\zeta^{2}}=\sum_{p, q}\left[\left(A_{p} A_{q}\right)+\left(A_{p}\right)\left(A_{q}\right)\right],  \tag{2.8}\\
\overline{\zeta^{3}} & =\sum_{p, q, r}\left[\left(A_{p} A_{q} A_{r}\right)+3\left(A_{p} A_{q}\right)\left(A_{r}\right)+\left(A_{p}\right)\left(A_{q}\right)\left(A_{r}\right)\right],
\end{array}\right\}
$$

etc., where the summations are over all positive integral values of $p, q, r$ (including equal values). Generally,

$$
\begin{equation*}
\overline{\zeta^{n}}=\sum_{p, q, \ldots, 8}[C(n) \varpi(n)+C(n-1,1) \varpi(n-1,1)+\ldots], \tag{2.9}
\end{equation*}
$$

where $\varpi(i, j, \ldots, l)$ denotes some grouping of $A_{p}, A_{q}, \ldots, A_{s}$ into unordered $\dagger$ sets containing $i, j, \ldots, l$ members, and $C(i, j, \ldots, l)$ denotes the number of ways of choosing such sets. If $r$ denotes the number of sets in $\boldsymbol{m}$ we have

$$
\begin{equation*}
C(i, j, \ldots, l)=\frac{1}{r!} \frac{n!}{i!j!\ldots \pi!} \tag{2.10}
\end{equation*}
$$

* The factarization of any given product can be ahown to be unique.
$\dagger$ Both the sets and the membery of each set are unordered. Each mo is considered as distinct from the rest.

We have thus calculated $\overline{\zeta^{n}}=\mu_{n}$, the $n$th moment of the distribution. It turns out, however, that the cumulants of the distribution are much simpler. Whereas the moments correspond to the coefficients of $(i t)^{n}$ in the function

$$
\begin{align*}
\phi(i t) & =\int_{-\infty}^{\infty} p(\zeta) e^{i l} d \zeta \\
& =1+\frac{\mu_{2}}{1!}(i t)+\frac{\mu_{2}}{2!}(i t)^{2}+\ldots \tag{2.11}
\end{align*}
$$

the cumulants, by definition, correspond to the coefficients of (it) ${ }^{n}$ in

$$
\begin{align*}
\mathbf{K}(i t) & =\log \phi(i t) \\
& =\frac{\kappa_{1}}{1!}(i t)+\frac{\kappa_{2}}{2!}(i t)^{2}+\ldots . \tag{2.12}
\end{align*}
$$

On equating coefficients of (it) ${ }^{n}$ in (2.12) one has

$$
\kappa_{1}=\mu_{1}, \quad \kappa_{2}=\mu_{2}-\mu_{1}^{2}, \quad \kappa_{\mathrm{a}}=\mu_{\mathrm{a}}-3 \mu_{1} \mu_{2}+2 \mu_{1}^{3},
$$

etc., and so on substitution from (2.8) we have

$$
\kappa_{1}=\sum_{p}\left(A_{p}\right), \quad \kappa_{2}=\sum_{p, q}\left(A_{p} A_{q}\right), \quad \kappa_{3}=\sum_{p, q, r}\left(A_{p} A_{q} A_{r}\right),
$$

etc. This suggests the relation

$$
\begin{equation*}
\kappa_{n}=\sum_{p, q, \ldots, s}\left(A_{p} A_{q} \ldots A_{\mathbf{s}}\right) \tag{2.13}
\end{equation*}
$$

To prove this, we note that since

$$
\begin{equation*}
\phi(i t)=e^{\mathbb{K}(i)}=\exp \left[1+\frac{\kappa_{1}}{1!}(i t)+\frac{\kappa_{2}}{2!}(i t)^{2}+\ldots\right] \tag{2.14}
\end{equation*}
$$

one has, on equating coefficients of $(i t)^{n}$ in this expression,

$$
\begin{align*}
\mu_{n} & =\sum_{r=1}^{\infty} \frac{n!}{r!} \sum_{i+j+\ldots+l=n} \frac{\kappa_{i} \kappa_{j} \ldots \kappa_{l}}{i!j!\ldots l!} \\
& =\sum_{r=1}^{\infty} \sum_{i+j+\ldots+l=n} C(i, j, \ldots, l) \kappa_{i} \kappa_{j} \ldots \kappa_{l} \tag{2.15}
\end{align*}
$$

where $C(i, j, \ldots, l)$ is given by (2.10). Therefore the equations for $\mu_{n}$ in terms of the $\kappa_{n}$ are formally identical with the equations for $\mu_{n}$ in terms of $\Sigma\left(A_{p} A_{q} \ldots A_{s}\right)$. Since $\mu_{1}=\Sigma\left(A_{p}\right)$ the general result (2.13) follows by induction.

Retaining all terms up to the sixth order in the $\xi_{i}$ (i.e. third order in $\nabla_{i}$ ) we have from (2.13)

$$
\left.\begin{array}{l}
\kappa_{1}=\left(A_{2}\right)+\left(A_{4}\right)+\left(A_{6}\right),  \tag{2.16}\\
\kappa_{2}=\left(A_{1}^{2}\right)+\left(A_{2}^{2}\right)+\left(A_{3}^{2}\right)+2\left(A_{1} A_{9}\right)+2\left(A_{1} A_{5}\right)+2\left(A_{2} A_{4}\right), \\
\kappa_{3}=\left(A_{2}^{3}\right)+3\left(A_{1}^{2} A_{2}\right)+3\left(A_{1}^{2} A_{4}\right)+6\left(A_{1} A_{2} A_{3}\right), \\
\kappa_{4}=\left(A_{1}^{4}\right)+4\left(A_{1}^{3} A_{3}\right)+6\left(A_{1}^{2} A_{2}^{2}\right) .
\end{array}\right\}
$$

From (2.16) it is seen that $\kappa_{1}$ and $\kappa_{2}$ are both of order $V$, in general. However, when $n \geqslant 2$ the lowest non-vanishing term in $\kappa_{n}$ is $n\left(A_{1}^{n-1} A_{n-1}\right)$, which is $O\left(V^{n-1}\right)$.

## M.S. Longuet-Higgins

The coefficients of skewness and of kurtosis will be defined by

$$
\begin{equation*}
\lambda_{3}=\kappa_{3} / \kappa_{2}^{\frac{7}{2}}, \quad \lambda_{4}=\kappa_{4} / \kappa_{2}^{2} \tag{2.17}
\end{equation*}
$$

which are of order $V^{\frac{1}{2}}$ and $V$, respectively. More generally,

$$
\begin{equation*}
\lambda_{n}=\kappa_{n} / \kappa_{\frac{1}{2} n}=O\left(V^{\frac{1}{2} n-1}\right) . \tag{2.18}
\end{equation*}
$$

## The density of $\zeta$

Now provided that the probability density $p(\zeta)$ is uniquely determined by its moments, $p(\zeta)$ can be obtained directly from (2.8) by inverting the Fourier transform:

$$
\begin{aligned}
p(\zeta) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \phi(i t) e^{-i t 5} d t=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp [\mathbf{K}(i t)-i t \zeta] d t \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left[\left(\kappa_{1}-\zeta\right) i t+\frac{1}{2} \kappa_{2}(i t)^{2}+\frac{1}{6} \kappa_{3}(i t)^{3}+\ldots\right] d t .
\end{aligned}
$$

Substituting

$$
t=s / \kappa_{2}^{\frac{1}{2}}, \quad\left(\zeta-\kappa_{1}\right)=f \kappa_{2}^{\frac{1}{2}},
$$

we have

$$
p(\zeta)=\frac{1}{2 \pi \kappa_{2}^{\frac{1}{2}}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}\left(s^{2}+2 i f s\right)+\frac{1}{6} \lambda_{3}(i s)^{3}+\frac{1}{24} \lambda_{4}(i s)^{4}+\ldots\right] d s
$$

where $\lambda_{n}$, as we have seen, is $O\left(V^{\mathrm{t} n-1}\right)$. The second group of terms under the exponential can now be expanded in powers of $V^{\frac{1}{2}}$, giving

$$
p(\zeta)=\frac{1}{2 \pi \kappa_{2}^{\frac{1}{2}}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}\left(s^{2}+2 i f s\right)\right]\left[1+\frac{1}{6} \lambda_{3}(i s)^{3}+\left\{\frac{1}{24} \lambda_{4}(i s)^{4}+\frac{1}{22} \lambda_{3}^{2}(i s)^{6}\right\}+\ldots\right] d s
$$

But we have identically

$$
\begin{aligned}
\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}\left(s^{2}+2 i f s\right)\right](i s)^{n} d s & =\frac{(-1)^{n}}{(2 \pi)^{\frac{1}{2}}} \frac{d^{n}}{d f^{n}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}\left(s^{2}+2 i f s\right)\right] d s \\
& =(-1)^{n} \frac{d^{n}}{d f^{n}} e^{\left.-\frac{1}{2}\right)^{2}}=e^{-\frac{1}{2} 2^{2}} H_{n}(f),
\end{aligned}
$$

where $H_{n}$ denotes the Hermite polynomial of degree $n$ :

$$
\begin{equation*}
H_{n}=f^{n}-\frac{n(n-1)}{1!} \frac{f^{n-2}}{2}+\frac{n(n-1)(n-2)(n-3)}{2!} \frac{f^{n-4}}{2^{2}}-\cdots \tag{2.10}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
p(\zeta)=\left(2 \pi \kappa_{2}\right)^{-\frac{1}{2}} e^{-\frac{1}{2} / j^{4}}\left[1+\frac{1}{1} \lambda_{3} H_{3}+\left(\frac{1}{24} \lambda_{4} H_{4}+\frac{1}{72} \lambda_{3}^{2} H_{6}\right)+\ldots\right] . \tag{2.20}
\end{equation*}
$$

From (2.19)

$$
\left.\begin{array}{ll}
H_{3}=f^{3}-3 f, & H_{4}=f^{4}-6 f^{2}+3  \tag{2.21}\\
H_{5}=f^{3}-10 f^{3}+15 f, & H_{6}=f^{6}-15 f^{4}+45 f^{2}-15 .
\end{array}\right\}
$$

Equation (2.20) is the distribution sought. It corresponds quite closely to Edgeworth's form of the type A Gram-Charlier series (Kendall \& Stuart 1958, § 6.18).

In a first approximation, $\lambda_{3}$ and $\lambda_{4}$ can be neglected and we take

$$
\kappa_{2}=\left(A_{1}^{2}\right)=\alpha_{i} \alpha_{i} V_{i}
$$

Thus

$$
\begin{equation*}
p(\zeta) \div e^{-\frac{1}{2} f^{2}} /\left(2 \pi \kappa_{2}\right)^{\frac{1}{2}}, \quad f=\zeta / \kappa_{2}^{\frac{1}{2}} . \tag{2.22}
\end{equation*}
$$

This is the well-known Gaussian law.
In the next approximation $\lambda_{3}$ is taken into account, but $\lambda_{3}^{2}$ and $\lambda_{4}$ are neglected. To the same approximation

$$
\left.\begin{array}{ll}
\kappa_{1}=\left(A_{2}\right)=\alpha_{i i} V_{i}, & \kappa_{2}=\left(A_{1}^{2}\right)=\alpha_{i} \alpha_{i} V_{i}  \tag{2,23}\\
\kappa_{3}=3\left(A_{1}^{2} A_{2}\right)=6 \alpha_{i} \alpha_{j} \alpha_{k} V_{i} V_{j}, & \kappa_{n}=0,(n \geqslant 4),
\end{array}\right\}
$$

and so

$$
\begin{equation*}
p(\zeta) \div\left(2 \pi \kappa_{2}\right)^{-\frac{1}{2}} e^{-\frac{1}{2}} \boldsymbol{1}^{2}\left[1+\frac{1}{6} \lambda_{3}\left(f^{3}-3 f\right)\right], \tag{2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
f=\zeta / \kappa_{2}^{\frac{1}{2}}-\kappa_{1} / \kappa_{2}^{\frac{1}{2}} \tag{2.25}
\end{equation*}
$$

and

$$
\lambda_{3}=6 \alpha_{i} \alpha_{j} \alpha_{i j} \nabla_{i} V_{j} /\left(\alpha_{i} \alpha_{j} V_{i}\right)^{\frac{z}{2}}
$$

Thus the mean value of $\zeta$ is shifted by an amount $\alpha_{i i} V_{i}$ and the density is multiplied by the factor

$$
\begin{equation*}
\left[1+\frac{1}{6} \lambda_{3}\left(f^{3}-3 f\right)\right] \tag{2.27}
\end{equation*}
$$

which introduces a skewness $\lambda_{3}$. The kurtosis is zero, as are all the higher cumulants.
In the next approximation, the distribution is given by the full equation (2.20). The mean $\kappa_{1}$, variance $\kappa_{2}$ and skewness $\lambda_{3}$ are all slightly modified, and a non-zero kurtosis $\lambda_{4}$ appears, given by $\kappa_{4} / \kappa_{2}^{2}$, where

$$
\begin{align*}
\kappa_{4} & =4\left(A_{1}^{3} A_{3}\right)+6\left(A_{1}^{2} A_{2}^{2}\right) \\
& =24 \alpha_{i} \alpha_{j} \alpha_{k} \alpha_{i j k} V_{i} V_{i} \nabla_{k}+48 \alpha_{i} \alpha_{j} \alpha_{i k j k} V_{i} \nabla_{3} V_{k} . \tag{2.28}
\end{align*}
$$

## 3. Application to gravity waves

Consider a random, homogeneous surface displacement on water of infinite depth. To a first approximation such a surface may be represented in the form $z=\zeta^{(1)}$ where

$$
\begin{equation*}
\zeta^{(1)}=\sum_{n=1}^{N^{\prime}} a_{n} \cos \psi_{n}, \quad 夕_{n}=\left(\mathbf{k}_{n} \cdot \mathbf{x}-\sigma_{n} t+\theta_{n}\right) \tag{3.1}
\end{equation*}
$$

where $\mathbf{x}$ is the horizontal Cartesian co-ordinate, $t$ the time, $\mathrm{k}_{n}$ a horizontal vector wave-number, $\sigma_{n}$ the frequency, related to $k_{n}$ by

$$
\sigma_{n}^{2}=g\left|\mathbf{k}_{n}\right|=g k_{n}
$$

(where $g$ is the acceleration of gravity). $a_{n}$ and $\theta_{n}$ are amplitude and phase constants, chosen randomly so that $a_{n} \cos \theta_{n}$ and $a_{n} \sin \theta_{n}$ are jointly normal, with $\theta_{n}$ uniformly distributed and

$$
\sum_{\mathbf{k}_{n} \operatorname{adk}} \overline{a_{\mathbf{k}}^{2}} \div E(\mathbf{k}) d \mathbf{k}
$$

Let

$$
\begin{equation*}
a_{n} \cos \theta_{n}=\xi_{n}, \quad a_{n} \sin \theta_{n}=\xi_{n}^{\prime} ; \tag{3.2}
\end{equation*}
$$

then we have $\quad \zeta^{(1)}=\sum_{n=1}^{N^{*}}\left[\xi_{n} \cos (\mathbf{k} \cdot \mathbf{x}-\sigma t)+\xi_{n}^{\prime} \sin (\mathbf{k} \cdot \mathbf{x}-\sigma t)\right]$,
which, if we write $\xi_{N^{\prime}+n}=\xi_{n}^{\prime}$, is of the form

$$
\zeta^{(1)}=\sum_{i=1}^{2 N^{\prime}} \alpha_{i} \xi_{i}
$$
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the $\alpha$ being constants for a fixed position and time. Also

$$
\overline{\xi_{i}^{2}}=\frac{1}{2} \overline{a_{i}^{2}} \quad\left(i=1, \ldots, 2 N^{\prime}\right) .
$$

By the assumption of homogeneity we may consider the distribution of $\zeta^{(2)}$ at the special point $\mathbf{x}=0$ and time $t=0$; hence we may take

$$
\alpha_{i}=\left\{\begin{array}{ll}
1 & \left(i=1, \ldots, N^{\prime}\right)  \tag{3.3}\\
0 & \left(i=N^{\prime}+1, \ldots, 2 N^{\prime}\right) .
\end{array}\right\}
$$

We can now make (3.3) correspond to the linear part of (2.1) by setting $N=2 N^{\prime}$ and $\mathbf{u}_{2}=\mathbf{k}_{i}, \mathbf{u}_{N+i}=\mathbf{k}_{i}\left(i=1, \ldots, N^{\prime}\right)$. Moreover

$$
\begin{equation*}
\sum_{d \mathrm{u}} \overline{\xi_{i}^{2}}=\sum_{d \mathrm{a}} \overline{\frac{1}{2} a_{i}^{2}}=E(\mathbf{k}) d \mathbf{u} \tag{3.4}
\end{equation*}
$$

in each range $i=1, \ldots, N^{\prime}, i=N^{\prime}+1, \ldots, 2 N^{\prime}$. So compared with (2.2) we have

$$
F(\mathbf{u})=E(\mathbf{k})
$$

in each range atso.
Corresponding to the free surface elevation $\zeta^{(2)}$ is a velocity potential

$$
\phi^{(1)}=\sum_{i} b_{i} e^{k_{1}} \sin \psi_{i} \quad\left(b_{i}=a_{1} \sigma_{i} / k_{i}\right)
$$

However, $\zeta^{(1)}$ and $\phi^{(1)}$ are only first approximations. To satisfy the boundary conditions at the free surface to higher order one must add further terms in the series

$$
\left.\begin{array}{l}
\zeta=\zeta^{(1)}+\zeta^{(2)}+\ldots, \\
\phi=\phi^{(1)}+\phi^{(2)}+\ldots,
\end{array}\right\}
$$

in which $\zeta^{(2)}, \phi^{(2)}$ contain terms proportional to the squares of the amplitudes; $\zeta^{(3)}, \phi^{(3)}$ contain terms proportional to the cubes of the amplitudes, and so on. The equations for $\phi^{(2)}$ and $\zeta^{(2)}$ are
and

$$
\begin{gather*}
\nabla^{2} \phi^{(2)}=0 ; \\
\nabla \phi^{(2)} \rightarrow 0, \quad \text { when } \quad z \rightarrow-\infty ;  \tag{3.5}\\
\left(\frac{\partial^{2}}{\partial t^{2}}+g \frac{\partial}{\partial z}\right) \phi^{(2)}=-\frac{\partial}{\partial t}\left(\nabla \phi^{(1)}\right)^{2}-\zeta^{(2)} \frac{\partial}{\partial z}\left(\frac{\partial^{2}}{\partial t^{2}}+g \frac{\partial}{\partial z}\right) \phi^{(1)} \quad \text { when } \quad z=0 ; \\
\zeta^{(2)}=-\frac{1}{g}\left[\frac{\partial \phi^{(2)}}{\partial t}+\frac{1}{2}\left(\nabla \phi^{(1)}\right)^{2}+\zeta^{(1)} \frac{\partial^{2} \phi^{(2)}}{\partial z \partial t}\right]_{z=0} .
\end{gather*}
$$

It is assumed that the mean level $\overline{\zeta^{(2)}}$ is zero. Substituting for $\phi^{(1)}$ in the third of equations (3.5) we have
and so

$$
\begin{array}{r}
\left(\frac{\partial^{2}}{\partial t^{2}}+g \frac{\partial}{\partial z}\right) \phi_{z=0}^{(2)}=-\sum_{i . j} b_{i} b_{j}\left[\left(\sigma_{i}-\sigma_{j}\right)\left(\mathbf{k}_{i} \cdot \mathbf{k}_{j}+k_{i} k_{j}\right) \sin \left(\psi_{i}-\psi_{j}\right)\right. \\
\left.+\left(\sigma_{i}+\sigma_{j}\right)\left(\mathbf{k}_{i} \cdot \mathbf{k}_{j}-k_{i} k_{j}\right) \sin \left(\psi_{i}+\psi_{j}\right)\right]
\end{array}
$$

$$
\begin{aligned}
\phi^{(2)}=\sum_{i, j} b_{i} b_{j} & {\left[\frac{\left(\sigma_{i}-\sigma_{j}\right)\left(\mathbf{k}_{i} \cdot \mathbf{k}_{j}+k_{i} k_{j}\right)}{\left(\sigma_{i}-\sigma_{j}\right)^{2}-g\left|\mathbf{k}_{i}-\mathbf{k}_{j}\right|} e^{\left|\mathbf{k}_{i}-\mathbf{k}_{j}\right| z} \sin \left(\psi_{i}-\psi_{j}\right)\right.} \\
& \left.+\frac{\left(\sigma_{i}+\sigma_{j}\right)\left(\mathbf{k}_{i} \cdot \mathbf{k}_{j}-k_{i} k_{j}\right)}{\left(\sigma_{i}+\sigma_{j}\right)^{2}-g\left|\mathbf{k}_{i}+\mathbf{k}_{j}\right|} e^{\left|\mathbf{k}_{i}+\mathbf{k}_{j \mid}\right| z} \sin \left(\psi_{i}+\psi_{j}\right)\right] .
\end{aligned}
$$

Inserting this in (3.6) and substituting for $b_{i}, b_{j}$ and $\sigma_{i}, \sigma_{j}$ we find
where

$$
\begin{align*}
\zeta^{(2)}=\sum_{i, j} \frac{a_{i} a_{j}}{\left(k_{i} k_{j}\right)^{\frac{1}{2}}}\left[\left\{B_{i, j}^{-}+B_{i, j}^{+}-\mathbf{k}_{i} \cdot \mathbf{k}_{j}\right.\right. & \left.+\left(k_{i}+k_{j}\right)\left(k_{i} k_{j}\right) t\right\} \cos \psi_{i} \cos \psi_{j} \\
& \left.+\left(B_{i, j}^{-}-B_{i, j}^{+}-k_{i} k_{j}\right) \sin \psi_{i} \sin \psi_{j}\right] \tag{3.7}
\end{align*}
$$

$$
\begin{equation*}
B_{i, j}^{-}=\frac{\left(\sqrt{\left.k_{i}-\sqrt{ } k_{j}\right)^{2}\left(\mathbf{k}_{i} \cdot \mathbf{k}_{1}+k_{i} k_{j}\right)}\right.}{\left(\sqrt{k_{i}-\sqrt{k}} k_{j}\right)^{2}-\left|\mathbf{k}_{i} \cdot \mathbf{k}_{j}\right|}, \quad B_{i, j}^{+}=\frac{\left(\sqrt{ } k_{i}+\sqrt{ } k_{j}\right)^{2}\left(\mathbf{k}_{i} \cdot \mathbf{k}_{j}-k_{i} k_{j}\right)}{\left(\sqrt{k_{i}}+\sqrt{k_{j}}\right)^{2}-\left|\mathbf{k}_{i}+\mathbf{k}_{j}\right|} \tag{3.8}
\end{equation*}
$$

Now at the point $\mathrm{x}=0, t=0$, the phase $\psi_{i}$ reduces to $\theta_{i}$ and so

$$
\left(a_{i} \cos \psi_{i}, a_{i} \sin \psi_{i}\right)=\left(\xi_{i}, \xi_{N+i}\right) .
$$

Hence to a second approximation we have

$$
\zeta=\sum_{i} \alpha_{i} \xi_{i}+\sum_{i, j} \alpha_{i j} \xi_{i} \xi_{j}
$$

where $\alpha_{i j}$ is given by (3.3) and

$$
\alpha_{i,}= \begin{cases}\left(k_{i} k_{j}\right)^{-\frac{1}{2}}\left\{B_{i, j}^{-}+B_{i, j}^{+}+\mathbf{k}_{i} \cdot \mathbf{k}_{j}+\left(k_{i}+k_{j}\right)\left(k_{i} k_{j}\right)^{\frac{1}{2}}\right\} & \text { when } i, j=1, \ldots, N^{\prime},  \tag{3.9}\\ \left(k_{i} k_{j}\right)^{-\frac{1}{2}}\left(B_{i, j}^{-}-B_{i, j}^{+}-k_{i} k_{j}\right) & \text { when } i, j=N^{\prime}+1, \ldots, 2 N^{\prime}, \\ 0 & \text { otherwise. }\end{cases}
$$

The diagonal terms $\alpha_{i i}$ are given as the limit of the above expressions as $\mathbf{k}_{i} \rightarrow \mathbf{k}_{i}$. Then $B_{i j}^{-}$and $B_{i j}^{+}$both vanish and

$$
\alpha_{i i}=\left\{\begin{aligned}
k_{i} & \left(i=1, \ldots, N^{\prime}\right) \\
-k_{i} & \left(i=N^{\prime}+1, \ldots, 2 N^{\prime}\right)
\end{aligned}\right.
$$

Taking account of (3.3) we have then

$$
\left.\begin{array}{l}
\kappa_{1} \div \alpha_{i i} V_{i}=\sum_{i=1}^{N^{\prime}} k_{i} V_{i}-\sum_{i=1}^{N} k_{i} V_{i}=0,  \tag{3.10}\\
\kappa_{2} \div \alpha_{i} \alpha_{i} \nabla_{i}=\sum_{i=1}^{N^{\prime}} \nabla_{i}, \\
\kappa_{3} \div 6 \alpha_{i} \alpha_{,} \alpha_{i j} V_{i} V_{j}=6 \sum_{i, j=1}^{N^{\prime}} \alpha_{i j} \nabla_{i} V_{j^{\prime}}
\end{array}\right\}
$$

The first equation simply states that the mean surface level is zero, to second order, as was specified. The next two equations, in integral form, can be written

$$
\begin{equation*}
\kappa_{2} \mp \iint E(\mathbf{k}) d \mathbf{k}, \quad \kappa_{\mathbf{3}} \mp 6 \iiint \int \mathbf{K}\left(\mathbf{k}, \mathbf{k}^{\prime}\right) E(\mathbf{k}) E\left(\mathbf{k}^{\prime}\right) d \mathbf{k} d \mathbf{k}^{\prime}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{K}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\frac{\mathbf{1}}{\left(k k^{\prime}\right)^{\frac{1}{2}}} \frac{\left[\sqrt{ } k-\sqrt{ } k^{\prime}\right)^{2}\left(\mathbf{k} \cdot \mathbf{k}^{\prime}+k k^{\prime}\right)}{\left(\sqrt{ } k-\sqrt{\left.k^{\prime}\right)^{2}-\left|\mathbf{k}-\mathbf{k}^{\prime}\right|}\right.}+\frac{\left(\sqrt{ } k+\sqrt{ } k^{\prime}\right)^{2}\left(\mathbf{k} \cdot \mathbf{k}^{\prime}-k k^{\prime}\right)}{\left(\sqrt{k+}+\sqrt{\left.k^{\prime}\right)^{2}-\left|\mathbf{k}+\mathbf{k}^{\prime}\right|}\right.} \\
&\left.-\mathbf{k} \cdot \mathbf{k}^{\prime}+\left(k+k^{\prime}\right)\left(k k^{\prime}\right)^{\frac{1}{2}}\right] . \tag{3.12}
\end{align*}
$$
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If we talke polar co-ordinates $(k, \theta)$ in the $k$-plane and introduce the directional spectrum $F(\sigma, \theta)$ by

$$
F(\sigma, \theta) d \sigma d \theta=E(\mathbf{k}) d \mathbf{k}=E(\mathbf{k}) k d k d \theta
$$

so that

$$
F(\sigma, \theta)=k \frac{d k}{d \sigma} E(\mathbf{k})=\frac{k^{2}}{2 \sigma} E(\mathbf{k})
$$

then we have

$$
\begin{equation*}
\kappa_{2}=\iint F^{\prime}(\sigma, \theta) d \sigma d \theta, \quad \kappa_{\mathbf{3}}=6 \iiint \int_{J} \mathrm{~K}\left(\mathbf{k}, \mathbf{k}^{\prime}\right) F(\sigma, \theta) F\left(\sigma^{\prime}, \theta^{\prime}\right) d \sigma^{\prime} d \sigma^{\prime} d \theta d \theta^{\prime} \tag{3.13}
\end{equation*}
$$

In the one-dimensional case when $F(\sigma, \theta)$ vanishes everywhere except when $\theta=0$ the above expressions simplify very considerably. For when $\mathbf{k}^{\prime}$ is parallel (or anti-parallel) to k we find

$$
\mathbf{K}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\min \left(k, k^{\prime}\right)
$$

and hence

$$
\begin{equation*}
\kappa_{2}=\int F(\sigma) d \sigma, \quad \kappa_{3}=6 \iint \min \left(k, k^{\prime}\right) F(\sigma) F\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime} \tag{3.14}
\end{equation*}
$$

where $F(\sigma)=\int F(\sigma, \theta) d \theta$ denotes the spectral density with regard to frequency. The above expression for $\kappa_{3}$ may be written

$$
\begin{align*}
\kappa_{3} & =12 \iint_{k<k^{\prime}} k F(\sigma) F\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime}  \tag{3.15}\\
& =12 \int_{0}^{\infty}\left[\int_{0}^{\sigma^{\prime}} k F(\sigma) d \sigma\right] F\left(\sigma^{\prime}\right) d \sigma^{\prime} \tag{3.16}
\end{align*}
$$

where $k=\sigma^{2} / g$.
Let us examine the form of $K\left(k, k^{\prime}\right)$ in the general case, when the angle between $\mathbf{k}$ and $\mathbf{k}^{\prime}$ is equal to $\gamma$, say. Writing

$$
\left(k+k^{\prime}\right) / 2\left(k k^{\prime}\right)^{\frac{1}{2}}=\eta \geqslant 1
$$

(by Schwarz's inequality) we find from (3.12) that

$$
\begin{equation*}
\mathbf{K}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\left(k k^{\prime}\right)^{\frac{1}{2}} f(\eta, \gamma) \tag{3.17}
\end{equation*}
$$

where $f(\eta, \gamma)=\frac{(\eta-1)(1+c)}{(\eta-1)-\left(\eta^{2}-\frac{1}{2}-\frac{1}{2} c\right)^{\frac{1}{2}}}-\frac{(\eta+1)(1-c)}{(\eta+1)-\left(\eta^{2}-\frac{1}{2}+\frac{1}{2} c\right)^{\frac{1}{2}}}+(2 \eta-c)$
and $c=\cos \gamma$. It can be shown that $f(\eta, \gamma)$ is non-negative. For from (3.18)

$$
\begin{aligned}
f(\eta, \gamma) & =\frac{2(\eta-1)(1+c)\left[(\eta-1)+\left(\eta^{2}-\frac{1}{2}-\frac{1}{2} c\right)^{\frac{1}{2}}\right]}{-(4 \eta-c-3)} \\
& -\frac{2(\eta+1)(1-c)\left[(\eta+1)+\left(\eta^{2}-\frac{1}{2}+\frac{1}{2} c\right)^{\frac{1}{2}}\right]}{(4 \eta-c+3)}+(2 \eta-c) .
\end{aligned}
$$

Since all the factors in each expression are non-negative, the two radicals may be replaced by $\left(\eta^{2}\right)^{\frac{1}{2}}=\eta$ without diminishing the right-hand side. After some reduction we then find

$$
\begin{equation*}
f(\eta, \gamma) \geqslant \frac{(2 \eta+c)\left(1-c^{2}\right)}{(4 \eta-c)^{2}-9} \geqslant 0 \tag{3.19}
\end{equation*}
$$

It follows that $K\left(k, k^{\prime}\right)$ is non-negative, and that so also is $\kappa_{3}$, in the general case.

The form of $f(\eta, \gamma)$ can be seen from the curves in figure 1. The two extreme values are equal:

$$
\begin{equation*}
f(\eta, 0)=f(\eta, \pi)=\eta-\left(\eta^{2}-1\right)^{\frac{1}{2}}, \tag{3.20}
\end{equation*}
$$



Fracre 1. Graphs of $f(\eta, \gamma)$, defined by (3.17), for various values of $\eta$.
and for fixed values of $\eta$ there is a minimum, at about $\eta=90^{\circ}$. However, the curves are not symmetrical about the mid-point of the range of $\eta$. For example, $f(1, \gamma)$ has a stationary point at $\gamma=0$ but not at $\gamma=\pi$. Further, though it appears at first sight that $f(\eta, \gamma)$ never exceeds $f(\eta, 0)$, in fact $f(\eta, \gamma)$ is an increasing function of $\gamma$ when $\gamma$ is small and $\eta$ is very close to 1 . A numerical investigation shows that

$$
\begin{equation*}
0 \cdot 44 f(\eta, 0) \leqslant f(\eta, \gamma) \leqslant 1 \cdot 01 f(\eta, 0) \tag{3.21}
\end{equation*}
$$

over all values of $\gamma$. From (3.13) and (3.17) it then follows that in general

$$
\begin{equation*}
0.44 I \leqslant \kappa_{3} \leqslant 0.01 I \tag{3.22}
\end{equation*}
$$

where $I$ denotes the integral on the right-hand side of (3.15) or (3.16). Further, writing

$$
\begin{equation*}
L=I / \kappa_{2}^{\frac{7}{2}}, \tag{3.23}
\end{equation*}
$$

we deduce the following theoretical bounds for the skewness:

$$
\begin{equation*}
0.44 L \leqslant \lambda_{\mathrm{s}} \leqslant 1.01 L \tag{3.24}
\end{equation*}
$$

## M.S. Longuet-Higgins

In the two-dimensional case we have always

$$
\begin{equation*}
\lambda_{3}=L \tag{3.25}
\end{equation*}
$$

It will be seen from (2.28) that the next cumulant $\kappa_{4}$ generally involves the third- and fourth-order terms $\alpha_{i j k}$ and $\alpha_{i k j k}$. These can be calculated in a similar way. In general, however, they will be weakly dependent on the time $t$, owing to resonant interactions between the wave components $\xi_{i}$ (cf. Phillips 1960; Hasselmann 1960). Moreover $\alpha_{i j k}$, for example, will generally be of the same order as $\min \left(k_{i}^{2}, k_{j}^{2}, k_{i}^{2}\right)$. Hence the convergence of the corresponding integrals will depend rather critically on the behaviour of the spectral density $E(\mathbf{k})$ at high wave-numbers. We shall not calculate the higher-order moments here, beyond remarking that according to the present analysis $K_{4}$ and $\lambda_{4}$ are proportional to $\{E(\mathrm{k})\}^{2}$ and $\{E(k)\}$, respectively. Hence if the integrals substantially converged over the region in which viscous damping was negligible then $\lambda_{4}$ would be of the same order as $\lambda_{3}^{2}$.

## 4. Comparison with observation

An extensive study of the power spectra of water waves over short fetches, and of the corresponding statistical distribution of surface elevation, has been made by Kinsman (1960). In the second column of table 1 are shown Kinsman's observed values of $\kappa_{2}$, and in the third column the value calculated from the power spectra* using equation (3.11). The first group of calculations, from records 009 to 067 , are based on estimates of spectral density at frequencies of $0(0.1) 2 \cdot 5$ $\mathrm{c} / \mathrm{s}$; the second group are based on estimates at more closely spaced intervals from $0(0.05) 2.5 \mathrm{c} / \mathrm{s}$ (not available for records 009 to 028 ). It will be seen that the agreement between the observed and calculated values of $\kappa_{2}$ is within $5 \%$ except in the case of two records, 028 and 087 (for which there seems no obvious explanation). There is only a slight difference, of the order of $1 \%$, in record 067 , between the values of calculated from the less closely spaced, and from the more closely spaced, spectral estimates.

In the fourth column of table 1 are listed the values of the skewness coefficient $\lambda_{3}$, as observed by Kinsman. $\dagger$ It will be seen at once that all except three of the observations are positive, as predicted, and of the three negative values, two are very small.

In the next column of table 1 are shown the values of $L$ calculated from equation (3.20), that is to say the theoretical values of $\lambda_{3}$ if the spectrum were uni-directional. (The two theoretical estimates for record 067 , which differ by about $12 \%$, suggest that the estimates derived from the more closely spaced spectral estimates are significantly more accurate.) The ratio $\lambda_{3} / L$ is shown in the sixth column of table 1. According to equation (3.24) this ratio should lie between 0.44 and 1.01 . Out of the total of 24 records it will be seen that 18 satisfy the inequality $\lambda_{3} / L \leqslant 1.01$ and that 15 satisfy $\lambda_{3} / L \geqslant 0.44$.

In the last column of table 1 are shown the observed values of $\lambda_{4}$ as found by

[^34]Kinsman (who tabulates $\frac{1}{2} \lambda_{4}$ ). Although some of these values are of order $\lambda_{3}^{2}$, as might be expected, there are several values of nearly $0 \cdot 4$, which is unexpectedly high. Part of the variability in $\lambda_{4}$ may no doubt be attributed to the finite size of the sample; but probably it reflects also the sensitivity of the integrals to the high-frequency end of the spectrum, which is not included in the measured values.

| Record | $\xrightarrow{\kappa_{2}\left(\mathrm{~cm}^{2}\right)}$ |  | $\begin{gathered} \lambda_{3} \\ \text { obs. } \end{gathered}$ | $L$ | $\lambda_{3} / L$ | $\underset{\text { obs. }}{\lambda_{1}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | obs. | th. |  |  |  |  |
| 009 | 8.45 | 8.38 | 0.344 | 0.284 | 1.21 | 0.092 |
| 010 | 8.94 | 8.94 | 0.286 | 0.293 | 0.98 | -0.030 |
| 011 | $10 \cdot 82$ | 10.77 | 0.192 | 0.234 | 0.82 | -0.250 |
| 012 | 8.45 | 8.46 | 0.364 | 0.273 | $1 \cdot 33$ | 0.202 |
| 017 | $3 \cdot 30$ | 3.24 | 0.350 | 0.274 | 1-28 | $0 \cdot 100$ |
| 018 | 4-12 | 4.09 | 0.438 | 0.257 | $1 \cdot 70$ | 0.366 |
| 027 | 3-87 | 3.83 | 0.316 | 0.264 | $1 \cdot 20$ | -0.392 |
| 028 | 3-13 | 3.77 | 0.356 | 0.204 | 1.75 | 0.118 |
| 067 | 4.99 | 4.95 | $0 \cdot 164$ | 0-282 | 0.58 | -0.014 |
| 067 | 4.99 | 5.02 | $0 \cdot 164$ | 0.258 | 0.64 | -0.014 |
| 068 | $5 \cdot 57$ | $5 \cdot 60$ | $0 \cdot 174$ | 0.260 | 0.67 | 0.050 |
| 069 | $7 \cdot 71$ | 7.71 | 0.138 | 0.248 | 0.56 | 0.414 |
| 070 | 7.23 | $7 \cdot 23$ | $0 \cdot 054$ | 0.243 | 0-22 | 0.090 |
| 075 | $9 \cdot 65$ | $9 \cdot 62$ | 0.202 | 0.248 | 0.81 | 0.086 |
| 076 | $7 \cdot 37$ | $7 \cdot 37$ | 0-184 | 0.240 | 0.77 | $-0.062$ |
| 081 | 3-46 | $3 \cdot 40$ | 0.058 | 0.168 | 0.34 | -0.130 |
| 082 | $3 \cdot 64$ | 3.59 | 0.068 | 0-196 | 0.35 | -0.232 |
| 083 | $7 \cdot 57$ | $7 \cdot 37$ | -0.004 | 0-192 | -0.02 | -0.202 |
| 084 | 6-64 | 6.59 | 0.088 | 0.217 | 0.41 | 0.048 |
| 085 | 7.91 | 7.77 | $-0.010$ | 0.203 | -0.05 | -0.448 |
| 086 | $7 \cdot 72$ | 7.71 | 0.022 | 0.223 | 0.10 | -0.156 |
| 087 | $3 \cdot 45$ | 7.45 | 0.010 | 0.068 | 0.15 | 0.330 |
| 088 | 4.06 | 4.05 | -0.092 | 0.177 | -0.52 | 0.300 |
| 093 | 9.34 | 9.33 | 0.288 | 0.336 | 0.86 | 0.432 |
| 094 | 11.30 | 11-29 | 0.272 | 0.363 | 0.75 | 0.046 |
| Table 1. Comparison of observed and theoretical coefficients of distributions of surface elevation. |  |  |  |  |  |  |

The observed distributions $p(\zeta)$ themselves have been compared by Kinsman (1960) with the expressions

$$
\begin{equation*}
\left[\exp \left(-\frac{1}{2} \zeta^{2} / \kappa_{2}\right)\right]\left(2 \pi \kappa_{2}\right)^{-\frac{1}{2}}\left[1+\frac{1}{8} \lambda_{3} H_{3}+\frac{1}{24} \lambda_{4} H_{4}\right] \tag{4.1}
\end{equation*}
$$

(see figures A III 2.01-2.24 of Kinsman 1960) and it is found that the observations are an appreciably better fit to (4.1) than to the corresponding Gaussian distributions, from which (4,1) differs by terms of order $\boldsymbol{\lambda}_{3}$. Equation (4.1) differs from the theoretical distribution (2.20) by the term

$$
\begin{equation*}
\left[\exp \left(-\frac{1}{2} \zeta^{2} / \kappa_{2}\right)\right]\left(2 \pi \pi \kappa_{2}\right)^{-\frac{1}{2}} \frac{1}{\frac{1}{2}} \lambda_{3}^{2} H_{6} \tag{4.2}
\end{equation*}
$$

which is of order $\lambda_{3}^{2}$. Since the maximum value of

$$
\left|(2 \pi)^{-\frac{1}{2}} \exp \left(-\frac{1}{2} \zeta^{2} / \kappa_{2}\right) \frac{1}{72} H_{6}\right|
$$
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is equal to 0.083 at $\zeta=0$, and since the maximum value of $\lambda_{3}$, from table 1 , is $0.438\left(\lambda_{3}^{2}=0.192\right)$ it will be seen that the terms (4.2) are in fact rather small. It is found that they make no appreciable difference to the theoretical distributions (for the values of $\lambda_{3}$ observed) and that the agreement with observation is not significantly improved. Equation (2.20) is indeed a significant improvement over the Gaussian distribution, but this is brought about mainly by the term in $\lambda_{\mathbf{a}}$ which is already included in (4.1).

## 5. Joint distribution of two non-linear variables

The joint distribution of two or more variables of type similar to (2.1) may be investigated in an exactly similar way. In the present section we shall evaluate the distribution for two such variables. This will enable us, in the following section, to evaluate the joint distribution of the two components of surface slope in a random sea.

Consider two variables $\zeta, \eta$ defined by

$$
\left.\begin{array}{l}
\zeta=\alpha_{i} \xi_{i}+\alpha_{i j} \xi_{i} \xi_{j}+\alpha_{i j k} \xi_{i} \xi_{j} \xi_{k}+\ldots,  \tag{5.1}\\
\eta=\beta_{i} \xi_{i}+\beta_{i j} \xi_{i} \xi_{j}+\beta_{i j k} \xi_{i} \xi_{j} \xi_{k}+\ldots,
\end{array}\right\}
$$

where $\alpha_{i}, \alpha_{i j}, \ldots$ and $\beta_{i}, \beta_{i j}, \ldots$ are constants and the $\xi_{i}$ are defined as before. We denote by $A_{p}$ and $B_{q}$ the terms $\alpha_{i j, \ldots l}$ and $\beta_{i j \ldots m}$ which contain respectively $p$ and $q$ suffices, and by $\left(A_{p} B_{q} \ldots\right)$ the irreducible part of the mean product

For example

$$
\overline{\left(A_{p} \xi_{i_{1}} \xi_{j_{1}} \cdots \xi_{L_{1}}\right)\left(B_{q} \xi_{i_{2}} \xi_{2} \cdots \xi_{m_{2}}\right) \cdots}
$$

$$
\begin{gather*}
\left(A_{1} B_{1}\right)=\alpha_{i} \beta_{i} V_{i}, \quad\left(A_{1}^{n} B_{1}^{m}\right)=0 \quad(n+m>2) ;  \tag{5.2}\\
\left(A_{1} B_{1} B_{2}\right)=2 \alpha_{i} \beta_{j} \beta_{i j} V_{i} V_{j}, \quad\left(A_{1} B_{3}\right)=3 \alpha_{i} \beta_{i j j} V_{i} V_{j}, \\
\left(A_{1}^{2} B_{2}\right)=2 \alpha_{i} \alpha_{j} \beta_{i j} V_{i} V_{j} .
\end{gather*}
$$

The the joint moments of $\zeta$ and $\eta$ may be written down by inspection. Thus

$$
\begin{aligned}
& \mu_{11}=\overline{\zeta \eta}=\sum_{p, q}\left[\left(A_{p} B_{q}\right)+\left(A_{p}\right)\left(B_{q}\right)\right], \\
& \mu_{21}=\overline{\zeta^{2} \eta}=\sum_{p, q}\left[\left(A_{p} A_{q} B_{\tau}\right)+\left(A_{p} A_{q}\right)\left(B_{r}\right)+2\left(A_{p}\right)\left(A_{q} B_{r}\right)+\left(A_{p}\right)\left(A_{q}\right)\left(B_{r}\right)\right],
\end{aligned}
$$

and in general

$$
\begin{equation*}
\mu_{n m}=\overline{\zeta^{n} \eta^{m}}=\sum_{p_{1} \ldots, s} C(\varpi) \varpi\left(i_{1}, j_{1} ; i_{2}, j_{2} ; \ldots\right) \tag{5.3}
\end{equation*}
$$

where $m$ denotes a grouping of $A_{p}, \ldots, B_{q}, \ldots$ into unordered sets containing $i_{1}$ of $A_{p}$ and $j_{1}$ of $B_{q} ; i_{2}$ of $A_{p}$ and $j_{2}$ of $B_{q}$; etc., with $\left(i_{1}+i_{2}+\ldots\right)=n$ and $\left(j_{1}+j_{2}+\ldots\right)=m$; and $\sigma$ is the number of distinct ways of choosing such a grouping.

If $p(\zeta, \eta)$ denotes the joint density of $\zeta$ and $\eta$ the moment-generating function for the joint distribution is defined by

$$
\phi(i t, i s)=\iint p(\zeta, \eta) \exp (i t \zeta+i s \eta) d \zeta d \eta=\sum_{i, j} \frac{\mu_{i j}}{i!j!}(i t)^{i}(i s)^{j}
$$

and the cumulant-generating function is defined by

$$
\mathrm{K}(i t, i s)=\log \phi(i t, i s)=\sum_{(i, j) \neq(0,0)} \frac{\kappa_{i j}}{i!j!}(i t)^{i}(i s)^{j},
$$

where in the summation $i$ and $j$ take all pairs of non-negative integral values except $(i, j)=(0,0)$. Thus we have

$$
\phi(i t, i s)=\exp [K(i t, i s)]=\sum_{r=0}^{\infty} \frac{1}{r!}\left[\sum_{[(i, j) \neq(0,0)} \frac{\kappa_{i j}}{i!j!}(i t)^{i}(i s)^{j}\right]^{r}
$$

and by equating coefficients of $t^{m_{s} n}$ in this expression we have

$$
\mu_{m n}=\Sigma C\left(i_{1}, j_{1} ; i_{2}, j_{2} ; \ldots\right) \kappa_{i_{1}, j_{1}} \kappa_{i_{2}, j_{2}} \ldots
$$

where $C\left(i_{1}, j_{1} ; i_{2}, j_{2} ; \ldots\right)$ is the same constant as in (5.3). Hence we have simply

$$
\begin{equation*}
\kappa_{i j}=\sum_{p_{1} \ldots p q_{1} \ldots, j}\left(A_{p_{1}} \ldots A_{p_{i}} B_{q_{1}} \ldots B_{q_{j}}\right) . \tag{5.4}
\end{equation*}
$$

In particular, $\kappa_{i 0}=\kappa_{i}$, which is given as far as the terms in $V^{s}$ by equation (2.13). Similarly

$$
\begin{align*}
\kappa_{11}= & \left(A_{1} B_{1}\right)+\left[\left(A_{1} B_{3}\right)+\left(A_{2} B_{2}\right)+\left(A_{3} B_{1}\right)\right] \\
& +\left[\left(A_{1} B_{5}\right)+\left(A_{2} B_{4}\right)+\ldots+\left(A_{5} B_{1}\right)\right], \\
\kappa_{21}= & {\left[\left(A_{1}^{2} B_{2}\right)+2\left(A_{1} A_{2} B_{1}\right)\right]+\left[\left(A_{1}^{2} B_{4}\right)+2\left(A_{1} A_{2} B_{3}\right)\right.} \\
& \left.+2\left(A_{1} A_{3} B_{2}\right)+\left(A_{2}^{2} B_{2}\right)+2\left(A_{1} A_{4} B_{1}\right)+2\left(A_{2} A_{3} B_{1}\right)\right],  \tag{5.5}\\
\kappa_{22}= & {\left[2\left(A_{1}^{2} B_{1} B_{3}\right)+\left(A_{1}^{2} B_{2}^{2}\right)+4\left(A_{1} A_{2} B_{1} B_{2}\right)+\left(A_{2}^{2} B_{1}^{2}\right)+2\left(A_{1} A_{3} B_{1}^{2}\right)\right], } \\
\kappa_{31}= & {\left[\left(A_{1}^{3} B_{3}\right)+3\left(A_{1}^{2} A_{2} B_{2}\right)+3\left(A_{1} A_{2}^{2} B_{1}\right)\right], }
\end{align*}
$$

etc. It is evident that in general $\kappa_{i j}$ is of order $V^{(a+j-1)}$.
The joint density $p(\zeta, \eta)$ can now be found from

$$
\begin{align*}
p(\zeta, \eta)= & \frac{1}{(2 \pi)^{2}} \iint \phi\left(i t, i t^{\prime}\right) \exp \left[-i\left(\zeta t+\eta t^{\prime}\right)\right] d t d t^{\prime} \\
= & \left.\frac{1}{(2 \pi)^{2}} \iint \exp \left[-i \zeta t-i \eta t^{\prime}+\sum_{(i, j) \neq(0,0)} \frac{\kappa_{i j}}{i!j!} t^{\prime} t^{\prime}\right\}\right] d t d t^{\prime} \\
= & \frac{1}{(2 \pi)^{2}} \iint \exp \left[\left\{\left(\kappa_{10}-\zeta\right) i t+\left(\kappa_{01}-\eta\right) i t^{\prime}\right\}-\frac{1}{2}\left\{\kappa_{20} t^{2}+2 \kappa_{11} t t^{\prime}+\kappa_{02} t^{2}\right\}\right. \\
& \left.\quad+\frac{1}{6}\left\{\kappa_{30}(i t)^{3}+3 \kappa_{21}(i t)^{2}\left(i t^{\prime}\right)+3 \kappa_{19}(i t)\left(i t^{\prime}\right)^{2}+\kappa_{03}\left(i t^{\prime}\right)^{3}\right\}+\ldots\right] d t d t^{\prime} . \tag{5.6}
\end{align*}
$$

Writing

$$
\begin{aligned}
t & =u / \kappa_{20,}^{\frac{t}{2}}, \\
t^{\prime} & \left(\zeta-\kappa_{10}^{\prime}\right)=f \kappa_{20}^{\prime} / \kappa_{02}^{\frac{d}{d}}, \\
& \left(\eta-\kappa_{01}\right)=f^{\prime} \kappa_{02}^{d},
\end{aligned}
$$

and

$$
\lambda_{i j}=\kappa_{i j} /\left(\kappa_{20}^{i} \kappa_{b j}^{j}\right)^{\frac{1}{2}},
$$

we have

$$
\begin{array}{r}
p(\zeta, \eta)=\frac{1}{(2 \pi)^{2}\left(\kappa_{20} K_{02}\right)^{\prime 2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-i\left(f u+f^{\prime} u^{\prime}\right)-\frac{1}{2}\left(u^{8}+2 \lambda_{11} u u^{\prime}+u^{\prime 2}\right)\right] \\
 \tag{5.7}\\
\times \exp \left[\frac{1}{6} i^{3}\left\{\lambda_{30} u^{3}+3 \lambda_{21} u^{2} u^{\prime}+\ldots\right\}+\ldots\right] d u d u^{\prime} .
\end{array}
$$
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Now

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-i\left(f u+f^{\prime} u^{\prime}\right)-\frac{1}{2}\left(u^{2}+2 \rho u u^{\prime}+u^{\prime 2}\right)\right](i u)^{m}\left(i u^{\prime}\right)^{n} d u d u^{\prime} \\
& \quad=\frac{(-1)^{m+n}}{2 \pi} \frac{\partial^{m}}{\partial f^{m}} \frac{\partial^{n}}{\partial f^{\prime n}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-i\left(f u+f^{\prime} u^{\prime}\right)-\frac{1}{2}\left(u^{2}+2 \rho u u^{\prime}+u^{\prime 2}\right)\right] d u d u^{\prime} \\
& \left.\quad=\frac{(-1)^{m+n}}{\left(1-\rho^{2}\right)^{\frac{1}{2}}} \frac{\partial^{m}}{\partial f^{m}} \frac{\partial^{n}}{\partial f^{\prime n}} \exp \right]\left[-\frac{1}{2}\left(f^{2}+2 \rho f f^{\prime}+f^{\prime 2}\right) /\left(1-\rho^{2}\right)\right] \\
& \quad=\left(1-\rho^{2}\right)^{-\frac{1}{2}} H_{\text {man }}\left(f, f^{\prime} ; \rho\right) \exp \left[-\frac{1}{2}\left(f^{2}-2 \rho f f^{\prime}+f^{\prime 2}\right) /\left(1-\rho^{2}\right)\right]
\end{aligned}
$$

say, where $H_{m i c}$ is a two-dimensional analogue of the Hermite polynomial. Thus

$$
\begin{align*}
& H_{00}=1,  \tag{5.8}\\
& H_{10}=\left(f-\rho f^{\prime}\right) /\left(1-\rho^{2}\right)^{\frac{1}{2}}, \\
& H_{01}=\left(f^{\prime}-\rho f\right) /\left(1-\rho^{2}\right)^{\frac{1}{1}}, \\
& H_{20}=\left(f-\rho f^{\prime}\right)^{2} /\left(1-\rho^{2}\right)-1, \\
& H_{11}=\left(f-\rho f^{\prime}\right)\left(f^{\prime}-\rho f\right) /\left(1-\rho^{2}\right)+\rho, \\
& H_{02}=\left(f^{\prime}-\rho f\right)^{2} /\left(1-\rho^{2}\right)-1,
\end{align*}
$$

etc., and when $\rho=0$

$$
H_{n m}\left(f, f^{\prime} ; 0\right) \equiv H_{n}(f) H_{m}\left(f^{\prime}\right)
$$

So writing $\lambda_{11}=\rho$ in (5.7) we have

$$
\begin{align*}
& p(\zeta, \eta)=\left\{2 \pi\left(\kappa_{20} \kappa_{02}-\kappa_{n}\right)^{\frac{1}{2}}\right\}^{-1} \exp {\left[-\frac{1}{2}\left(f^{2}-2 \rho f f^{\prime}+f^{\prime 2}\right) /\left(1-\rho^{2}\right)\right] } \\
& \times\left[1+\frac{1}{8}\left(\lambda_{30} H_{30}+3 \lambda_{21} H_{21}+\ldots\right)+\ldots\right] . \tag{5.9}
\end{align*}
$$

In the first approximation, when terms of order $\nabla^{\frac{1}{2}}$ are neglected,

$$
p(\zeta, \eta)=\left\{2 \pi\left(\kappa_{20} \kappa_{02}-\kappa_{11}^{2}\right)^{\frac{1}{1}}\right\}^{-1} \exp \left[-\frac{1}{2}\left(f^{2}-2 \rho f f^{\prime}+f^{\prime 2}\right) /\left(1-\rho^{2}\right)\right]
$$

where $f=\zeta / \kappa_{20}^{\frac{⿺}{v}}, f^{\prime}=\eta / \kappa_{02}^{\frac{t_{2}}{2}}$ and

$$
\kappa_{20}=\alpha_{i} \alpha_{i}, \quad \kappa_{02}=\beta_{i} \beta_{i}, \quad \kappa_{12}=\alpha_{i} \beta_{i} .
$$

This is the familiar Gaussian bivariate distribution.
In the second approximation, taking into account $\nabla^{\frac{1}{2}}$ but neglecting $\nabla$, the mean of the distribution is shifted to

$$
(\bar{\zeta}, \bar{\eta})=\left(\kappa_{10}, \kappa_{01}\right)
$$

and the abscissa is multipied by the factor

$$
\left[1+\frac{1}{8}\left(\lambda_{30} H_{30}+3 \lambda_{21} H_{21}+\ldots\right)\right]
$$

introducing various kinds of skewness, specified by the parameters $\lambda_{30}, \lambda_{21}, \lambda_{12}$ and $\lambda_{03}$.

## 6. Application to the distribution of surface slopes

We shall now apply the results of the last section to evaluate the joint distribution of the two components of slope of a random sea surface.

Suppose that the surface elevation is given by equation (2.1). Then on partial differentiation with respect to $x$ and $y$ respectively we have

$$
\left.\begin{array}{l}
\partial \zeta \mid \partial x=\beta_{i} \xi_{i}+\beta_{i j} \xi_{i} \xi_{j}+\ldots, \\
\partial \zeta \mid \partial y=\gamma_{i} \xi_{i}+\gamma_{i j} \xi_{i} \xi_{j}+\ldots . \tag{6.1}
\end{array}\right)
$$

where, if ( $u_{i}, v_{i}$ ) denote the components of the wave-number $\mathbf{k}_{i}$, we have

$$
\beta_{i}=\alpha_{i} u_{i}, \quad \gamma_{i}=\alpha_{i} v_{i}
$$

Using the form of $\alpha_{i}$ as given by equation (3.3) we see that $\beta_{i}$ and $\gamma_{i}$, when expressed as vectors, have the form

$$
\left.\begin{array}{l}
\left(\beta_{i}\right)=\left(0,0, \ldots, 0 ;-u_{1},-u_{2}, \ldots,-u_{N}\right),  \tag{6.2}\\
\left(\gamma_{i}\right)=\left(0,0, \ldots, 0 ;-v_{1},-v_{2}, \ldots,-v_{N}\right) .
\end{array}\right\}
$$

Similarly from (3.9) we see that $\beta_{i j}$, when expressed as a matrix, has the form

$$
\left(\beta_{i j}\right)=\left(\begin{array}{cc}
0 & \mathbf{M}  \tag{6.3}\\
\mathbf{M}^{\prime} & \mathbf{0}
\end{array}\right)
$$

where

$$
\mathbf{M}=\left(\begin{array}{ccc}
\left(u_{1} \alpha_{N+1, N+1}-u_{1} \alpha_{11}\right) & \ldots & \left(u_{1} \alpha_{N+1,2 N}-u_{N} \alpha_{1, N}\right)  \tag{6.4}\\
\vdots & \vdots \\
\left(u_{N} \alpha_{2 N, N+1}-u_{1} \alpha_{N, 1}\right) & \ldots & \left(u_{N} \alpha_{2 N, 2 N}-u_{N} \alpha_{N, N}\right)
\end{array}\right)
$$

$\left(\gamma_{i j}\right)$ has an exactly similar form, except that $v_{i}$ replaces $u_{i}$.
Let $C_{r}$ denote the term $\gamma_{i j \ldots n}$ which contains just $r$ suffices. We see now that the results of $\S 6$ are applicable to the two non-linear variables $\partial \zeta / \partial x, \partial \zeta / \partial y$ provided that we replace $A_{p}, B_{q}$ by $B_{p}, C_{q}$, respectively. In particular we have for the first few cumulants of the joint distribution (retaining only the lowestorder terms) the following: for the second-order cumulants

$$
\begin{align*}
& \kappa_{20}=\left(B_{1}^{2}\right)=u_{i}^{2} \nabla_{i}=\iint u^{2} E(\mathbf{k}) d \mathbf{k}  \tag{6.5}\\
& \kappa_{11}=\left(B_{1} C_{1}\right)=u_{i} v_{i} V_{i}=\iint u v E(\mathbf{k}) d \mathbf{k}, \\
& \kappa_{02}=\left(C_{1}^{2}\right)=v_{i}^{2} V_{i}=\iint v^{2} E(\mathbf{k}) d \mathbf{k}
\end{align*}
$$

Each of these is proportional to $E(\mathbf{k})$ (or V). In the expressions for the thirdorder cumulants $\kappa_{30}, \kappa_{21}, \kappa_{12}, \kappa_{09}$ it will be seen from (6.2) and (6.3) that all the leading terms vanish identically,

$$
\left(B_{1}^{2} B_{\mathbf{2}}\right)=\left(B_{1}^{2} C_{\mathbf{2}}\right)=\left(C_{1}^{2} B_{\mathbf{2}}\right)=\left(C_{1}^{2} C_{\mathbf{2}}\right)=0
$$

Hence in the joint distribution of the surface slopes, the third-order cumulants are of order $\nabla^{3}$ at least. The terms of next lowest order are

$$
\left.\begin{array}{l}
\kappa_{\mathrm{s} 0}=3\left(B_{1}^{2} B_{4}\right)+6\left(B_{1} B_{2} B_{3}\right),  \tag{6.6}\\
\kappa_{21}=\left(B_{1}^{2} C_{4}\right)+2\left(B_{1} B_{2} C_{3}\right)+2\left(B_{1} B_{3} C_{2}\right)+2\left(B_{1} B_{4} C_{1}\right)+2\left(B_{2} B_{3} C_{1}\right),
\end{array}\right\}
$$

with similar expressions for $\kappa_{12}$ and $\kappa_{63}$.
If the distribution of slopes were symmetrical about the mean, then clearly all cumulants of odd order, such as the third-order cumulants, would necessarily vanish identically. This would certainly follow if, for example, it were possible to reverse the direction of time (so that forward slopes became rear slopes, and vice versa) without altering the statistics of the surface. However, we know in
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fact that the time cannot be reversed, even for free, undamped waves, for it has been shown that there exists a slow transfer of energy from one part of the spectrum to another (Phillips 1960; Hasselmann 1960). This transfer is represented by certain terms of the third-order which occur in $A_{3}$ and hence in $B_{3}$ and $C_{9}{ }^{*}$ Since either $B_{3}$ or $C_{3}$ occur in (6.6) we expect that the third-order cumulants are indeed of order $V^{3}$.

Similarly from (5.5) we have for the leading terms in the cumulants of fourth order

$$
\begin{align*}
& \kappa_{40}=4\left(B_{1}^{3} B_{3}\right)+6\left(B_{1}^{2} B_{2}^{2}\right), \\
& \kappa_{21}=\left(B_{1}^{3} C_{3}\right)+3\left(B_{1} B_{2}^{2} C_{1}\right), \\
& \kappa_{22}=\left(B_{1}^{2} C_{2}^{2}\right)+2\left(B_{1}^{2} C_{2} C_{3}\right)+4\left(B_{1} B_{2} C_{1} C_{2}\right)+2\left(B_{1} B_{3} C^{2}\right)+\left(B_{2}^{2} C_{1}^{2}\right),
\end{align*}
$$

etc. These also are of order $V^{3}$.
It follows that the coefficients of skewness

$$
\lambda_{30}=\kappa_{30} /\left(\kappa_{20}\right)^{\frac{3}{2}}, \quad \lambda_{21}=\kappa_{21} / \kappa_{20} \kappa_{02}^{\frac{1}{2}}, \quad \text { etc., }
$$

are each of order $V^{\frac{1}{2}}$ in general, and that the coefficients of kurtosis

$$
\lambda_{40}=\kappa_{40} / \kappa_{20}^{z}, \quad \lambda_{31}=\kappa_{31} / \kappa_{20}^{\frac{8}{8}} \kappa_{02}^{\frac{d}{d}}, \quad \text { etc., }
$$

are each of order $V$.
It should be emphasized that the present model of the sea surface is a model of 'free' waves, in which not only is the viscous damping neglected but it is also assumed that the stresses at the free surface are identically zero. On the other hand, both the viscosity, and also the stresses due to the action of the atmosphere on the surface, may be expected to produce some asymmetry in the wave profile. Since for free waves the skewness is theoretically of such a high order, $\sim\left(\kappa_{20}+\kappa_{02}\right)^{\frac{3}{2}}$, the actual skewness of sea waves may be a rather sensitive indicator of energy transfer to the water, or dissipation of energy in the medium.

## 7. Comparison with observation

It follows that in any comparison of the theoretical results with observation, some consideration must be given to whether the conditions of the theory (i.e. free, undamped surface waves) are actually satisfied. If there is any appreciable transfer of energy from the atmosphere to the sea surface, or if there is a considerable contribution to the slope distribution from the very short waves, which are the most highly damped, then the free-wave model cannot be expected to apply.

In model experimente, Cox (1958) has shown that in winds of between 3 and $12 \mathrm{~m} / \mathrm{sec}$ a large part of the contribution to the mean square slope (observed optically) is associated with frequencies above $10 \mathrm{c} / \mathrm{s}$, and hence with waves that are influenced predominantly by surface tension. $\dagger$ If the analysis of the preceding section were modified so as to include the effect of surface tension, it wowid atill be found that the third-order cumulants were of fourth order in the wave amplitudes. On the other hand it is unlikely that, even with surface tension

[^35]

Fygure 2. Observed values of the coefficients of akewness, plotted against (mean-square slope) $\frac{7}{\frac{3}{2}}$, from the data of Cox \& Munk (1956).
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included, the perturbation analysis of §5 would apply in such a situation, for the following reasons.

First, as the wavelength decreases, the short waves become increasingly influenced by viscosity, the time-constant being equal to ( $\left.2 \nu k^{2}\right)^{-1}$ or about $0 \cdot 71 \lambda^{2}$ where $\lambda$ is the wavelength in cm (see Lamb 1932, § 348). In § 5 this damping was entirely neglected.

Secondly, it is unlikely that a linear first approximation is appropriate when the wavelengths and time-constants of the short waves are small compared with the orbital displacements and the periods of the longer waves. It is known also that there is a direct transfer of energy to capillary waves from the steep crests of the gravity waves (Longuet-Higgins 1963), which can hardly be described in terms of the linear perturbation scheme.

Thirdly, the direct action of the airflow over the water surface, which is perhaps most important at high frequencies, has been neglected.

Hence the conclusions of $\S 5$ cannot be expected to apply to the observed slope distribution, certainly if the wind exceeds $3.18 \mathrm{~m} / \mathrm{sec}$ and probably if it exceeds the minimum phase-velocity of $19 \mathrm{~cm} / \mathrm{sec}$. An exception may occur in the presence of oil slicks, which are known to remove the energy in the highest wave-numbers.

In the measurements of surface slope made by Cox \& Munk (1956), the local wind-speed ranged from 72 to $1380 \mathrm{~cm} / \mathrm{sec}$. Nevertheless, using the data given in table 1 of Cox \& Munk's paper we have calculated the coefficients of skewness in terms of the quantities defined in their paper, that is (if the $x$-axis is taken in the direction of the wind):

Also

$$
\left.\begin{array}{c}
\lambda_{30}=c_{08}=-6 \sigma_{u}^{3}\left(a_{1}^{\prime}+a_{3}\right), \\
\lambda_{12}=c_{21}=-2 \sigma_{u} \sigma_{c}^{2}\left(a_{1}^{\prime}-3 a_{3}\right) .  \tag{7.2}\\
\kappa_{20}=\sigma_{v}^{2} \quad \kappa_{02}=\sigma_{c}^{2} .
\end{array}\right\}
$$

A plot of $\lambda_{30}$ and $\lambda_{12}$ against $\left(\kappa_{20}+\kappa_{02}\right)^{\frac{2}{2}}$ is shown in figure $2(a)$ and (b), for those cases when the sea surface was free of slicks.

From figure $2(a)$ it does appear that $\lambda_{30}$ is approximately proportional to ( $\left.\kappa_{20}+\kappa_{02}\right)^{\frac{3}{2}}$, as predicted. However, since the order of magnitude of $\lambda_{30}$ is about twenty times that of $\left(\kappa_{20}+\kappa_{02}\right)^{\frac{3}{2}}$ it appears more likely that the theory does not really apply to these observations.

On the other hand, Cox \& Munk observed that in the presence of oil slicks the coefficients of skewness were very greatly reduced, and were in fact so small as not to be measurable by their technique. Though not conclusive, this observation is certainly consistent with the theoretical result.

## 8. Conclusions

We have rederived the statistical distribution of weakly non-linear variables of the type given by equation (2.1) or equations (5.1). The distribution of such quantities is shown to be Gaussian in the first approximation, and in successively higher approximations to be given by Edgeworth's form of a Gram-Charlier series, as in equations (2.20) and (5.9), respectively. These series differ from the
series used, for example, by Kinsman and by Cox \& Munk as empirical fits to observed data, but the differences occur only in the third and higher approximations; they are practically negligible in the cases considered.

The coefficients in the distribution depend essentially on the cumulants of the original variables, which can be calculated simply in terms of the constants in (2.1) or (5.1). If one assumes that the sea surface consists of free, undamped waves then it can be shown that the skewness of the surface elevation is always positive and lies between the two bounds (3.24). This agrees, for the most part, with Kinsman's observations. The skewness increases proportionally to the r.m.s. surface slope s. On the other hand the skemess of the slope distribution is of a higher order and increases proportionally to $s^{3}$. While this prediction is consistent with the observations of Cox \& Munk, nevertheless, if the local wind is appreciable the skewness may be largely affected by energy transfer from air to water, and by viscous dissipation.

I am indebted to Dr K. Hasselmann and Dr C.S. Cox for valuable comments on a first draft of this paper, and to Mr C.L. Gulliver and Mrs W. Wilson for assistance with the calculations for table 1 and the diagrams.
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#### Abstract

Many random variables are almost linear, in the sense that they can he represented approximately as the sum of independent components in random phase. Such variables (for example, the surface elevation in a random sea) may have a gavssian distribution in the first approximation. However in higher approximations the phages of the different components becorne correlated, due to nonlinear interactions. The purpose of this paper is to show theoretically what is the effect of such nonlinearities on the basic gaussian distribution.

The modified distribution is derived both for a single variable and for two or mare related variables (such as the components of slope of a random surface). The results are applied in the first place to sea waves, and are compared with observations. However the analysis is applicable quite generally to any such nonlinear variables.

Two further problems are solved for weakly nonlinear variables: the mean number of zeros per unit time of a stationary random function $\zeta(t)$ and the distribution of the maximum values of $\zeta(t)$. These solutions are essentially generalizations of the well-known results of Rice for gaussian variables.


## 1. Introduction

Many random variables occurring in physical problems may be considered as the sum of a large number of independent components; thus we write

$$
\begin{equation*}
\zeta=\sum_{i=1}^{N} \alpha_{i} \xi_{i} \tag{1}
\end{equation*}
$$

where the $\alpha_{1}$ are constants and the $\xi_{1}$ are independent random variables symmetically distributed about 0 with variance $V_{1}$, say. Under certain conditions as $N \rightarrow \infty$ and each $V_{1} \rightarrow 0$, the distribution of $\zeta$ tends to a gaussian distribution with variance $\sum V_{1}$.

In particular it is possible to consider some stationary stochastic processes as the limit of a sum such as (1), the $\xi_{1}$ being components corresponding to particular frequencies $\sigma_{1}$ or wave numbers $k_{s}$; there may exist a continuous function $E(\sigma)$, the spectral density of $\zeta$, such that in any small interval ( $\sigma, \sigma+d \sigma$ ) the sum of the variances $V_{i}$ is given by

$$
\lim _{N \rightarrow \infty}\left(\sum_{\sigma<\sigma \ll \sigma+d \sigma} V_{k}\right)=E(\sigma) d \sigma+0(d \sigma)^{2} .
$$

Such a representation (equivalent to a stochastic integral) has been widely used in the theory of noise in electrical circuits [Rice, 1944 and 1945], in the theory of random sea surfaces, microseisms, turbulence, and other physical phenomens [Longuet-Higgins, 1960]. The representation gives most satisfactory results when the variable $\zeta$ satisfies a linear differential equation and can be shown physically to be the resultant of large number of indapendent contributions.

In some instances, however, the assumption of linearity is only approximately justified, and the variable in question may actually satisfy a nonlinear differential equation whose nonlinear terms are small but not completely negligible. Such is the case with variables $\zeta$ associated with sea waves. The distribution $p(\zeta)$ is then nearly gaussian, but not exactly so. The question we wish to discuss is: what is the effect of the nonlinearities on $p(\zeta)$, and how can they be calculated in terms of the differential equation satisfied by $\zeta$ ?

In a recent paper [Longuet-Higgins, 1963], the representation (1) was generalized in the following way. Consider the variable

$$
\begin{equation*}
\zeta=\alpha_{l} \xi_{1}+\alpha_{u} \xi_{1} \xi_{j}+\alpha_{t j \mu} \xi_{k} \xi_{k} \xi_{k}+\ldots \tag{2}
\end{equation*}
$$

where the $\alpha_{i,}, \alpha_{s j}, \alpha_{1 / n}$ etc., are constants and the $\xi$, as before are independent random variables with variance $V_{1}$. (The repetition of any subscript will be taken to imply summation.) If the $\alpha_{f}$ are given, then by substitution in the differential equation for $\zeta$ it may be possible to determine by successive approximation the values of $\alpha_{1,}, \alpha_{1, k}$, etc. Assuming that these are bounded, then as $N \rightarrow \infty$ the contributions to $\boldsymbol{r}$ from successive terms in the series can be expected to be of decreasing order of magnitude.

To calculate $p(\xi)$ from (2) it is assumed that $p(\xi)$ is uniquely determined by the sequence of its cumulants, which can be found from (2) to any order required.

This generalization ${ }^{1}$ of the representation (1) leads to a distribution $p(\zeta)$ which is a generalization of the gaussian distribution; in fact it is the gaussian distribution multiplied by a sequence of Hermite polynomials, of increasing degree but decreasing order of magnitude. The series may be only valid asymptotically, and nonuniformly with $\zeta$. Nevertheless when applied to sea waves the second approximation has been shown in [Longuet-Higgins, 1963] to give reasonably good agreement with observation.

In the present paper what we propose to do is to state without detailed proof the general results of Longuet-Higgins [1963], and then to apply the results to the solution of two related problems: to determine (a) the mean number of zero-crossings of $\zeta$ per unit time and (b) the distribution of the values of $\zeta$ at a maximum.

## 2. Distribution of a Single Variable

We may start by writing down the moments of $p(\zeta)$. Thus taking mean values in (2) one has

$$
\bar{\xi}=\alpha_{i} \bar{\xi}_{1}+\alpha_{u} \overline{\xi_{1} \xi_{j}}+\alpha_{i k k} \overline{\xi_{1} \xi_{j} \xi_{z}}+\ldots
$$

The mean values of all odd-order terms vanish, while in the terms of even order only those remain in which each $\zeta_{1}$ is paired with a similar $\zeta_{1}$. Thus

$$
\bar{\zeta}=\alpha_{11} V_{1}+3 \alpha_{i \pi j} V_{1} V_{s}+\ldots
$$

it being assumed that the $\alpha^{\prime}$ s are symmetric in their suffices. Terms involving $\bar{\zeta}\left\{\bar{\zeta}^{8}\right.$, etc. are assumed to become negligible in the limit as $N \rightarrow \infty$. Similarly since

$$
\zeta^{2}=\left(\alpha_{k} \xi_{1}+\alpha_{4} \xi_{k} \xi_{j}+\ldots\right)\left(\alpha_{k} \xi_{k}+\alpha_{k} \xi_{k} \xi_{1}+\ldots\right)
$$

we have on taking mean values

$$
\overline{\zeta^{2}}=\alpha_{1} \alpha_{1} V_{t}+\left(2 \alpha_{4} \alpha_{\mu t}+\alpha_{41} \alpha_{j)}\right) V_{t} V_{3}+6 \alpha_{t} \alpha_{1 j} V_{t} V_{3}+\ldots
$$

and so on for higher moments. Now some of the terms in the last expression can be factorized, e.g.,

$$
\alpha_{i 1} \alpha_{j j} V V_{s} V_{j}=\left(\alpha_{t s} V_{j}\right)\left(\alpha_{j}, V_{j}\right)
$$

while others, e.g., $\alpha_{4} \alpha_{f} V_{1} V_{5}$, cannot. We call terms which cannot be factorized "irreducible". For simplicity the following notation is introduced. $\alpha_{11} \ldots$, is denoted simply by $A_{5}$, where $\zeta$ is the number of suffices $i, j, \ldots l$; and the sum of all irreducible terms in the product

[^36]$$
\overline{\left(A_{p} \xi_{1} \ldots \xi_{1}\right)\left(A_{q} \xi_{1} \ldots \xi_{8}\right) \ldots\left(A_{s \xi_{1}} \ldots \xi_{1}\right)}
$$
is denoted by $\left(A_{p} A_{9} \ldots A_{s}\right)$. Then we have
\[

$$
\begin{aligned}
& \bar{\zeta}=\sum_{\bar{p}}\left(A_{p}\right) \\
& \overline{\zeta^{2}}=\sum_{p \cdot q}\left[\left(A_{p} A_{q}\right)+\left(A_{p}\right)\left(A_{q}\right)\right]
\end{aligned}
$$
\]

etc. However, much simpler than the moments of $p(r)$ are the cumulants $\kappa_{*}$, defined by

$$
\begin{equation*}
\int_{-\infty}^{-} p(\zeta) e^{i t r} d \zeta=\exp \left[\frac{K_{1}}{1!}(i t)+\frac{K_{2}}{2!}(i t)^{2}+\ldots\right] . \tag{3}
\end{equation*}
$$

We have

$$
\begin{aligned}
& K_{1}=\bar{\zeta}=\sum_{p}\left(A_{p}\right) \\
& K_{2}=\overline{\zeta^{2}}-(\bar{\zeta})^{2}=\sum_{p, q}\left(A_{p} A_{q}\right)
\end{aligned}
$$

and in general it can be shown that Longuet-Higgins, 1963]

$$
\begin{equation*}
\kappa_{\mathrm{s}}=\sum_{p, q_{1} \ldots,}\left(A_{p} A_{q} \ldots A_{v}\right) \tag{4}
\end{equation*}
$$

where $p, q, \ldots s$ run through all values from 1 to $\infty$ independently. Thus if we retain terms up to the third order in the $V$, we have

$$
\left.\begin{array}{l}
K_{1}=\left(A_{2}\right)+\left(A_{4}\right)+\left(A_{0}\right)  \tag{5}\\
K_{2}=\left(A_{1}^{2}\right)+\left(A_{2}^{2}\right)+\left(A_{3}^{3}\right)+2\left(A_{1} A_{3}\right)+2\left(A_{1} A_{3}\right)+2\left(A_{2} A_{1}\right) \\
K_{3}=\left(A_{2}^{3}\right)+3\left(A_{1}^{3} A_{2}\right)+3\left(A_{2}^{3} A_{4}\right)+6\left(A_{1} A_{2} A_{3}\right) \\
K_{4}=\left(A_{4}^{4}+4\left(A_{1}^{3} A_{3}\right)+6\left(A_{2}^{3} A_{2}^{2}\right)\right.
\end{array}\right\}
$$

We see that $K_{1}$ and $K_{2}$ are both of order $V$ in general, but when $n \geq 2$ the lowest nonvanishing term in $\kappa_{u}$ is $O\left(V^{n-1}\right)$. If we define the coefficients

$$
\begin{align*}
& \lambda_{3}=K_{3} / K_{3}^{7 / 3} \\
& \lambda_{4}=K_{4} / K_{3}^{7} \tag{6}
\end{align*}
$$

and generally

$$
\begin{equation*}
\lambda_{n}=K_{n} / K_{\partial}^{\pi / 2} \tag{7}
\end{equation*}
$$

we see that $\lambda_{n}$ is of order $V^{n / 2-1}$ in general.
The density $p(\zeta)$ is now found by inverting the expression (3):

$$
p(\zeta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left[\frac{K_{1}}{1!}(i t)+\frac{K_{2}}{2!}(i t)^{2}+\ldots\right] e^{-t u s} d t:
$$

Writing

$$
\begin{equation*}
\frac{\xi-K_{1}}{K_{2}^{/ 2}}=f \tag{8}
\end{equation*}
$$

we find [Longuet-Higgins, 1963] that

$$
\begin{equation*}
p(\zeta)=\frac{e^{-1 j^{2}}}{\left(2 \pi K_{2}\right)^{3}}\left[1+\frac{1}{6} \lambda_{3} H_{3}+\left(\frac{1}{24} \lambda_{4} H_{4}+\frac{1}{72} \lambda_{3}^{2} H_{5}\right)+\ldots\right] \tag{9}
\end{equation*}
$$

where $I_{n}(f)$ denotes the Hermite polynomial of degree $n$ :

$$
\begin{equation*}
H_{n}=f^{n}-\frac{n(n-1)}{11} \frac{f^{n-2}}{2}+\frac{n(n-1)(n-2)(n-3)}{21} \frac{f_{1}^{n-4}}{2^{2}}-\ldots \tag{10}
\end{equation*}
$$

This is the required distribution. In the first approximation $\lambda_{3}, \lambda_{4}, \ldots$ are neglected and the distribution is gaussian with mean $K_{1}$ and variance $K_{2}$. In the next approximation a term $\lambda_{3} H_{3}$ is included, where $H_{3}$ is the cubic polynomial $\left(f^{3}-3 f\right)$. In the third approximation the quartic polynomial $H_{1}$ and the sextic polynomial $H_{0}$ are both involved. Higher approximations can be written down at will.

Equation (9) will be recognized as essentially similar to Edgeworth's form of the Gram-Charlier distribution [Edgeworth, 1906].

## 3. Application to a Stochastic Variable

Suppose now that the variable $\zeta$ is a stationary random function of the space coordinate $\mathbf{x}$ and the time $t$, satisfying a nonlinear partial differential equation (or boundary condition) in $\mathbf{x}$ and $t$. How is the distribution $p(\zeta)$ related to the spectral density of $\zeta$ ?

Let the equation satisfied by $\zeta$ be represented symbolically by

$$
\begin{equation*}
x(\xi)+Q(\xi)+C(\xi)+\cdots=0 \tag{11}
\end{equation*}
$$

where $L_{1} Q, C$, etc., represent operators that are linear, quadratic, cubic, etc., in $\zeta$. To solve (11) for small perturbations we naturally substitute

$$
\begin{equation*}
\zeta=\kappa \zeta^{(1)}+\epsilon^{2} \zeta^{(2)}+e^{2} \zeta^{(a)}+\ldots \tag{12}
\end{equation*}
$$

where a is a small parameter. Writing (11) in the form

$$
\begin{equation*}
L(\zeta)=-Q(\zeta)-C(\zeta)-\ldots \tag{13}
\end{equation*}
$$

and equating coefficients of $\epsilon, \epsilon^{2}, \epsilon^{3}, \ldots$ on the two sides of the equation we have successively

$$
\begin{align*}
& L\left(\zeta^{(1)}\right)=0  \tag{14}\\
& L\left(\zeta^{(2)}\right)=-Q\left(\zeta^{(1)}\right)  \tag{15}\\
& L\left(\zeta^{(3)}\right)=-Q\left(\zeta^{(1)}, \zeta^{(2)}\right)-C\left(\zeta^{(1)}\right) \tag{16}
\end{align*}
$$

etc., where $Q\left(\zeta^{(1)}, \zeta^{(2)}\right)$ denotes an expression that is hilinear in $\zeta^{(1)}$ and $\zeta^{(2)}$. If there are wavelike solutions to (14) then we can write

$$
\begin{equation*}
\zeta^{(1)}=\sum_{n=1}^{N^{*}} a_{n} \cos \left(\mathbf{k}_{n} \cdot \mathbf{x}-\sigma_{n} t+\theta_{n}\right) \tag{17}
\end{equation*}
$$

where $\sigma_{n}$ and $\theta_{n}$ are amplitude and phase constants and $\mathbf{k}_{n}$ and $\sigma_{n}$ are wave numbers and frequencies respectively. Generally (14) implies a relation between $\mathbf{k}_{n}$ and $\sigma_{n}$. Thus in the case of gravity waves on water we have

$$
\sigma_{n}^{2}=g\left|k_{n}\right| .
$$

Now (17) can be written

$$
\zeta^{(1)}=\sum_{n=1}^{N^{\prime}}\left\{a_{n} \cos \theta_{n} \cos \left(\mathbf{k}_{n} \cdot \mathbf{x}-\sigma_{n} t\right)+a_{n} \sin \theta_{n} \sin \left(\mathbf{k}_{n} \mathbf{x}-\sigma_{n} t\right)\right\} .
$$

If now we suppose that $a_{n} \cos \theta_{n}, a_{n} \sin \theta_{n}$ are normally and independently distributed then we have

$$
\zeta^{(1)}=\sum_{n=1}^{2 N^{\prime}} \alpha_{n} \xi_{n}
$$

where

$$
\left.\begin{array}{rl}
\xi_{n} & =a_{n} \cos \theta_{n},
\end{array} \quad \alpha_{n}=\cos \left(\mathbf{k}_{n} \cdot \mathbf{x}-\sigma_{n} t\right)\right\}_{n=1}, N^{\prime} .
$$

Thus $\zeta^{(1)}$ is expressed in the same form as in (1).
To find $\zeta^{(2)}$ we now substitute for $\zeta^{(1)}$ in (15). Since the terms on the right are quadratic they can in general be expressed as a series of sum or difference wave numbers, i.e., harmonic terms in $\left\{\left(\mathbf{k}_{n} \pm \mathbf{k}_{m}\right) x-\left(\sigma_{n} \pm \sigma_{m}\right) t\right\}$. Hence we can in general find expressions for $\zeta^{(2)}$. On writing the solutions again as products of the original harmonics constituents we find

$$
\zeta^{(2)}=\sum_{n, m} \alpha_{n, m} \xi_{n} \xi_{m}
$$

Thus $\zeta^{(1)}+\zeta^{(2)}$ has the form of (2), as far as the second-order terms. The evaluation of $\zeta^{(0)}$, etc., proceeds similarly.

The application to gravity waves on water is given in Longuet-Higgins [1963]. It is convenient to use the assumption of homogeneity so that we can consider the waves at the special point $x=0$ and tine $t=0$. That is, we may take

$$
\alpha_{i}=\left\{\begin{array}{ll}
1, & i=1,2, \ldots N^{\prime} \\
0, & i=N^{\prime}+1, \ldots 2 N^{\prime}
\end{array}\right\}
$$

Then for gravity waves it is found that

$$
\alpha_{i j}=\left\{\begin{array}{l}
\frac{1}{\sqrt{k_{i} k_{j}}}\left(B_{i j}^{-}+B_{i j}^{+}-\mathbf{k}_{i} \cdot \mathbf{k}_{j}+\left(k_{i}+k_{j}\right) \sqrt{k_{i} k_{j}}\right), \quad i, j=1, \ldots N^{\prime} \\
\frac{1}{\sqrt{k_{i} k_{j}}}\left(B_{i j}^{-}-B_{i j}^{+}-k_{i} k_{j}\right), \quad i, j=N^{\prime}+1, \ldots N \\
0
\end{array}\right.
$$

where

$$
\begin{aligned}
& B_{i j}-\frac{\left(\sqrt{k_{i}}-\sqrt{k_{j}}\right)^{2}\left(\mathbf{k}_{1} \cdot \mathbf{k}_{j}+k_{i} k_{j}\right)}{\left(\sqrt{k_{i}}-\sqrt{k_{j}}\right)^{2}-\left|\mathbf{k}_{i}-\mathbf{k}_{j}\right|} \\
& B_{i j}=\frac{\left(\sqrt{k_{i}}+\sqrt{k_{j}}\right)^{2}\left(\mathbf{k}_{\mathrm{i}} \cdot \mathbf{k}_{j}-k_{i} k_{j}\right)}{\left(\sqrt{k_{i}}+\sqrt{k_{j}}\right)^{2}-\left|\mathbf{k}_{i}+\mathbf{k}_{j}\right|}
\end{aligned}
$$

The diagonal terms $a_{11}$ are simply given by

$$
\alpha_{i_{1}}=\left\{\begin{array}{rl}
k_{i_{1}} & i=1, \ldots N^{\prime} \\
-k_{i_{1}} & i=N^{\prime} H, \ldots N .
\end{array}\right.
$$

So we find, for example, that, to the second order of approximation

$$
\begin{equation*}
K_{1}=\alpha_{14} V_{i}=\sum_{i=1}^{N^{\prime}} k_{1} V_{i}+\sum_{i=N^{\prime}+1}^{N}\left(-k_{i}\right) V_{1}=0 \tag{18}
\end{equation*}
$$

as was to be expected; while

$$
\begin{equation*}
K_{9}=\alpha_{1}\left[\alpha_{i} V_{1}=\sum_{k=1}^{N^{\prime}} V_{1}=\iint E(\mathbf{k}) d k\right. \tag{19}
\end{equation*}
$$

and

$$
\begin{align*}
K_{3} & =6 \alpha_{1} \alpha_{i} \alpha_{i j} V_{2} V_{j} \\
& =6 \sum_{1, j=1}^{N^{*}} \alpha_{4} V_{i} V_{2} \\
& =6 \iiint \int K\left(\mathbf{k}, \mathbf{k}^{\prime}\right) E(\mathbf{k}) E\left(\mathbf{k}^{\prime}\right) d \mathbf{k} d k^{\prime} \tag{20}
\end{align*}
$$

where $K$ is a function of $\mathbf{k}$ and $\mathbf{k}^{\prime}$.
In the special case when the waves travel all in the same direction the above expressions become very simple, and it turns out that

$$
K\left(k, k^{\prime}\right)=\min \left(k, k^{\prime}\right) .
$$

Hence introducing the frequency spectrum $F(\sigma)$ of $\zeta$ we have

$$
\begin{gather*}
K_{2}=\int F(\sigma) d \sigma  \tag{21}\\
K_{3}=6 \iint \min \left(k, k^{\prime}\right) F(\sigma) F\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime} \\
=12 \int_{0}^{-}\left\{\int_{0}^{\sigma^{\prime}} \frac{\sigma^{2}}{g} F(\sigma) d \sigma\right\} F\left(\sigma^{\prime}\right) d \sigma^{\prime} \tag{22}
\end{gather*}
$$

since $k=\sigma^{2} / g$.
Returning to the general case, when the waves are not unidirectional, it can be shown that the expression on the right of (22), which we denote by $I$, is related to $K_{3}$ by the inequalities

$$
0.44 I \leq K_{2} \leq 1.01 \mathrm{I} .
$$

Combined with (21) this gives us bounds for the skewness coefficient $\lambda_{3}=K_{3} / K_{2}^{\mu_{2}}$, in terms of the frequency spactrum $F(\sigma)$ and irrespective of the directional properties of the spectrum.

These results have been compared with the observations of Kinsman [1960; LonguetHiggins, 1963]. It is found that the inequality on the skewness is satisfied in most cases of observed wave spectra.

Some observed distributions of wave height have been compared by Kinsman with a Gram-Charlier distribution based on the measured coefficients of skewness and kurtosis. As shown in figure 1, these are a better fit to the observations than the simple uncorrected gaussian distribution. Kinsman's suggested distribution differs from the form of the GramCharlier distribution found in section 2 of this paper, since it does not include a term in $H_{8}$. Nevertheless the difference resulting from the terms in $H_{4}$ and $H_{0}$ is so small in his measurements that the correction is essentially given by the second term $\lambda_{3} H_{3}$. Hence his figure can be used effectively as an assessment of the present theory.

If one attempts to carry the formal calculation of the moments to third and higher approximations in the application to water waves, the calculation breaks down. This is because of the occurrence of resonant interactions at the third approximation (Phillips, 1960; Hasselmann, 1962; and Benney, 1962], which render some of the third-order terms $\alpha_{1 y k}$ in the series (2) slowly dependent on the time $t$. Thus the present method of calculation is consistent only as far as the second approximation in water waves.

In general, however, there seems no reason why the process should not be carried further and the higher-order torms in (2) be evaluated.


Figune 1. From Kinsman 1960. Comparison of an observed distribulion of wave height in sea waves with the normal distribution (broken line) and with a Gram-Charlier diriribution (solid line).

## 4. The Joint Distribution of Two Variables

The method of section 2 can be extended to the determination of the joint distribution of any number of variables of the type
where the $\alpha$ 's and $\beta^{\prime}$ s are known constants and the $\xi_{1}$ are random variables defined as before. For simplicity we state the results for two variables $\zeta, \eta$.

Let us denote by $A_{p}$ and $B_{q}$ the terms $\alpha_{i j} \ldots$ and $B_{i f} \ldots m$ where $p$ and $q$ are the numbers of suffices $i, j \ldots l$ and $i, j \ldots m$; and let ( $A_{p} B_{q} \ldots$ ) denote the irreducible part of the mean product

$$
\left(A_{\infty} k_{1} \xi_{1} \ldots \xi_{1}\right)\left(B_{\infty} \xi_{1} \xi_{1} \ldots \xi_{m_{2}}\right) \ldots .
$$

Then it can be shown [Longuet-Higgins, 1963] that the cumulants $K_{m n}$ in the joint distribution of $\zeta$ and $\eta$ are given by

$$
\begin{equation*}
K_{m n}=\sum_{p_{1} \ldots p=q_{1} \ldots e_{0}}\left(A_{p_{1}} \ldots A_{p_{m}} B_{o_{1}} \ldots B_{a_{n}}\right) \tag{24}
\end{equation*}
$$

the summation extending over all positive integral values of the $p$, and $q$,. In particular we have $K_{m 0}=K_{m}$, the cumulant of $p(\zeta)$, as found in section 2, and as far as the terms in $V^{3}$ we have

$$
\begin{aligned}
& K_{11}=\left(A_{1} B_{1}\right)+\left[\left(A_{1} B_{3}\right)+\left(A_{2} B_{2}\right)+\left(A_{3} B_{1}\right)\right]+\left[\left(A_{1} B_{6}\right)+\left(A_{2} B_{1}\right)+\ldots+\left(A_{5} B_{1}\right)\right], \\
& K_{21}=\left[\left(A_{1}^{2} B_{2}\right)+2\left(A_{1} A_{2} B_{1}\right)\right]+\left[\left(A_{1}^{2} B_{1}\right)+2\left(A_{1} A_{2} B_{3}\right)+2\left(A_{1} A_{3} B_{2}\right)+\left(A_{3}^{2} B_{2}\right)+2\left(A_{1} A_{4} B_{1}\right)+2\left(A_{2} A_{3} B_{1}^{2}\right)\right], \\
& K_{22}=\left[2\left(A_{1}^{2} B_{1} B_{3}\right)+\left(A_{1}^{2} B_{2}^{2}\right)+4\left(A_{1} A_{2} B_{1} B_{2}\right)+\left(A_{2}^{2} B_{1}^{2}\right)+2\left(A_{1} A_{3} B_{1}^{2}\right)\right], \\
& K_{11}=\left[\left(A_{1}^{2} B_{3}+3\left(A_{1}^{3} A_{3} B_{2}\right)+3\left(A_{1} A_{2}^{2} B_{1}\right)\right] .\right.
\end{aligned}
$$

The joint distribution of $\zeta, \eta$ is now given by

$$
\begin{equation*}
p(\zeta, \eta)=\frac{\exp \left[-\frac{1}{2}\left(f^{2}-2 \rho f f^{\prime}+f^{\prime}\right) /\left(1-\rho^{2}\right)\right.}{2 \pi\left(K_{m 0} K_{62}-K_{41}^{2}\right)}\left[1+\frac{1}{6}\left(\lambda_{30} H_{30}+3 \lambda_{21} H_{21}+3 \lambda_{12} H_{12}+\lambda_{03} H_{03}\right)+\ldots\right] \tag{25}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
f=\frac{\xi-K_{10}}{K_{20}^{1 / 2}} & f^{\prime \prime}=\frac{\eta-K_{01}}{K_{02}^{1 / 2}}  \tag{26}\\
\lambda_{m a}=\frac{K_{m}}{\left.\left(K_{\equiv 0}^{\xi} K_{02}\right)\right)^{\prime}} & \rho=\lambda_{11}
\end{array}\right\}
$$

and $H_{m n}\left(f, f^{\prime} ; \rho\right)$ is a two-dimensional analog of the Hermite polynomial, viz.

$$
\begin{equation*}
H_{m n} \exp \left[-\frac{1}{2}\left(f^{2}-2 \rho f f^{\prime}+f^{\prime}\right) /\left(1-\rho^{2}\right)\right]=(-1)^{m+n} \frac{\partial^{m+n}}{\partial f^{m} \delta f^{\prime \prime n}} \exp \left[-\frac{1}{2}\left(f^{2}-2 \rho f f^{\prime}+f^{\prime}\right) /\left(1-\rho^{2}\right)\right] \tag{27}
\end{equation*}
$$

In particular

$$
\left.\begin{array}{l}
H_{00}=1  \tag{28}\\
H_{10}=\left(f-\rho f^{\prime}\right) /\left(1-\rho^{2}\right) \\
H_{01}=\left(f^{\prime}-\rho f\right) /\left(1-\rho^{2}\right) \\
H_{20}=\left(f-\rho f^{\prime}\right)^{2} /\left(1-\rho^{2}\right)-1 \\
H_{11}=\left(f-\rho f^{\prime}\right)\left(f^{\prime}-\rho f\right) /\left(1-\rho^{2}\right)+\rho \\
H_{02}=\left(f^{\prime}-\rho f\right)^{2} /\left(1-\rho^{2}\right)-1
\end{array}\right\}
$$

The first approximation, in which $\lambda_{m n}(m+n>3)$ are neglected, is the familiar bivariate gaussian distribution, as we would expect. In the second approximation cubic polynomials in $f, f^{\prime}$ must be included, which introduce various types of skewness depending on the coefficients $\lambda_{30}, \lambda_{31}, \lambda_{19}$, and $\lambda_{01}$. In higher approximations we encounter further terms in a bivariate Gram-Charlier series.

In the paper [Ionguet-Higgins, 1963] this distribution was applied to the joint distribution of the two components of slope of a random surface. In the present paper we shall apply it to two different problems: the mean number of zeros per unit time of a nonlinear random function $\zeta(t)$; and the distribution of the maximum values of $\zeta(t)$.

## 5. Mean Number Of Zeros Per Unit Time

We now consider the problem of determining the average number of zero-crossings (or of maxima and minima, which are zeras of the derivative) per unit time in a wave record. We assume that the process is stationary to all orders.

A general formula for the number of crossings of a level f per unit time $t$ is due to $\mathrm{Kac}_{\mathrm{a}}$ [1943].

$$
\begin{equation*}
N(\zeta)=\int_{-\infty}^{-} p\left(\zeta, \zeta_{1}\right)\left|\zeta_{1}\right| d \zeta_{t}, \tag{29}
\end{equation*}
$$

where $p\left(\zeta, \zeta_{l}\right)$ denotes the joint distribution of $\zeta$ and its time-derivative $\zeta_{s}$. Now for this distribution we bave
and

$$
\begin{aligned}
& K_{10}=\bar{\zeta}=0 \\
& K_{01}=\bar{\zeta}_{1}=0
\end{aligned}
$$

$$
K_{11}=\overline{\zeta \zeta_{t}}-\bar{\zeta} \bar{\zeta}_{i}=\overline{\frac{\partial}{\partial t} \frac{1}{2}\left(\zeta^{2}\right)}=0
$$

for any stationary process $\zeta$, so that $\rho=\lambda_{11}=0$ and from (25)

$$
\begin{equation*}
p\left(\zeta, \zeta_{t}\right)=\frac{e^{-\left(\mu^{2}+f^{2}\right)}}{2 \pi\left(K_{20}^{*} K_{02}\right)^{i}}\left[1+\frac{1}{6}\left(\lambda_{30} H_{3}(f) H H_{0}\left(\rho^{\prime}\right)+\ldots\right\}+\ldots\right] \tag{30}
\end{equation*}
$$

where

$$
j=\frac{\zeta}{\left(K_{20}\right)^{\prime}}, \quad j^{\prime}=\frac{\zeta_{1}}{\left(K_{02}\right)^{4}}
$$

Now since $e^{-\frac{y}{\prime} r^{2}}\left|f^{\prime}\right|$ is an even function of $f^{\prime}$, the integral of this function multiplied by $H_{n}\left(f^{\prime}\right)$ will vanish whenever $n$ is odd. Moreover, when $n$ is even and greater than 0

$$
\begin{aligned}
\int_{-\infty}^{-} e^{-\left|f^{2}\right|}\left|f^{\prime}\right| H_{n}\left(f^{\prime}\right) d f^{\prime} & =2 \int_{-\infty}^{\infty} f^{\prime}(-1)^{n} \frac{d^{n}}{d f^{\prime n}}\left(e^{-i^{\prime 2}}\right) d f^{\prime} \\
& =2 H_{n-2}(0)
\end{aligned}
$$

on integration by parts. So on substitution in (29) we find

$$
\begin{equation*}
N(\zeta)=\frac{e^{-1 ر^{2}}}{\pi\left(K_{20} K_{02}\right)^{4}}\left[1+\frac{1}{6}\left\{\lambda_{30}\left(f^{\beta}-3 f\right)+3 \lambda_{12} f\right\}+\ldots\right] \tag{31}
\end{equation*}
$$

Thus the number of zeros per unit time, considered as a function of $\zeta$, has a skewness $\lambda_{x}$ similar to that of $p(\zeta)$, but a mean value

$$
\frac{1}{2} \lambda_{12} K_{70}^{1 / 2}=\frac{1}{2} K_{12} / K_{c z}
$$

different from the mean of $\zeta$.
If we take $f=0$ in (31) then the third-order terms vanish and we have, to fourth order

$$
\begin{align*}
N(0) & =\frac{1}{\pi\left(K_{20} K_{02}\right)^{4}}\left[1+\frac{1}{24}\left\{\lambda_{60} H_{4}(0)+6_{22} H_{2}(0)-\lambda_{04} H_{0}(0)\right\}\right] \\
& =\frac{1}{\pi\left(K_{20} R_{02}\right)!}\left[1+\frac{1}{8} \lambda_{40}-\frac{1}{4} \lambda_{22}-\frac{1}{24} \lambda_{01}\right] . \tag{32}
\end{align*}
$$

## 6. Distribution of Heights of Maxima

The distribution $p\left(\zeta_{m a s}\right)$ of the heights of the maxima of 5 is given quite generally by

$$
\begin{equation*}
p\left(\zeta_{\max }\right)=\int_{-\infty}^{0} p\left(\zeta, 0, \zeta_{u}\right)\left|\zeta_{u}\right| d \zeta_{u} \tag{33}
\end{equation*}
$$

where $p\left(\zeta, \zeta_{t}, \zeta_{t}\right)$ denotes the joint distribution of $\zeta$ and its first two derivatives with respect to $t$ [Rice, 1944-1945; Cartwright and Longuet-Higgins, 1956]. Now if $K_{i, 2}$ denotes the $(i, j, k)$ th joint cumulant of $\zeta_{,} \zeta_{3}, \zeta_{1,}$, it is clear that: $K_{100}, K_{010}, K_{001}$ all vanish, as do $K_{110}$ and $K_{011}$. Hence we heve (as in sec. 3)

$$
\begin{aligned}
p\left(\zeta, \zeta_{1}, \zeta_{10}\right)-\frac{1}{(2 \pi)^{3}} \iiint \exp & {\left[-i\left(\zeta t+\zeta_{1} t^{\prime}+\zeta_{11} t^{\prime \prime}\right)-\frac{1}{2}\left(K_{200} t^{2}+K_{020} t^{\prime 2}\right.\right.} \\
& \left.\left.+K_{002 t^{\prime} t^{\prime 2}}+2 K_{101} t t^{\prime \prime}\right)+\frac{i^{3}}{6}\left(K_{300} t^{3}+3 K_{210} t^{2} t^{\prime}+\ldots\right)+\ldots\right] d t d t^{\prime} d t^{\prime \prime}
\end{aligned}
$$

## Writing now

we have
$p\left(\zeta, \zeta_{1}, \zeta_{t 1}\right)=\frac{1}{(2 \pi)^{2}\left(K_{200} K_{020} K_{002}\right)^{K}} \iiint e^{-1\left(1 / n+f^{\prime \prime}+r^{\prime \prime} z^{\prime} ว\right.} \times \exp \left[-\frac{1}{2}\left(s^{2}+s^{\prime 2}+s^{\prime \prime 2}+2 \rho s s^{\prime \prime}\right)\right.$

$$
\left.+\frac{1}{6}\left\{\lambda_{300}(i s)^{3}+3 \lambda_{210}(i s)^{2}\left(i s^{\prime}\right)+\ldots\right\}+\ldots\right] d s d s^{\prime} d s^{\prime \prime}
$$

where $\rho=K_{10} /\left(K_{200} K_{002}\right)^{1 / 2}$. Now in

$$
\left.\frac{1}{(2 \pi)^{3 / 2}} \iiint e^{-i(f s}+f^{\prime} s^{\prime}+f^{\prime \prime} s^{\prime \prime}\right)-\psi\left(s^{2}+s^{\prime \prime}+s^{\prime \prime}+2 \rho s s^{\prime}\right) \times(i s)\left(\left(i s^{\prime}\right)^{\prime \prime}\left(i s^{\prime \prime}\right) r^{\prime \prime \prime} d s d s^{\prime} d s^{\prime \prime}\right.
$$

the terms in $s^{\prime}$ are separable from the terms in $s$ and $s^{\prime \prime}$ and hence as in sections 2 and 5 the above expression equals

$$
\frac{1}{\left(1-\rho^{2}\right)^{K}} H_{r, r^{\prime \prime}}\left(f, f^{\prime \prime} ; \rho\right) H_{r^{\prime}}\left(f^{\prime}\right) e^{-k\left[\rho^{\prime 2}+\left(\rho^{\prime}-2 \rho / f^{\prime \prime}+f^{\prime \prime}\right) /\left(1-\alpha^{2}\right)\right)} .
$$

Hence we find

$$
\begin{align*}
p\left(\zeta_{1}, \zeta_{1}, \zeta_{11}\right)= & \frac{e^{\left.-11 /^{\prime \prime}+\left(f^{1}-20 f f^{\prime \prime}+f^{\prime \prime \prime}\right) /\left(1-\rho^{\prime}\right)\right\}}}{(2 \pi)^{32}\left(K_{200} K_{020} K_{002}\right)^{3 / 2}\left(1-\rho^{2}\right)^{1 / 2}} \\
& \quad \times\left[1+\frac{1}{6}\left\{\lambda_{300} H_{30}\left(f, f^{\prime \prime} ; \rho\right) H_{0}\left(f^{\prime}\right)+3 \lambda_{210} H_{20}\left(f, f^{\prime \prime} ; \rho\right) H_{1}(f)+\ldots\right\}+\ldots\right] \tag{34}
\end{align*}
$$

To find $p\left(\zeta_{\text {max }}\right)$ from (33) we set $\zeta_{1}=0=f^{\prime}$, multiply by $\left|\zeta_{a}\right|$ and integrate with respect to $\zeta_{1}$ from $-\infty$ to 0 . Writing

$$
\left.\begin{array}{l}
f=\left(1-p^{2}\right)^{k} x \\
f^{\prime \prime}=-\left(1-\rho^{2}\right)^{x} y
\end{array}\right\}
$$

in the resulting integral we have
$p\left\langle\zeta_{\text {max }}\right\rangle=\frac{K_{020}^{K}\left(1-\rho^{2}\right)^{h}}{(2 \pi)^{3 / 5}\left(K_{200} K_{002}\right)^{4}} \int_{0}^{\infty} y e^{-\xi\left(x^{2}+2 \rho \pi y+p^{2}\right)}$

$$
\begin{equation*}
\times\left[1+\frac{1}{6}\left\{\left(\lambda_{300} H_{30}+3 \lambda_{210} H_{21}+3 \lambda_{102} H_{32}+\lambda_{003} H_{03}\right)-3 \lambda_{120} H_{10}-3 \lambda_{021} H_{01}\right\}+\ldots\right] d y \tag{35}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
H_{10}=x+\rho y \\
H_{01}=\rho x+y \\
H_{20}=(x+\rho y)^{2}-1 \\
H_{11}=(x+\rho y)(\rho x+y)-\rho \\
H_{02}=(\rho x+y)^{2}-1
\end{array}\right\}
$$

and generally

$$
\begin{equation*}
H_{m, n} e^{-1(x+2 a s y+m)}=(-1)^{m+n} \frac{\partial^{n+n}}{\partial x^{n} \partial y^{*}} e^{-\left(x+2 a x+n^{n}\right)} \tag{36}
\end{equation*}
$$

To evaluate the integrals we use the following results. Straightforward integration by parts gives

$$
\begin{equation*}
\int_{0}^{-} y H_{m, n} e^{-\}\left(x+2 a c r+y^{n}\right)} d y=\left(H_{m,-2}\right)_{y-0} e^{-\left\{x^{1}\right.} \tag{37}
\end{equation*}
$$

whenever $n \geq 2$. To deal with the cases $n=1,0$, we note that

$$
-\left(\frac{\partial}{\partial x}-\rho \frac{\partial}{\partial y}\right) e^{-1\left(x^{2}+2_{\rho} \rho v+y^{2}\right)}=x\left(1-\rho^{2}\right) e^{-4\left(x^{2}+2_{\rho} \rho v+y^{2}\right)} .
$$

So by repeated application of the operator $-\left(\frac{\partial}{\partial x}-\rho \frac{\partial}{\partial y}\right)$ :

$$
\begin{aligned}
& H_{10}-\rho H_{01}=x\left(1-\rho^{2}\right)=G_{1} \\
& H_{20}-2 \rho H_{11}+\rho^{2} H_{02}=x^{2}\left(1-\rho^{2}\right)^{2}-\left(1-\rho^{2}\right)=G_{2} \\
& H_{20}-3 \rho H_{21}+3 \rho^{2} H_{12}-\rho^{3} H_{03}=x^{3}\left(1-\rho^{2}\right)^{3}-3 x\left(1-\rho^{2}\right)^{2}=G_{3}
\end{aligned}
$$

and in general

$$
H_{n, 0}-\binom{n}{1} \rho H_{n-1,1}+\ldots=\left(1-\rho^{n}\right)^{n} H_{n}\left\{z\left(1-\rho^{n}\right)\right\}=G_{n 1}
$$

say. Thus in general,

$$
\begin{align*}
& \int_{0}^{\infty} y H_{n, 1} e^{-1\left(r^{2}+2_{a}\left(y+v^{2}\right)\right.} d y=\int_{0}^{\infty} H_{n, 0} e^{-\left(r^{2}+2, \Gamma+v^{2}\right)} d y \\
& =\int_{0}^{\infty}\left[\binom{n}{1} \rho H_{n-1,1}-\binom{n}{2} \rho^{2} H_{n-2,2}+\ldots+(-1)^{n-1} \rho^{n} H_{0, n}+G_{n}\right] \\
& \times e^{-\left\{\left(x^{2}+2, r y+r^{2}\right)\right.} d y \\
& =\left[\binom{n}{1} \rho H_{n-1,0}-\binom{n}{2} \rho^{2} H_{n-2}+\ldots+(-1)^{n-1} \rho^{n} H_{0, n-1}\right]_{v=0} \\
& +G_{n} F(x ; \rho) \tag{38}
\end{align*}
$$

where

$$
\begin{equation*}
F(x ; \rho)=\int_{0}^{\infty} e^{-(x(x)+2 x y+n)} d y=e^{-i n(1-\rho)} \int_{a}^{\infty} e^{-t n^{n}} d \bar{\varepsilon} \tag{39}
\end{equation*}
$$

Similarly, when $m=0$,

$$
\begin{align*}
& \int_{0}^{\infty} y H_{n, 0} e^{-\left\{\left\{\left(x^{2}+2_{a s y}+\infty\right)\right.\right.} d y=\int_{0}^{\infty} y\left[\binom{n}{1} \rho H_{n-1,2}-\binom{n}{2} \rho^{2} H_{n-2,2}+\ldots+G_{n}\right] e^{-i\left(x^{1}+2 a r y+a^{2}\right)} d y \\
& =n \rho\left[\left\{\binom{n-1}{1} \rho H_{n-2,0}-\binom{n-1}{2} \rho^{2} H_{n-2,1}+\ldots\right\}_{n-0} e^{-x^{2}}+G_{n-1} F(x ; \rho)\right] \\
& +\left[-\binom{n}{2} \rho^{2} H_{n-8.0}+\binom{n}{3} \rho^{3} H_{n-3.1}-\ldots\right]_{v-0} e^{-\left[x^{x}\right.}+G_{\infty}\left[e^{-1 x^{2}}-\rho x F(z ; \rho)\right] \\
& =\left[1\binom{n}{2} \rho^{2} H_{n-2,0}-2\binom{n}{3} \rho^{3} H_{n-2,1}+\ldots+G_{n}\right] e^{-1 x^{2}} \\
& +\rho\left(n G_{n-1}-x\left(G_{n}\right) F^{\prime}(x ; \rho) .\right. \tag{40}
\end{align*}
$$

Using formulas (7.5) to (7.8) we find altogether

$$
\begin{align*}
& p\left(\zeta_{m a x}\right)=\frac{\left[K_{020}\left(K_{200} K_{009}-K_{100}^{p}\right)^{1 / 2}\right]}{(2 \pi)^{3 / 2} K_{200} K_{002}} \times\left[e^{-\lambda x^{2}}-\rho x F(x ; \rho)\right. \\
& +\frac{1}{6} \lambda_{300}\left\{\left(\left(1-\rho^{2}\right)^{3} x^{3}-\left(3-9 \rho^{2}+5 \rho^{4}\right) x\right) e^{-4 r^{2}}-\left(\rho\left(1-\rho^{2}\right)^{3} x^{4}-6\left(1-\rho^{2}\right)^{2} x^{2}+3 \rho\left(1-\rho^{2}\right)\right) F(x ; \rho)\right\} \\
& +\frac{1}{2} \lambda_{202}\left\{\rho\left(2-\rho^{2}\right) x e^{-\left\{z^{2}\right.}+\left(\left(1-\rho^{2}\right)^{2} x^{2}-\left(1-\rho^{2}\right)\right) F(x ; \rho)\right\} \\
& \left.+\frac{1}{2} \lambda_{102} x e^{-4 x^{2}}+\frac{1}{6} \lambda_{003} \rho x e^{-32^{2}}-\frac{1}{2} \lambda_{120}\left\{\left(1-\rho^{2}\right) x e^{-42^{2}}+\left(\rho-\rho x+\rho^{3} x\right) F(x ; \rho)\right\}-\frac{1}{2} \lambda_{021} F(x ; \rho)\right] \tag{41}
\end{align*}
$$

where

$$
\left.\begin{array}{l}
==\frac{f}{\left(1-\rho^{2}\right)^{1 / 2}}=\frac{\zeta_{\text {ano }}}{\left[K_{200}\left(1-\rho^{2}\right)\right]^{1 / 2}} \\
=\frac{K_{101}}{\left(K_{20} K_{202}\right)^{1 / 2}}
\end{array}\right] .
$$

The cumulants can be expressed in terms of the spectrum in the following way. If
then we may take

$$
\left.\begin{array}{l}
\alpha_{1}=(1,1, \ldots 1 ; 0,0, \ldots 0) \\
\alpha_{1}=\left(0,0, \ldots 0 ;-\sigma_{1},-\sigma_{2}, \ldots-\sigma_{N}\right) \\
\gamma_{1}=\left(\sigma_{1}^{2}, \sigma_{2}^{2}, \ldots \sigma_{N 1}^{2}, 0,0, \ldots 0\right)
\end{array}\right]
$$

Also if
then
and

$$
\left(\gamma_{i,}\right)=\left(\begin{array}{ll}
C & 0 \\
0 & D
\end{array}\right)
$$

where

$$
\mathbf{C}=\left[\begin{array}{ccc}
\left(-2 \sigma_{1}^{2} \alpha_{11}+2 \sigma_{1}^{3} \alpha_{N+1, N+1}\right) \cdots \cdots & {\left[-\left(\sigma_{1}^{2}+\sigma_{N}^{2}\right) \alpha_{1, N}+2 \sigma_{1} \sigma_{N} \alpha_{N+1,2 N} \Gamma\right.} \\
\vdots & \vdots \\
\vdots & \vdots
\end{array}\right]
$$

and in $\mathbf{D}$ the suffices of $\alpha_{t i}$ are each increased or decreased by $N$. The nonvanishing cumulants can now be expressed as follows:

$$
\left.\begin{array}{l}
K_{200} \doteqdot\left(A_{i}\right)=\alpha_{i} \alpha_{t} V_{i}=\int E d \sigma=m_{0} \\
K_{\infty 00} \div\left(B_{1}^{2}\right)=\beta_{i} \beta_{i} V_{t}=\int \sigma^{2} E d \sigma=m_{2} \\
K_{002} \doteqdot\left(C_{1}^{a}\right)=\gamma_{\gamma} V_{i}=\int \sigma^{4} E d \sigma=m_{4} \\
K_{102} \doteqdot\left(A_{1} C_{1}\right)=\alpha_{\gamma_{i}} V_{t}=-\int \sigma^{2} E d \sigma=-m_{2}
\end{array}\right\}
$$

Also

$$
\begin{aligned}
& K_{300} \div 3\left(A_{1}^{2} A_{2}\right)=6 \alpha_{1} \alpha_{y} \alpha_{1}, V_{1} V_{1}=6 \iint \alpha\left(\sigma, \sigma^{\prime}\right) E E^{\prime} d \sigma d \sigma^{\prime} \\
& K_{030} \div 3\left(B_{1}^{2} B_{2}\right)=6 \beta_{1} \beta_{j} \beta_{13} V_{1} V_{s}=0 \\
& K_{000} \div 3\left(C_{1}^{3} C_{2}\right)=6 \gamma \gamma \gamma_{4}, V_{1} V_{t}=6 \iint \sigma^{2} \sigma^{\prime 2}\left\{-\left(\sigma^{*}+\sigma^{\prime 2}\right) \alpha\left(\sigma, \sigma^{\prime}\right)+2 \sigma \sigma^{\prime} \alpha^{*}\left(\sigma, \sigma^{\prime}\right)\right\} E E^{\prime} d \sigma d \sigma^{\prime}
\end{aligned}
$$

and
$K_{201} \div\left(A_{1}^{2} C_{q}\right)=2 \alpha_{1} \alpha_{j} \gamma_{1}, V, V V_{j}=2 \iint\left\{-\left(\sigma^{2}+\sigma^{\prime 2}\right) \alpha\left(\sigma, \sigma^{\prime}\right)-2 \sigma \sigma^{\prime} \alpha^{*}\left(\sigma, \sigma^{\prime}\right)\right\} E E^{\prime} d \sigma d \sigma^{\prime}$
$K_{102} \div\left(C_{1}^{2} A_{2}\right)=2 \gamma_{\gamma \gamma} \alpha_{1}, V_{1} V_{j}=2 \iint \sigma^{2} \sigma^{\prime \prime} \alpha\left(\sigma, \sigma^{\prime}\right) E E^{\prime} d \sigma d \sigma^{\prime}$

$$
\begin{aligned}
& K_{1 \infty} \doteqdot\left(B_{i}^{2} A_{8}\right)=2 \beta_{i} \beta_{y} \alpha_{i j} V_{i} V_{j}=2 \iint \sigma^{2} \alpha^{\prime 2} \alpha^{*}\left(\sigma, \sigma^{\prime}\right) E E^{\prime} d \sigma d \sigma^{\prime} \\
& K_{021} \doteqdot\left(3 B_{1}^{2} C_{2}\right)=2 \beta_{d} \beta_{j} \gamma_{1 j} V_{i} V_{3}=2 \iint \sigma \sigma^{\prime}\left\{-\left(\sigma^{2}+\sigma^{\prime 2}\right) \alpha^{*}\left(\sigma, \sigma^{\prime}\right)+2 \sigma \sigma^{\prime} \alpha\left(\sigma, \sigma^{\prime}\right)\right\} E E^{\prime} d \sigma d \sigma^{\prime}
\end{aligned}
$$

One can if necessary retain the next term in $K_{200}, K_{000}, K_{002}$, and $K_{101}$; thus

$$
K_{200} \doteqdot\left(A_{1}^{2}\right)+\left(A_{2}^{2}\right)=\alpha_{i} \alpha_{i} V_{i}+2 \alpha_{i j} \alpha_{i j} V_{1} V_{g}=\int E d \sigma+2 \iint\left[\alpha\left(\sigma, \sigma^{\prime}\right)\right]^{2} E E^{\prime} d \sigma d \sigma^{\prime}
$$

with similar expressions for $K_{020}$ and $K_{002}$. (Note that $K_{101}=-K_{020}$ to all orders).
In the first approximation (7.9) gives

$$
p\left(\zeta_{\max }\right)=\frac{m_{2}\left(m_{0} m_{4}-m_{2}^{2}\right) \mid}{(2 \pi)^{3 / 2} m_{0} m_{4}}\left[e^{-\frac{k}{2} x^{4}}-\rho x F(x ; \rho)\right]
$$

where

$$
x=f /\left(1-\rho^{2}\right)^{4}, \quad \rho=-m_{2} /\left(m_{0} m_{4}\right)
$$

This is the distribution obtained by Rice [1944-1945] and studied by Cartwright and LonguetHiggins [1956].

The remaining terms in (7.9) represent the corrections to this distribution, which are order $\mathrm{V}^{1 / 2}$.
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# On the Joint Distribution of the Periods and Amplitudes of Sea Waves 
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#### Abstract

A theoretical expression for the joint distribution of wave period und amplitude, which was previously derived for a Gaussian record with a narrow spectrum. is retaled in simple form. According to this distribulion the variability of wave periods, for wawes of a given height. is inversely paoportion al to the wave height so that the higher waves tend to be more regulat The distribulion is found to agree well with some observalions of wave periods and amplitudes from ihe Gulf of Mexico. as given by Bretschneider (1959).


## Intraduction

A problem of some interest in acean engineering is to find the joinı distribution of the heıghts and periods of sea waves By this we mean the wave heights and periods observed visually. or from an instrumental record, over an interval of time during which the sea conditions may be regarded as statistically stationary. One woutd hope to relate this distribution to the underlying energy spectrum of the sea surlace.

A useful collection of such wave observations was made by Bretschneider [1959]. Unfortunately. many of the analytical expressions that he used 10 describe his observations were complicated and had little physical basis. On the other hand. the statistical theory of random functions first developed by Rice [1944. 1949] for noise in electrical circuits is naturally suited to describe wind-generated waves. For some time it has been known that this model is remarkably successful in predicling boih the cresi-to-trough heights of sea waves [LonguetHiggins, 1952] and also the disiribution of the heights of wave crests above the mean surface leve] [Cariwrigh and LonguetHiggins. 1956]. This is in spite of the essentially linear chariacter of the model.

To determine the distribution of wave "periods," defined as the intervals between successive up-crossings of the mean level. is a more difficult problem. Verious approximations have been discussed. Sor example, by Rice [1944, 1945] and by LangueiHiggins [1958. 1962. 1963].

The joint distribution of wave heights and periods is still more difficult. in the most general casc. Nevertheless. in the special case when the frequency specirum of the waves is narrow. some progress toward a theory can be made. The overall distribution of the intervals between two successive zeros for a narrow spectrum was first given by Rice [1944, 1945, section 3.4). Then from the density of the wave envelope and its time derivative, Wooding [1955] derived the joint density of the wave frequency and amplitude for a narrow spectrum. A similar analysis for the joint density of wave period and amplitude was given independently by Longuel-Higgins [1957] for a cross section of a random surface.

The purpose of this note is to draw atiention to the theorelical joint distribution mentioned above and to show how it ean be applied to ocean waves. Pasticularly, we shall compare the distribution of period and amplitude with the data given by Bretschneider [1959]. it is concluded that the agreement, as in previous experience with this theoretical model. is remarkably good.

Copyright © 1975 by the American Geophysical Union

## Statement of Theoretical Results

We first state briefly those theoretical results of the randorn noise model which we shall apply. These results are derived concisely in the appendix on the hypothesis that the sea surface is Gaussian and that the encrgy spectrum is sufficienlly narrow.
The probability density of the wave ampliude a (defined as half the crest-to-trough wave height) by itself is given by the well-known Rayleigh distribution

$$
\begin{equation*}
p(\xi)=\xi \operatorname{cxp}\left(-\xi^{2} / 2\right) \quad \xi=a / \mu_{0}^{1 / 2} \tag{I}
\end{equation*}
$$

where $\mu_{0}$ is the zeroth moment of the energy spectrum. (In fact. $\mu_{a}$ is the mean square wave amplitude.)

The prabability density of the wave period $\boldsymbol{T}$ (defined as the time inlerval beiween successive up-ctossings of the mean level) by ilself is given by

$$
\begin{equation*}
p(\eta)=\frac{1}{2\left(1+\eta^{2}\right)^{3 / 2}} \quad \eta=(r-\langle r\rangle) / v\langle r\rangle \tag{2}
\end{equation*}
$$

where $(-)$ is the mean wave period and $\nu$ is proportional to the width of the energy spectrum. In fact

$$
\begin{equation*}
\nu=\left(\mu_{1} / \mu_{0}\right)^{1 / 1}((T) / 2 \pi) \tag{3}
\end{equation*}
$$

where $\mu$, denoles the second moment of the energy spectrum about the mean. The distriburion (2) is illustrated by the bellshaped curve (which is not Gaussian) in Figure I. The dolled lines show the two quartiles al a distance $1 /(3)^{1 / 2}$ from the mean. It follows from (2) that the interquartile range (IQR) of the wave period is given by

$$
\begin{equation*}
1 Q R(\tau)=2 \sigma(\tau) /(3)^{1 / 2} \tag{4}
\end{equation*}
$$

Thirdly the joint probability density of wave period and amplitude is given theoretically by

$$
\begin{equation*}
p(\xi, \eta)=\frac{\xi^{2}}{(2 \pi)^{1 / 2}} \exp \left[-\xi^{2}\left(1+\eta^{2}\right) / 2\right] \tag{5}
\end{equation*}
$$

where $\xi$ and $\eta$ have the same meanings as before. Here $p(\xi, \eta)$ $d \xi d y$ denotes the probability that $\xi$ and $\eta$ shall simulianeously lake values in small intervals $(\xi, \xi+d \xi) .(\eta, \eta+d \eta)$, respectively. Conlours of the density ( 3 ) are indicated by the "cocked hat' curves of Figure 2. Evidently at the smaller wave amplitudes (nearet the horizontal axis) the distribution of wave periods hecomes broader.

From (5) and (2) the density of wave periods at a specified


Fig. 1. Graph of the function $p(n)$ - $h_{2}\left(1+v^{*}\right)^{-2 n}$, giving the probability densily of the wuve period $s$. where $\eta=(r /(x)-1) / 4$. The broken verlical lines mark the quirtiles.
wave amplitude (the 'marginal' density) is given by

$$
\begin{equation*}
p_{l}(\eta)=\frac{\xi}{(2 \pi)^{1 / 2}} \exp \left(-\xi^{2} \eta^{2} / 2\right) \tag{6}
\end{equation*}
$$

Since $\xi$ is fixed, the density of $\eta$ is exactly Gaussian, with variance $\xi^{-7}$. The quartiles of the distribution correspond to the broken lines in Figure 2. The interquartile range is $1.35 \xi^{-1}$. Hence the interquamile range of the wave periods (for a particular wave amplitude) is
$1.35 v(t) / \xi$
which is inversely proportional to the wave amplitude. Thys the higher the waves, the less variabic are their apparent periods.

## Comparison With Observation

Bretschneider [1959] has published extensive observations of visual wave properties, in particular a sel of data including the apparent wave heights and wavelengths of 999 waves from a continuous record taken in the Gulf of Mexico. Figure 3 is a reproduction of Bretschneider's Figure 5.I. on which we have superposed certain grid lines to help in the analysis. The vertital scalc indicates the 'relative wave height,' that is, the wave height normalized by the average of all the observations. The horizontal scale indicates the 'relative wavelength,' that is, the square of the wave period I divided by the mean square ( $r$ ).

First, 10 test the Rayleigh distribution (1), we divided the range of relative wave heights into equal intervals and counted the numbers of waves in each interval, regardless of wuve period. The resulting histogram is shown in Figure 4, compared to the corresponding Gaussian distribution (equation (I)). The appropriate horizental scale has been obtained by using the property that for the Rayleigh distribution the mean value $(\xi)$ is just $k_{2} \pi^{1 / 2}=0.862 \ldots$ times the ims value. There appears to be a reasonable fit. though with a sligit excess of waves with heights near the middie of the range and a deficiency at the iwc exiremes.

To compare the wave periods with the theoretical distribution (2), the value of the parameter $v$ was chosen to satisfy (4), that is, we took

$$
\begin{equation*}
v=\frac{(3)^{1 / z}}{2} \times \operatorname{QR}(r) \tag{8}
\end{equation*}
$$

The area of the curve in Figure 1 was divided into 10 equal parts by ordinales $\eta_{1}, \cdots$ me, using the fact that

$$
\int_{0}^{*} p(\eta) d \eta=\frac{\eta}{2\left(1+\eta^{3}\right)^{1 / 2}}=\frac{1}{2} \sin \alpha
$$

where a - arcian $\eta$. Thus laking $\sin a=-0.8,-0.6, \ldots 0.8$, The corresponding ordinates are given by

$$
\begin{aligned}
\eta & =\tan \alpha \\
r /\langle r\rangle & =(1+\nu \eta) \\
\lambda & =(\tau /\langle r\rangle\rangle^{2}
\end{aligned}
$$

Then counting the number of waves in each range of $\lambda$. we obtain a histogram which is compared with the theoretical distribution in Figure S. Again there is a reasonable fit.

Lastly, totest ( 7 ), we calculated the quartiles of the distribulion of wave periods in each subrange of wave amplitudes. These are shown in Table 1. According to (7) the central quartile, or median, of each distribution should be independent of the wave amplitude, On inspection of Table I we see that if we exclude the range of $s$ mallest amplitudes, which coniains only six waves, there is indeed no marked trend in the medians.

Consider now the interquartile ranges. According to (7) the interquartile range should be approximately $I .35 y / t$, where $t$ corresponds 10 the midpoint of the subrange. A comparison between the observed and the theoretical values (with $=$ 0.234 ) is shown in Figure 6. Again there is gaod agrement, with the exception of the point corresponding to the lowert wave amplitude.

## Discussion

Consider first the applicability of the theory From Tabies 4.1 and 4.3 of Bretschneider [1959] the mean height and period of the waver in records e-ll to e-15, from which the dala were taken, are $H=4.88$ feet and $T=4.8 \mathrm{~s}$, respectively. The waves being in fairly deep water, their height-lo-length ratio, on average, was given by

$$
\frac{H}{L}=\frac{2 \pi H}{T^{2}}=0.041
$$

This sleepness would correspond approximately to the point $\xi$ $=\eta=1$ in Figure 3. The limiting steepness of progressive waves, on the other hand, is about 0.142 , or 3.5 times this value. Hence not more than a small fraction, perhaps $0.3 \%$. of the waves would be of limiting steepness. Hence it is not unreasonable to expect that the linear theory would apply. The detailed effects of nonlinearity can be calculated [LonguetHiggins. 1963] but only if the energy spectrum is well specified.
As regards the second assumption, that the spectrum is narrow, we note that the value of $p$, the dimensionless width of the energy specirum. as calculated from (8), was 0.234. Relative errors in the probability densities may be expected to be of the same order of magnitude. Hence such discrepancies bet ween the theoretical and the observed quantities in Figures 4. S. and 6 are certainly not unduly large. Indeed the agreement is surprisingly good. The expected disagreement is such that it is hardly worthwhile to perform any elaborate test for goodness-ol-fir.

It is worth remarking that the parameter $\nu$, used in this paper 10 define the width of the specirum. is, for a narrow specirum. quite closely related to the more general parameter defined by Cariwright and Longuet-Higgins [1956]. In fact for a
narrow spectrum we have approximately

$$
\begin{equation*}
\because \dot{(1) h e} \tag{9}
\end{equation*}
$$

(see Appendix 8). In the case of the wave record studied in the previous section this would indicate a value of $e$ of about 0.47 , comparable with the values for the wave records analyzed by Coriwright and Longuet-Higgins [1956, Table 1].
As is well known, pressure recordings in general tend to filter out the high frequencies and so reduce the width of the specirum. For records of surface elevation, larger values of o are probably more typical.

The three paramerers $\mu_{0}$, ( $T$ ), and $\mu$, which occur in the theoretical distributions of the section on slatement of theoretical results are defined in the first place in relation to the basic energy spectrum of the record (sce Appendix A). Since the energy spectrum for the record we analyzed was not presented by Bretsehnelder [1959], we were compelled to atimate these parameters from the data themselves. Nevertheless, 10 judge from the examples given by Cariwright and Longuet-Higgins [1956]. we wouid expect that the values of statistical parameters derived from the energy spectrum will usually be close to those estimated from the statistical data.

## Conclusions

We have compared the theoretical distribution of wave heights and periods, applicable to a narrow Gaussian wave spectrum. with ocean wave data from the Gulf of Mexico and found good agreement. It has to be remembered, however, that in pressure records, much of the high-frequency tail of the spectrum is reduced, and in unfiltered records of surface elevation the nariow band approximation is probably less applicable.





Fig. 3. Sealler diagram of the relative wave height $\xi$ and the relative wavelength $\lambda$ from 399 consecutive waves from the Gulf of Mexico (dats from Bretschneider |1959|).

The dala were also taken in moderately deep water. In shallow water, especially for steep waves, the distribution can again be expected to be less applicable because of the enhanced nonlinearity.

Nevertheless. it appears that under the appropriate conditions the theorelical distribution may be of some use.

## Afpendix A: Proofs of Equations (1)-(7)

For convenience we give here a direct and simple derivation of the results stated in the section on statement of theoretical results.

Let $\zeta(t)$ be any function of the time (representing for example the elevation of the sea surface at a given point), which is given by

$$
\begin{equation*}
\zeta(t)=\sum_{n} c_{n} \cos \left(\sigma_{n} t+\epsilon_{n}\right) \tag{Al}
\end{equation*}
$$

where the frequencies $\sigma_{n}$ are distributed densely in the interval ( $0 . \infty$ ). the phases $\epsilon_{n}$ arerandom variables distribuled uniform. ly over the interval ( $0,2 \pi$ ), and the amplitudes $c_{n}$ are such that over any frequency interval ( $\sigma_{n}, \sigma_{n}+d \sigma_{n}$ ) we have, to order $d o$.

$$
\begin{equation*}
\sum_{\sigma} d c_{*}^{2}=E(\sigma) d \sigma \tag{A2}
\end{equation*}
$$

Here $E(\sigma)$ denates the energy spectrum of $\zeta(0)$.
Now let (o) denote the mean frequency of the spectrum, defined by the property that if

$$
\begin{equation*}
\mu_{\mathrm{r}}=\int_{0}^{\infty}(\sigma-\langle\sigma))^{r} E(\sigma) d \sigma \tag{A3}
\end{equation*}
$$

denoter the th moment of the frequency spectrum about the mean. then

$$
\begin{equation*}
\mu_{1}=0 \tag{A4}
\end{equation*}
$$

We define the wave envelope as follows. Let (A I) be written

$$
\begin{align*}
& \zeta(t)=Q \sum_{*} c_{n} \exp \left[i\left(\sigma_{*} t+\epsilon_{-}\right)\right]  \tag{AS}\\
& \zeta(t)=G \rho e^{e \Delta} \exp (i(\sigma) t)
\end{align*}
$$

where $\rho$ and $\phi$ are ieal functions of $t$ defined by

$$
\begin{equation*}
\left.p c^{\prime \bullet}=\sum_{n} c_{m} \exp \left\{1\left[\left(\sigma_{m}-\langle\sigma\rangle\right)\right\rangle+\theta_{m}\right]\right\} \tag{A6}
\end{equation*}
$$

In (AS) we may think of $\exp (f(\sigma) r)$ as representing a carrier wave and $\rho e^{\text {re }}$ as representing a complex wave envelope. The funcions $\rho$ and $\phi$ may becalled the amplitude and phase funetions, respectively. If most of the energy in the spectrum is concentrated near the mean frequency $\langle\sigma$ ). then from (A6) we see that $g$ and $\phi$ are slowly varying functions of $/$ compared to the carrier wave. It will be shown that a sufficient condition for this to occur is that

$$
\begin{equation*}
\nu^{2}=\left(\mu_{2} / \mu_{0}(\sigma)^{2}\right) \ll 1 \tag{A7}
\end{equation*}
$$

If ( A ) is satisfied, we shall say that the frequency specirum is narrow.

We shall need ta know the joint probability density of pand $\dot{\phi}(=a / \partial 1)$ Following Rice [1944. 1945], we write

$$
\begin{align*}
& \xi_{1}=\rho \cos \phi=\sum_{n} c_{n} \cos \left[\left(\sigma_{n}-(\sigma)\right) t+\epsilon_{n}\right]  \tag{A8}\\
& \xi_{2}=\rho \sin \phi=\sum_{n} c_{n} \sin \left[\left(\sigma_{n}-(\sigma)\right) t+\epsilon_{n}\right]
\end{align*}
$$

and also
$\xi_{1}=\xi_{1}=-\sum_{n}\left(\sigma_{n}-\langle\sigma\rangle c_{n} \sin \left[\left(\sigma_{n}-(\sigma)\right) t+e_{0}\right]\right.$
$k_{1}=k_{2}=\sum_{n}\left(\sigma_{n}-(\sigma)\right\rangle_{n} \cos \left[\left(\sigma_{n}-\langle\sigma\rangle\right) t+e_{n}\right]$
Using angle brackels to denote mean values with respect to the ensemble (or with respect to the time $l$ ) we have

$$
\left(\xi_{1}\right)=\left\langle\xi_{2}\right\rangle=\left(\xi_{3}\right)=\left(\xi_{2}\right)=0
$$

and for the second-order correlation matrix

$$
\left\langle\xi_{0} \xi_{j}\right\rangle=\left|\begin{array}{cccc}
\mu_{0} & 0 & 0 & \mu_{1}  \tag{All}\\
0 & \mu_{0} & -\mu_{1} & 0 \\
0 & -\mu_{1} & \mu_{2} & 0 \\
\mu_{1} & 0 & 0 & \mu_{2}
\end{array}\right|
$$

Since $\mu_{1}$ vanishes (equation (A4)) this reduces 10 a diagonal matrix. Hence assuming that the conditions necessary for the central limit theorem are satisfied, we have for the joint density of $\xi_{1}, \xi_{1}, \xi_{1}$, and $\xi_{4}$


Fig. 4. Hislogram of the normalized wave amplitude $\xi / \boldsymbol{g}_{\mathrm{a}}{ }^{1 / 2} \mathrm{com}$. pared with the Rayleigh distributian (1).


Fig. 5. Histogram of the normalized wave period y compated with the narrow band distribution (2).
$p\left(\xi_{1}, \xi_{2}, \xi_{2}, \xi_{4}\right)=\frac{1}{(2 \pi)^{2} \mu_{0} \mu_{2}} \exp \left[-\left(\xi_{1}{ }^{2}+\xi_{2}{ }^{2}\right) / 2 \mu_{0}\right]$

$$
\exp \left[-\left(\xi_{3}{ }^{2}+\xi_{1}{ }^{2}\right) / 2 \mu_{2}\right]
$$

Now since

$$
\begin{align*}
& \xi_{2}-\rho \cos \phi-\rho \phi \sin \phi \\
& \xi_{4}=\rho \sin \phi+\rho \phi \cos \phi
\end{align*}
$$

it follows that

$$
\frac{\partial\left(\xi_{1}, \xi_{7}, \xi_{1}, \xi_{1}\right)}{(\rho, \phi, \rho, \phi)}=\rho^{2}
$$

and hence the joint density of $\rho . \phi$, and $\phi$ is
$\boldsymbol{D}(\rho, \phi, \rho, \phi)=\frac{p^{2}}{(2 \pi)^{2} \mu_{0} \mu_{1}} \exp \left(-\rho^{2} / 2 \mu_{0}\right)$

$$
\begin{equation*}
\cdot \exp \left[-\left(\rho^{2}+\rho^{2} \phi^{3}\right) / 2 \mu_{2}\right] \tag{A15}
\end{equation*}
$$

The joint density of $\rho$ and $\phi$ can now be found by integrating with respect to $\phi$ from 0 to $2 \pi$ and with respect to $D$ from $-\infty$ to $\infty$, giving
$p(\rho, \phi)=\frac{\rho^{3}}{(2 \pi)^{1 / 2} \mu_{0} \mu_{2}} \exp \left(-\rho^{2} / 2 \mu_{0}\right) \exp \left(-\rho^{2} \phi^{2} / 2 \mu_{2}\right)$

The densily of $\rho$ alone is then the Rayleigh distribution

$$
\begin{equation*}
p(\rho)=\frac{P}{\mu_{n}} \exp \left(-\rho^{2} / 2 \mu_{0}\right) \tag{A17}
\end{equation*}
$$

and the density of $\phi$ alane is

$$
p(\phi)=\frac{\left(\mu_{n} / \mu_{1}\right)^{1 / 2}}{2\left[1+\left(\mu_{0} / \mu_{2}\right) \phi^{5}\right]^{3 / 2}}
$$

Equation (A|8) shows that the range of $\phi$ is of the same order as $\left(\mu_{2} / \mu_{0}\right)^{1 / 2}$. Hence if the condition ( $A 7$ ) is satisfied, it is unlikely that $\phi$ will exceed $(\sigma)$ in absolute magnitude. This implies that the total phase

$$
x=(\sigma) t+\phi
$$

is almost certainly an increasing function of the time 1 , as shown in Figure 7.

We now assume that the spectrum is narrow, so that the
toial phase $x$ will nearly aluays increase with f . Zeros of $\boldsymbol{\zeta}(1)$ will occur whenever $x$ takes the value $n x$ ( $n$ being an inicger) (Other zeros of $f(1)$ will of course occur when $\rho$ vanishes, but statistically this will be a rare event.) A wave period may then be defined as the ime interval between successive up-crossings of the phase $x$ through the value $2 n \pi$.

Assuming $\overline{\hat{X}}$ small compared to ( $\sigma$ ) $x$ we shall have

$$
\begin{equation*}
r \doteq \frac{2 \pi}{\dot{x}} \rightleftharpoons(r)(1-\phi /(\sigma)) \tag{A.20}
\end{equation*}
$$

where

$$
\begin{equation*}
(r)=2 \pi(\pi) \tag{A21}
\end{equation*}
$$

We therefore need the probability density of 0 at the instants when $x=2 \mu \pi$. This is given by

$$
\begin{equation*}
p(\phi \mid x]=C|x| p(x, \phi) \tag{A22}
\end{equation*}
$$

where $C$ is a normalizing constant such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} g(\phi \mid x) d \phi=1 \tag{A23}
\end{equation*}
$$

Since $p(x, \phi)$ is independent of $x$. and since

$$
\begin{equation*}
\dot{x}=\{o)(1+O(p)\} \tag{A24}
\end{equation*}
$$

we have, to lowest order in y ,

$$
\begin{equation*}
p(\phi \mid x)=C_{p}(\phi) \tag{A.25}
\end{equation*}
$$

where evidently $C$ must be unity.
The probability density of $T$ is given by

$$
\begin{equation*}
p(r)=\left|\frac{d \phi}{d \tau}\right| D(\phi]=(\langle\tau) /\langle\sigma)) p(\phi) \tag{A26}
\end{equation*}
$$

So from (Al8) we find

$$
\begin{equation*}
p(\tau) \div \frac{v^{2}\langle r\rangle^{0}}{2\left[\nu^{2}\langle r)^{2}+(r-(r\rangle)^{2}\right]^{2 / 2}} \tag{A27}
\end{equation*}
$$

where $y$ is given by ( $A 7$ ).
If we now make the substitution

$$
\begin{equation*}
t=\rho / \mu_{0} / \pi \quad \eta--(\sigma) \phi / s \tag{A28}
\end{equation*}
$$

and since the amplitude $a$ is nearly equal to $\rho$, we have

$$
\begin{equation*}
a=\mu_{0}^{1 / \pi} \xi \quad r=(r \times(1+m) \tag{A29}
\end{equation*}
$$

From (A|7) there follows (1), from (A|8) follows (2), and from

TABLE 1. Quartiles of the Distriburion of Wave Periods in Figura 1

| $\begin{gathered} \text { Renge of } \\ h \end{gathered}$ | Number of Wayss |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0.0-0.2 | 6 | ** | 0.88 | $\cdots$ |
| 0.2-0.4 | 15 | 0.81 | 0.93 | 1.28 |
| 0.4-0.6 | 52 | 0.78 | 0.98 | 1.17 |
| 0.6-0.8 | 67 | 0.88 | 1.05 | 1.19 |
| 0.8-1.0 | 77 | 0.73 | 1.01 | 1.11 |
| 1. 0-1.2 | 64 | 0.88 | 0.98 | 1.11 |
| 1.2-1.4 | 56 | 0.86 | 0.99 | 1.11 |
| 1.4-1.6 | 28 | 0.91 | 1.02 | 1.06 |
| 1-6-1.9 | 18 | 0.93 | 0.97 | 1.03 |
| 1.8-2,0 | 11 | 0.92 | 0.94 | 1.06 |
| 2.0-2.2 | 4 | - . | 1.10 | - |
| 2.2-2.6 | 1 | ** | 1.03 | ** |
| Tosal | 399 |  |  |  |



Fig. 6. The observed interquartile range of the relative wave period $-/(r)$ (plolled points) as a function of the relalive wave height $\xi=a /(a)$. The broken curve represents the nartow band approximation.
(A|6) follows the joint distribution (5). To obtain the marginal disiribution (6). we simply divide (5) by (1)
Because of the assumption that the phases in (Al) are statistically independent, the Gaussian model that we have used is essentially a linear one. We may therefore expect that it will be somewhal more accurate for low surface waves in deep water than for steep waves or for waves in shallow water.

The effect of nonlinearitics may also be somewhat diminished by our definition of the wave period $\tau$ as the time interval between alternate crossings of the mean level, rather than as twice the interval $\tau^{\prime}$ between two adjacent crossings. For the period measured over a complete wavelength will probably be less affected by the presence of harmonics.
The distribution of the half-period $r^{\prime}$ could indeed be determined theoretically by precisely the same argument. according to which we should have, in place of (A20), the relation $r^{\prime}=$ $\pi / x$. But the corresponding wave periods $2 \tau^{\prime}$ would then be more subject to errors from the third and higher harmonics, of odd order

A different kind of error may be expected to arise from the finite width of the spectrum, that is, from terms of higher order in $\nu$. It should be possible in theory to oblain higher approximations on replacing (A2O) by partial sums of the Taylor expansion

$$
\begin{equation*}
2 \mathbf{\tau}=\tau \dot{\chi}+1 / 2 \tau^{2} \bar{\chi}+\cdots \tag{A30}
\end{equation*}
$$

and then making use of the theoretical densities $p(\boldsymbol{\rho}, \boldsymbol{\phi}, \bar{\phi})$, etc., which may be derived in the same way as $p(\rho, \phi)$. However. since $p(\rho . \phi, \bar{\phi})$, for example, depends on the higher moments $\mu_{\mathrm{s}}$ and $\mu_{4}$. with two further moments being added for each new derivative of $\phi$, the analytical details rapid!y become complicated. Perhaps the approximation derived in the present paper is all that is really useful.

It should be noted that for a broad spectrum but relalively low waves the corresponding series for $\tau^{\prime}$, namely.

$$
\begin{equation*}
z=\tau^{\prime} \hat{x}+1 / 2 \tau^{\prime} \bar{x}+\ldots \tag{A31}
\end{equation*}
$$

may converge more tapidly than the series (AJ0) for $\boldsymbol{r}$. In such
circumstances, $p^{\prime}\left(\tau^{\prime}\right)$ may be delermined more accurately than $\rho(\boldsymbol{r})$.

Appendix f: Prgof of Equation (9)
Let $m_{n}$ denote the $n t h$ moment of the energy specirum:

$$
m_{n}=\int \sigma^{n} E(\sigma) d \sigma
$$

so that

$$
\mu_{a}=m_{0} \quad(\sigma)=m_{1} / m_{0}
$$

and

$$
\mu_{2}=\left(m_{2} m_{\mathrm{a}}-m_{1}^{2}\right) / m_{\mathrm{a}}
$$

From the definition (A7) we have then

$$
\begin{aligned}
& v^{2} m_{1}^{2}=\mu_{2} m_{0}=\left(m_{2} m_{0}-m_{1}^{2}\right) \\
&=\iint\left(\sigma^{2}-\sigma \sigma^{\prime}\right) E(\sigma) E\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime}
\end{aligned}
$$

Reversing $\sigma$ and $\sigma$ and adding, we get

$$
\begin{equation*}
2 \nu^{2} m_{t}^{2}=\iint\left(\sigma-\sigma^{\prime}\right)^{2} E(\sigma) E\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime} \tag{BI}
\end{equation*}
$$

Similarly from the definition of e in Cartwright and LonguerHiggins [1956] we have

$$
\begin{aligned}
& \epsilon^{2} n_{4} m_{0}=\left(m_{4} m_{0}-m_{2}^{2}\right) \\
&=\iint\left(\sigma^{4}-\sigma^{2} \sigma^{\prime 2}\right) E(\sigma) E\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime}
\end{aligned}
$$

hence

$$
\begin{equation*}
2 \epsilon^{3} m_{\mathrm{s}} m_{0}=\iint\left(\sigma^{2}-\sigma^{\prime 2}\right)^{2} E(\sigma) E\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime} \tag{B2}
\end{equation*}
$$

Now when the spectrum is narrow, we have $m_{4}=(\sigma)^{2} m_{\mathrm{e}}$. Also $\left(\sigma+\sigma^{\prime}\right)^{2}$, which is a factor of the integrand in (B2), is nearly constant over the important part of the region of integration. where $\sigma \neq \sigma^{\prime}=(\sigma)$. So from (B2) we have

$$
2 E^{2}(\sigma)^{\prime} m_{d} \geqslant \iint\{2(\sigma))^{2}\left(a-\sigma^{\prime}\right)^{2} E(a) E\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime}
$$

So from ( B 1 ),

$$
e^{2}(\sigma)^{2} m_{0} \equiv 4 \nu^{1} m_{1}^{2}
$$

which is equivalent to (9).


Fig. 7. Sketch of the toval phase $x=(o)+\infty$ al of the time f .
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# On the Distribution of the Heights of Sea Waves: Some Effects of Nonlinearity and Finite Band Width 
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#### Abstract

It is shown that some recent data on the crest-to-trough heights of sea waves are filled just as well as by the one-parameter Rayleigh distribution as by the two-parameter Weibult distribution, provided that the rms amplitude a is taken as $0.925\left(2 m_{0}\right)^{1 / n}$, where $m_{0}$ is the lowest moment of the frequency specinum. Reassins why the ratio $d /\left(2 m_{0}\right)^{1 / 2}$ should differ from unty are discussed. It is shown that the effect of finite wave steepness would be to increace the satio by a factor $\left\{1+\left\{(a k)^{2} \mid\right.\right.$ approximately, contraty 10 ohservation. The effect of finite band width is estimated from a model assuming low background noise superposed linearly on a delta function specirum For narrow band widths ene obsains the formula $b^{2}$, $2 m_{0} \triangleright 1-0.734 r^{2}$, where $p$ is the rms spread of the noise aboul the mean frequency. Values of $\mu^{2}$ corte sponding to Piersen-Moskowice spectra give results in close agreement with observation.


## 1. Intraduction

The distribution of the heights of wind waves is a question of some practical and theorctical interest. Some years ago the present author [Longuet-Higgins, 1952] showed that if the sea surface is assumed 10 be the sum of many sine waves in random phase, and if the frequency spectrum is sufficiently narrow, then the wave amplitudes (a wave amplitude is here defined as one half of the height of a wave crest above the preceding trough) are distributed according to a Rayleigh distribution. That is, the probability $P$ that the amplitude $a$ of any given wave exceeds the value $a_{0}$ is given by

$$
\begin{equation*}
P=\operatorname{cxp}\left(-a_{0}^{2} / \sigma\right) \tag{I}
\end{equation*}
$$

where $\Delta$ denotes the rms amplitude. In the derivation of this law it was implied that the sea surface slopes were sufficiently small that the component waves could be linearly superposed and hence that there was no correlation between the phases of the different Fourier components.

Surprisingly, the distribution (I) has been found to agree well with many field observations, for example, the recent high-quality data of Farle [1975], even though the rms surface slope may exceed 0.1 in magnilude and the frequency spectrum may not necessarily be narrow.

Foliowing Cartwright and Longuet-Higgins $11956 \mid$ some authors [e.g., Haring ef al., 1976; Forrisfall, 1978; have used an alternative expression,

$$
\begin{equation*}
P=\exp \left(a_{0}^{2} / 2 m_{0}\right) \tag{2}
\end{equation*}
$$

where $m_{0}$ denotes the lawest moment of the frequency specinum:

$$
\begin{equation*}
m_{\mathrm{o}}=\int_{0}^{-} E(\sigma) d \sigma \tag{3}
\end{equation*}
$$

Since by the Khintebine theorem

$$
\begin{equation*}
m_{0}=\tilde{\eta}^{2} \tag{d}
\end{equation*}
$$

where $\eta$ is the instantanecus surface elevation, it follows that for linear motions, when the individual wave crests are approximately sinusoidal,

$$
\begin{equation*}
m_{0}=\frac{1}{2} d^{2} \tag{5}
\end{equation*}
$$
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When and only when this relation is satisfied, then (2) is equivalent to (1).

However, Haring et al. [1976] and Forristall [1978], using dala which include those analyzed by Earle [1975] have come to the conclusion that the distribution (2) does not fit their data so well. In place of (2). Forristall has proposed more complicated expressions (see section 5 and equation (6)). The purpose of the present note is, first, to show that the dala presented by Forristall do nevertheless fit the distribution (1) rather well and second, to discuss theoretical reasons for the difference between distributions (1) and (2).

## 2. Field Observations

Figure 1 shows the same dala as presented by Forristall [1978. Figure 2] and also by Haring et al. |1976]. These are essentially wave height distributions from storms in the Gulf of Mexico, each data sel being normalized by the value $m_{0}{ }^{1 / 2}$.

The broken curve in Figure 1 corresponds to the distribuion

$$
\begin{equation*}
P=\exp (-\xi / \beta) \quad \xi=a_{0} / 2 m_{0}^{1 / 2} \tag{6}
\end{equation*}
$$

which is called by Forristall 'the empirical distribution.' The values $a=2.126$ and $\beta=1.052$ were fitted to the dala points.
It appeared to me that the data in Figure 1 migbt equally well be filted by a simple Rayleigh distribution of the form of (1) bul with a suitably chosen value of a. By inspection, I tried the value

$$
\begin{equation*}
\bar{a}=0.925\left(2 m_{0}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

The carresponding distribution is shown by the solid curve in Figure 1. It will be seen that the solid curve fits the dala about as weil as the bioken curve.

## 3. Discussion

From a practical poinl of view, when pondering whether to use the Rayleigh distribution (1) or the Weibull distrihution (6), one may well give preference to an expression io which only one parameter. $a$, bas to be estimated and not wo parameters, $a$ and $\beta$. Moreover, the simpler distribution appears tof the data somewhat better at the higher wave amplitudes, which may be critical for certain applications.
Some confusion has been iniroduced by Forrisrall [1978] in refering to (2) as 'the Rayleigh distribution.' when in fact there is more than one possible such distribution, and when


Fig. I. Probability of the wave heights exceeding a given value $H_{0}$ $=2 a_{0}$. Pletied points are Forristalis [197B] data. Full curve represents (I) with $a=0.925\left(2 m_{0}\right)^{1 / 2}$. Broken curve represents (6).
(1), and not (2), was the form ariginally proposed by IanguetHiggins [1952]. Forrislall also refers to (6) as the empirical distribution, whereas ( 1 ) is also filted to the data and is aboul as gond a fil. Somewhat inconsistently, he suggests that (I) is defective, since it requires the fiting of a parameler a from the data. Two similar 'defects' seem to apply 10 (6).

It is interesting to consider possible reasons for the discrepancy belween (1) and (2). We shall consider iwo possible reasons: the finite steepnecs of the dominant waves and the finite width of the spectrum.

## 4. Finite-Amplitude Effects: Bound Harmonics

One feature of a nonlinear wave of finite amplifude is a correlation between the phases of the fundamental Fourier component with wave number $k$ and the seond harmonic, wave number $2 k$. This gives rise the well-known nartowing of the wave crests and Anttening of the wave troughs. Another correlation is between the fundamental and its third hamonic $\mathbf{3} k$, which gives rise to an increase in the measured crest-90-trough height $2 a$, relative to a simple sine wave of the same rms amplitude.
Consider now the potentisl energy of a uniform, deep-water wnve irain of finite amplitude. The mean porential energy $V$ per unit horizonlal area is

$$
\begin{equation*}
V=\hat{\eta}^{\prime} \tag{8}
\end{equation*}
$$

where $\eta(x, t)$ is the surface elevation and we take for ennvenience $\rho=\boldsymbol{E}=k=1$. According 10 Slokes's theory of irrola-
lional waver, however, if $2 a$ denotes the crest-to-trough wave height, we have

$$
\begin{equation*}
V=\frac{1}{4} a^{2} f(a k) \tag{9}
\end{equation*}
$$

where $\int$ tends to 1 only in the limit as $a k \rightarrow 0$. The function $f$, and hence $V$, has been calculated by Longuet-Higgins [1975a, $b$. Figure 1 and Table 2]. In Figure 2 we show $V$ as a function of (ak)' (solid curve). The hroken line corresponds to linear theory, or sinusoidal waves. For small valuer of $a k$ it is found that
$V=\frac{1}{4} \sigma^{2}\left\{1-f(a k)^{2}-\frac{19}{12}(a k)^{4}-\frac{3077}{720}(a k)^{4}-\cdots\right\}$
(see Longuet-Higgins [1975a, b]; not all suhsequent terms are negative). Note that $V$ has a maximum at around ak $=0.41$, $(a k)^{2}$ aa 0.19 , compared with the steepest uniform wave which has $a k=0.443,(a k)^{2}=0.196$. The maximum $V$ has been confirmed by Languet-Higgins and Fax [1978] by a quite independent method of calculation. Such a maximum occurs also in solitary waves [Longuet-Higgins and Fenton, 1974] and is in fact characteristic of all steady gravity waves in water of uniform depih |see Cokelet, 1977].

From Figure 2 it follows that we would, in general, expect the potential energy of finite-amplitide waves to be somewhat less than that of a purely sinuscidal wave of the same crest-10trough height.
Suppose now we have a random sea with a continugus spectrum. Note first that (4), connecting the lowest moment $m_{0}$ of the Fourier spectrum and the mean-square elevation $\vec{\eta}^{2}$ remains valid even if the phases of Fourier components are correlated. It follows that for nonlinear waves also we have, in general,

$$
\begin{equation*}
m_{0}=\nabla^{2}-2 V \tag{II}
\end{equation*}
$$

where $\bar{V}$ denotes the mean polential energy of the sea surface, per unjt horizontal area. The mean kinetic energy will, however, differ from $V$, so that the total energy is not equal to $m_{0}$


Fig. 2. Plot of the polentinl energy density $V$ for a uniform Irain of deep-waler waves of amplitude $a$.

Now suppose that the sea surface can be modelled as a succession (in space, or in time) of waves of nearly constant wave number $k$ but of varying crest-to-trough height 20 . We shall then have

$$
\begin{equation*}
m_{0}=2 \int V(a) d P \tag{12}
\end{equation*}
$$

where $V(a)$ denotes the potential energy of a wave of ampliqude $a$ and $P$ is the probability distribution of $a$.

But we already have seen both from Earle [1975] and from Figure 1 of the presen: paper that the distribution of $a$ is given approximately by (I) even for waves of finite sleepness and for spectra that are oot very oarrow. Suppose that for each individual wave the potential energy is given by (9) as for a steady Stokes wave of fonite amplitude. Some of the waves may of course be breaking and some that are not quite breaking may be unsteady and asymmetric. Let us assume nevertheless that the curve for $V$ in Figure 2 is valid as far as (ak) ${ }^{2}$ - 0. 196, and that beyond this value, Vakes the same value as when ( $a k)^{2} m 0.196$. The approximation will be adequate so long as coly a small proporion of the waves are actually breaking From (1) and (12) we shall have

$$
\begin{equation*}
m_{0}=\int_{0}^{a} 2 V(a) d \exp \left(-a^{2} / a^{2}\right)+\delta \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=2 V\left(a_{m a s}\right) \exp \left(-a_{\max }{ }^{2} / \bar{\sigma}^{2}\right) \tag{14}
\end{equation*}
$$

For large values of $a_{m m}{ }^{1} / a^{2}$ the 'remainder' \& will be exponentially small. Using the result

$$
\begin{equation*}
\int_{0}^{-} b^{n} d \exp (-b / \bar{b})-n!\delta^{n} \tag{15}
\end{equation*}
$$

we have from (10) that
$m_{0}=\frac{1}{2} \delta^{2}\left\{1-(a k)^{2}-\frac{19}{2}(\Delta k)^{2}-\frac{3077}{30}(a k)^{6}-\cdots\right\}$
for sufficiently small àk.
Figure 3 shows a plot of the ratio

$$
\begin{equation*}
R=2 \pi_{0} / \alpha^{2} \tag{17}
\end{equation*}
$$

by which the potential energy is reduced, relative to a uniform sine wave of amplitude equal to a So long as $\delta / m_{0}$ is small, any enors in $R$ arising from the assumption that $V$ is independent of $a$ when $a>a_{m a n}$. will be negligible. It appears that this is the case so long as $a / a$ is less than about 0.25 , which is easily sufficient for our purposes.

Now from the data of Grden and Dorrestein [1958] quoted by Lake and Yuen [1978] it appears that over a wide range of conditions the mean steepness $a^{(1)} k$ of wind waves lies beIween aboul 0.14 and 0.18 . Since from (1).

$$
\begin{equation*}
a / a^{11}=2 \pi^{-1 / 2}=1.128 \tag{18}
\end{equation*}
$$

[see Longuet-Higgins, 1952], it follows that generally

$$
\begin{equation*}
0.158<\text { aik }<0.203 \tag{19}
\end{equation*}
$$

From Figure 3 we have then

$$
\begin{equation*}
0.968<R<0.935 \tag{20}
\end{equation*}
$$

In other words, for the same mens amplitude a the effect of nonlinearity is to reduce the potential energy $\frac{4}{} m_{0}$ by belween


Fig. 3. The reduction of the mean potential energy $d m_{0}$ of a nonuniform tain of waves with rms amplitude $a$, relolive la a uniform sine wave of amplitude $a$.
3.2 and $6.5 \%$. Hence the ratio $a / m_{0}{ }^{1 / 2}$ is increased by beiween 1.6 and $3.3 \%$.

Clearly, the effect works in the opposite direction to the observed effect (equation (7)).

## 5. Finite Band Width: Free Harmonics

We shall now consider the effect of superposing on a oar-row-band specinum a small perturbation consisting of free waver, propagaied independently of the unperturbed signal. Throughout this section we shall operate within the framework of the linear theory in which different components in the spectrum may be simply added without any dynamical interaction

To begin, suppose we have some function of the time $t$ of the form

$$
\begin{equation*}
y(t)=\left(A+f C t^{2}\right)+\left(a+B t+4 y^{r}\right) \tag{21}
\end{equation*}
$$

where $A, C, \alpha, \beta, \gamma$ are constants. The first twe terms represenl a basic function having a maximum or a minimum at $t=0, Y$ $-A$, according as $C \leq 0$. The remaining terms represent a perturbation, in which we suppose that $\alpha, \beta, y$ are of order $\& \& 1$ compared to $\mid C$. It is easy to check that the derivalive of the complete expression $\gamma(t)$ vanishes not at $t=0$ but at

$$
\begin{equation*}
t=-\frac{\beta}{C+r} \tag{22}
\end{equation*}
$$

when we have

$$
\begin{equation*}
y=(A+\alpha)-\frac{\beta^{2}}{2(C+\gamma)} \tag{23}
\end{equation*}
$$

Since, further, $\gamma \ll C$, we may write, 10 order $\epsilon^{2}$,

$$
\begin{equation*}
y=(A+\alpha)-\frac{\beta^{2}}{2 C} \tag{24}
\end{equation*}
$$

Consider, for example, the pernurbed sine wave

$$
\begin{equation*}
y=b \cos \sigma t+a_{n} \cos \left(\sigma_{n} t+\theta\right) \tag{25}
\end{equation*}
$$

where $\theta$ is a fixed phase and

$$
\begin{equation*}
a_{n}<b \quad \sigma_{n}^{2} a_{n}<\sigma^{2} b \tag{26}
\end{equation*}
$$

Considering the maximum near $t=0$ we have in (23) lo set $A$ $=b_{1} C=-A a^{2}$, cic., and hence

$$
\begin{equation*}
y_{\text {max }}=\left(b+a_{n} \cos \theta\right)+\frac{1}{\frac{a_{n}}{}{ }^{3} \sigma_{0}{ }^{2}} \frac{b \sigma^{2}}{} \sin ^{2} \theta \tag{27}
\end{equation*}
$$

To firsi order the correction to $\nu_{m .}$ is jusi $a_{n}$ cos $\theta$. But the phase $\theta$ is random If we now take average values (in angle brackets) with respect 10 the variable phase $\theta$, we obtain simply

$$
\begin{equation*}
\left(y_{\text {mes }}\right)=b+\frac{1}{4} \frac{a_{-}^{2} o_{e}^{3}}{b \sigma^{2}} \tag{28}
\end{equation*}
$$

In other words the height of the maximum is on average increased by an amount proporional to the mean-square slope of the perturbation.

Similarly, for the minimum near $t=\pi / a$ we have in (23) to $\operatorname{sel} A=-b, C=b o^{2}$, etc. Hence

$$
\begin{equation*}
y_{m u \infty}=-b+a_{n} \cos \left(\theta+\pi \sigma_{n} / \sigma\right)-\frac{1}{2} \frac{a_{2}^{2} \sigma_{\theta}^{2}}{b \sigma^{2}} \sin ^{2}\left(\theta+\pi \sigma_{n} / \sigma\right) \tag{29}
\end{equation*}
$$

and taking phase averages

$$
\begin{equation*}
\left(y_{\max }\right)=x-b-\frac{1}{4} \frac{a_{-}^{3} a_{0}^{2}}{b o^{2}} \tag{30}
\end{equation*}
$$

Now when we write for the wave amplinude

$$
\begin{equation*}
a=\frac{1}{2}\left(y_{\mathrm{man}}-y_{\mathrm{m} / \pi}\right) \tag{31}
\end{equation*}
$$

we find

$$
\begin{equation*}
(a)=b+\frac{1}{4} \frac{a_{\alpha}^{2} \sigma_{a}^{2}}{b \sigma^{2}} \tag{32}
\end{equation*}
$$

The proporional increment in wave height, namely. $a_{*}{ }^{2} a_{n}{ }^{2} /$ ( $4 b^{2} \sigma^{2}$ ), is clearly dependent on the wave amplitude $b$. It follows that the distribution of $a$ will not necessarily be a Rayleigh distribution.

Consider now the mean-square value of $a$. Returning to (31), we have

$$
a=b+a_{a} \sin \left(\theta+1 \pi \sigma_{n} / \sigma\right) \sin \left(\frac{1}{2} \pi \sigma_{n} / a\right)
$$

$$
\begin{equation*}
+\frac{1}{4} \frac{\sigma_{-}^{2} \sigma_{o}^{2}}{b \sigma^{2}} \cdot\left\{\sin ^{2} \theta+\sin ^{2}\left(\theta+\pi \sigma / \sigma_{a}\right)\right\} \tag{33}
\end{equation*}
$$

so that on squaring and taking mean values with respect to $\theta$. we find, to second order,

$$
\begin{equation*}
\left\langle a^{2}\right\rangle=b^{2}+\frac{1}{1} a_{n}^{2} \sin ^{2}\left(\frac{1}{2} \pi \sigma_{n} / \sigma\right)+\frac{1}{2} a_{n}^{3} a_{m}^{2} / \sigma^{2} \tag{34}
\end{equation*}
$$

The additional terms on the right are now indeed independent of $b$.

Next let us suppose that $y$ is a random process, given by

$$
\begin{equation*}
y=b \cos (\partial t+\phi)+\sum_{n} a_{-} \cos \left(a_{4} 1+\theta_{-}\right) \tag{35}
\end{equation*}
$$

where all the phases $\theta_{n}$ are random. The summation on the right is the usual representation of a stochastic sum. Thus we write

$$
\begin{equation*}
\sum_{d} f a_{n}^{2} \sim E(a) d a \tag{36}
\end{equation*}
$$

where $E(0)$ represents the spectum of the perturbation. The appropriate generalizalion of (34) is that

$$
\begin{equation*}
\left\langle a^{2}\right\rangle=b^{2}+\int_{0}^{-}\left[\operatorname{sio}^{2}(3 \pi \sigma / \overline{0})+(\sigma / \sigma)^{2}\right\} E^{\prime}(\sigma) d \sigma \tag{37}
\end{equation*}
$$

the amplitude $b$ heing fixed Now let us further suppose that in (35) the amplitude $b$ and phase $\phi$ are slowly varying in such a way that the first terra has a garrow-band specirum. Thus the spectrum of the unperturibed wave will be

$$
\begin{equation*}
E(a)=\not b^{p} \delta(a-\bar{a}) \tag{38}
\end{equation*}
$$

where $\delta$ is the Dirac delta function. The distribution of $b$ will be Rayleigh:

$$
\begin{equation*}
P(b)=\exp \left(-b^{2} / b^{7}\right) \tag{39}
\end{equation*}
$$

Equation (37) will be valid except for the very low values of the a mplitude $b$ when the contribution of $b^{2}$ to the expeciancy ( $\sigma^{2}$ ) will be relatively small. Therefore on multiplying $d P$ and iotegrating over $0<b<\infty$, we shall have, to the present order,
$d^{2}=\left(\sigma^{2}\right)=b^{2}+\int_{0}^{-}\left\{\sin ^{2}\left(\frac{1}{2} \sigma / \bar{\sigma}\right)+(\sigma / \bar{\sigma})^{2}\right\} E^{2}(\sigma) d \sigma$
Now the lowest moment of the spectrum is

$$
\begin{equation*}
m_{0}=\int_{0}^{-}(E+E) d a=1 b^{\prime}+\int_{0}^{\infty} E(\sigma) d o \tag{4I}
\end{equation*}
$$

It follows that, to first order in $E^{\prime \prime} / m_{\text {on }}$

$$
\begin{equation*}
a^{2}-2 m_{0}+\int_{0}^{-}\left\{\left(\sigma^{2} / \sigma^{2}-1\right)-\cos ^{2}(j \pi \sigma / \sigma)\right\} E^{\prime}(\sigma) d \sigma \tag{42}
\end{equation*}
$$

In other words, the mean-square amplitude $a^{2}$ is changed relative to $\mathbf{2 m}$, by the value of the integral on the right.
The first term in the integral may be positive or negative according to the farm of the perturbation spectum $E$; energy at frequencies higher than ō will tend to increase the integrand, while energy at lower frequencies will tend to reduce it. The second term in the integral (42) is, however. always negalive.

One special case can be discussed very simply, namely, when the energy of the perturbation is concentrated near oitself. Then, since

$$
\begin{equation*}
\left(\sigma^{2} / \sigma^{1}-1\right)=2(0 / 0-1)+(\sigma / \sigma-1)^{2} \tag{43}
\end{equation*}
$$

and
$\cos ^{2}(\underline{2 \pi \sigma / \sigma})=f(1-\cos \pi(0 / a-I)]=\frac{\pi^{2}}{4}(\sigma / 0-1)^{2}+\cdots$
we can express (42) in terms of the moments

$$
\begin{equation*}
\mu=\int_{0}^{\infty}(\sigma-\partial) E^{\prime}(\sigma) d \sigma \tag{45}
\end{equation*}
$$

where $r=1,2, \cdots$. Thus we oblain

$$
\begin{equation*}
a^{2}=2 m_{0}+2 \mu_{1} / \hat{\sigma}-\left(\frac{\sigma^{2}}{4}-1\right) \mu_{2} / \sigma^{2} \tag{46}
\end{equation*}
$$

correal to second order, and hence

$$
\begin{equation*}
\dot{a}^{2} / 2 m_{0}=1+\frac{\mu_{1}}{\partial m_{0}}-\left(\frac{\tilde{\mu}^{2}}{8}-\frac{1}{2}\right) \frac{\mu_{2}}{\partial^{2} m_{0}} \tag{47}
\end{equation*}
$$

To lowest order in the band width, the sign of $\left(F^{3} / 2 m_{0}-1\right)$ depends upoo $\mu_{1}$, but if $\mu_{1}=0$, that is, the perturbation spectrom is weighted evenly about $a$, then to second order.

$$
\begin{equation*}
\dot{d}^{2} / 2 m_{0}=1-\left(\frac{v^{2}}{8}-\frac{1}{2}\right) v^{2}=1-0.734 v^{2} \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
\ni=\beta_{2} / \sigma^{2} m_{0} \tag{49}
\end{equation*}
$$

## 6. Comparison with Oeservation

The parameter $p$ in (48) represents a dimensionless band width of the spectrum. In the example from the Gulf of Mexico discussed by Longuet-Higgins [1975b] it was found that $y$ was equal to about 0.23, 50 $v^{2}=0.055$, but this spectrum was unusually narrow. For the more typical Pierson-Moskowiz spectrum

$$
\begin{equation*}
E(\sigma)=a \sigma^{-5} \exp \left\{-(\beta / \sigma)^{4}\right\} \tag{50}
\end{equation*}
$$

where $\alpha$ and $\beta$ are constants, it is easly shown that

$$
\begin{equation*}
m_{,}=\frac{\alpha}{4 \beta^{t}-1} \Gamma(1-r / 4) \tag{51}
\end{equation*}
$$

where $\Gamma$ denotes the usual gamma function, and hence

$$
\begin{equation*}
r^{2}=\frac{m_{0} m_{2}-m_{i}^{1}}{m_{1}^{2}}=\frac{\Gamma(1) \Gamma(t)}{(\Gamma(3))^{2}}-1=0.1803 \tag{52}
\end{equation*}
$$

independently of $\alpha$ and $\beta$. Then (48) gives

$$
\begin{equation*}
\delta /\left(2 m_{0}\right)^{1 / 2}=0.931 \tag{53}
\end{equation*}
$$

which is quite close to the empirically determined value 0.925 . For the more general specirum

$$
\begin{equation*}
E(\alpha)=a a^{-5} \exp \left[-(\beta / \sigma)^{r}\right] \tag{54}
\end{equation*}
$$

we find similarly,

$$
\begin{equation*}
\gamma^{\prime}=\frac{\Gamma(4 / \gamma) \Gamma(2 / \gamma)}{\{\Gamma(3 / \gamma)\}^{2}}-1 \tag{55}
\end{equation*}
$$

so that in the cases $y=3$ and 5, for example, we have $v^{2}$ 0.2092 and 0.1645 , hence $\bar{a} /\left(2 m_{0}\right)^{1 / 2}=0.889$ and 0.938 , respectively. Allowing for the finite-amplitude effects discussed in section 4, it appears that the observed value of $\bar{a} /\left(2 m_{0}\right)^{1 / 2}$ can be accounted for.

It should be emphasized that we have used the PiersonMoskowicz spectrum for illustration only. Any other spectrum with a narrow peak and with the same tolal moments. $m_{0,} m_{11}$ and $m_{2}$ would yield the same result. Moreover, there appears no need to identify precisely which parts of the spectrum belong to the peatr and which to the hackground noise.

## 7. Conclusions

We bave shown that the dala of Forristall [1978] support the conclesion that the distribution of wave heights in a slorm is well described by the Rayleigh distribution (1), provided the rms amplitude $a$ is estimated from the original record and not from the frequency spectrum. The introduction of the iwo.parameter Weibull distribution offers no obvious advantage, either empirical or theoretical.

Forristall's storm wave dala fit a distribution in which a is about $0.925\left(2 m_{0}\right)^{1 / 2}$. Our discussion has shown that the observation that $a /\left(2 m_{0}\right)^{1 / 2}$ is slightly less than unity cannot be accounted for as a finite-amplitude effect but may on the other hand be due to the presence of free background 'noise' io the spectrum, outside the dominant peak.
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AESTRACT
Sunlighı reflected from a wind-roughened sea surface produces a gliter pallem in which the region of maximum intensity tends to be shifled horizontally by an apparent angle $\Delta$, depending on the wind speed. It is shewn that $\Delta$ is related directly to the skewness of the distribution of surface slapes. From the obse rved data of Cox and Munk (1956) it is possible to deduce a simple conrelation beiween $\Delta$ and the wind siress 7 .
The physical mechanism underlying slope skewness is investigated. The skewness which results from damping of individual waves is shown to be negligible. A iwo-scale model is proposed, in which damped ripples or shori gravity waves ride on the surface oflonger gravity waves. The model is found 10 give skewners of the oberved magnitude. The sign of the skewness depends on the angle beiween the wind maintaining the ripples and the direction of the longer waves, in agreement with observation.
Certain theoretical relations between $\Delta$ and the phase $\gamma$ of the short-wave modulation may be of interest in interpreting obsenations of the sea surface by other types of remote sensing.

## 1. Introduction

The glitter-pattern of reflected sunlight has been used by Cox and Munk (1956) to study the distribution of sea-surface slopes, in relation to the local wind speed. A mong the effects that they observed was that the location of the most intense reflection tended to be shifted horizontally, relative to its position in the absence of wind or waves. The angular displacement was evidently associated with a skewness in the measured distribution of the surface slope. Since an angle is easier to measure, in general, than an intensity, the question arises: can we use such a measurement to obtain information on the slope distribution, and hence the wind stress?

Some encouragement for this view can be derived from a theoretical demonstration (Longuet-Higgins, 1963) that in the absence of applied surface forces or viscous stresses, the distribution of surface slopes is highly symmetric; the coefficient of skewness is at most or order $\sigma^{3}$ where $\sigma$ is the rms slope. Hence any actual surface skewness may be a sensitive indicator of wind stress.

The questions to be addressed in this paper are the following:

1) How precisely is the observed angular displacement $\Delta$ of the maximum optical intensity related to the slope distribution? This is answered by Eqs. (2. 13) and (2.14)
2) Is there an empirical relation between $\Delta$ and the horizontal wind stress? This is answered in the
affirmative by Eq. (3.12), for wind speeds up to 15 $\mathrm{m} \mathrm{s}^{-1}$.
3) What is the physical explanation for the observed skewness? We show first in Section 4 that although a simple phase shift in the first harmonic of a travelling wave causes no slope skewness, any shift in the bound second harmonic does tend to cause such a skewness [see Fig. 4 and Eq. (4.6)]. In free but undamped waves, such a phase-shifted harmonic occurs only in a transient state, which can lead to breaking.

Section 5 treats damped waves, where it is shown by a simple argument that viscous dissipation also gives rise to a phase-shifted second harmonic and hence to a skewness in the slopes However, the magnitude of this effect is too small to account for the observations.

Accordingly in Section 6 we propose a different, two-scale model in which short ripples, or capillarygravity waves, are assumed to ride on the surface of much longer gravity waves, the shorter waves being modulated by the presence of the longer waves. It is shown that this gives rise to a slope skewness [Eqs. (6.10) and (6.13)] of the same magnitude and sign as is actually observed

These results enable us to discuss in Section 7 a founh underlying question, namely whether there is any necessary, fundamental relation between slope skewness and wind stress, and to answer it in the negative.

On the other hand, some of the simple relations
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Fig. 1. The reflection of rays from the sun $S$ towards an observer $O$. when wind and waves are in the same direction.
derived in the course of the paper may well be of use in the interpretation of radar backscatter at centimeter wavelengths. In particular, we may mention Eq. (6.10), which relates $\Delta$ to the steepness $s$ of the longer waves, the phase angle $\gamma$ of short-wave modulation, and the depth of modulation $\delta$. These relations follow from the geometry of the model, and are independent of any particular dynamical assumptions.

## 2. Geometry

Throughout this paper we shall restrict the discussion to the two-dimensional situation when the direction of the sun, wind and swelt are all in line. This suffices to elucidate the main principles, and the reader will readily supply the appropriate generalizaLions to the case of arbitrary relative directions.

Suppose then that the direction of the wind is in the vertical plane containing the sun $S$ and the observer $O$, and is towards the observer, as in Fig. 1. If the sea surface were calm, the rays would be reflected from near a specular point P, say, where SP and PO make equal angles with the horizontal. When the wind blows, the region of most intense reflection (after allowing for reflectance and background radiation) is from the neighborhood of a point $Q$, say, shifted downwind from $P$ by an apparent angle $\Delta$. Accordingly, the mode of the slope distribution must be shifted by a positive angle $1 / 2 \Delta$.

If we take axes as in Fig. 1 with the $x$-axis horizontal in the plane OPQS, and if the surface elevation


Fic. 2. Schematic diagram of the distribution of upwind slope. Compare with Fig 15 of Cox and Munk (1956).
is $\left\{(x, t)\right.$ with downwind slope $\zeta_{x}$, then the probability density $p\left(\zeta_{x}\right)$ has a maximum when

$$
\begin{equation*}
\zeta_{x}=1 / 2 \Delta \tag{2.1}
\end{equation*}
$$

This is shown experimentally in Fig. 2, which is a downwind section through a typical joint distribution $p\left(\zeta_{w} \zeta_{y}\right)$ as observed by Cox and Munk (1956). The distribution is normalized by dividing $5_{4}$ by the rms downwind slope $\mu_{2}{ }^{1 / 2}$.

We now derive a simple expression for $\Delta$ in terms of the moments of $p\left(\zeta_{x}\right)$.

Suppose that the distribution of $\zeta_{x}$ is approximately Gaussian, and may be represented by the Gram-Charlier series ${ }^{1}$

$$
\begin{align*}
p\left(\zeta_{x}\right)= & \frac{1}{\left(2 \pi \kappa_{2}\right)^{1 / 2}} \exp \left(-1 / 2 f^{2}\right)\left[1+1 / 6 H_{3}\right. \\
& \left.+\left(1 / 24 \lambda_{4} H_{4}+1 / 2_{2} \lambda_{3}{ }^{2} H_{6}\right)+\cdots\right] \tag{2.2}
\end{align*}
$$

in which $\kappa_{n}$ is the $n$th cumulant of $p\left(Y_{x}\right)$, i.e., if

$$
\begin{equation*}
\mu_{n}=\int \zeta_{x}^{n} p\left(\zeta_{x}\right) d \zeta_{x} \tag{2.3}
\end{equation*}
$$

then

$$
\begin{align*}
& \kappa_{1}=\mu_{1}  \tag{2.4}\\
& \kappa_{2}=\mu_{2}-\mu_{1}^{2} \\
& \kappa_{3}=\mu_{3}-3 \mu_{1} \mu_{2}+2 \mu_{1}^{3} \\
& \ldots \ldots \ldots \ldots
\end{align*}
$$

Also

$$
\begin{align*}
\lambda_{n} & =\kappa_{n} / \kappa_{2}^{n / 2}  \tag{2.5}\\
f & =\left(\zeta_{x}-\kappa_{1}\right) / \kappa_{2}^{1 / 2} \tag{2.6}
\end{align*}
$$

and $H_{n}$ is the $n$th Hermite polynomial:

$$
\left.\begin{array}{l}
H_{3}=f^{3}-3 f  \tag{2.7}\\
H_{4}=f^{4}-6 f^{2}+3 \\
\ldots \ldots \ldots \ldots
\end{array}\right\}
$$

In deep water we can assume that the sea surface has a negligible mean tilt, so $\mu_{1}=0$ and hence

$$
\begin{array}{cl}
\kappa_{1}=0, & \kappa_{2}=\mu_{2}, \quad \kappa_{3}=\mu_{3} \\
f=\zeta_{x} / \kappa_{2}^{1 / 2} \tag{2.9}
\end{array}
$$

Also
Then to order $f^{2}$, and if we neglect $\lambda_{4}$ and $\lambda_{3}{ }^{2}$ compared to $I$,

$$
\begin{equation*}
p\left(\zeta_{x}\right)=\left(2 \pi \kappa_{2}\right)^{-1 / 2}\left(1-1 / 2 f^{2}\right)\left(1-1 / 2 \lambda_{3} f\right) \tag{2.10}
\end{equation*}
$$

Hence $p\left(\zeta_{x}\right)$ has a maximum when

$$
\begin{equation*}
f=-1 / 2 \lambda_{3}=-1 / 2 \kappa_{3} / \kappa_{2}^{3 / 2} \tag{2.11}
\end{equation*}
$$

this is when
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$$
\begin{equation*}
\zeta_{x}=-1 / 2 \kappa_{3} / \kappa_{2} . \tag{2.12}
\end{equation*}
$$

\]

From (2.1) and (2.12) it follows that

$$
\begin{equation*}
\Delta=-\kappa_{3} / \kappa_{2}, \tag{2.13}
\end{equation*}
$$

where $\kappa_{2}$ and $\kappa_{3}$ are equal to the second and third moments, respectivcly. of the distribution of $D\left(Y_{r}\right)$. This can also be written

$$
\begin{equation*}
\Delta=-\overline{\zeta_{x}^{3}} / \overline{\zeta_{x}^{2}} \tag{2.14}
\end{equation*}
$$

in which a bar denotes the ensemble average.
Three comments are in order. First, it does not appear from Fig. 2 that the mean slope $\mu_{1}$ is zero. However, this is because only the central part of the distribution is shown, the tails not being measured accurately. In Fig. 2, the rightward shift of the distribution over the central range, say $-2<f<2$, is actually compensated by a left ward shift in the "tails" of the distribution. when $|f|>2$.

Likewise it would appear from Fig. 2 that the third moment $\mu_{\mathrm{J}}$ is positive. But the compensation from the tails of the distribution is relatively greater for $\mu_{3}$ than for $\mu_{1}$, so that in fact $\mu_{3}$ turns out to be negative.

In the actual evaluation of the coefficients in the series (2), Cox and Munk (1956) found is convenient not to calculate the moments of $p\left(\zeta_{x}\right)$ directly, but to use a method of curve-fisting to the ceniral, accurately determined, range of slopes.

## 3. The wind stress: an empirical result

Regardless of the cause of the skewness, we may use the results of Section 2, combined with the field observations of Cox and Munk (1956), to derive an empirical relation between the angle $\Delta$ and the horizontal wind stress, at moderate wind speeds.

Fig. 3 shows a plot of the coefficient of skewness

$$
\begin{equation*}
\lambda_{3}=\kappa_{3} / \kappa_{2}^{3 / 2} \tag{3.1}
\end{equation*}
$$

as a function of $\kappa_{2}^{3 / 2}$, calculated from their data (see Table 1) (cr. also Longuet-Higgins, 1963, Fig. 2). In their notation

$$
\left.\begin{array}{l}
\kappa_{2}=\sigma_{u}{ }^{2}  \tag{3.2}\\
\lambda_{3}=-6 \sigma_{u}^{3}\left(a_{i}^{\prime}+a_{3}\right)
\end{array}\right\}
$$

in other words, we take a one-dimensional section through their two-dimensional slope distribution. From Fig. 3 it would appear that

$$
\begin{equation*}
\lambda_{3}=-45 \kappa_{2}^{3 / 2} \tag{3.3}
\end{equation*}
$$

approximately. Hence

$$
\begin{equation*}
\kappa_{3}=-45 \kappa_{2}^{3}, \tag{3.4}
\end{equation*}
$$

and so from (2.13)

$$
\begin{equation*}
\Delta=45 \kappa_{2}^{2} \tag{3.5}
\end{equation*}
$$

But Cox and Munk also found (see their Fig. 13)


Fig. 3. The observed coefficient of skewness $\lambda$, plotted against (ms slope) ${ }^{3}$
from the datn of Cox and Munk.

Table I. Calculated values of $\Delta$ and $s \cos \psi$, from the data of Cox and Munk (1956)."

| $W$ <br> $\left(\mathrm{~ms} \mathrm{~s}^{-1}\right)$ | $H_{1}$ <br> $(\mathrm{fi})$ | $T_{1}$ <br> $(5)$ | $\psi$ <br> $(\mathrm{deg})$ | $\mathrm{C}_{3}$ | $\lambda_{3}$ | $\Delta$ | $s \cos \psi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 11.6 | 3.5 | 4 | - | 0.0390 | -0.163 | 0.072 | - |
| 13.3 | 6 | 5 | 6 | 0.0484 | -0.463 | 0.217 | 0.10 |
| 13.8 | 6 | 5 | 6 | 0.0452 | -0.220 | 0.101 | 0.10 |
| 13.7 | 6 | 5 | 6 | 0.0404 | -0.345 | 0.155 | 0.10 |
| 0.72 | 1.5 | 3 | 9 | 0.0005 | +0.100 | -0.015 | 0.07 |
| 8.58 | 2 | 3 | 19 | 0.0230 | -0.165 | 0.064 | 0.09 |
| 0.89 | - | - | - | 0.0153 | -0.004 | 0.001 | - |
| 3.93 | 1 | 2 | 0 | 0.0098 | +0.003 | -0.001 | 0.11 |
| 800 | 2 | 3 | 6 | 0.0191 | -0.156 | 0.213 | 0.10 |
| 6.30 | 4 | 3 | 5 | 0.0170 | -0.143 | 0.052 | 0.19 |
| 6.44 | 4 | 3 | 5 | 0.0186 | -0.148 | 0.055 | 0.19 |
| 4.92 | 4 | 3 | 10 | 0.0174 | -0.080 | 0.029 | 0.18 |
| 1.83 | 3 | 4 | 120 | 0.0090 | +0.043 | -0.013 | -0.04 |
| 1.39 | 3 | 4 | 176 | 0.0087 | +0.033 | -0.010 | -0.08 |
| 3.35 | 5 | 4 | 85 | 0.0125 | -0.053 | 0.018 | 0.01 |
| 10.2 | 4 | 4 | 0 | 0.0357 | -0.283 | 0.123 | -0.11 |
| 11.7 | 5 | 4 | 0 | 0.0374 | -0.105 | 0.046 | 0.14 |
| 5.45 | 2 | 3 | 90 | 0.0137 | -0.046 | 0.016 | 0.00 |
| 9.79 | 4 | 3 | 6 | 0.0264 | -0.180 | 0.075 | 0.19 |
| 9.74 | 4 | 3 | 8 | 0.0322 | -0.491 | 0.208 | 0.19 |
| 10.5 | 5 | 3 | 12 | 0.0365 | -0.598 | 0.261 | 0.24 |

- Notes: $W^{\prime}$ was measured at $41 \mathrm{n}, H_{\lrcorner}$denctes significant wave height, $T_{\text {, denotes period of significant waves. }}^{\text {d }}$

$$
\begin{equation*}
\kappa_{2} \approx 0.0032 \mathrm{~W} . \tag{3.6}
\end{equation*}
$$

where $W$ denotes the wind speed $\left(\mathrm{m} \mathrm{s}^{-1}\right)$. Combining (3.5) and (3.6) yields

$$
\begin{equation*}
\Delta \approx 4.6 \times 10^{-4} W^{2} \tag{3.7}
\end{equation*}
$$

This relates the angle of deflection $\Delta$ directly to the wind speed $W$, when $W \leqslant 15 \mathrm{~m} \mathrm{~s}^{-1}$.

On the other hand, the shear stress $r$ exerted by the wind is given approximately by

$$
\begin{equation*}
r=C_{D \rho_{d}}(100 W)^{2} \tag{3.8}
\end{equation*}
$$

where $C_{D}=1.5 \times 10^{-3}$ is a drag coefficient, and $p_{a} \approx 1.2 \times 10^{-3} \mathrm{~g} / \mathrm{cm}^{-3}$ is the density of air. Comparing (3.7) and (3.8) we see that

$$
\begin{equation*}
T \approx 39 \Delta \mathrm{dyn} \mathrm{~cm}^{-2} . \tag{3.9}
\end{equation*}
$$

In other words, the wind stress is directly proportional to the angular displacement of the glitter maximum.

To express Eq. (3.9) in dimensionless form it is convenient to introduce the basic shear stress

$$
\begin{equation*}
\tau_{0}=\rho_{0} c_{\text {mix }}^{2} \tag{3.10}
\end{equation*}
$$

where $c_{\text {min }}$ denotes the minimum phase speed of cap-illary-gravity waves, i.e.,

$$
\begin{equation*}
c_{\min }=(2 \mathrm{~g} T)^{1 / 4} \approx 23 \mathrm{~cm} \mathrm{~s}^{-1} \tag{3.11}
\end{equation*}
$$

(see Lamb 1932, Section 267); thus $\tau_{0}=0.53 \mathrm{dyn}$ $\mathrm{cm}^{-2}$. As a result Eq. (3.10) may be written

$$
\begin{equation*}
\tau / \tau_{0} \approx 74 \Delta . \tag{3.12}
\end{equation*}
$$

## 4. Skewness of individual waves

We consider first the skewness of the slope distribution that may arise from the individual waves, as illustrated in Fig. 4. Let

$$
\begin{equation*}
\zeta=a \cos \theta+O\left(a^{2} k\right) \cos 2 \theta+b \sin 2 \theta \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=k(x-c t), \quad b \ll a \tag{4.2}
\end{equation*}
$$

In other words suppose there is a second harmonic $b \sin 2 \theta$ phase locked to the fundamental wave, but in quadrature with the ordinary second harmonic in a stcady surface wave. If $b>0$, the effect will be to steepen slightly the forward face of the wave and to correspondingly flatten the rear slope, as in Fig. 4. In fact, the slope $\zeta_{x}$ is given by

$$
\begin{equation*}
\zeta_{x}=-a k \sin \theta+\mathrm{O}(a k)^{2} \sin 2 \theta-2 b k \cos 2 \theta \tag{4.3}
\end{equation*}
$$

so that to lowest order

$$
\left.\begin{array}{l}
\kappa_{1}=\overline{\zeta_{x}}=0 \\
\kappa_{2}=\overline{\zeta_{1}^{2}} a^{2} k^{2} \overline{\sin ^{2} \theta}=1 / 2 a^{2} k^{2}  \tag{4.4}\\
\kappa_{3}=\overline{\zeta_{x}}=6 a^{2} b k^{3} \overline{\sin ^{2} \theta \cos 2 \theta}=-3 / 2 a^{2} b k^{3}
\end{array}\right\} .
$$

where a bar denotes the average with respect to $x$. Therefore

$$
\begin{equation*}
\lambda_{3}=\kappa_{3} / \kappa_{3}^{3 / 2}=-3 \sqrt{2} b / a \tag{4.5}
\end{equation*}
$$

and from (2.13)

$$
\begin{equation*}
\Delta=-\kappa_{3} \kappa_{2}^{-1}=3 / 2 b k . \tag{4.6}
\end{equation*}
$$

It is then possible for the asymmetric second harmonic to exist? If linear theory is applicable, the free speed of a gravity wave with wavenumber $2 k$ is not $c$ but $c / \sqrt{2}$. To maintain the harmonic as a forced wave with speed $c$ requires the application of a surface pressure $p^{\prime}$ given by

$$
\begin{equation*}
p^{\prime} / \rho=-\phi_{t}^{\prime}-\mathrm{g} \xi^{\prime}, \tag{4.7}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\phi_{i}^{\prime}=-c b e^{2 k y} \cos 2 \theta  \tag{4.8}\\
\zeta^{\prime}=b \sin 2 \theta
\end{array}\right\}
$$

and $c^{2}=g / k$. This yields

$$
\begin{equation*}
p^{\prime}=\rho g b \sin 2 \theta=\mathrm{O}\left(\lambda_{3} \rho g a\right) \tag{4.9}
\end{equation*}
$$

from (4.5). However, the surface pressures due to the wind are probably of order $10^{-3} \rho g a$, considerably smalier.


FIG. 4. Schematic diagram showing how skewness of individual waves can arise from a second harmonic.

However, if the steepness $a k$ of the fundamental is sufficiently great, the contribution of its orbital velocity to the dynamics of the harmonic $\zeta^{\prime}$ becomes appreciable. Since the orbital velocity is forward at the crest, where the energy of the harmonic tends to be greatest, the effective relative speed between the free harmonic and the fundamental will be reduced. Hence $p$ ' is also reduced. Finally, as shown by precise calculation (Longuet-Higgins, 1978, Figs. I and 4), the speeds of the free second harmonic and of its fundamental become equal at $a k=0.436$ (less than the maximum steepness $a k=0.443$ ). At this point the second harmonic exists as a neutrally stable perturbation of the fundamental Stokes wave, and $p^{\prime} \equiv 0$. When $a k>0.436$ the perturbation becomes unstable, that is to say it grows exponentially in time. This presumably leads very rapidly to an overturning of the free surface, as was found in a similar case studied numerically by Longuet-Higgins and Cokelet (1978).

We conclude that skewness of individual, undamped waves can exist, but only in a transient state, just before breaking. ${ }^{2}$ It might be possible to base a theory of skewness on the assumption of a supply of energy from the wind, sufficient to maintain the wave field in face of losses due to overturning of the free surface. But since the rates of growth of the instabilities depend strongly on the difference between the actual steepness $a k$ and the critical value $a k=0.436$, the rate of growh of the skewness is difficult to estimate precisely.
This type of skewness may be most important for records of the sea surface in which the high-frequency part of the spectrum has been eliminated by a lowpass instrument or filter.

## 5. Skewness in damped waves

In the previous section it was assumed that individual waves were undamped. We show now that the action of viscous damping on the otherwise free gravity wave is to induce a slight asymmetry in the wave profile.

As pointed out by Lamb (1932, Section 348), surface waves in a viscous fluid can be maintained in a steady state by the application of the appropriate normal and tangential stresses at the tree surface. Let these be denoted by $\tau_{n n}$ and $\tau_{n n}$ respectively. In the absence of these applied stresses, there develops a thin boundary layer, as if fictitious stresses $-\tau_{n n}$ and $-\tau_{n s}$ were applied to an otherwise inviscid fluid.

Now in a steady wave, with symmetric profile, the normal stresses $-\tau_{n n}$ are symmetric also, and so produce no asymmetry. However, the tangential stress $-\tau_{n s}$ is asymmetric, and so produces some asymmetry. By a very simple argument it may be shown
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Fig. 5. Thickening of the boundary layer due to variable tangential stresces on a surface wave.
(sees 1.onguet-Higgins, 1969) that any tangential siress $\tau^{\prime}$ acting at the surface of the wave produces a local thickening of the boundary layers given by

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\frac{T^{\prime}}{\rho c}, \tag{5.1}
\end{equation*}
$$

where $H$ is the boundary-layer thickness (see Fig. 5). This produces an excess pressure $\rho g H$ at the surface which generally is in quadrature with $\boldsymbol{\tau}^{\prime}$, and does work on the fluid in a way entirely equivalent to an applied normal stress.

To prove (5.1) we note that if $M$ is the excess mass flux or momentum within the boundary layer then

$$
\begin{equation*}
\frac{\partial M}{\partial t}=\tau^{\prime}, \tag{5.2}
\end{equation*}
$$

and if ( $u^{\prime}, v$ ) denote the components of the excess velocity in the directions ( $s, n$ ) tangential and normal to the surface, then

$$
\begin{align*}
\frac{\partial H}{\partial t}=\left[v_{1}=\int \frac{\partial v^{\prime}}{\partial n} d n\right. & \\
& \approx-\int \frac{\partial u^{\prime}}{\partial s} d u=-\frac{\partial}{\partial s} \frac{M}{\rho} \tag{5.3}
\end{align*}
$$

since $M=\int \rho u^{\prime} d n$. But if the motion is (approximately) progressive with phase speed $c$, then correct to second order in ak

$$
\begin{equation*}
\frac{\partial}{\partial s}=-\frac{1}{c} \frac{\partial}{\partial t} . \tag{5.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{\partial H}{\partial t}=\frac{1}{\rho C} \frac{\partial M S}{\partial t}, \tag{5.5}
\end{equation*}
$$

from which (5.1) follows.
In fact by applying (5.4) again, Eq. (5.1) can be put in still more convenient form

$$
\begin{equation*}
\frac{\partial H}{\partial s}=-\frac{\tau^{\prime}}{\rho c} \tag{5.6}
\end{equation*}
$$

In the present case we have

$$
\begin{equation*}
\tau^{\prime}=-\tau_{n t}=-2 \mu \phi_{n t}, \tag{5.7}
\end{equation*}
$$

where $\mu$ is the coefficient of viscosity and $\phi$ denotes the velocity potential of the irrotational flow just beyond the boundary layer. To first order in the wave


Fig. 6. A modulated train of short waves riding on the surface of longer waves $(C>0)$.
steepness $a k$, this stress produces a thickening of the boundary layer on the forward slopes of the wave as indicated in Fig. 5, but no change in the slope distribution, because the surface is still sinusoidal, though shifted slightly in phase.

To second order, it is easy to show (see Appendix B) that

$$
\begin{equation*}
\phi_{n \mathrm{~s}}=a k^{2} c \cos \theta+a^{2} k^{3} c\left(\cos ^{2} \theta-2 \sin ^{2} \theta\right) . \tag{5.8}
\end{equation*}
$$

The nonlinear terms now give rise to a term in $\cos 2 \theta$ :

$$
\begin{equation*}
\phi_{n \mathrm{~s}}=3 / 2 a^{2} k^{3} c \cos 2 \theta \tag{5.9}
\end{equation*}
$$

and so from (5.7) the relevant contribution to the stress is

$$
\begin{equation*}
\tau^{\prime}=-3 \mu a^{2} k^{3} c \cos 20 \tag{5.10}
\end{equation*}
$$

which is greatest at the wave crests. By (5.6) this produces a small change $\zeta^{\prime}=H$ to the surface elevation, the change in the surface slope $\zeta_{x}$ being

$$
\begin{equation*}
\zeta_{x}^{\prime} \approx \frac{\partial H}{\partial s}=3(a k)^{2} \nu \sigma /\left(c^{2} \cos 2 \theta\right) \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma=c k \tag{5.12}
\end{equation*}
$$

and $\nu=\mu / \rho$ is the kinematic viscosity.
The formula (4.6) for the angle $\Delta$ now applies, so that we have

$$
\begin{equation*}
\Delta=\frac{9}{4}(a k)^{2} \nu \sigma / c^{2} \tag{5.13}
\end{equation*}
$$

Also

$$
\begin{equation*}
\lambda_{3}=-\frac{9}{2 \sqrt{2}}(a k)^{2} \nu \sigma / c^{2} \tag{5.14}
\end{equation*}
$$

from (4.5).
However, it will be seen that for gravity waves the effect is quite small. For if we take

$$
\left.\begin{array}{l}
\nu=0.013 \mathrm{~cm} \mathrm{~s}^{-1} \\
\sigma=10 \mathrm{rad} \mathrm{~s}^{-1} \\
c \geqslant c_{\min }=23 \mathrm{~cm} \mathrm{~s}^{-1}
\end{array}\right\}
$$

then

$$
\nu \sigma / c^{2} \leqslant 2.5 \times 10^{-5}
$$

and so $\Delta$ is $\mathrm{O}\left(10^{-4}\right)$ at most, while $\lambda_{3}$ is $\mathrm{O}\left(10^{-3}\right)$, generally much smaller than in the observations of Fig. 3.

For capillary or capillary-gravity waves similar conclusions will apply.

## 6. Skewness due to ripples: a (wo-scale model

It was shown experimentally by Cox (1958) that a significant proportion of the variance of surface slope may be contributed by shor gravity-capillary waves and ripples, rather than by longer gravity waves. Moreover, the ripples are found preferentially on the forward faces of the steep gravity waves, even in the absence of wind.

Theoretically, the spontaneous generation of capillary waves at the crests of steep gravity waves was analyzed by Longuet-Higgins (i962). Furthermore, Phillips (1981) has shown that capillary waves of whatever origin can be trapped on the forward face of a gravity wave, by convergence of the orbital motion.

Even if the shorter waves are not trapped, howe ver, viscous damping of the short waves, combined with the action of the radiation stresses, may tend to produce a greater steepening of the short waves on the forward slopes of the longer waves than on the rear slopes. A theoretical example is given below in Appendix A.
Accordingly we consider a simple two-scale model of the sea surface in which short (capillary or gravitycapillary) waves ride on a random sea of much longer waves, as in Fig. 6. The steepness of the shorter waves is assumed to be modulated by the longer waves, and in such a way that the short waves are steeper, on the average, when riding on the forward faces of the longer waves. Thus we let

$$
\begin{equation*}
\zeta=a \cos \theta+a^{\prime} \cos \theta^{\prime}, \tag{6.1}
\end{equation*}
$$

where $a$ and $\theta$ denote the amplitude and phase function for the longer waves, with wavenumber

$$
\begin{equation*}
k=\partial \theta / \partial x \tag{6.2}
\end{equation*}
$$

Here $a$ and $k$ are assumed to be slowly varying functions of $x$ and $t$. Primed symbols $a^{\prime}, A^{\prime}$, etc., will denote corresponding quantities for the short waves, and we assume

$$
\begin{equation*}
a^{\prime} k^{\prime}=\alpha+\beta a k \cos (\theta-\gamma) \tag{6.3}
\end{equation*}
$$

where $\alpha, \beta$ and $\gamma$ are constants. We expect $0<\gamma$ $<90^{\circ}$.
Since by hypothesis $k^{\prime} k$, the surface slope $\zeta_{x}$ is found from (6.1) to be

$$
\begin{equation*}
\zeta_{x}=-a k \sin \theta-[\alpha+\beta a k \cos (\theta-\gamma)] \sin \theta^{\prime} \tag{6.4}
\end{equation*}
$$

From this we may calculate the moments of $p\left(\zeta_{x}\right)$ by averaging $\zeta_{x}^{n}$, first with respect to the fast phase $\theta^{\prime}$ and then with respect to the slower phase $\theta$. In this way we obtain

$$
\begin{equation*}
\kappa_{1}=\bar{\zeta}_{x}=0 \tag{6.5}
\end{equation*}
$$

as required. Next

$$
\begin{equation*}
k_{2}=\overline{\zeta_{x}^{2}}=1 / 2 s^{2}+1 / 2\left(\alpha^{2}+1 / 2 \beta^{2} s^{2}\right) \tag{6.6}
\end{equation*}
$$

where $s^{2}={\overline{(a k})^{2}}^{2}$, twice the mean-square slope of the longer waves. Finally,

$$
\begin{align*}
\kappa_{3}=\zeta_{x}^{3} & =-3 \overline{(a k \sin \theta) \cdot 2 \alpha \beta a k \cos (\theta-\gamma) \cdot 1 / 2} \\
& =-3 / 2 \alpha \beta s^{2} \sin \gamma . \tag{6.7}
\end{align*}
$$

If the maximum ripple stopes occur on the forward faces of the longer waves, then $\alpha \beta \sin \gamma>0$, and so $\kappa_{3}$ is negative. To interpret this, we note that on the rear slopes of the waves, where the ripple slopes are smallest in magnitude, the effect of the longer waves is to shift the slopes in the positive sense. Hence the central part of the distribution tends to be shifted to the right, as in Fig. 2. On the other hand, where the magnitude of the ripple slopes is greatest, i.e., on the forward face of the longer waves, the slopes are shifted negatively. Hence the tails of the distribution are shifted to the left. Because of the predominant effect of the tails, the third cumulant $\alpha_{3}$ becomes negative.

Furiher. if the ripples make a preponderant contribution to the slope variance, so that $\alpha^{2} \gg s^{2}$, we have from (6.6)

$$
\begin{equation*}
\kappa_{2}=1 / 2 \alpha^{2}\left(1+1 / 2 \delta^{2}\right), \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\beta s / \alpha \tag{6.9}
\end{equation*}
$$

represents a "depth of modulation" of the shorter waves. Finally from Eq. (2.13) we have

$$
\begin{equation*}
\Delta=\frac{3 \delta}{1+1 / h \delta^{2}} s \sin \gamma \tag{6.10}
\end{equation*}
$$

In other words, the apparent angular displacement $\Delta$ of the mode is independent of the mean-square ripple steepness, and depends only on the rms steepness of the longer waves, together with the relative depth of ripple modulation $\delta$ and the phase shift $\gamma$. Since $\delta /\left(1+1 / 2 \delta^{2}\right)$ is monotonic in the range $0<\delta$ $<1$, the first factor in ( 6.10 ) has as its upper bound the value taken when $\delta=1$, so we have always

$$
\begin{equation*}
\Delta \leqslant 2 s \sin \gamma \tag{6.11}
\end{equation*}
$$

Hence it follows immediately that

$$
\begin{equation*}
\Delta \leqslant 2 s \tag{6.12}
\end{equation*}
$$

We have supposed the direction of the ripples to be the same as that of the longer waves. If, on the other hand, the direction of the longer waves is opposite to that assumed, i.e., it is away from the observer, the sign of the right-hand side in (6.10) would be reversed (regardless of the ripple direction)

Are these results consistent with the observations shown in Fig. 3? In those observations. which are summarized in Table 1, the wind direction, which presumably determines the direction of the ripples, generally differed from that of the significant waves
by an angle $\psi<90^{\circ}$. There were two exceptions, marked by arrows, which happen both to correspond to positive values of $\lambda_{3}$. The only other positive values are the plot very close to the horizontal axis at $\kappa_{2}^{3 / 2}=0.0010$, for which $\left|\lambda_{3}\right|$ was only 0.003 , and the plot at $\kappa_{2}^{3 / 2}=0.00034$, which was in a wind speed $<1 \mathrm{~m} \mathrm{~s}^{-1}$, and for which the determination of $\lambda_{3}$ was probably less accurate. This has been marked with square brackels.

The simplest generalization of (6.10) to a situation in which the longer waves travel at an arbitrary angle $\psi$ to the wind is

$$
\begin{equation*}
\Delta=F(\delta) \sin \gamma \cdot s \cos \psi \tag{6.13}
\end{equation*}
$$

where $F(\delta)$ denotes the first factor on the right of (6.10). The counterparts of the inequalities (6.12) are

$$
\begin{equation*}
|\Delta| \leqslant|2 \sin \gamma \cdot s \cos \psi| \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
|\Delta| \leqslant 2 s|\cos \psi| \tag{6.15}
\end{equation*}
$$

To test whether (6.14) is satisfied, we have ploted in Fig. 7 the values of

$$
\begin{equation*}
\Delta=-\kappa_{3} / \kappa_{2}=-\kappa_{2}^{1 / 2} \lambda_{3} \tag{6.16}
\end{equation*}
$$

against the corresponding values of $s$ cos $\psi$. where $s=a k$ is estimated from the relation

$$
\begin{equation*}
d=H_{s} / 2.83 \tag{6.17}
\end{equation*}
$$

and $H_{s}$ is the significant wave height. Also $k=\sigma^{2} / g$ where $\sigma$ is the radian frequency of the longer waves, taken equal to $2 \pi / T_{5}$.

The inequality (6.15) corresponds to the sectors bounded by the diagonal line in Fig. 7 and the horizontal axis. It will be seen that the plots do in fact lie more or less in this region, apparently confirming our simple model. (It should be borne in mind, however, that some of the measured parameters, particularly for the swell, are not given very accurately.)

We note that for points lying close to the diagonal line in Fig. 7 both $\delta$ and $|\sin \gamma|$ must approach 1 . Hence the ripple modulation must be a maximum, and it must be nearly in quadrature with the elevation of the longer waves.

## 7. Discussion

We have suggested three possible mechanisms for producing skewness of the surface slopes, and have shown that one of them-modulation of shon waves riding on longer waves-predicts a skewness agreeing with observation in both magnitude and sign. One other mechanism-viscous damping of individual waves-gives an effect that is too small, and does not conform with the observed change of sign when wind and swell are in opposite directions.

We have also demonstrated an empirical relation between the skewness and the mean horizontal wind


Fio. 7. A plot of $\Delta$ vs $s \cos \psi$, from the data of Table 1.
stress, which however is valid only when wind and swell are in the same direction. Thus there seems to be no necessary connexion between skewness and windstress. This conclusion is confirmed by the illustrative model discussed in Appendix A.

It appears that, if we are to gain information on wind stress from the observed skewness, we must rely on the empirical correlation of Fig. 3. Moreover, the direction of the underlying swell relative to the wind is a factor to be taken into account.

Acknowledgment. I am indebted to Walter Munk for suggesting to me some of the questions in this paper, and for encouragement in finding the answers.

## APPENDIX A

## On Ripple Dynamics

We show by an example that the phase $\gamma$ of capillary waves riding on the surface of longer gravity waves may well be positive.

Within the approximations of Section 3, an equation for the shorl waves can be written as

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\frac{\partial}{\partial x}\left[E\left(c_{g}+U\right)\right]+S \frac{\partial U}{\partial x}+D=G \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
E=1 / 2 \pi\left(a^{\prime} k^{\prime}\right)^{2} \tag{A2}
\end{equation*}
$$

denotes the energy density for capillary waves ( $T$ is surface tension), and

$$
\begin{equation*}
c_{g}=\frac{3}{2}\left(\frac{T k^{\prime}}{\rho}\right)^{1 / 2} \tag{A3}
\end{equation*}
$$

is the corresponding group velocity. Also

$$
\begin{equation*}
U=a_{\sigma} \cos \theta \tag{A4}
\end{equation*}
$$

is the horizontal orbital velocity in the long waves,

$$
\begin{equation*}
S=3 / 2 E \tag{A5}
\end{equation*}
$$

is the radiation stress for the short waves (see Lon-guet-Higgins and Stewart, 1964, Section 3);

$$
\begin{equation*}
D=N E, \quad N=4 \nu k^{\prime 2} \tag{A6}
\end{equation*}
$$

is the energy dissipation due to the kinematic viscosity $v$ (see lamb, 1932), and $G$ is the direct input of energy from the wind. We assume that

$$
\begin{equation*}
G=K E \tag{A7}
\end{equation*}
$$

that is, the input of energy to the short waves is directly proportional to the local short-wave energy itself.

Owing to the horizontal convergence of the longwave orbital motion, the wavenumber $k$ ' of the short waves is greatest at the long-wave crests; in fact to order ak

$$
\begin{equation*}
k^{\prime}=k_{0}(1+a k \cos \theta) \tag{A8}
\end{equation*}
$$

The group-velocity $c_{g}$ given by (A3) varies accordingly, that is

Similarly

$$
\begin{equation*}
c_{g}=c_{g 0}(1+1 / 2 a k \cos \theta) . \tag{A9}
\end{equation*}
$$

$$
N=N_{0}(1+2 a k \cos \theta)
$$

Now writing

$$
\begin{equation*}
E=E_{0}+E_{1} a k \cos \theta+E_{1} * a k \sin \theta \tag{All}
\end{equation*}
$$

and substituting in Eq. (A1) we find, from the terms
independent of 0 , that

$$
\frac{\partial E_{0}}{\partial t}=\left(K-N_{0}\right) E_{0} .
$$

Likewise from the terms in $\cos 0$ and $\sin \theta$ we find

$$
\begin{align*}
& \left(K-N_{0}\right) E_{1}+\left(\sigma-k c_{g}\right) E_{1}^{*}=2 N_{0} E_{0} \\
& \left(\sigma-k c_{g}\right) E_{1}-\left(K-N_{0}\right) E_{1}^{*}=\left(5 / 2 \sigma+1 / 2 k c_{g}+K\right) E_{0} .
\end{align*}
$$

If $K$ and $N_{0}$ were both zero we should have the solution: $E_{0}=$ constant, $E_{1}{ }^{*}=0$ and

$$
\begin{equation*}
E_{1}=\frac{\left(5 c+c_{k}\right)}{2\left(c-c_{g}\right)} E_{0} \tag{Al4}
\end{equation*}
$$

In this situation the steepness of the ripples fluctuates in-phase with the elevation of the long waves and $\gamma$ $=0$. (Note the "resonance" when $c_{g}=c$.)
Suppose on the other hand $K$ and $N_{0}$ do not both vanish, but that we have a quasi-steady state in which the short-wave energy is saturated. (Since the dissipation may be due partly to breaking or turbulence, the kinematic viscosity $\nu$ must be replaced by an effective coefficient $N_{0} / 4 k_{0}^{2}$.) Then in (A12) we have $\partial E_{0} / \partial t=0$, hence

$$
\begin{equation*}
N_{0}=K \tag{A15}
\end{equation*}
$$

and from (AI3)

$$
E_{1}^{*}=\frac{2 K E_{0}}{\left(c-c_{g}\right) k}
$$

with $E_{1}$ being given by (A|4) as before. Hence the phase angle $\gamma$ is given by

$$
\begin{equation*}
\tan \gamma-\frac{E_{1}^{*}}{E_{1}}=\frac{4 K}{k\left(5 c+c_{\Omega}\right)} \tag{Al7}
\end{equation*}
$$

When $\left(5 c+c_{g}\right)>0$ the angle $\gamma$ will lie between $0^{c}$ and $90^{\circ}$, and when $c_{2} \& c$ we have simply

$$
\tan \gamma=\frac{4}{5} \frac{K}{\sigma}
$$

Similar conclusions would apply if the short waves were assumed to be not pure ripples but short gravitycapillary waves.

If the underlying swell is in a direction opposite to that of the short waves, then the signs of $c$ and $\sigma$ are reversed. Eq. (A18) then indicates that the phase angle $\gamma$ lies between $-90^{\circ}$ and $0^{\circ}$.

In the limit when the rate of energy dissipation in
the ripples is large compared with the long-wave frequency $\sigma$, then (A18) implies that $\tan \gamma$ will be large and that $\gamma$ will be near $90^{\circ}$.

## APPENDIX B

## Evaluation of $\phi_{n}$

Let z denote the angle of inclination of the free surface, hence the angle between the coordinates ( $s, n$ ) and $(x, z$ ). We have then
$\phi_{n s}=\phi_{x z}\left(\cos ^{2} \epsilon-\sin ^{2} \epsilon\right)+\left(\phi_{z z}-\phi_{x v}\right) \cos \varepsilon \sin \varepsilon$.
Since tant $=\zeta_{x}$ and $\phi_{x x}+\phi_{z z}=0$ we have, to second order in $a k$,

$$
\begin{equation*}
\phi_{n s}=\phi_{x z}-2 \zeta_{x} \phi_{u} \tag{B2}
\end{equation*}
$$

or if we expand the right-hand side in a Taylor series about $z=0$,

$$
\begin{equation*}
\phi_{n s}=\left(\phi_{x:}+\zeta \phi_{x::}-2 \zeta_{x} \phi_{x s}\right) \tag{B3}
\end{equation*}
$$

For gravity waves in deep water

$$
\left.\begin{array}{l}
\phi=a c e^{k=} \sin \theta+\mathrm{O}\left(a^{3} k^{3} c\right)  \tag{B4}\\
\zeta=a \cos \theta+\mathrm{O}\left(a^{2} k\right)
\end{array}\right\}
$$

with $\theta=k x-\sigma \tau$. Substitution into (B3) gives Eq. (5.8).
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# On the joint distribution of wave periods and amplitudes in a random wave field 
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(Received 15 March 1983)
A theoretical probability density is derived for the joint distribution of wave periods and amplitudes which has the following properties: (1) the distribution is asymmetric, in accordance with observation; (2) it depends only on three lowest moments $m_{0}, m_{1}, m_{2}$ of the spectral density function. It is therefore independent of the fourth moment $m_{4}$, which previously was used to define the spectral width (Cavanié et al. 1976). In the present model the width is defined by the lower-order parameter

$$
\nu=\left(m_{0} m_{2} / m_{1}^{2}-1\right)^{\frac{1}{2}} .
$$

The distribution agrees quite well with wave data taken in the North Atlantic (Chakrabarti \& Cooley 1977) and with other data from the Sea of Japan (Goda 1978). Among the features predicted is that the total distribution of wave heights is slightly non-Rayleigh, and that the interquartile range of the conditional wave period distribution tends to zero as the wave amplitude diminishes.

The analytic expressions are simpler than those derived previously, and may be useful in handling real statistical date.

## 1. Introduotion

In a previous contribution (Longuet-Higgins 1975; to be referred to as I) the author proposed a theoretical expression for the joint distribution of the periods and amplitudes of sea waves, which was based on a narrow-band approximation applied to the well known linear theory of gaussian noise. While giving a fairly good fit to wave data with a narrow spectrum such as those of Bretschneider (1959), the model did not account for the asymmetry in the distribution of wave period $\tau$ which is commonly observed in wave spectra with a broader bandwidth (see, for example, Goda 1978).

At about the same time, Cavaniê et al. (1976) proposed a theoretical distribution, also based on a narrow-band, gaussian model, which accounted very successfully for the asymmetry in the distribution of $\tau$. However it involved the use of the well known spectral width parameter $\epsilon$ where $e^{2}=1-m_{2}^{2} / m_{0} m_{4}$, and $m_{n}$ denotes the $n$th moment of the spectral density. For some practical purposes this parameter is
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inconvenient, since the fourth moment, $m_{4}$, may depend rather critically on the behaviour of the spectrum at high frequencies.

Some lengthy and perhaps accurate approximations to the distribution of wavelength and amplitude in gaussian noise have been given by Lindgren ( $\mathbf{1 9 7 2 \text { ) and by }}$ Lindgren \& Rychlik (1982), but for their evaluation these require a great deal of computation. Moreover, these expressions also involve high moments of the spectrum.

The purpose of this note is to present an alternative theoretical distribution, also based on narrow-band theory, which has the same merit as the Cavanie distribution in being asymmetric in $\tau$, but which depends only on the lower-order moments $m_{0}, m_{1}, m_{2}$, as in paper I. A measure of the spectral width is provided by the parameter $\nu$, where $\nu^{2}=m_{0} m_{2} / m_{1}^{2}-1$. As we shall see, this also accounts well for the observations, and in addition the theoretical expressions are somewhat simpler to handle than those in Cananié's distribution.

## 2. Theory

As in paper I we begin with the representation of the sea surface elevation $\zeta$ in the form

$$
\begin{equation*}
\zeta=\operatorname{Re} A \mathrm{e}^{\mathrm{i} \bar{\sigma} t} \tag{2.1}
\end{equation*}
$$

where $A(t)$ is a complex-valued envelope function:

$$
\begin{equation*}
A=\rho \mathrm{e}^{1 \phi} \tag{2.2}
\end{equation*}
$$

with amplitude $\rho$ and phase $\phi$ both real but slowly varying functions of the time $t$. It is convenient to choose the carrier frequency $\bar{\sigma}$ so that

$$
\begin{equation*}
\bar{\sigma}=m_{1} / m_{0} \tag{2.3}
\end{equation*}
$$

where $m_{n}$ denotes the $n$th moment of the spectral density $E(\sigma)$ :

$$
\begin{equation*}
m_{n}=\int_{0}^{\infty} \sigma^{n} E(\sigma) \mathrm{d} \sigma \tag{2.4}
\end{equation*}
$$

A spectral width parameter $\nu$ can then be defined in terms of the variance of $E(\sigma)$ about the mean:

$$
\begin{equation*}
\nu^{2}=\mu_{2} / \bar{\sigma}^{2} m_{0} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{n}=\int_{0}^{\infty}(\sigma-\bar{\sigma})^{n} E(\sigma) \mathrm{d} \sigma . \tag{2.6}
\end{equation*}
$$

Clearly,
and so

$$
\begin{gather*}
\mu_{0}=m_{0}, \quad \mu_{1}=0, \quad \mu_{2}=m_{2}-m_{1}^{2} / m_{0}  \tag{2.7}\\
\nu^{2}=m_{0} m_{2} / m_{1}^{2}-1 \tag{2.8}
\end{gather*}
$$

We shall adopt the narrow-band hypothesis, namely,

$$
\begin{equation*}
\nu^{2} \ll 1 \tag{2.9}
\end{equation*}
$$

In practice we assume that $\nu^{2} \leqslant 0.36$. This ensures (as we shall see) that the envelope function varies slowly compared with the carrier wave $\exp (\mathrm{i} \bar{\sigma} t)$ so that the wave crests lie almost on the envelope $\zeta=\rho$. Also, the rate of change of the total phase, $\chi=\phi+\bar{\sigma} t$, that is,

$$
\begin{equation*}
\dot{\chi}=\phi+\bar{\sigma} \tag{2.10}
\end{equation*}
$$

(where a dot denotes differentiation with respect to $t$ ) is almost equal to $\bar{\sigma}$. In other words $\bar{\phi} \ll \sigma$, in general. We shall assume further that $\bar{\phi} \ll \bar{\sigma} \phi$, so that $\phi$ varies little over a wave period (an assumption discussed below). Then the local wave period $\tau$ can be approximated by

$$
\begin{equation*}
\tau=2 \pi / \dot{\chi}=2 \pi /(\bar{\sigma}+\phi) \tag{2.11}
\end{equation*}
$$

The wave amplitude $\rho$ and the wave period $\tau$ may be normalized by writing

$$
\begin{equation*}
R=\rho /\left(2 m_{0}\right)^{\frac{1}{2}}, \quad T=\tau / \tau, \tag{2.12}
\end{equation*}
$$

$$
\begin{equation*}
\text { where we define } \quad \bar{\tau}=2 \pi / \bar{\sigma}=2 \pi m_{0} / m_{1} \text {. } \tag{2.13}
\end{equation*}
$$

Now it can be shown rigorously (see paper I, and earlier papers referred to therein) that the joint probability density of $\rho$ and $\phi$ is given by

$$
\begin{equation*}
p(\rho, \phi)=\left\{\rho^{2} /\left(2 \pi \mu_{0}^{2} \mu_{2}\right)^{\frac{1}{2}}\right\} \mathrm{e}^{\left.-\frac{1}{2} \rho^{2}(1) \mu_{0}+\phi_{0}^{2} / \mu_{2}\right)} . \tag{2.14}
\end{equation*}
$$

We can now find the joint density of $R$ and $T$ from

$$
\begin{equation*}
p(R, T)=p(\rho, \phi)|\partial(\rho, \phi) / \partial(R, T)| . \tag{2.15}
\end{equation*}
$$

Applying the above formulae we obtain immediately

$$
\begin{equation*}
p(R, T)=\left(2 / \pi^{\frac{1}{2}} \nu\right)\left(R^{2} / T^{2}\right) \mathrm{e}^{-R^{2}\left(1+(1-1 / T)^{2} / \nu^{2}\right)} L(\nu), \tag{2.16}
\end{equation*}
$$

where $L(\nu)$ is a normalization factor introduced to take account of the fact that we consider only positive values of $T$ :

$$
\begin{equation*}
\frac{1}{L}=\frac{2}{\pi^{\frac{1}{2}}} \int_{0}^{\infty} \int_{0}^{\infty} \frac{R^{2}}{T^{2}} \mathrm{e}^{-R^{2}\left[1+(1-1 / T)^{2} / \nu^{2}\right]} \mathrm{d} R \mathrm{~d} T \tag{2.17}
\end{equation*}
$$

On evaluating the integral (see the Appendix) we find,

$$
\begin{equation*}
1 / L=\frac{1}{2}\left[1+\left(1+\nu^{2}\right)^{-\frac{1}{2}}\right] . \tag{2.18}
\end{equation*}
$$

For small values of $\nu$ this is close to unity:

$$
\begin{equation*}
L \approx 1+\frac{1}{4} \nu^{2} . \tag{2.19}
\end{equation*}
$$

Some values of $L$ are listed in table 1.
Table 1. Parameters of $p(R, T)$
$\nu$
0.1
0.2
0.3
0.4
0.5
0.6

| mode |  |  |
| :---: | :---: | :---: |
|  |  | $T$ |
| 0.955 | 0.990 | $p_{\text {mix }}$ |
| .981 | .962 | 4.203 |
| .958 | .917 | 2.180 |
| .928 | .862 | 1.541 |
| .894 | .800 | 1.248 |
| .857 | .735 | 1.096 |
|  |  | 1.013 |
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Figure $1 a-f$. Contours of $p(R, T) / p_{\text {max }}$, where $p(R, T)$ is the joint density of the normalized wave amplitude $R$ and normalized period $T$ and $p_{\text {mar }}$ is the density at the mode, see (4.2); $p / p_{\max }$ takes the values $0.99,0.90,0.70,0.50,0.30$ and 0.10 respectively from the centre contour outwards.

## 3. Discussion

Strictly speaking, (2.16) gives the probability density of $R$ and $T$ (the dimensionless wave amplitude and period) at points uniformly distributed with regard to $t$. To find the density of $R$ and $T$ at particular points, say, the maxima of $\zeta$, we would have to consider the joint density of $\zeta, \dot{\zeta}$ and $\dot{\zeta}$ at least, as is done by Arhan et al. (1976), or equivalently the joint distribution of $\rho, \dot{\rho}, \ddot{\rho}$ and $\dot{\phi}, \dot{\phi}$. But the variance of $\dot{\rho}$

is proportional to $\nu^{2}$ or $\mu_{2}$ (see Longuet-Higgins 1957) so that $\dot{\rho}$ is negligible, by our assumption (2.9). This implies that $\rho$ varies slowly compared with $\bar{\sigma}$. Similarly, we have assumed $\phi \ll \delta \phi$, that is, $\phi$ is also slowly varying. Hence the crests will occur at almost regularly spaced intervals in time, and it matters not, in this approximation, whether the density is for values at the crests of the waves, or values uniformly distributed with regard to $t$ as in (2.16).

In figure 1 we show contours of $p(R, T)$ for a sequence of values of the parameter $\nu$. The density clearly shows some asymmetry with regard to $T$, in general. However, in the limit as $\nu \rightarrow 0$ if we write, as in paper $I$,

$$
\begin{equation*}
\xi=\rho / m_{0}^{\frac{1}{2}}=2^{\frac{1}{2}} R, \quad \eta=(T-1) / \nu, \tag{3.1}
\end{equation*}
$$

and assume $|T-1|$ is of order $\nu$, then (2.16) reduces to

$$
\begin{equation*}
p(\xi, \eta)=(2 \pi)^{-\frac{1}{2}} \xi^{2} \mathrm{e}^{-\frac{1}{\xi} \xi^{2}\left(1+\eta^{2}\right)} \tag{3.2}
\end{equation*}
$$

as in I, equation (5). In other words, in the neighbourhood of $\boldsymbol{T}=1$ the distribution becomes symmetric about the mean wave period, independently of $R$.
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It is pertinent to enquire whether the general expression (2.16) is any more accurate, theoretically, than the expression (3.2) which is restricted to small values of $\nu$ and of $|T-1|$. One reason why this may be so is that in the derivation of (3.2) in paper $I$, the 'period', $\tau$, as defined by (2.11) of the present paper, was approximated by $\bar{\tau}(1-\phi / \bar{\sigma})$ (see paper I, equation (A 20$)$ ). In the present paper this approximation, though formally legitimate, has not been made.

Another way of stating the situation is that though the distribution of the time derivative $\dot{\chi}$ is exactly symmetric about its mean value $\bar{\sigma}$, the distribution of the reciprocal $2 \pi / \mathcal{X}$ is asymmetric. In other words, the distribution of apparent wave 'frequencies' is symmetric, but the distribution of wave periods is not.

In making the approximation (2.11) we assumed implicitly that ( $\bar{\sigma}+\phi$ ) was positive, for it is difficult to attach any meaning to a negative period. We therefore agree to ignore the part of the density (2.16) for which $\phi<-\sigma$, or $T<0$.

## 4. Properties of $p(R, T)$

The position of the mode, or maximum value of $p(R, T)$ is found from the condition that $\partial p / \partial R$ and $\partial p / \partial T$ both vanish. Hence we find

$$
\begin{equation*}
R=1 /\left(1+\nu^{2}\right)^{\frac{1}{2}}, \quad T=1 /\left(1+\nu^{2}\right) . \tag{4.1}
\end{equation*}
$$

The value of $p(R, T)$ at this point is therefore

$$
\begin{equation*}
p_{\max }=\left(2 L / \pi^{\frac{1}{2}} \mathrm{e}\right)\left(1+\nu^{2}\right) / \nu=0.415\left(\nu+\nu^{-1}\right) L(\nu) . \tag{4.2}
\end{equation*}
$$

The effect of broadening the spectrum is therefore to reduce the 'most probable' joint values of the wave period and amplitude, and also to reduce their probability density (when $\nu<1$ ).

Consider now the behaviour of $p(R, T)$ near the origin. When $R$ and $T$ are both small, we have

$$
\begin{gather*}
p(R, T) \approx\left(2 L / \pi^{\left.\frac{1}{2} \nu\right)}\left(R^{2} / T^{2}\right) \mathrm{e}^{-R^{2} / \nu^{2} T^{2}},\right.  \tag{4.3}\\
p(R, T) \approx\left(2 \nu L / \pi^{\frac{1}{2}}\right) \lambda^{2} \mathrm{e}^{-\lambda^{2}}, \tag{4.4}
\end{gather*}
$$

where $\lambda=R / \nu T$. Hence the contours of $p$ become tangent to the radii $R / T=\lambda \nu$, constant. The axes $R=0$ and $T=0$ both correspond to $p=0$. The direction from 0 in which $p$ is greatest is given by the maximum of (4.4), which corresponds to $\lambda^{2}=1$, hence

$$
\begin{equation*}
R / T=\nu, \quad p=p_{0}=\left(2 / \pi^{\frac{1}{2}} \mathrm{e}\right) \nu L, \tag{4.5}
\end{equation*}
$$

(compare (4.2)). The contour $p=p_{0}$ actually has a cusp at the origin. When $p<p_{0}$, the contours $p=$ constant all pass through the origin. On the other hand when $p_{0}<p<p_{\text {max }}$, the contours enclose the mode once, but do not pass through the origin.

From (4.2) and (4.5) it follows that

$$
\begin{equation*}
p_{0} / p_{\max }=\nu^{2} /\left(1+\nu^{2}\right), \tag{4.6}
\end{equation*}
$$

so that in figures $1(a-c)$ no contours pass through the origin, and in figures $1(d-f)$ only the lowest contour: $\boldsymbol{p}=0.1$.

## 5. The density of $R$

The density of the wave amplitude $R$ by itself is found on integrating $p(R, T)$ with respect to $T$ over $0<T<\infty$, that is,

$$
\begin{equation*}
p(R)=\frac{2 L(\nu)}{\pi^{\frac{1}{2} \nu}} R^{2} \mathrm{e}^{-R^{2}} \int_{0}^{\infty} \frac{1}{T^{2}} \mathrm{e}^{-R^{k}\left(1-1 / T \nu^{2} / \nu^{2}\right.} \mathrm{d} T \tag{б.1}
\end{equation*}
$$

Setting

$$
\begin{equation*}
R(1-1 / T)=\nu \beta \tag{5.2}
\end{equation*}
$$

we have

$$
\begin{align*}
p(R) & =\frac{2 L}{\pi \frac{1}{4}} R \mathrm{e}^{-R^{2}} \int_{-\infty}^{R / \nu} \mathrm{e}^{-\beta^{2}} \mathrm{~d} \beta  \tag{б.3}\\
& =2 R \mathrm{e}^{-R^{2}} L(\nu) F(R / \nu)  \tag{5.4}\\
F(R / \nu) & =\frac{1}{\pi} \int_{-\infty}^{R / \nu} \mathrm{e}^{-\beta^{2}} \mathrm{~d} \beta \tag{5.5}
\end{align*}
$$

where
a well known error function. Equation (5.4) states that the density of $R$ is almost Rayleigh, but must be corrected by the factor $L F(R / \nu)$. For values of $R$ that are of order 1 or larger, the correction will be exponentially small. However when $R$ is of order $\nu$, that is, close to the origin, the correction becomes significant. Figure 2


Figure 2. The density of $R$ (see (5.4)) when $\nu=0.2,0.4$ and 0.6 (full curves) compared with the Rayleigh distribution (broken curve).

## M. S. Longuet-Higgins

shows some examples. The effect of the correction factor is to reduce the number of very low waves, and to shift the mode of the distribution, which otherwise is at $R=2^{-\frac{1}{2}}$, somewhat to the right of this point.

Table 2. Parameters of $p(R)$

| $\nu$ | $R_{s v}$ | $R_{r \mathrm{~m}}^{2}$ | $\left(R_{\mathrm{sp}}-\frac{1}{2} \pi^{\frac{1}{2}}\right)$ | $\left(R_{r m a}-1\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.8832 | 1.0025 | 0.0020 | 0.0012 |
| 0.2 | .8935 | 1.0095 | .0072 | .0047 |
| 0.3 | .9006 | 1.0202 | .0144 | .0100 |
| 0.4 | .9087 | 1.0332 | .0224 | .0165 |
| 0.5 | .9167 | 1.0472 | .0304 | .0233 |
| 0.6 | .9241 | 1.0611 | .0378 | .0301 |

The lower order moments of $p(R)$, found by numerical integration, are shown in table 2 . From this it will be seen that the r.m.s. value of $R$ differs only slightly from unity. When $\nu=0.3$, for example, the difference is only $1 \%$.

## 6. The conditional distribution of wave periods $p(T / R)$

The distribution of $T$ at fixed values of the wave amplitude $R$ is found on dividing $p(R, T)$ by $p(R)$; hence

$$
\begin{equation*}
p(T \mid R)=\left(\pi^{\frac{1}{2}} \nu F(R / \nu)\right)^{-1}\left(R / T^{12}\right) \mathrm{e}^{-R^{2}\left(I-1 / T^{2} / \omega^{2}\right.} . \tag{6.1}
\end{equation*}
$$

To find the mode, or peak, of this function we set $\partial p / \partial T=0$ to obtain
and so

$$
\begin{gather*}
(1 / T)(1 / T-1)=\nu^{2} / R^{2}  \tag{6.2}\\
T=2 /\left[1+\left(1+4 \nu^{2} / R^{2}\right)^{\frac{1}{2}}\right] \tag{6.3}
\end{gather*}
$$

This curve is shown by the dashed lines in figure 1 . It must clearly pass through the mode (4.1) and where it intersects any countour $p=$ constant, the tangent to that contour is parallel to the axis of $T$. For small $R$ we have $T \approx R / \nu$, so that the curve touches the contour (4.5). On the other hand, for large $R$ the curve is asymptotic to the vertical line $T=1$. In general, the curve expresses very well the asymmetry in the distribution of $T$.

Now the quartiles of $p(T / R)$ are given by
that is

$$
\begin{equation*}
\int_{1}^{Q_{2}} p(T \mid R) \mathrm{d} T=\frac{1}{4} n, \quad n=1,2,3 \tag{6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{\pi^{\frac{1}{1}}} \int_{\beta}^{\infty} \mathrm{e}^{-\beta^{\mathrm{y}}} \mathrm{~d} \beta=\frac{1}{4} n F(R / \nu), \tag{6.5}
\end{equation*}
$$

So we have to solve numerically
for $\beta$, and then

$$
\begin{equation*}
F(\beta)=\frac{1}{d} n F(R / \nu) \tag{6.7}
\end{equation*}
$$

These curves are illustrated in figure 3 , in the case $\nu=0.3$. Clearly all the quartiles


Figure 3. Curves showing the mode and quartiles of the conditional density of wave periods when $\boldsymbol{\nu}=0.3$.
are now asymmetric, and pass through the origin. Moreover, the interquartile range $\left(Q_{3}-Q_{1}\right)$, instead of being proportional to $1 / R$ for all values of $R$, as in paper $I$, has a maximum at around $R=0.22(\xi=0.31)$ and tends to 0 both as $R \rightarrow \infty$ and as $R \rightarrow 0$.

## 7. The total density $p(T)$

The density of $T$ regardless of $R$ is found by integrating $p(R, T)$ with respect to $R$ over $0<R<\infty$, to give

$$
\begin{equation*}
p(T)=\left(L / 2 \nu T^{2}\right)\left[1+(1-1 / T)^{2} / \nu^{2}\right]^{-\frac{1}{2}} \tag{7.1}
\end{equation*}
$$

This is shown in figure 4 for some representative values of $\nu$. The median and quartiles are found by the substitution

$$
\begin{equation*}
\alpha=(1-1 / T) / \nu \tag{7.2}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\frac{1}{2} L \int_{-\infty}^{a} \frac{\mathrm{~d} \alpha}{\left(1+\alpha^{2}\right)^{\frac{1}{2}}}=\frac{1}{6}, \frac{1}{2} \text { or } \frac{3}{4} . \tag{7.3}
\end{equation*}
$$

hence

$$
\alpha /\left(1+\alpha^{2}\right)^{\frac{1}{2}}=n / 2 L-1, \quad n=1,2,3 .
$$

Solving for $\alpha$ we find,

$$
\begin{equation*}
\alpha=(n / 2 L-1) /\left[1-(n / 2 L-1)^{2}\right], \tag{7.5}
\end{equation*}
$$

and then

$$
\begin{equation*}
Q_{n}=T=1 /(1-\nu \alpha), \quad n=1,2,3 . \tag{7.6}
\end{equation*}
$$



Figure 4. The density of the wave period $T$ (see (6.9)) when $\nu=0.2,0.4$ and 0.6 .
Some representative values of $Q_{n}$ are given in table 3. Also shown is the interquartile range

$$
\begin{equation*}
\mathrm{IQR}=Q_{3}-Q_{1} . \tag{7.7}
\end{equation*}
$$

The mode of the distribution is also easily found and is given by

$$
\begin{equation*}
T_{\mathrm{m}}=2 /\left[\left(9+8 \nu^{2}\right)^{\frac{1}{2}}-1\right] . \tag{7.8}
\end{equation*}
$$

Note that the mean of the distribution is theoretically infinite, since for large values of $T$ the density $p(T)$ behaves like $T^{-2}$. This implies only that as $T \rightarrow \infty$ the

Table 3. Parameters of the distribution of periods, $p(T)$

| $\nu$ | $T_{\mathbf{m}}$ | $Q_{1}$ | $Q_{2}$ | $Q_{\mathbf{s}}$ | IQR | $T_{\text {Lv }}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.1 | 0.9934 | 0.9452 | 0.9998 | 1.0606 | 0.1154 | 0.9950 |
| 0.2 | .9742 | .8953 | .9981 | 1.1249 | .2296 | .9806 |
| 0.3 | .9444 | .8488 | .9937 | 1.1891 | .3403 | .9578 |
| 0.4 | .9065 | .8050 | .9859 | 1.2482 | .4442 | .9285 |
| 0.5 | .8633 | .7636 | .9743 | 1.3020 | .5384 | .8944 |
| 0.6 | .8174 | .7243 | .9589 | 1.3450 | .6207 | .8574 |

integrated error becomes infinite. An alternative estimate of the mean does, however, exist. For we know the exact result that the average frequency of up-crossings of the mean level is

$$
\begin{equation*}
N=(2 \pi)^{-1}\left(m_{2} / m_{0}\right) t \tag{7.9}
\end{equation*}
$$

From the relations (2.3), (2.5) and (2.7), this can be written

$$
\begin{equation*}
N=\left(1+\nu^{2}\right)^{\frac{1}{2}} \sigma / 2 \pi \tag{7.10}
\end{equation*}
$$

Hence

$$
\begin{align*}
& \tau_{\mathrm{av}}=N^{-1}=\overline{7} /\left(1+\nu^{2}\right)^{\frac{1}{2}}  \tag{7.11}\\
& T_{\mathrm{av}}=\tau_{\mathrm{av}} / \bar{\tau}=\left(1+\nu^{\mathbf{2}}\right)^{-\frac{1}{2}} . \tag{7.12}
\end{align*}
$$

These parameters are all shown in table 3.

## 8. Comparison with observation

The measurement of the local wave height and period from a wave record is liable to some ambiguities. For example, in figure 5, should the 'period' be taken as the crest-to-crest interval $\tau_{1}$ or the up-crossing interval $\tau_{2}$ ? Not all authors specify their choice precisely. It may be that for the Cavanié distribution, depending on the higher moment $m_{4}$, the choice of $\tau_{1}$ is more appropriate, whereas for the present distribution, depending only on $m_{2}$, it is more appropriate to choose $\tau_{2}$.


Figure 5. Alternative measures of the local wave height and period.

Without knowing precisely the authors' procedure we shall nevertheless compare the theoretical model described in §§ 2-6 with some previous observations.

Chakrabarti \& Cooley (1977) measured 1624 waves from a North Atlantic storm, over an interval of 3.5 days. The scatter diagram of their observations is shown in figure 6, where the vertical scale is the wave height normalized by the 'r.m.s. wave height' $H_{\mathrm{rma}}$; the horizontal scale is the wave period normalized by the 'mean period' $T_{\mathrm{av}}$. To judge by the spread of wave periods (see figure 7 of their paper) an appropriate value of $\nu$ for these data was 0.30 .

To make a comparison with $p(R, T)$, we replot the contours to a new vertical scale $R^{\prime}=R / R_{\mathrm{rms}}$, and a new horizontal scale $T^{\prime}=T / T_{\mathrm{av}}$ where $T_{\mathrm{av}}=\left(1+\nu^{2}\right)^{-\frac{1}{4}}$. There will be a new value of $p_{\text {max }}$, namely $p_{\text {max }}^{\prime}=R_{\mathrm{rms}} T_{\mathrm{av}} p_{\text {max }}$, but the relative values of $p$, namely $p^{\prime}\left(R^{\prime}, T^{\prime}\right) / p_{\max }^{\prime}$, will be unchanged.
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This is done in figure 7, and it will be seen that the resemblance between figures $\theta$ and 7 is close, in particular as regards the shape of the distributions and the tendency for plotted points to be drawn down towards the origin. However, the absolute densities are not easy to determine from the scatter diagram.



Figtre 6. (From Chakrabarti \& Cooley 1977.) A scatter diagram of normalized heights against normalized wave period, for a storm in the North Atlantic.
Figtre 7. Contours of $p^{\prime}\left(\xi, T^{\prime}\right) / p_{m a}$ when $\nu=0.3$, for comparison with the data of figure 6. The contour values are as in figure 1.

Figure 8 shows a histogram of the wave heights measured by Chakrabarti \& Cooley (1977). The horizontal scale has been normalized by the r.m.s. value of the observations. In the same diagram, the full curve indicates the theoretical density

$$
\begin{equation*}
p\left(R / R_{\mathrm{rms}}\right)=R_{\mathrm{rms}} p(R) \tag{8.1}
\end{equation*}
$$

where $p(R)$ is given by (5.4) and $\nu=0.30$. The broken curve shows the Rayleigh distribution corresponding to $\nu=0$. It will be seen that the curve for $\nu=0.30$ is a slightly better fit to the observations when $R$ is small, and near the peak of the distribution.

In figure 9 we show a comparison of the interquartile range $\left(Q_{3}-Q_{1}\right)$, corresponding to the theory of figure 3, and the data plotted by Chakrabarti \& Cooley (1977). At large values of $\xi$, the theoretical curve is asymptotic to the hyperbola given by the narrow-band theory: $Q_{3}-Q_{1}=1.35 \nu / \xi$, but at lower values of $\xi$ the curve reaches a maximum and then returns to the origin. The plotted observations follow the theory down to about $\xi=1$, and then lie inside the curve. The discrepancy between theory and observation is less than previously, but is still appreciable.

Goda (1978) has presented diagrams of the relative wave height $H / H_{\mathrm{av}}$ against the relative wave period $T / T_{\mathrm{av}}$, as in figure 10 , the data being classified according to the value of a certain 'skewness parameter' $r$. Goda has found a fairly good correlation

## Periods and amplitudes of random waves



Figure 8. Histogram of wave heights from Chakrabarti \& Cooley (1977) normalized by the r.m.s. value. The full curve represents $p=R_{\text {rua }} p(R)$ (equation (5.4)) when $\nu=0.3$. The broken curve is the Rayleigh distribution: $p=2 R e^{-R^{2}}$.

$T$
Figure 9. The interquartile range of the wave periods, as a function of the normalized wave height $\xi$. Data are from Chakrabarti \& Cooiey (1977). The full curve represents the difference $\left(Q_{2}-Q_{2}\right)$ in figure 3. The deshed curve is the narrow-band asymptote.


Figure 10. (From Goda 1978.) Scatter diagrams of $H / H_{\text {av }}$ againat $T / T_{\text {av }}$ for different ranges of $r$. The contours of $p(x, t)$ take the values $1.0,0.5,0.1,0.03$ respectively from the centre curve outwards. The parameter $r(H, T)$ lies in the range (a) $0.20-0.39$; (b) $0.40-0.59$; (c) 0.60-0.69; (d) 0.70-0.79.
between $r$ and the parameter $\nu_{T}$ (derived from the distribution of wave periods) which corresponds roughly to $\nu$. In table 4 we indicate the average values of $\nu$ chosen (from Goda's figure 10) to correspond to the stated ranges of $r$.

We note also that since Goda plotted $H / H_{\mathrm{av}}$ rather than $\xi$, the vertical scale of his plots is different from that of Chakrabarti \& Cooley (1977). Accordingly the acale must be modified by the factor $1 / R_{\mathrm{ay}}$; gee table 4. The horizontal scale has also to be modified by the factor $1 / T_{\mathrm{av}}$, which we assume is given by the formula $T_{\mathrm{av}}=\left(1+\nu^{2}\right)^{-1}$ derived from zero-crossings (see §7). This factor also is shown in table 4. Finally the theoretical value

$$
\begin{equation*}
p_{\text {max }}^{\prime}=R_{a v} T_{\mathrm{av}} F_{\text {mav }} \tag{8.2}
\end{equation*}
$$
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## Table 4. Parameters for the data of Goda (1978)

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r$ | $\nu$ | $R_{a v}$ | $T_{\Delta v}$ | theor. | $o b s$. |
| (a) | $0.20-0.39$ | 0.29 | 0.8999 | 0.9604 | 1.34 | 1.37 |
| (b) | $0.40-0.59$ | 0.38 | .9070 | .9348 | 1.06 | 1.14 |
| (c) | $0.60-0.69$ | 0.50 | .9167 | .8944 | 0.85 | 1.05 |
| (d) | $0.70-0.79$ | 0.58 | .9226 | .8650 | 0.76 | 0.96 |




$T^{\prime}$


Fiaure 11. Contours of $R_{\mathrm{av}} T_{\mathrm{av}} p\left(R_{1} T\right)$ for values of $\nu$ corresponding to figure 7. Contours take values $1.0,0.5,0.1$ in $(a)$ and $(b)$ and $0.5,0.1$ in (c) and (d) from inner to outer.
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where $p_{\text {max }}$ is given by (4.2) is shown in the next-to-last column of table 4, compared with the maximum observed value, from Goda's figure 10. The agreement is reasonable, except that the theory is consistently lower. Most of the discrepancy seems due to our choice of $T_{\mathrm{ap}}$, and it is possible that a value nearer to unity would be more appropriate.

In figure 11 we show contours of $R_{\mathrm{av}} T_{\mathrm{av}} p(R, T)$, which may be compared with the corresponding contours in figure $\mathbf{1 0}$. We have not plotted any contours corresponding to $p^{\prime \prime}=0.03$, since Goda's data a ppear insufficient for him to trace the corresponding curves with any accuracy.

The agreement between figures 10 and 11 seems reasonable. In particular the position of the modes agrees fairly well, though in figure 10 there is an indication that for the larger values of $\nu$ the mode of the distribution splits into two, one further from and one nearer to the origin

Other authors, for example, Cavanié el al. (r976), have combined data for many different spectra, which precludes any precise comparison with theory. However Cavaniés data, containing 28240 waves with a mean value $\varepsilon=0.865$ do appear to resemble in a general way the contours of figures $1(d-f)$.

## 9. Conclusion

We have derived an approximation to the joint distribution of wave periods and amplitudes that gives a reasonably good fit to some typical data, and that depends only on the low-order parameter $\nu$. Technically the approximation is correct only to order $\nu$, but by not making certain approximations, legitimate to this order, which were made in a previous paper $I$, the distribution is given an asymmetry with respect to $T$ in agreement with the observations. Undoubtedly there are further corrections of order $\nu^{2}$ to be made if the distribution is to be entirely correct to this order, but the observational evidence suggests that such corrections are small and not very significant for practical applications.

In comparison with the analysis of Cavanié et al. (1976) the present model has the advantage of comparative simplicity, and in depending only on $\nu$ rather than on the higher-order parameter $\epsilon$. This seems desirable, since for many spectra that behave like $\sigma^{-4}$ or $\sigma^{-5}$ at infinity (such as the Pierson-Moskowitz spectrum) $m_{4}$ becomes infinite, making $\epsilon=1$. Thus $\epsilon$ becomes insensitive to other parts of the spectrum. On the other hand, $\nu$, which depends only on $m_{2}$, is less subject to this difficulty. Rye \& Svee ( 1976 ) have suggested that even $\nu$ is unduly influenced by the high-frequency cut-off but the examples given are for rather broad spectra. The most satisfactory procedure may be to estimate $\nu$ not from the spectrum $E(\sigma)$ but from the measured distribution of wave periods, as is done by Longuet-Higgins (1975) and Goda (1978). Indeed Goda finds that $\nu_{\mathrm{T}}$ is highly correlated with certain other parameters which shows that it is reasonably stable. Apparently the reason for the success of this method of estimating $\nu$ is that it reflects whatever subjective choices are made by the observer when measuring $\tau$ from the wave record, choices which may amount to applying a subjective low-pass filter to the record.

Finally, the parameter $\nu$ has one clear advantage in being related theoretically to other statistical properties of the record and in particular to the lengths of the wave groups, (see, for example, Longuet-Higgins 1957, 1983).

This paper was written during a visit to the Department of Engineering Sciences at the University of Florida, Gainesville, Florida. The author is indebted to Dr K. Millsaps and his staff for their hospitality and assistance. Valuable comments on a first draft have been given by Professor M. K. Ochi, Dr M. Y. Su, Dr O.S. Madsen and Dr S.J.Hogan.

## Afpendix. Evaluation of $L(\nu)$

To carry out the integration in (2.17) set

$$
\begin{equation*}
(1-1 / T) / \nu=\alpha \tag{A1}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{1}{L}=\frac{2}{\pi^{t}} \int_{0}^{\infty} \int_{-\infty}^{1 / v} R^{2} \mathrm{e}^{-\pi^{2}\left(1+\alpha^{n}\right)} \mathrm{d} R \mathrm{~d} \alpha . \tag{A2}
\end{equation*}
$$

Then

$$
\begin{align*}
\frac{1}{L} & =\frac{1}{2} \int_{-\infty}^{1 / \nu} \frac{\mathrm{d} \alpha}{\left(1+\alpha^{2}\right)^{\frac{1}{2}}} \\
& =\frac{1}{2}\left[\frac{\alpha}{\left(1+\alpha^{2}\right)^{\frac{1}{1}}}\right]_{-\infty}^{1 / \nu} \\
& =\frac{1}{2}\left[1+\left(1+\nu^{2}\right)^{-\frac{1}{2}}\right] . \tag{A3}
\end{align*}
$$
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Two apparently distinct approaches to the analysis of wave groups in a random sea state are described In the first, the probabilities of the group-length $G$ and the length of a 'high run' $H$ are defined in terms of a wave envelope function $\rho(t)$. These lead naturally to expressions in terms of a single parameter $v$ that defines the spectral width.

In the second approach, the sequence of wave heights is treated as a Markov chain, with a non-zero correlation only between successive waves. This leads to expressions for $G$ and $H$ in terms of transition probabilities $p_{+}$and $p_{-}$.

In this paper we find approximate analytic expressions for $p_{+}$and $p_{-}$that show that the two approaches are roughly equivalent, to order $\nu$.
Throughout the paper it is emphasized that the concept of a wave group assumes implicitly the neglect of those harmonic components that are either very short or very long compared with the peak frequency $\sigma_{p}$. That is, some filtering of the original record is implied. For typical records of wind waves it is found that a band-pass filter with upper and lower cut-offs at $1.5 \sigma_{p}$ and $0.5 \sigma_{p}$ is the most suitable.
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Calculations are done for typical records of sea waves, and for some numerically simulated data, and there is agreement between the data and the analysis.

## 1. Introduction

A casual observer of the sea surface will notice that the heights of wind-generated waves are not uniform; they occur in successive groups of higher or lower waves; this leads to the popular but mistaken notion that 'every $n$th wave is the highest' where $n=3,7$ or 10 , for example. In fact the wave groups are not all of equal length, as we shall see, but their group behaviour and other properties may be described with remarkable success by treating a typical record of the sea-surface elevation as a random Gaussian process, statistically steady in the short term, say over a duration of less than 30 min .

The Gaussian model, as applied to noise in electrical circuits, was first developed in well known papers by Rice ( 1944,1958 ) and was applied to other aspects of sea waves by Longuet-Higgins (1952, 1957), Pierson (1962) and others. For a recent survey of the subject see Ochi (1982). The physical basis for the model is of course that the energy of surface waves at any point in the ocean arises from the action of wind in many different parts of the sea surface, in an essentially uncorrelated way. So long as linear superposition of the motions is valid, the surface displacements should therefore be Gaussian.

Particular attention to properties of wave groups in Gaussian noise was paid by Longuet-Higgins (1957, 1962) and Rice (1958). Recent interest in the subject (Goda 1970, 1983; Ewing 1973; Rye 1974; Kimura 1980 and others) has been stimulated by the suggestion that exceptional damage to ships, coastal defences or offshore structures may be caused by the occurrence of runs of successive high waves.

A further reason for interest in the subject is the relation of wave groups to the occurrence of wave breaking (see Donelan et al. 1972); also the probable effect of steep or breaking waves on the flow of air over the sea surface.

An essential preliminary to the analysis is to consider what we mean by a wave group, or indeed by a single wave, in a random sea. A typical observer counting high waves is not interested in the very short fluctuations, either ripples or short gravity waves, riding on the backs of the dominant waves. He does not include them in his count. Even if presented with an accurate instrumental record of the sea surface for analysis, he tends either to ignore the short waves or to smooth them out, for example by drawing a straight line between adjacent crests of the dominant waves, to represent the local wave height. Thus by paying attention at all to the group aspect of the wave record he is, consciously or otherwise, dealing with a filtered version of the wave record, from which the high frequencies have been eliminated or suppressed.

Similar considerations apply to the low frequency end of the spectrum. In analysing a record of a certain duration, say 20 min , we are not generally interested in the total mean surface level, but only in the crest-to-trough heights of the waves, or in the height of the crests relative to some local mean value, taken over a few waves only. Thus we subconsciously filter out those harmonic components of zero frequency or of frequency much lower than the dominant waves.

Part of our problem is then to arrive at a satisfactory method of filtering the record so as to retain only those aspects in which we are interested. This question is discussed in detail in §8.

The above point of view is implicit in the approach of Rice (1945, 1958), Longuet-Higgins (1957), and Nolte \& Hsu (1972). These authors recognized that for a sufficiently narrow-band
record a remarkably apt description of the group properties of a wave record can be given in terms of the wave-envelope function. For a Gaussian noise process, the envelope function can always be defined, even if the spectrum is not narrow; see $\S 2$. The statistics of the wave-envelope function $\rho(t)$ can be explored in much the same way as the statistics of the instantaneous surface elevation $\zeta(t)$. For example, the length of a wave group can be defined in terms of the number of times that the envelope $\rho(t)$ crosses a given reference level, say the 'significant' height of the waves. These statistics are all given in terms of the $r$ th moments $m_{r}$ of the spectral density function of $\zeta(t)$.

This classical approach has encountered some objections (Rye 1974) on the grounds that for typical spectra of wind-waves, the higher moments $m_{r}$, and in particular $m_{f}$, depend critically upon the high-frequency cut-off in the spectrum. But we have seen that the existence of such a cut-off, or filter, is really inherent in the phenomenon under discussion: the shorter the waves that we consider, then the shorter also must be the average group-length. Moreover, as we shall emphasize below, if the definitions of group-length suggested by Longuet-Higgins (1957) and by Nolte \& Hsu (1972) are employed, then only the lower moment $m_{2}$ is involved, unlike Rice's (1945) definition, which depended on the maxima of $\rho$, hence the fourth moment $m_{4}$.

An alternative approach has been suggested by Sawnhey (1962), Wilson \& Baird (1972), Kimura ( 1980 ) and others, namely to consider the correlation between successive, or almost successive, waves, without consideration of the frequency spectrum. Besides separating the model further from the physics, it should be clear that this approach by no means avoids the question of what filter is in fact applied to the wave record by an observer who selects, by some unstated criterion, the local wave height. None the less, the relation of this theory to the previous theory is of some interest.

The present paper falls into two parts. In §§ 2-9 we state and develop essentially the Rice, or envelope, theory, based on the spectral moments. Formulae are given for the average number of waves $G$ in a group and for the mean number of waves $B$ in a high run (see $\S \S 4$ and 5 respectively). These are seen to depend only on the critical level $\rho=\rho^{*}$ and on the dimensionless bandwidth parameter

$$
\begin{equation*}
\nu^{2}=m_{2} m_{0} / m_{1}^{2}-1 . \tag{1.1}
\end{equation*}
$$

For swell, it appears that $\nu$ lies typically between 0.05 and 0.15 . For wind waves, $\nu$ has a lower bound at about 0.35 , before filtering. In $\S 7$ we discuss the calculation of the wave envelope (figures $10-e$ ) and in $\S 8$ we show by applying this to typical wave records that the theoretical expressions for $\bar{G}$ and $\bar{H}$ agree well with the data (see for example figures $3-5$ ). The frequency filter which gives results best in accord with visual measurements is found to be one having lower and upper cut-offs at 0.5 and 1.5 times the peak frequency.

In §9 we give a very rough theory for the probability density of $G$ and $H$. Simple arguments suggest that for large $G$ and $H$ the densities $p(G)$ and $p(H)$ are both exponential, and this is supported by the available data. However the reasoning is not really applicable to smaller values of $G$ and $H$.

Accordingly in the remainder of the paper we consider the alternative approach mentioned above, in which the wave heights are treated as a Markov chain, with a positive correlation $\gamma$ only between succassive waves. We derive an approximate relation between $\gamma$ and $\nu$, namely

$$
\begin{equation*}
\gamma \div 1-4 \pi^{2} \nu^{2} \tag{1.2}
\end{equation*}
$$

which, however, is valid only for sufficiently small values of $\nu$. It is shown in § 11 that the effect
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of filtering can be to bring the spectral width to within the range of validity of (1.2). In §12 we give a simplified version of the Markov theory for $p(G)$ and $p(H)$ and show that filtering of the spectrum produces a perceptable improvement in the agreement between the theoretical distributions and Kimura's (1980) data (see figures 17-20).

Finally, by adopting further rough approximations to the Markov transition probabilities $p_{+}$and $p_{-}$we show that the Rice (envelope) theory and the Markov chain theory are in remarkably good agreement, over a useful intermediate range of $\boldsymbol{v}$.

The main conclusions, together with further discussion, are restated in § 13.
In an Appendix we derive the properties of an analytic expression for the spectral density function that may be of use in the description of ocean swell.

## 2. Definitions: the wave envelope

We assume that the surface elevation $\zeta$ may be represented as a stationary random function of the time $t$, with correlation function

$$
\begin{equation*}
\psi(\tau)=\overline{f(t) f(t+r)} \tag{2.1}
\end{equation*}
$$

(a bar denoting the mean valuc with respect to $t$ ). The energy spectrum $E(\sigma)$ is related to $\psi(\tau)$ by

$$
\begin{equation*}
E(\sigma)=\frac{1}{\pi} \int_{0}^{\infty} \psi(\tau) \cos \sigma \tau \mathrm{d} \tau \tag{2.2}
\end{equation*}
$$

and so

$$
\begin{equation*}
\psi(\tau)=\int_{0}^{\infty} E(\sigma) \cos \sigma \tau \mathrm{d} \sigma \tag{2.3}
\end{equation*}
$$

We assume also that over some finite time interval $\left(-\frac{1}{2} T, \frac{1}{2} T\right)$ the function $\zeta$ may be represented as a Fourier sum:

$$
\begin{equation*}
\zeta=\sum_{n-0}^{\infty} c_{n} \cos \left(\sigma_{n} t+\epsilon_{n}\right), \tag{2.4}
\end{equation*}
$$

where $\sigma_{n}=2 n \pi / T$, the phases $\epsilon_{n}$ are distributed uniformly over ( $0,2 \pi$ ) and the amplitudes $c_{n}$ are such that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \sum_{\mathrm{d} \sigma} \frac{1}{2} c_{n}^{2}=E(\sigma) \mathrm{d} \sigma \tag{2.5}
\end{equation*}
$$

to order $\mathrm{d} \sigma$, the summation being over any small but fixed frequency range $(\sigma, \sigma+\mathrm{d} \sigma)$.
The spectral moments $m_{r}$ are defined by

$$
\begin{equation*}
m_{r}=\int_{0}^{\infty} \sigma^{r} E(\sigma) \mathrm{d} \sigma \tag{2.6}
\end{equation*}
$$

so that by (2.1)

$$
\begin{equation*}
m_{0}=\int_{0}^{\infty} E\left(c^{r}\right) \mathrm{d} \sigma=\psi(0)=\overline{\zeta^{2}} \tag{2.7}
\end{equation*}
$$

represents the mean-square surface displacement and

$$
\begin{equation*}
\overline{\bar{\sigma}}=m_{\mathbf{1}} / m_{0} \tag{2.8}
\end{equation*}
$$

may be defined as the 'mean frequency'. If $\mu$, denotes the $r$ th moment of $E(\sigma)$ about the mean, i.e.

$$
\begin{equation*}
\mu_{r}=\int_{0}^{\infty}(\sigma-\bar{\sigma})^{r} E(\sigma) \mathrm{d} \sigma, \tag{2.9}
\end{equation*}
$$

then clearly

$$
\begin{equation*}
\mu_{0}=m_{0}, \quad \mu_{1}=0, \quad \mu_{2}=m_{2}-m_{1}^{2} / m_{0} \tag{2.10}
\end{equation*}
$$

and we may define the spectral width parameter $\nu$ by

$$
\begin{equation*}
\nu^{\mathrm{e}}=\mu_{2} / \mu_{0} \sigma^{2}=m_{2} m_{0} / m_{1}^{2}-1 . \tag{2.11}
\end{equation*}
$$

When $\nu^{2} \ll 1$ we say that the spectrum is narrow.
Even when the spectrum is not necessarily narrow, it is possible to define the complex envelope function $A(t)$ by writing (2.4) in the form

$$
\begin{equation*}
\zeta=\operatorname{Re} A(t) \mathrm{e}^{\mid \overrightarrow{ } t}, \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\sum_{n} c_{n} e^{\left[\left(\left[\sigma_{n}-の \ell+e_{n}\right]\right.\right.}=\rho \mathrm{e}^{1 \phi} \tag{2.13}
\end{equation*}
$$

say. Here $\rho(t)$ may be called the real envelope function, or wave-amplitude, and $\phi(t)$ the phase. The real and imaginary parts of $A$ are given by

$$
\left.\begin{array}{l}
\rho \cos \phi=\sum_{n} \epsilon_{n} \cos \left[\left(\sigma_{n}-\sigma\right) t+\varepsilon_{n}\right],  \tag{2.14}\\
\rho \sin \phi=\sum_{n} c_{n} \sin \left[\left(\sigma_{n}-\sigma\right) t+\varepsilon_{n}\right],
\end{array}\right\}
$$

and we shall see in $\S 7$ how these may always be computed, given only the initial function $\zeta(l)$.
From (2.13) it will be seen that the time derivative $A=\mathrm{d} A / \mathrm{d} t$ contains, under the summation on the right, the factor ( $\sigma_{n}-\vec{\sigma}$ ), so that

$$
\begin{equation*}
\overline{|A|^{2}}=\mu_{2} \tag{2.15}
\end{equation*}
$$

and when the spectrum is narrow $A$ varies slowly, on average, compared with the carrier wave $\mathrm{e}^{i f t}$. Thus the wave record is practically sinusoidal, and the local, crest-to-trough, wave height is given by $2 \rho$, very nearly. A closer inspection suggests that the assumption is correct at least to order $\nu$. Some terms of order $\nu^{2}$ will nevertheless be carried along in the analysis.

## 3. Preliminary results

We begin by stating some known exact results of which proofs may be found, for example, in the papers by Rice (1944-1945, 1958) or Longuet-Higgins (1957).

The probability density (or simply 'density') of the function $\zeta$ is Gaussian:

$$
\begin{equation*}
p(\zeta)=\left(2 \pi m_{0}\right)-1 \mathrm{e}^{-\mathrm{b}^{2} / \varepsilon m_{\mathrm{e}}} ; \tag{3.1}
\end{equation*}
$$

and similarly for the derivative $\dot{\zeta}$ of $\zeta$ :

$$
\begin{equation*}
p(\zeta)=\left(2 \pi m_{2}\right)^{-\frac{1}{2}} \mathrm{e}^{-\delta^{2} / 2 m_{1}} \tag{3.2}
\end{equation*}
$$

The joint density of $\zeta$ and $\zeta$ satisfies

$$
\begin{equation*}
p(\zeta, \dot{\zeta})=p(\zeta) p(\dot{\zeta}) \tag{3.3}
\end{equation*}
$$

so that $\zeta$ and $\zeta$ are statistically independent. The number of up-crossings by $\zeta$ of a given level $\zeta$ per unit time, is given by

$$
\begin{equation*}
N=\int_{0}^{\infty} p(\zeta, \dot{\zeta}) \zeta \mathrm{d} \dot{\zeta}=(2 \pi)^{-1}\left(m_{2} / m_{0}\right) \mathrm{e}^{-\zeta^{\prime} / 2 m_{\mathrm{e}}} . \tag{3.4}
\end{equation*}
$$

This number is a maximum at the mean level $\zeta=0$, so

$$
\begin{equation*}
N_{\text {max }}=(2 \pi)^{-1}\left(m_{\mathbf{e}} / m_{0}\right)^{\ddagger} . \tag{3.5}
\end{equation*}
$$

Corresponding results for the wave envelope $\rho$ are as follows:

$$
\begin{equation*}
p(\rho)=\left(\rho / \mu_{0}\right) e^{-\rho^{2} / z \mu_{c}}, \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
p(\beta)=\left(2 \pi \mu_{2}\right)^{-\frac{1}{2}} e^{-p^{1} / 2 \mu_{2}}, \tag{3.7}
\end{equation*}
$$

(i.e. the densities of $\rho$ and $\rho$ are Rayleigh and Gaussian respectively), and

$$
\begin{equation*}
p(\rho, \rho)=p(\rho) p(\rho) \tag{3.8}
\end{equation*}
$$

as in (3.3). The number of up-crossings of a given level per unit time by the wave envelope is

$$
\begin{equation*}
N^{\prime}=\int_{0}^{\infty} p(\rho, \rho) \rho \mathrm{d} \dot{\rho}=\left(\mu_{2} / 2 \pi\right)^{\frac{1}{2}} \rho(\rho) . \tag{3.9}
\end{equation*}
$$

This number is a maximum when $p(\rho)$ is a maximum, i.e. when $\rho=\mu_{0}^{\frac{4}{4}}$, hence

$$
\begin{equation*}
N_{\text {max }}^{\prime}=(2 \pi \mathrm{e})^{-1}\left(\mu_{\mathrm{a}} / \mu_{0}\right) \tag{3.10}
\end{equation*}
$$

## 4. The average group length

In defining a group of high waves, we might consider the statistics of the maxima of the wave envelope. However, the mean number of maxima of $\rho(t)$, given by

$$
\begin{equation*}
\int_{-\infty}^{0} p(\rho, \rho)_{\beta-0}|\rho| \mathrm{d} \rho, \tag{4.1}
\end{equation*}
$$

involves the joint density $p(\rho, \rho)$, which depends on the fourth moment $\mu_{4}$, hence $m_{4}$ (see Rice 1945). In addition, we are not really interested in small fluctuations of the wave height, but only in broader features of the group.

We therefore adopt a lower-order definition of the length lof a wave group as the time interval between two successive upcrossings of some chosen level $\rho$; see Longuet-Higgins 1957; Ewing 1973. The mean length of wave groups, so defined, is then

$$
\begin{equation*}
\bar{l}=1 / N^{\prime}, \tag{4.2}
\end{equation*}
$$

where $N^{\prime}(\rho)$ is given by (3.9). Clearly $\bar{l}$ depends upon the arbitrary chosen level $\rho$. However there is one particular level for which $N^{\prime}$ is a maximum. At this level $I$ is stationary with respect to small variations in $\rho$. Such a level may be particularly useful for determining $\bar{l}$ empirically, since the value of $\bar{l}$ so determined will be insensitive to small errors in the chosen level. From (3.6) this level occurs precisely when $\rho / \mu_{0}^{\mathrm{t}}=1$, giving

$$
\begin{equation*}
\bar{l}_{\min }=(2 \pi e)^{\frac{1}{2}}\left(\mu_{0} / \mu_{2}\right) \| . \tag{4.3}
\end{equation*}
$$

Since for a narrow spectrum the wavelength is almost constant at $1 / N_{\text {max }}$, where $N_{\text {max }}$ is given by (3.5), the mean number of waves in a group, in general, is

$$
\begin{equation*}
\bar{G}=\bar{l} N_{\max }=(2 \pi)^{-1}\left(n n_{\mathrm{a}} / \mu_{2}\right)^{1}\left(\mu_{0}^{\frac{1}{2}} / \rho\right) \mathrm{e}^{\rho / / 2 \rho} . \tag{4.4}
\end{equation*}
$$
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Table 1. Values of $\bar{G}$ and $\boldsymbol{F}_{\text {as functions of the spegtral width parameter } \nu}^{\nu}$

|  |  | $\bar{C}$ |  |  | $\bar{H}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\nu$ | $\rho / \mu{ }_{j}=1$ | $\left(\frac{1}{2} \pi\right)$ l | 2 | 1 | $\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}$ | 2 |
| 0.05 | 13.2 | 14.0 | 29.5 | 8.0 | 64 | 4.0 |
| 0.06 | 11.0 | 11.7 | 24.6 | 6.7 | 5.3 | 3.3 |
| 0.08 | 8.2 | 8.8 | 18.5 | 5.0 | 4.0 | 2.5 |
| 0.10 | 6.6 | 7.0 | 14.8 | 4.0 | 3.2 | 2.0 |
| 0.12 | 5.5 | 5.9 | 12.4 | 3.3 | 2.7 | 1.7 |
| 0.15 | 4.4 | 4.7 | 9.9 | 2.7 | 2.1 | 1.3 |
| 0.20 | 3.4 | 3.6 | 7.5 | 2.0 | 1.6 | 1.0 |
| 0.25 | 2.7 | 2.9 | 6.1 | 1.6 | 1.3 | 0.8 |
| 0.30 | 2.3 | 2.4 | 5.1 | 1.4 | 1.1 | 0.7 |
| 0.35 | 2.0 | 2.1 | 4.5 | 1.2 | 1.0 | 0.6 |

In terms of the parameter $\nu$ this is

$$
\begin{equation*}
\bar{G}=(2 \pi)^{-\frac{1}{2}}\left[\left(1+\nu^{2}\right)^{1} / \nu\right]\left(\mu_{0}^{\frac{1}{2}} / \rho\right) \mathrm{e}^{\rho^{\rho} / 2 \mu_{0}}, \tag{4.5}
\end{equation*}
$$

which is inversely proportional to $\nu$, when $\nu$ is small. The minimum group length is when $\rho / \mu_{0}^{\frac{1}{2}}=1$, so

$$
\begin{equation*}
\bar{G}_{\text {min }}=(\mathrm{e} / 2 \pi)^{\frac{1}{2}}\left(1+\nu^{2}\right)^{\frac{1}{\mathrm{~L}} / \nu}=0.6577\left(1+\nu^{2}\right)^{\frac{1}{2}} / \nu . \tag{4.6}
\end{equation*}
$$

The values of $G_{\text {min }}$ for some representative values of $\nu$ are shown in the second column of table 1. In the third column are shown the corresponding values of $\bar{G}$ when the critical value of $\rho$ is taken as the mean wave amplitude $\rho=\left(\frac{1}{2} \pi\right)^{\frac{1}{4}} \mu_{0}^{\frac{1}{2}}$. In the fourth column are the values when $\rho=2 \mu_{0}^{\frac{1}{2}}$, which is close to the significant wave amplitude $\rho=2.003 \mu_{0}^{2}$. For these two columns, the numerical constant in (4.6) is replaced by 0.6981 and 1.4739 respectively.

## 5. Runs of high waves

Consider now a different quantity: the number of successive waves exceeding a specified level $\rho$. We denote this by $H(\rho)$.

To obtain an average value $H(\rho)$, Rice (1958) reasoned that from the known density (3.6) the proportion of time during which $\rho$ exceeded the given level would be

$$
\begin{equation*}
q(\rho)=\int_{\rho}^{\infty} p(\rho) \mathrm{d} \rho=\mathrm{e}^{-\rho^{2} / 2 \mu_{0}} . \tag{5.1}
\end{equation*}
$$

Hence the average length of a 'high run' would be

$$
\begin{equation*}
\bar{l}^{\prime}=q \bar{l}=q / N^{\prime} . \tag{5.2}
\end{equation*}
$$

By (3.6) and (3.9) this is

$$
\begin{equation*}
\hat{l}=\left(2 \pi / \mu_{2}\right)^{\frac{1}{2}} \mu_{0} / \rho \tag{5.3}
\end{equation*}
$$

To estimate the average number $\bar{H}$ of waves in a high run we multiply $\bar{l}$ by the mean up-crossing rate $N_{\text {max }}$ (see equation (3.5)) to give

$$
\begin{equation*}
\bar{H}=(2 \pi)^{-1}\left(m_{2} / \mu_{2}\right)^{\frac{1}{1}} \mu_{0}^{\mathrm{j}} / \rho, \tag{5.4}
\end{equation*}
$$

or in terms of $\nu$

$$
\begin{equation*}
\left.\bar{H}=(2 \pi)^{-\frac{1}{2}}\left[\left(1+\nu^{2}\right)\right)^{\frac{1}{2}} / \nu\right] \mu_{0}^{\frac{1}{b}} / \rho . \tag{5.5}
\end{equation*}
$$
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This varies very simply like $\rho^{-1}$. If we take the reference level as $\rho=\mu_{0}^{\mathrm{t}}$, then

$$
\begin{equation*}
\bar{H}=0.3989\left(1+\nu^{2}\right)^{\frac{1}{2}} / \nu . \tag{5.6}
\end{equation*}
$$

On the other hand, at the mean level $\rho / \mu_{0}^{\ddagger}=\left(\frac{1}{2} \pi\right)^{4}$ or the significant wave amplitude $\rho / \mu_{0}^{b} \approx 2$ the numerical constant in (5.6) is replaced by 0.3183 or 0.1995 respectively.

Representative values for $\bar{A}$ are given in table 1. It will be observed that since

$$
\begin{equation*}
\bar{H} / \bar{G}<q<1, \tag{5.7}
\end{equation*}
$$

$\bar{H}$ is always less than $\bar{G}$.

## 6. Parametersfor ocean waves

For ocean swell, values of $\nu$ equal to 0.15 or less may be typical, as we shall see below. A spectrum of pure swell is band-limited, so that as a very simple model it is fair to assume

$$
E(\sigma)=\left\{\begin{array}{cc}
\alpha, & |\sigma-\bar{\sigma}|<\delta \bar{\sigma},  \tag{16.1}\\
0, & |\sigma-\bar{\sigma}|>\delta \bar{\sigma},
\end{array}\right\}
$$

where $\delta \leqslant 0.5$ say. For such a spectrum we have

$$
\begin{equation*}
\nu=\delta / \sqrt{ } 3 \leqslant 0.289 \text {. } \tag{6.2}
\end{equation*}
$$

A convenient expression for an ocean swell spectrum having a smooth cut-off is

$$
\begin{equation*}
E(\sigma)=\alpha \sigma^{-4} \mathrm{e}^{-\frac{1}{2} n\left[\beta \sigma+(\beta \sigma)^{-1} 1\right.}, \tag{6.3}
\end{equation*}
$$

where $\alpha, \beta$ and $n$ are constants. For such a spectrum it may be shown (see the Appendix) that

$$
\left.\begin{array}{rl}
m_{0} & =2 \alpha(\pi / \beta)^{\frac{1}{\mathrm{t}}} / n \mathrm{e}^{n},  \tag{6.4}\\
\vec{\sigma} & =(1+1 / n) / \beta, \\
\nu & =(n+2)^{\frac{1}{t} /(n+1) .}
\end{array}\right\}
$$

When $n$ is large we have $\nu \sim n^{-\frac{1}{2}}$. Hence useful values of $n$ will tie in the range 50 to 500 . We note that the spectrum (5.3) has a half-width $\beta \delta$ given approximately by

$$
\begin{equation*}
\beta \sigma+(\beta \sigma)^{-1}=2 \ln 2 \tag{6.5}
\end{equation*}
$$

hence
corresponding to
as compared with

$$
\begin{align*}
\delta & \sim(\ln 4)^{\frac{1}{t}} / n+O\left(n^{-1}\right)  \tag{6.6}\\
\nu & \sim n^{\mathrm{t}} \sim 0.849  \tag{6.7}\\
&
\end{align*}
$$

$$
\begin{equation*}
\nu=\delta / \sqrt{ } 3=0.577 \delta \tag{6.8}
\end{equation*}
$$

for the simple band-pass spectrum. The mule (6.7) should be fairly easy to apply in practice.
On the other hand for wind-waves, a typical form is the Pierson-Moskowitz spectrum

$$
\begin{equation*}
E(\sigma)=\alpha \sigma^{-5} \mathrm{e}^{-(\beta / \sigma)^{\gamma}} \tag{6.9}
\end{equation*}
$$

where $\alpha, \beta$ and $\gamma$ are constants depending on the wave field. It is easily shown that the rth moment $m_{r}$ is given by

$$
\begin{equation*}
m_{r}=\left(\alpha \beta^{r-4} / \gamma\right) \Gamma((4-r) / \gamma), \tag{6.10}
\end{equation*}
$$

where $\Gamma(z)$ is the usual gamma function: $\Gamma(n)=(n-1)$ ! Hence we have

$$
\begin{equation*}
\bar{\sigma}=\beta \Gamma(3 / \gamma) / \Gamma(4 / \gamma) \tag{6.11}
\end{equation*}
$$

independently of $\alpha$, and

$$
\begin{equation*}
\nu^{2}=\frac{\Gamma(2 / \gamma) \Gamma(4 / \gamma)}{[\Gamma(3 / \gamma)]^{2}}-1, \tag{6.12}
\end{equation*}
$$

independently of both $\alpha$ and $\beta$. Some values of $m_{0}, \bar{\sigma}$ and $\nu$ are given in table 2. It can be seen that as $\gamma$ decreases from $\infty$ to 1 , so $\nu$ ranges from $8^{-\frac{1}{2}}=0.3536$ to $2^{-\frac{1}{2}}=0.7071$. The value $\gamma=\infty$ corresponds to the Phillips spectrum

$$
E(\sigma)=\left\{\begin{array}{cc}
0, & \sigma / \beta<1,  \tag{6.13}\\
\alpha \sigma^{-5}, & \sigma / \beta>1 .
\end{array}\right.
$$

A common value of $\gamma$ is 4 , when $\nu=0.4247$.
Table 2. Parameters for the Pierson-Moskowitz spectrum (6.9)

| $r$ | $m_{0}^{\prime} \beta^{4} / \alpha$ | $\bar{\sigma}^{\prime} / \beta$ | $\nu$ | $\nu^{\prime}$ |
| ---: | ---: | ---: | ---: | ---: |
| $\infty$ | 0.2500 | 1.3333 | 0.3538 | 0.1132 |
| 10 | .2218 | 13487 | .3713 | .1314 |
| 8 | .2216 | 1.3374 | .3790 | .1405 |
| 6 | .2257 | 1.3089 | .3933 | .1570 |
| 5 | .2328 | 1.2791 | .4056 | .1711 |
| 4 | 2500 | 1.2254 | .4247 | .1804 |
| 3 | .2977 | 1.1198 | .4574 | .1939 |
| 2 | .5000 | 0.8862 | .5227 | .2151 |
| 1 | 6.0000 | 0.3333 | .7071 | .2483 |

However, we shall see later (§8) that for broad spectra, such as the Pierson-Moskowitz spectrum, it is implicit in the definition of a wave group that we use a filtered version of the spectrum, the T.P.M. or 'Truncated Pierson-Moskowitz' spectrum. This in general reduces the value of $\nu$ to a value $\nu^{\prime}$ depending on the cut-off frequencies. Some values of $\nu^{\prime}$ are given in the last column of table 2.

## 7. Calculation of the wave envelope

Records of sea waves are commonly in digital form, the surface elevation $\zeta(t)$ being specified at discrete but uniformly spaced times $t_{1}, t_{2}, \ldots t_{M}$ say. To calculate the wave envelope function

$$
\begin{equation*}
\rho=\left(\zeta^{2}+\eta^{2}\right) \tag{7.1}
\end{equation*}
$$

of $\S 2$, we need both the surface elevation $\zeta(t)$ iself and its Hilbert transform $\eta(t)$. For very long records it may be convenient to use a discrete form of the formula

$$
\begin{equation*}
\eta(t)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\xi(s)}{t-\frac{s}{s}} \mathrm{~d} s, \tag{7.2}
\end{equation*}
$$

where $f$ denotes the principal value of the integral. For example, if $\zeta=\cos \sigma t$ then $\eta=\sin \sigma t$. However, for short or moderately long records, say $M \leqslant 10^{4}$, a method based on Fourier analysis is practical and more feasible.

Let $\zeta_{m}$ denote $\zeta\left(t_{m}\right)$, and set

$$
\left.\begin{array}{l}
a_{n}=\frac{1}{M} \sum_{m=1}^{M} \zeta_{m} \cos m \sigma_{n},  \tag{7.3}\\
b_{n}=\frac{1}{M} \sum_{m=1}^{M} \zeta_{m} \sin m \sigma_{n},
\end{array}\right\}
$$

where

$$
\begin{equation*}
\sigma_{n}=2 n \pi / M \tag{7.4}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
a_{M}=\frac{1}{M} \sum_{m} \zeta_{m}, \quad b_{M}=0 . \tag{7.5}
\end{equation*}
$$

It is easy to show that

$$
\begin{equation*}
\zeta_{m}=\sum_{n=1}^{M}\left(a_{n} \cos m \sigma_{n}+b_{n} \sin m \sigma_{n}\right) . \tag{7.6}
\end{equation*}
$$

However, we shall dispense with the upper frequencies ( $n>\frac{1}{2} M$ ) by using instead the identity

$$
\begin{equation*}
\zeta_{m}=2 \sum_{n=1}^{i M}\left(a_{n} \cos m \sigma_{n}+b_{n} \sin m \sigma_{n}\right)-(-1)^{M} a_{i} M+a_{M} \tag{7.7}
\end{equation*}
$$

( $M$ is assumed even). We may then take

$$
\begin{equation*}
\eta_{m}=2 \sum_{n=1}^{\mid M}\left(a_{n} \sin m \sigma_{n}-b_{n} \cos m \sigma_{n}\right) . \tag{7.8}
\end{equation*}
$$

In practice, the low-frequency component of the record is of no interest generally when considering crest-to-trough wave heights; for example, a non-zero mean value $\alpha_{M}$ is irrelevant. Hence in any examination of the properties of wave heights, or of the wave envelope, it is appropriate to work with a filtered version of the record and its transform:

$$
\left.\begin{array}{r}
\zeta_{m}^{\prime}=2 \sum_{n^{\prime}}^{n^{*}}\left(a_{n} \cos m \sigma_{n}+b_{n} \sin m \sigma_{n}\right),  \tag{7.9}\\
\eta_{m}^{\prime}=2 \sum_{n^{\prime}}^{n_{n}^{0}}\left(a_{n} \sin m \sigma_{n}-b_{n} \cos m \sigma_{n}\right),
\end{array}\right\}
$$

where $n^{\prime}$ and $n^{\prime \prime}$ are suitably chosen numbers such that $1 \leqslant n^{\prime}<n^{\prime \prime}<\frac{1}{2} M$. A reduction in the upper limit may be desirable to avoid the aliassing of energy from frequencies higher than the Nyquist frequency $\sigma_{\frac{1}{2}}$.

We may then calculate the envelope function $\rho^{\prime}(t)$ for the filtered record $\zeta^{\prime}(t)$ from

$$
\begin{equation*}
\rho^{\prime}= \pm\left(\zeta^{\prime 2}+\eta^{\prime 2}\right)^{\mathbf{t}} . \tag{7.10}
\end{equation*}
$$

## 8. Examples

Figure $1 a$ shows a typical section of a record of surface elevation taken in the southern North Sea by a ship-borne wave recorder. The record is digitized at time intervals of $1 \mathbf{s}$.

The spectrum of a stretch of the record lasting $19 \frac{1}{2} \min (M=1170)$ is shown in figure 2. Each ordinate represents $\sum_{\frac{1}{2} C_{n}^{2}}^{2}$ summed over 10 successive harmonics. The vertical scale has been normalized so that ${ }^{n}$
and

$$
\begin{gather*}
\bar{\zeta}=a_{M}=0  \tag{8.1}\\
\bar{S}=\sum_{n=1}^{M} \frac{1}{2} c_{n}^{2}=1, \tag{8.2}
\end{gather*}
$$

where $c_{n}^{2}=a_{n}^{2}+b_{n}^{2}$. It can be seen that, apart from the slight rise in energy at very low frequencies (which may be partly due to the method of measurement) there is a single dominant
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Fioure 2. Frequency spectrum of the complete record shown partly in figure 1 a.
peak in the spectrum at about $n=n_{\mathrm{p}}=165$ (corresponding to a frequency $n / M=0.141 \mathrm{~Hz}$ ). On the high-frequency side, the energy falls away rapidly. For reasons mentioned in § 1 , the energy at $n>2 n_{p}$ is irrelevant to a study of dominant-wave grouping, if we neglect nonlinear effects.

Suppose we take the lower and upper cut-off frequencies at $n^{\prime}=0.5 n_{\mathrm{p}}$ and $n=1.5 n_{\mathrm{p}}$, for example. Figure $1 b$ shows the resulting filtered record $\zeta^{\prime}$. Corresponding crests and troughs of the dominant waves between figures $1 a$ and $b$ can easily be identified. The envelope function $\pm \rho^{\prime}$ is shown by itself in figure $1 c$, and it will be noticed at once that there are a surprising number of points where $\rho^{\prime}$ seems to approach zero, so that the positive and negative branches cross over. The function $\zeta^{\prime}(t)$ and its envelope are shown superimposed in figure $1 d$.

Figure $3 a$ shows the total number of up-crossings of a given level $\rho$ by the envelope function throughout the record (with the same choice of $n^{\prime}, n^{n}$ ). The solid curve represents equation (3.9). The fit appears reasonable; statistical fluctuations might be expected to produce differences of order ( $T N$ ). It will be noticed that the maximum theoretical value $T N=43$ is quite close to the value $T N=45$ which is obtained if one constructs a visual envelope of the original record $\zeta$ by drawing straight lines between successive crests.

Figure $1 \varepsilon$ shows the effect of taking different cut-off frequencies, so that now $n=0.25 n_{p}$ and $n^{n}=1.75 n_{\mathrm{p}}$. The envelope has many more fuctuations (maxima and minima) which seem to beirrelevant to the fluctuations in the height of the dominant waves. The corresponding number of level-crossings $T N$ is shown in figure 36 . Again, the empirical points agree reasonably with the theoretical curve, but the maximum value of $T N$ is now 56 , or somewhat greater than the visual value.

Table 3 summarizes the results for various values of $n^{\prime} / n_{p}$ and $n^{n} / n_{p}$. It will be seen that a change in $n^{\prime} / n_{\mathrm{p}}$ from 0.5 to 0.25 has relatively little effect, but as $n^{*} / n_{\mathrm{p}}$ is varied from 1.5 to 2.5, so $T N$ departs more and more from the visual value.

Figure 4 shows the average number $\boldsymbol{G}$ of waves in a group, corresponding to figure $\mathbf{3 a}$, that


Fiaure 3. Number of level crossings of the wave envelope in the complete length of record shown pardy in figure 1, as a function of the critical level (a) when $n^{\prime} / n_{\mathrm{D}}=0.5, n^{*} / n_{\mathrm{p}}=1.5$; $(b)$ when $n^{\prime \prime} / n_{\mathrm{p}}=0.25, n^{*} / n_{\mathrm{p}}=1.75$.



Figure 4. Plot of the mean group length $\bar{G}$ corresponding to figure $1 d_{1}$ as a function of the critical level. The theorerical curve represents (4.5).
Figure 5. Plot of the mean length of high runs $\bar{H}$ comesponding to the record of figure $1 d$. The line represents (6.5).
Table 3. Summary of the effect of varying the cut-off frequencies $n^{\prime}$ and $n^{\prime \prime}$ on the analysis of the record in mgitre 1

|  |  |  |  |  |  | $\rho$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n^{\prime} / n_{p}$ | $n^{\prime \prime} / n_{p}$ | $\nu$ | $m_{0}^{\text {d }}$ | thear. | obs. | theor. | obs. |
| 0.50 | 1.50 | 0.160 | 15.5 | 43.2 | 45 | 19.3 | 19 |
| 0.50 | 1.75 | . 172 | 15.8 | 48.9 | 52 | 21.8 | 24 |
| 0.25 | 1.75 | . 196 | 15.9 | 53.4 | 56 | 23.8 | 25 |
| 0.25 | 2.00 | . 213 | 16.1 | 58.8 | 59 | 26.2 | 25 |
| 0.25 | 2.25 | . 237 | 16.2 | 68.1 | 69 | 29.5 | 26 |
| 0.25 | 2.50 | . 250 | 16.2 | 70.5 | 72 | 31.5 | 30 |
|  |  |  |  |  | 45 |  | 185 |
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Figure 7. Frequency spectrum of the complete record shown partly in figure 6 a.


Figure 8. Number of level crossings of the wave envelope in the complete length of record shown partly in figure 6, as a function of the critical level (a) when $n^{\prime} / n_{\mathrm{p}}=0.5, n^{*} / n_{\mathrm{D}}=1.5$; (b) when $n^{\prime} / n_{\mathrm{g}}=0.25, n^{*} / n_{\mathrm{p}}=1.75$.
is to say when $n^{\prime} / n_{\mathrm{D}}=0.5$ and $n^{\prime} / n_{\mathrm{p}}=1.5$. The full curve represents the theory, equation (4.5). Except for very low levels $\rho$ there is fair agreement. The minimum value $\bar{G}_{\text {min }}$ at $\rho / \mu_{0}^{\mathrm{t}}=\mathbf{1}$ is about 4.1, and at the significant wave amplitude ( $\rho / \mu_{0}^{\frac{1}{\mathrm{j}}}=2$ ) $\mathcal{G}$ is about 9.2 .

Figure 5 shows corresponding results for the mean number of waves $H$ in a high run, given by equation (6.5). Though the two curves for $G$ and $F$ are quite different, the agreement between theory and observation is of course similar in figures 4 and 5.

As a second example, we show in figure $6 a$ a typical wave record taken from the Nordwijk tower in the North Sea during MARSEN. The instrument used was the 'wave follower' described by Hsaio \& Shemdin (1983). Figure 7 shows the spectral density function. This has a slightly longer high-frequency tail than the previous example, figure 2. However, if we take the cutoffs $n^{\prime} / n_{\mathrm{D}}=0.5$ and $n^{\prime \prime} / n_{\mathrm{D}}=1.5$ we obtain the reasonably smooth envelope function
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shown in figure $6 c$. The wider cut-offs $n^{\prime} / n_{\mathrm{p}}=0.25, n^{\prime \prime} / n_{\mathrm{p}}=1.75$ give the record in figure $6 d$, in which the envelope has a greater number of 'wiggles'. The corresponding numbers of level-crossings are shown in figures $8 a$ and $b$. Again, there is fair agreement, but the scale value $T N_{\max }$ (at $\rho / \mu_{0}^{\mathrm{j}}=1$ ) agrees better with the visually determined value ( $T N=35$ ) when the cut-off limits are narrower ( $n^{\prime} / n_{\mathrm{p}}=0.5, n^{*} / n_{\mathrm{p}}=1.5$ ). Graphs of $\bar{G}$ and $\bar{H}$ are shown in figures 9 and 10.


Figure 9. Plot of the mean group-length $C$ corresponding to figure $6 c$ as a funcrion of the critical leved. The theoretical curve represents (4.5).
Figure 10. Plot of the mean length of high runs $\bar{H}$ correspondiag to figure $6 \boldsymbol{c}$. The line represents (5.5).

From these examples we may conclude that typical wind-wave spectra are effectively filtered by a 'group analysis', and that the cut-off frequencies $n^{\prime}=0.5 n_{\mathrm{p}}, n^{\prime \prime}=1.5 n_{\mathrm{p}}$ are appropriate. As seen from table 3, this filtering of the record reduces slightly the total energy $m_{0}$ in the record. For a satisfactory analysis we may specify that $m_{0}$ shall not be changed significantly by the filtering. Such a limitation appears to be inherent in the idea of a wave-group analysis. For, any energy outside the dominant wave band is irrelevant to the quantities of interest. Thus, any speccrum that is not of the unimodal rype, say one that has energy distributed in two or more widely separated frequency bands, is essentially unsuitable for simple group analysis. More complicated definitions may of course be sought.

## 9. The distribution of group lengths

The length $l$ of a group was defined in $\S 4$ as the interval between two successive up-crossings of $p(t)$. The statistical distribution of $l$, apart from its mean $\bar{l}$, is difficult to determine in general (see Rice 1958 ). However, for narrow spectra an approximation may be derived from the notion that since the spectrum of $\rho$ is predominantly low-pass, we expect successive up-crossings to be uncorrelated, at least when $l$ is sufficiently large. Hence the distribution of $l$ will be
asymptotically the same as in a 'shot-effect', where the time-axis is peppered randomly with points at a mean rate

$$
\begin{equation*}
\lambda=1 / l \tag{9.1}
\end{equation*}
$$

per unit time. The density $\rho(l)$ for this process is known to be simply

$$
\begin{equation*}
p(l)=\lambda \mathrm{e}^{-\lambda l} \tag{9.2}
\end{equation*}
$$

that is a negative exponential (see Rice 1954, section 3.4). Rice gives a proof involving an infinite series of terms. A more direct proof is as follows. Divide a given interval $(t, t+l)$ into a large number $m$ of equal parts. The probability that $p$ has no level crossing in any of these sub-intervals is $(1-\lambda l / m)^{m}$, and in the limit as $m \rightarrow \infty$ this tends to

$$
\begin{equation*}
P(l)=\mathrm{e}^{-\lambda l} . \tag{9.3}
\end{equation*}
$$

The density (9.2) then follows on applying the general formula

$$
\begin{equation*}
p(l)=(1 / \lambda) \mathrm{d}^{2} P / \mathrm{d} l^{2}, \tag{9.4}
\end{equation*}
$$

where $\lambda$ is the mean number of up-crossings per unit time (see Longuet-Higgins 1958, secrion 2).

Incidentally it may be noted that for the low-pass spectrum $E(\sigma)=\left(1+\sigma^{2}\right)^{-2}$, the distribution of zero-crossing intervals of $\zeta$ is almost (but not quite) negative exponential; see Favreau et al. (1956); Longuet-Higgins (1962).

Assuming (9.2) to be valid, we have simply

$$
\begin{equation*}
p(l)=\bar{l} \mathrm{e}^{-l / l} \tag{9.5}
\end{equation*}
$$

and so for the number of waves $G$ in a complete group

$$
\begin{equation*}
p(G)=G \mathrm{e}^{-G / \sigma} \tag{9.6}
\end{equation*}
$$

where $\bar{G}$ is given by (4.8). Some comparisons with observation will be given below.
The question arises as to what meaning we should attach to a fractional number of waves in a group. This can occur because the wave envelope $\rho$ may exceed the reference level for only a short interval of time. In any given case a wave crest may or may not be present during the interval. However, the fractional number of waves is still a measure of the probability of a wave crest exceeding the given level in that interval. As a matter of fact, owing to the dispersive properties of gravity waves, the phase velocity is greater than the group velocity. Hence any particular wave tends to advance through the group, and any section of the envelope contains a wave crest at least some of the time.
To estimate the statistical density $p(H)$ of high runs, we may assume as an approximation that each high run $H$ is, on the whole, in proportion to the corresponding group length $G$, so $H=q G$, where $q$ is given by ( 5.1 ). It follows that the distribution of $H$, like that of $G$, is also a negative exponenuial:

$$
\begin{equation*}
p(H) \div \bar{H} \mathrm{e}^{-H / H} . \tag{9.7}
\end{equation*}
$$

Does this fit existing observations? Most data are given for integer values of the group length $G$ or run length $H$. We may reasonably assume that the probability $H_{1}$ of $H$ for an integer value $j>0$ is related to the continuous probability density $p(H)$ by

$$
\begin{equation*}
H_{j} \propto \int_{y-1}^{1+1} p(H) \mathrm{d} H \tag{9.8}
\end{equation*}
$$
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that is to say, the probability density of a run of length $H$ contributes to the probability of the discrete run having the nearest integar value. The densities for runs $H$ less than $\frac{1}{2}$ contribute only to runs of zero length, that is they are ignored.

If $p(H)$ is a negative exponential, then the assumption (9.8) has two simple consequences: (1) the probability $H_{1}$ is also negative exponential, that is

$$
\begin{equation*}
H_{j} \propto \mathrm{e}^{-\mathrm{j} / \boldsymbol{H}_{1}} \tag{9.9}
\end{equation*}
$$

and (2) because of the effective truncation of the distribution at $H=\frac{2}{2}$, the mean value $H_{1}$ is increased by approximately the same amount, i.e.

$$
\begin{equation*}
\bar{H}_{j} \div \bar{H}+0.5 \tag{9.10}
\end{equation*}
$$

Sufficiently long wave records are quite rare, but the numerically simulated data of Kimura (1980), reproduced in part in figures 17 and 18 below, show conclusively that the distribution of $H_{j}$ is indeed negative exponential, over practically the whole range of $j$. Figures 19 and 20 show that the distribution of $G_{j}$ is almost exponential, particularly when $j$ is large, as expected, but for small values of $j$ there are systematic differences.

For $H_{j}$ it is therefore worth testing the second conclusion (9.8) just mentioned. The 'target spectra' used by Kimura (1980) and shown in his figure 8 appear to be of the form

$$
\begin{equation*}
S(f)=f^{-n} \mathrm{e}^{(n / \gamma)\left(1-f^{-\eta}\right)} \quad(f=\sigma / 2 \pi) \tag{9.11}
\end{equation*}
$$

where $\gamma=4$ and $n$ runs from 4 to 8 in Kimura's cases 1 to 5 , respectively. It will be seen that the analytic form (9.11) has a peak at $f=f_{\mathrm{p}}=1$, where $S=S_{\text {max }}=1$, as required.

Table 4. Comparison of theoretical and observed values of the mean probability $\overline{\boldsymbol{H}_{i}}$ of high runs, in the data of Kimura (ig8o)

| case | $n$ | $\nu^{\prime}$ | $\rho=\rho_{\text {mean }}$ |  |  | $\rho=\rho]$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\boldsymbol{H}$ | H, | data | H | $H_{7}$ | data |
| 1 | 4 | 0.1879 | 1.72 | 2.22 | 2.20 | 1.08 | 1.58 | 1.28 |
| 2 | 5 | . 1805 | 1.82 | 2.32 | 2.29 | 1.12 | 1.62 | 1.29 |
| 3 | $\theta$ | 1742 | 1.85 | 2.35 | 2.34 | 1.16 | 1.66 | 1.29 |
| 4 | 7 | . 1688 | 1.92 | 2.42 | 2.42 | 1.20 | 1.70 | 1.37 |
| 6 | 8 | . 1635 | 1.96 | 2.46 | 2.45 | 1.23 | 1.73 | 1. 53 |

With cut-off frequencies at $f=0.5$ and 1.5 , we calculate the values of $\nu, F$ and $\bar{F}_{j}$ seen in table 4, both for $\rho=\rho_{\text {mean }}\left(\rho / \mu_{0}^{\frac{t}{t}}=\sqrt{ }(2 / \pi)\right)$ and for $\rho=\rho_{1}\left(\rho / \mu_{0}^{\frac{t}{2}}=2\right)$. Comparison with the data, taken from table 1 of Kimura (1980) shows good agreement when $\rho=\rho_{\text {mean }}$, though less so when $\rho=\rho_{\frac{1}{2}}$.

In the following three sections ( $\$ \$_{\$ 10-12 \text { ) we shall outline a different approach for finding }}$ the distributions of $H_{j}$ and $G_{j}$, based partly on the work of Kimura (1980), but with some significant modifications.

## 10. Correlationetween successive wave heights

Consider the joint density of $\rho_{1}=\rho\left(t_{1}\right)$ and $\rho_{2}=\rho\left(t_{2}\right)$ at two points separated by a constant time interval $\tau=\ell_{2}-\ell_{1}$. This is known exactly from the work of Uhlenbeck (1943) and Rice (1944, 1958). The general result may be written

$$
\begin{equation*}
p\left(\rho_{1}, \rho_{2}\right)=\frac{\rho_{1} \rho_{2}}{\mu_{0}^{2}\left(1-\kappa^{2}\right)} \mathrm{e}^{-(6 i+\rho) / / 2 \mu_{0}\left(1-\kappa^{2}\right)} I_{0}\left(\frac{\kappa}{1-\kappa^{2}} \frac{\rho_{1} \rho_{2}}{\mu_{0}}\right), \tag{10.1}
\end{equation*}
$$

where

$$
\begin{gather*}
X=\int_{0}^{\infty} E(\sigma) \cos (\sigma-\vec{\sigma}) \tau \mathrm{d} \sigma, \\
Y=\int_{0}^{\infty} E(\sigma) \sin (\sigma-\bar{\sigma}) \tau \mathrm{d} \sigma,  \tag{10.2}\\
\kappa=\left(X^{2}+Y^{2}\right)^{\frac{1}{2}} / \mu_{0}, \tag{10.3}
\end{gather*}
$$

and $I_{0}$ denotes the modified Bessel function of order zero:

$$
\begin{equation*}
I_{0}(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{z} \cos \theta \mathrm{~d} \theta \tag{10.4}
\end{equation*}
$$

When $\kappa=0$ then $p\left(\rho_{1}, \rho_{2}\right)$ reduces to the product of two Rayleigh distributions: $p\left(\rho_{1}\right) p\left(\rho_{2}\right)$.
We shall assume that when the separation $\tau$ equals $2 \pi / \bar{\sigma}$, then $\rho_{1}$ and $\rho_{2}$ approximate the amplitudes of two successive waves.

The correlation coefficient $\gamma$, defined as $M_{11} /\left(M_{20} M_{02}\right)^{\prime}$ where

$$
\begin{equation*}
M_{p q}=\int_{0}^{\infty} \int_{0}^{\infty}\left(\rho_{1}-\bar{\rho}\right)^{p}\left(\rho_{2}-\bar{\rho}\right)^{q} p\left(\rho_{1}, \rho_{z}\right) \mathrm{d} \rho_{1} \mathrm{~d} \rho_{z} \tag{10.5}
\end{equation*}
$$

has been evaluated by Uhlenbeck (1943); see also Middleton (1960), as

$$
\begin{equation*}
\gamma=\left[E-\frac{1}{2}\left(1-\kappa^{2}\right) K-\frac{1}{4} \pi\right] /\left(1-\frac{1}{4} \pi\right), \tag{10.6}
\end{equation*}
$$

where $E$ and $K$ are complete elliptic integrals:
and

$$
\begin{align*}
& E(\kappa)=\int_{0}^{\mathrm{l} \pi}\left(1-\kappa^{2} \sin ^{2} \theta\right)^{\frac{1}{2} \mathrm{~d} \theta}  \tag{10.7}\\
& K(\kappa)=\int_{0}^{\mathrm{j} \pi}\left(1-\kappa^{2} \sin ^{2} \theta\right)^{-\frac{1}{2}} \mathrm{~d} \theta \tag{10.8}
\end{align*}
$$

$\gamma$ is shown as a function of $\kappa^{2}$ in figure 11 (cf. Kimura 1980, figure 1, where $\gamma$ is shown as a function of $\kappa$ ).

For values of $\kappa$ very close to 1 it may be shown that

$$
\begin{equation*}
\gamma \sim 1-\left(1-\kappa^{2}\right) /(4-\pi) \tag{10.9}
\end{equation*}
$$

and this is represented by the tangent at $\kappa=1$ to the curve in figure 11. However, it can be seen immediately that for values of $\kappa^{2}$ less than 0.6 a closer approximation to $\gamma$ is given by the simple expression

$$
\begin{equation*}
\gamma \div \kappa^{8} \tag{10.10}
\end{equation*}
$$
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Figure if. The cortelation coefficient $y$ beiween $\rho_{1}$ and $\rho_{1}$ shown as a function of the parameter $\kappa^{2}$.
represented by the straight diagonal in figure 11 . This holds good to within a small percentage over the whole range of $\kappa$.

Consider the interpretation of these results for a narrow spectrum. From (2.10) and (2.7) we have

$$
\begin{equation*}
\mu_{0}^{2}=\int_{0}^{\infty} \int_{0}^{\infty} E(\sigma) E\left(\sigma^{\prime}\right) \mathrm{d} \sigma \mathrm{~d} \sigma^{\prime} \tag{10.11}
\end{equation*}
$$

and similarly from (10.2)

$$
\begin{equation*}
X^{2}+Y^{2}=\int_{0}^{\infty} \int_{0}^{\infty} E(\sigma) E\left(\sigma^{\prime}\right) \cos \left(\sigma-\sigma^{\prime}\right) \tau \mathrm{d} \sigma \mathrm{~d} \sigma^{\prime} \tag{10.12}
\end{equation*}
$$

So by (10.3)

$$
\begin{equation*}
\mu_{0}^{2}\left(1-\kappa^{2}\right)=2 \int_{0}^{\infty} \int_{0}^{\infty} E(\sigma) E\left(\sigma^{\prime}\right) \sin ^{2} \frac{1}{2}\left(\sigma-\sigma^{\prime}\right) \tau \mathrm{d} \sigma \mathrm{~d} \sigma^{\prime} \tag{10.13}
\end{equation*}
$$

For a narrow spectrum let us formally replace the trigonometric term in (10.12) by the first term in its power series, that is set

$$
\begin{align*}
\sin ^{2} \frac{1}{2}\left(\sigma-\sigma^{\prime}\right) \tau & \rightleftharpoons \frac{1}{4}\left(\sigma-\sigma^{\prime}\right)^{2} \tau^{2}  \tag{10.14}\\
& =\frac{1}{4}\left[(\sigma-\bar{\sigma})^{2}-\left(\sigma^{\prime}-\bar{\sigma}\right)^{2}\right] \tau^{2} \tag{10.15}
\end{align*}
$$

Then we obtain

$$
\begin{equation*}
\mu_{0}^{8}\left(1-\kappa^{2}\right) \div \frac{1}{2}\left(\mu_{2} \mu_{0}-2 \mu_{1}^{2}+\mu_{0} \mu_{2}\right)=\mu_{0} \mu_{2} \tau^{2}, \tag{10.16}
\end{equation*}
$$

since $\mu_{3}=0$. Hence writing

$$
\begin{equation*}
\tau=2 \pi / \bar{\sigma} \tag{10.17}
\end{equation*}
$$

we see from (10.13) that, to lowest order,

$$
\begin{equation*}
1-\kappa^{2}=\left(\mu_{8} / \mu_{0}\right) \tau^{2}=4 \pi^{2} \nu^{2} . \tag{10.18}
\end{equation*}
$$

So from (10.9)

$$
\begin{equation*}
\gamma \doteqdot 1-45.99 \nu^{2}, \tag{10.19}
\end{equation*}
$$

Because of the coefficient $4 \pi^{2}$ in (10.19) this formula for $\gamma$ can be expected to be adequate only when $\nu<0.1$, say. A similar limitation on the value of $\nu$ arises from the representation of the sinusoidal term in (10.13) by a single term $\frac{1}{4}\left(\sigma-\sigma^{\prime}\right)^{2} r^{2}$. This can be valid at best only so long as $\left|\sigma-\sigma^{\prime}\right| \tau<\frac{1}{2} \pi$. But for substitution in the double integral (10.15), we should require $\left|\sigma-\sigma^{\prime}\right|$ to be at least as great as twice the spectral width $\left(\mu_{z} / \mu_{\mathrm{a}}\right)^{\frac{1}{2}}$. Hence

$$
\begin{equation*}
2\left(\mu_{2} / \mu_{0}\right) \left\lvert\, \tau<\frac{1}{2} \pi\right., \tag{10.20}
\end{equation*}
$$

which with $\tau$ given by (10.19) is equivalent to

$$
\begin{equation*}
\left(\mu_{2} / \mu_{0}\right) \ll{ }_{8}^{1} \bar{\sigma}, \tag{10.21}
\end{equation*}
$$

that is

$$
\begin{equation*}
\nu<0.125 . \tag{10.22}
\end{equation*}
$$

If we wished to calculate the correlation $\gamma_{2}$ between alternate wave heights, we would have to substitute $\tau=4 \pi / \bar{\sigma}$ in (10.16), thus doubling $\tau$ and restricting the range of validity of the linear theory to $\nu<0.025$, at most. None the less the linearized theory does suggest qualitatively the very drastic reduction in $\gamma$ to be expected as $\nu$ and $\tau$ are increased beyond the limits estimated above.

For larger values of $\nu$ or $\tau$ we may use the accurate expressions for $\kappa^{2}$ provided by (10.2) and (10.3), together with the relation between $\gamma$ and $\kappa$ indicated by the solid curve in figure 11, or its approximation, equation (10.10). Alternatively, $\kappa^{2}$ may be determined directly from observation since it is equal to coefficient of correlation between $\rho_{1}^{2}$ and $\rho_{2}^{2}$.

## 11. The correlation coefficient: examples

To illustrate the dependence of $\kappa$ on $\nu$ for typical spectra, consider the band-pass spectrum (6.1), for which $\nu=3^{-\frac{1}{2} \delta}$. From (10.1) we have immediately

$$
\begin{gather*}
X=m_{0}(\sin \delta \bar{\sigma} \tau) / \delta \bar{\sigma}, \quad Y=0 .  \tag{11.1}\\
\kappa^{2}=[(\sin \delta \bar{\sigma} \tau) / \delta \bar{\sigma} \tau]^{2} . \tag{11.2}
\end{gather*}
$$

Hence

To find $\gamma=\gamma_{,}$write $\tau=2 \pi / \bar{\sigma}$, so

$$
\begin{equation*}
\kappa^{2}=[(\sin 2 \pi \delta) / 2 \pi \delta]^{2} . \tag{11.3}
\end{equation*}
$$

As $\delta \rightarrow 0$ we have $\kappa^{2}=1-\frac{4}{3} \pi^{2} \delta^{2}$, in agreement with ( 10.20 ). As $\delta$ increases from 0 , at first $\kappa^{2}$ decreases monotonically to 0 at $\delta=0.5(\nu=0.289)$. However, as $\delta$ increases further, $\kappa^{2}$ rises again to a maximum value 0.047 before falling finally to zero at $\delta=1(\nu=0.577)$.

In figure 12 we also show $\kappa_{m}$, the correlation coefficient corresponding to $\tau=2 m \pi / \mathcal{J}$. This shows that $\gamma_{2}<\gamma_{1}$ always, but as $m$ increases, it is not always true that $\gamma_{m+1}<\gamma_{m}$. Forinstance when $\nu=1.4, \gamma_{a}$ may exceed $\gamma_{2}$.

This non-monotonic behaviour may be associated with the sharp cut off in a band-pass spectrum. An example when the cut-off is smooth, but still decisive, is provided by the 'ocean-swell' spectrum (6.3). For this spectrum it may be shown that
where

$$
\begin{gather*}
\left.\kappa^{2}=\left(1+r^{2}\right)-\left\{\mathrm{e}^{-2 n\left(\left\{\xi\left\{\left(1+r^{2}\right) \mid+1\right\}\right.\right.}\right\}-1\right\}  \tag{11.4}\\
r=4 m \pi /(n+1) . \tag{11.5}
\end{gather*}
$$



Figure 12. $\kappa^{2}$ as a function of $\nu$ for the band-pass spectrum ( 6.1 ). The broken curve represents the asymptote (10.18) when $m=1$.


Figure 13. $x^{2}$ as a function of $v$ for the 'ocean swell spectrum' (6.3). The broken curve represents the asymptote (10.18) when $m=1$.


The expression (11.4) is plotted against $\nu$ in figure 13. Each curve is now monotonic in both $\nu$ and $m$, over the ranges shown, and when $\nu>0.15, \gamma_{2}, \gamma_{3}$ and $\gamma_{4}$ are all very small.

When $\nu=0.082$, for example, the sequence of values of $\kappa^{2}$ for $m=1,2,3$ and 4 is $0.76,0.34$, 0.10 and 0.02 , giving $\gamma_{m}=0.74,0.32,0.10$ and 0.02 . This compares with Goda's ( 1983 ) values for swell of $\gamma_{m}=0.65,0.35,0.18$ and 0.07 .

For wind-waves, however, very different results are to be expected. Figure 14 shows $\kappa^{2}$ plotted against $\nu$ for the Pierson-Moskowitz spectrum, equation (6.9). In general, the integrals $X$ and $\boldsymbol{Y}$ of (10.2) were found by quadratures, through in two cases the numerical values could be checked against explicit expressions. For in the case $\gamma=\infty$ (the Phillips spectrum), integration of (10.2) by parts gives

$$
\begin{equation*}
X+\mathrm{i} Y=\frac{1}{24}\left[\left(6+2 \mathrm{i} \tau-\tau^{2}-\mathrm{i} \tau^{2}\right) \mathrm{e}^{\mathrm{i} v}+\tau^{4} \int_{.}^{\infty} \frac{\mathrm{e}^{\mathrm{i} u}}{u} \mathrm{~d} u\right], \tag{11.6}
\end{equation*}
$$

the last function being tabulated in Abramowitz \& Stegun (1965), table 5.3. Also when $\gamma=1$, we find from Erdelyi (1954) (1.4.21) and (2.4.31) that

$$
\begin{equation*}
X+\mathrm{i} Y=2 \alpha(\tau / \beta)^{2} K_{\mathbf{4}}(z), \tag{11.7}
\end{equation*}
$$

where $z=2\left(\mathrm{i} \beta_{7}\right)^{\prime}$ and $K_{4}$ denotes the modified Bessel function of order four (see Erdelyi 1953, ch. 8).

The behaviour of $\kappa^{2}$ shown in figure 14 differs from that in figure 13. For one thing, the value of $\nu$ for the Pierson-Moskowitz spectrum is never less than 0.3536 . Also the maximum value of $\kappa^{\mathbf{2}}$ is always less than 0.34 . It is clear that for this spectrum the narrow-band expression (10.18) never applies.
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However, for the truncated Pierson-Moskowitz spectrum, as shown on the left of figure 14, the situation is again different. The lower bound for $\nu^{\prime}$ is now reduced to 0.113 (see table 2) and $\kappa^{2}$ can be as great as 0.595 compared with the narrow-band approximation 0.500 . The sequence of values for $\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}$ is then $0.595,0.139,0.080$ and 0.052 . However, only a slight shift to the right, to say $\nu^{\prime}=0.16$ reduces $\gamma_{1}$ to about 0.33 , which is typical of wind-waves. Further, $\gamma_{2}, \gamma_{3}$ and $\gamma_{4}$ are each reduced to less than 0.01 , which can be considered insignificant.

## 12. Distribution of $G$ fand $H_{y}$ : Markovtheory

Kimura ( 1980 ) has given a rough but simple theory for the distribution of group lengths and of high runs, treating the sequence of wave-heights as a Markov chain, as first suggested by Sawnhey (r962). Kimura's theory can be presented in an even simpler way, without the use of matrices, as follows.


Figure 15. Diagram showing the basis for (a) the probability of a high run of $j$ waves (12.1) when $j=5$, and (b) the probability of a wave group of $j$ waves, (12.3) and (12.4) when $i=4, j=6$.

Choose a critical wave-height $h^{*}$ as in figure 15. Given that a certain wave-height $h_{1}$ exceeds $h^{*}$, let $p_{+}$denote the probability that the next wave-height $h_{2}$ also exceeds $h^{*}$. To determine the probability of a high run of length $j$ we know already that the firs wave-height exceeds $h^{*}$; the next ( $j-1$ ) wave-beights must then exceed $h^{*}$ and the one after must not exceed $h^{*}$ (see figure $15 a$ ). The probabilities being assumed independent, the combined probability is

$$
\begin{equation*}
p\left(H_{j}\right)=p_{+}^{S-1}\left(1-p_{+}\right) . \tag{12.1}
\end{equation*}
$$

The mean length of high runs is then given by

$$
\begin{equation*}
A=\sum_{1}^{\infty} j p\left(H_{j}\right)=1 /\left(1-p_{+}\right) . \tag{12.2}
\end{equation*}
$$

To find the distribution of total runs we may reason as follows. In a total run of length $j$ the first i waves, say, will be a high run of length $i$ and the remaining $(j-i)$ waves will be a low run of length $(j-i)$ (see figure 15 b ). The probability of such an event is clearly

$$
\begin{equation*}
p_{+}^{i_{1}^{-1}}\left(1-p_{+}\right) p_{-}^{j-i-1}\left(1-p_{-}\right) . \tag{12.3}
\end{equation*}
$$

where $p_{-}$denotes the probability that $h_{2}<h^{*}$ given that $h_{1}<h^{*}$. Summing the above expression from $i=1$ to $i=j-1$ we obtain

$$
\begin{equation*}
p\left(G_{j}\right)=\left(1-p_{+}\right)\left(1-p_{-}\right)\left(p_{+}^{j-1}-p_{-}^{j-1}\right) /\left(p_{+}-p_{-}\right) \tag{12.4}
\end{equation*}
$$

when $n \geqslant 2$. The mean length of a total run is then

$$
\begin{equation*}
\bar{G}=\sum_{2}^{\infty} j p\left(G_{1}\right)=1 /\left(1-p_{+}\right)+1 /\left(1-p_{-}\right) \tag{12.5}
\end{equation*}
$$

The only question then is to determine $p_{+}$and $p_{-}$for a given wave record.
Kimura (1980) proposed that $p\left(h_{1}, h_{2}\right)$ be approximated by a two-dimensional Rayleigh distribution of the form (10.1), which is reasonable if we assume that $h_{1}$ and $h_{2}$ can be approximated by $2 \rho_{1}$ and $2 \rho_{2}$ respectively (though Kimura does not make this assumption explicitly). Then the conditional probabilities $p_{+}$and $p_{-}$can be calculated directly from

$$
\begin{align*}
& \rho_{+}=\int_{\rho^{*}}^{\infty} \int_{\rho^{*}}^{\infty} p\left(\rho_{1}, \rho_{2}\right) \mathrm{d} \rho_{1} \mathrm{~d} \rho_{2} / \int_{0}^{\infty} \int_{\rho^{*}}^{\infty} p\left(\rho_{1}, \rho_{2}\right) \mathrm{d} \rho_{1} \mathrm{~d} \rho_{2}, \\
& \rho_{-}=\int_{0}^{\rho_{0}^{*}} \int_{0}^{\rho_{0}^{*}} p\left(\rho_{1}, \rho_{2}\right) \mathrm{d} \rho_{1} \mathrm{~d} \rho_{2} / \int_{0}^{\infty} \int_{0}^{\rho_{0}^{*}} p\left(\rho_{1}, \rho_{2}\right) \mathrm{d} \rho_{1} \mathrm{~d} \rho_{2}, \tag{12.6}
\end{align*}
$$

where $\rho^{*}=\frac{1}{2} h^{*}$. Such probabilities are then a function only of $\kappa^{2}$, as shown in figure 16. Here we plot $p_{+}$and $p_{-}$against $\kappa^{2}$, and not against $\gamma$ as was done hy Kimura ( 1980 ).


Figure 16. Graphs of $p_{+}$and $p_{-}$as functions of $x^{2}$ according to (12.6) and $\S 10$. The dashed curves represent the parabolic approximations (12.8).
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Table 5a. Parameters of the Kimura spectrum (9.12)

| case | ${ }^{4}$ | " | ${ }^{1}$ |  | $h_{\text {meat }}$ |  | 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\gamma$ | $\rho_{+}$ | p- | $\beta_{+}$ | $\mathrm{p}_{1}$ |
| 1 | 4 | 0.8319 | 0.1253 | 0.116 | 0.490 | 0.574 | 0.194 | 0.874 |
| 2 | 5 | . 6980 | . 1513 | . 140 | . 498 | . 581 | 207 | . 876 |
| 3 | 6 | 6118 | . 1820 | . 168 | . 507 | . 589 | 225 | . 879 |
| 4 | 7 | . 5507 | . 2152 | . 200 | . 517 | . 588 | 242 | 881 |
| 5 | 8 | . 5047 | . 2483 | 232 | . 528 | . 606 | . 260 | 883 |

Table 5b. Parameters of the truncated Kimura spectrum

| case | $\pi$ | $\nu$ | $\kappa^{2}$ |  | $h_{\text {mean }}$ |  | 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\gamma$ | P. | $\mathrm{p}_{-}$ | P. | P- |
| 1 | 4 | 0.5857 | 0.2071 | 0.192 | 0.516 | 0.595 | 0.237 | 0.880 |
| 2 | 5 | . 5453 | . 2412 | . 224 | . 526 | 604 | . 256 | . 883 |
| 3 | 6 | . 5113 | . 2723 | . 254 | . 535 | 613 | . 275 | 885 |
| 4 | 7 | 4820 | . 3011 | . 281 | . 545 | 620 | . 292 | 888 |
| 5 | 8 | . 4565 | . 3284 | . 307 | . 555 | 628 | . 308 | 890 |

Table 5c. Mean values of $H_{j}$ for the truncated Kimura spectrum

|  | $h_{\text {mean }}$ |  | $h_{i}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| case | $(12.2)$ | obs. | $(12.5)$ | obs. |
| 1 | 1.96 | 2.20 | 1.16 | 1.28 |
| 2 | 1.99 | 2.29 | 126 | 1.29 |
| 3 | 2.03 | 2.34 | 1.29 | 1.29 |
| 4 | 2.07 | 2.42 | 1.32 | 1.37 |
| 5 | 2.12 | 2.45 | 1.35 | 1.53 |

Table 5d. Mean values of $G_{j}$ for the trungated Kimura spectrum

|  | $h_{\text {mean }}$ |  | $h^{\prime}$ |  |
| :---: | :---: | :---: | :---: | ---: |
|  | case | $(12.2)$ | ohs. | $(12.2)$ |
| 1 | 4.31 | 4.66 | 9.18 | obs. |
| 1 | 4.38 | 4.67 | 9.33 | 9.47 |
| 2 | 4.46 | 4.94 | 9.55 | 10.00 |
| 3 | 4.56 | 5.17 | 9.72 | 9.95 |
| 4 | 4.66 | 5.32 | 9.90 | 10.71 |

Assuming that Kimura's five 'target spectra' are given by (9.12), we have calculated (see table 5a) the corresponding values of $\kappa^{2}$ and hence of $p_{+}$and $p_{-}$from figure 16. The corresponding values for the truncated spectra are given in table $5 b$. It will be seen that while the truncation changes the values of $\nu, \kappa^{2}$ and $\gamma$ very considerably, the values of $p_{+}$and $p_{-}$are much less affected $\dagger$.

The distributions of $G_{j}$ and $H_{j}$ corresponding to the two extreme spectra (cases 1 and 5) are seen in figures 17-20. Also shown are Kimura's observations. From these results we may conclude
(1) that truncation of the spectra has a small but appreciable effect upon the theoretical distributions,
$\dagger$ The values of $\gamma$ used by Kimura (1980) to calculate $p_{+}$and $p_{-}$were determined empirically, and not calculated from the frequency spectra as here.



Ficure 17. The probability $H_{f}$ of a high run, as a function of $j$ for the Kimura spectrum (9.12) when $n=4$. The curves represent (12.1):---, original spectrum; - , truncated spectrum. Ploted poinis are data from Kimura (1980), figure 8 a

Figure 18. As figure 17, but with $n=8$. The platted points are from Kimura (1g80), figure 9 e.


Froure 19. The probability $G_{j}$ of a group of total Iength $j$ for the Kimura spectrum (9.12) when $n=4$. The curves represent (12.4): ---, original spectrum; ——, truncated spectrum. Ploted points are data from Kimura (1980), figure 10 a.

Fioure 20. As in figure 19, but with $n=8$. The platted points are from Kimura (198c), figure 10 e.
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(2) that the observations agree fairly well with either set of curves, but distinctly better with those for the truncated spectra (solid lines).

Based on figure 16, we may also give some rough analycic expressions for $\mathcal{F}$ and $\boldsymbol{G}$. For the values of $p_{+}$and $p_{-}$on the left axis ( $\gamma=0$ ) are known:

$$
\begin{equation*}
p_{+}=\mathrm{e}^{-\frac{1}{5^{2}}}, \quad p_{-}=1-\mathrm{e}^{-\frac{1}{2} \rho^{2}}, \tag{12.7}
\end{equation*}
$$

where $\xi=\rho / \mu_{0}^{\frac{1}{2}}$. If we approximate the curves in figure 16 by parabolas through the point $(1,1)$ with horizontal axes we must have in general

$$
\left.\begin{align*}
& 1-p_{+}=\left(1-e^{-1 \varepsilon^{2}}\right)\left(1-\kappa^{2}\right)^{!}  \tag{12.8}\\
& 1-p_{-}=e^{-\frac{k^{2}}{2}}\left(1-\kappa^{2}\right)
\end{align*} \right\rvert\,
$$

Now by (10.18) we have $\left(1-\kappa^{2}\right)^{1} \div 2 \pi \nu$ and so

$$
\begin{align*}
& 1-p_{+}=2 \pi v\left(1-\mathrm{e}^{-\frac{1}{2} e^{2}}\right)  \tag{12.9}\\
& 1-p_{-}=2 \pi v \mathrm{e}^{-\frac{1}{2} r^{2}} .
\end{align*}
$$

Now substituting in (12.2) we get
and similarly from (12.5)

$$
\begin{align*}
& \bar{H}_{j}=(2 \pi v)^{-1} \mathrm{e}^{\frac{1}{2} F^{2}} /\left(\mathrm{e}^{\frac{4}{r}}-1\right),  \tag{12.10}\\
& \bar{G}_{j}=(2 \pi v)^{-1} \mathrm{e}^{(5} /\left(\mathrm{e}^{\mathrm{K}^{2}}-1\right) . \tag{12.11}
\end{align*}
$$

These equations indicate that $\overline{\boldsymbol{A}}$ and $\bar{G}$ are both inversely proportional to $\nu$, as was also found in $\S \S 4$ and 5 . In fact if $\nu^{2}$ is negligible, (4.5) and (5.5) can be written

$$
\begin{gather*}
\bar{G}=(2 \pi)^{-t} \mathrm{e}^{2 \xi \xi^{2}} / \nu \xi,  \tag{12.12}\\
\bar{H}=(2 \pi)-\mathrm{l} / \nu \xi \tag{12.13}
\end{gather*}
$$

and
respectively.
Table 6. A comparison of theoretical values of $\nu \bar{H}$ and $\nu \bar{G}$

| $h^{*}$ | $\xi$ | $\begin{gathered} \nu H_{1} \\ (12.10) \end{gathered}$ | $\begin{gathered} \nu \bar{H} \\ (12.13) \end{gathered}$ | $\begin{gathered} \nu \overline{G_{f}} \\ (12.11) \end{gathered}$ | $\begin{gathered} \nu \bar{G} \\ (12.12) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $h_{\text {mode }}$ | 1 | 0.404 | 0.399 | 0.687 | 0.658 |
| $h_{\text {mean }}$ | $\left(\frac{3}{2}\right)^{i}$ | 0.293 | 0.318 | 0.642 | 0.698 |
| ht | 2 | 0.184 | 0.199 | 1.360 | 1.474 |

The functional dependence on $\xi$ in (12.10) and (12.11) is quite different from that in the two last equations. However, a numerical comparison is interesting. Table 6 shows the functions of $\xi$ evaluated at three different levels: $h^{*}=h_{\text {mode }}, h_{\text {mean }}$ and $h_{1}\left(\xi=1, \sqrt{ }\left(\frac{1}{2} \pi\right)\right.$ and 2). In every case the pairs of formulae, though analytically different, agree to within $10 \%$. Hence over a certain range of $\nu$ and of $\xi$ the two theories give quite similar results $\dagger$.

[^40]
## 13. Discussion and conclusions

We have seen how two different approaches to the analysis of wave grouping can lead to almost identical results. Of these approaches, the first or Gaussian noise theory is more closely related to the wave spectrum, and is valid asymptotically as $\nu \rightarrow 0$. The second, or Markov, theory has been related roughly to the wave spectrum over an intermediate range of $\nu$, which includes rypical spectra of sea swell, and also suitably filtered spectra of wind waves.

As against this, the Gaussian theory is applicable strictly only to linear surface waves. When the waves become steep the harmonic components in a wave record are not independent, and the surface must become non-Gaussian. Markov theory, however, can still be applied, though its physical basis is not yet secure.

Whatever the relative merits of the two approaches, it appears that neither can be applied in a sensible way except to sufficiently narrow-band processes, or to data that have been filtered so as to eliminate both high and low frequencies. The same conclusion was also reached by Nolte \& Hsu (1972, 1979) though the arguments for the tapered filter suggested in their 1979 paper do not appear to be conclusive. We have recommended a surface 'square-topped' filter with limits $0.5 f_{p}$ and $1.5 f_{\mathrm{p}}$ which has two advantages:
(1) it leaves the peak frequency $f_{p}$ unchanged;
(2) two successive applications of the filter have the same effect as only one.

Moreover, the chosen limits have been shown to give answers in agreement with a visual assessment of the group properties of the record.

This paper has confined attention to the essentially linear properties of wave groups. Some nonlinear statistical properties of wave groups deserve further attention, and studies directed towards this aspect are under way.

## Appendix A. The swell spectrum (6.3)

To evaluate the moments of the spectrum $E(\sigma)$ of (6.3) we have from Erdelyi et al. (1954), equations (1.4.22) and (2.4.32), that when

$$
\begin{equation*}
f(x)=x^{-1} \mathrm{e}^{-\left(\alpha x+\beta x^{-1}\right)}, \tag{A1}
\end{equation*}
$$

then

$$
\begin{align*}
& \int_{0}^{\infty} f(x) \cos x y \mathrm{~d} x=\frac{\pi^{\frac{1}{2}}}{\left(\alpha^{2}+y^{2}\right)^{\frac{1}{2}}} \mathrm{e}^{-2 \beta^{\frac{1}{2} u}(u \cos w-v \sin w),}  \tag{A2}\\
& \int_{0}^{\infty} f(x) \sin x y \mathrm{~d} x=\frac{\pi \mathrm{i}}{\left(\alpha^{2}+y^{2}\right)^{\frac{1}{2}}} \mathrm{e}^{-2 \beta^{\frac{2}{2} u}(u \sin w+v \cos w),},
\end{align*}
$$

where

$$
\left.\begin{array}{l}
u=\left\{\frac{1}{2}\left[\left(\alpha^{2}+y^{2}\right)^{\frac{1}{2}}+\alpha\right]\right\}^{\frac{1}{2}},  \tag{A3}\\
v=\left\{\frac{1}{2}\left[\left(\alpha^{2}+y^{2}\right)^{i}-\alpha\right]\right\},
\end{array}\right\}
$$

and

$$
\begin{equation*}
w=2 \beta \mathbf{i}_{v} . \tag{A4}
\end{equation*}
$$

Now letting $y \rightarrow 0$ in (A 3) we have

$$
\left.\begin{array}{l}
u=\alpha^{1}\left(1+y^{2} / 8 \alpha^{2}\right),  \tag{A5}\\
v=y / 2 \alpha,
\end{array}\right\}
$$

to order $y^{2}$ and then from (A 2), on equating coefficients of $1, y$ and $y^{1}$,

Now writing

$$
\begin{equation*}
(\alpha \beta)^{\frac{1}{2}}=\frac{1}{8} n, \quad(\alpha / \beta)^{\frac{1}{2}} x=\sigma, \tag{A7}
\end{equation*}
$$

we have

$$
\left.\begin{array}{rl}
m_{0} & =(\alpha / \beta)^{!} m_{0}^{*}  \tag{AB}\\
\bar{\sigma} & =(\alpha / \beta)^{t} m_{1}^{*} / m_{0}^{*}, \\
\nu & =(\alpha / \beta)^{t}\left(m_{2}^{*}-m_{1}^{* 2} / m_{0}^{*}\right) .
\end{array}\right\}
$$

Substitution from (A 6) and (A 7) leads immediately to equations (6.4).
From (A 2) we have also, in the notation of § 10

$$
\begin{align*}
X^{2}+Y^{2} & =\left[\pi /\left(\alpha^{2}+y^{2}\right)\right] \mathrm{e}^{-4 \beta^{1} 1 u}\left(u^{2}+v^{2}\right) \\
& =\left[\pi /\left(\alpha^{2}+y^{2}\right)^{\frac{1}{2}}\right] \mathrm{e}^{-4\left(\alpha a^{2} t(1)\left(\alpha+v^{1}\left(\alpha^{2}\right)\right)^{2}+1\right)}, \tag{A9}
\end{align*}
$$

and

$$
\begin{equation*}
\mu_{0}^{2}=(\pi / \alpha) e^{-t(\alpha \beta)} \tag{A10}
\end{equation*}
$$

whence

On making the substitution (A 7) this becomes equation (11.4).

##  OF THE GROUP LENGTH

Suppose that discrete waves are identified by their crests, and that these are nearly equally spaced in regard to the time $t$. Take the wave period as unit of time.

In a continuous time interval of magnitude $\boldsymbol{\tau}$ such that

$$
\begin{equation*}
i<\tau<i+1 \text {, } \tag{B1}
\end{equation*}
$$

where $i$ is a positive integer, there must be either $i$ or ( $i+1$ ) wave crests. Assuming the crests are distributed uniformly in time, the probability of there being ( $i+1$ ) crests in the interval is $(\tau-i)$, and the probability of $i$ crests is $(i+1-\tau)$. Hence we have

$$
\begin{equation*}
p\left(H_{j}\right)=\int_{i-1}^{j}(\tau-j+1) p(\tau) \mathrm{d} \tau+\int_{1}^{j+1}(j+1-\tau) p(\tau) \mathrm{d} \tau \tag{B2}
\end{equation*}
$$

where $p(\tau)$ is the density of $\tau$. Identifying $\tau$ with $H$, we see that $H_{j}$ is the weighted mean of $p(H)$ by the triangular weighting function with base $(j-1, j+1)$ and height 1 (see figure 21).


Figure 21. Form of the weighting function for $p(H)$ in the integral for $H_{j}$. Full-line: equation (B 2); broken line: equation ( 9,8 ).

Exceptionally when $j=0$, only the right-hand half of the triangle is used. If $p\left(H_{e}\right)$ is set equal to zero, then $p\left(H_{j}\right), j>0$ must be renormalized.

Now the rough approximation (9.8) amounts to replacing the triangular weighting function by the square with base $\left(j-\frac{1}{2}, j+\frac{1}{2}\right)$ and height 1 . Again, when $j=0$ only the right-hand half of the square is used, and setting $p\left(H_{0}\right)=0$ necessitates a renormalization.

This paper was begun while the author was visiting the California Technology Jet Propulsion Laboratory, Pasadena, in July 1983. He is indebted to Dr O. H. Shemdin, Dr V. Hsaio and Mr J. A. Ewing for kindly supplying the wave data discussed in §8. Useful discussions have been held with Mr D. J. T. Carter and Mr P. G. Challenor at I.O.S., Wormley. A first version of this paper was presented at the Whitecap Workshop held at University College, Galway, in September 1983.
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# On the skewness of sea-surface elevation 
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Surface skewness is a statistical measure of the vertical asymmetry of the air-sea interface - exemplified by the sharp crests and rounded troughs of surface gravity waves. Some authors have proposed a constant ratio between surface skewness and the 'significant slope' of the waves. Here it is shown theoretically that no such simple relation is to be expected.

Wave records are of at least two different types; Eulerian (as made with a fixed probe) or Lagrangian (as with a free-floating buoy). The corresponding statistical properties are examined. At first sight it might appear that the degree of skewness in corresponding records would be different. However it is shown that to lowest order the skewness is invariant; only the apparent mean level is different, at second order.

## 1. Introduction

With the advent of radar altimetry from orbiting satellites, and its application to the measurement of ocean waves, currents and surface winds, certain questions concerning the statistical properties of surface waves have come increasingly to the fore. Among these is the magnitude of the surface 'skewness', defined as follows. If we suppose the vertical displacement $\zeta$ of the ocean surface to be recorded as a function of the time $t$ at some fixed location, then, in a given sea state, the elevation $\zeta$ will have a probability density $p(\zeta)$, say. For waves of small slopes, $p(\zeta)$ is known to be nearly Gaussian (see for example Longuet-Higgins 1957). However, in steep waves, including sometimes very short gravity or capillary waves, $p(\zeta)$ becomes asymmetric about its mean level $\zeta=0$ and may have an appreciable skewness $\lambda_{3}$, as defined in terms of the second and third cumulants of $p(\zeta)$. One familiar manifestation of surface skewness is the up-down asymmetry of a steep gravity wave, in which the crests are more peaked, the troughs flatter or more rounded. $\dagger$

The value of $\lambda_{3}$ can be related to the nonlinear dynamics of free surface waves. Philips (1961) first showed theoretically that $\lambda_{3}$ was of the same order of magnitude as the r.m.s. surface slope. Longuet-Higgins (1963) gave a detailed theory, deriving the skewness and kurtosis of $p(\zeta)$ in terms of the underlying frequency spectrum of $\zeta$. However, in some more recent papers (Walsh 1979; Huang \& Long 1980; Huang et al. 1981) there have been suggestions, made on empirical grounds, that there exists, a simple linear relationship between $\lambda_{3}$ and a quantity $s$, the 'significant slope', defined in terms of the frequency spectrum of $\zeta$. Thus Huang \& Long (1980) proposed that

$$
\begin{equation*}
\lambda_{3}=8 \pi s \tag{1.1}
\end{equation*}
$$

$\dagger$ This type of asymmetry is to be distinguished from the horizontal asymmetry in some wind waves, which is related to the distribution of the surface slopes (see Longuet-Higgins 1982).
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Such a relation would indeed be convenient. However, one of the conclusions of the present paper is that no such simple relation exists.
In the first part of the paper, which is theoretical, we introduce a simple model of the wavefield, appropriate to long-crested waves with a narrow frequency spectrum. In this case it is easy to derive a simple relation between the skewness and the significant slope. The result (2.16) is shown in $\S 3$ to be consistent with the more general theory of Longuet-Higgins (1963) after correction of an elusive factor. The more general theory is then used to investigate the effects of finite spectral bandwidth and varying shape of the frequency spectrum, on the ratio between $\lambda_{3}$ and $s$. The relation is found not to be unique. In $\S 4$ we review recent observations of $\lambda_{3}$ in the light of our theoretical results.
In situ measurements of waves are often made with different types of instrument, giving rise to wave records of either Eulerian or Lagrangian type. The latter, for example, would include measurements with a free-floating buoy. Are there any differences in the skewness as evidenced by different types of measurement? This question is investigated in $\S \S 5$ and 6 . In $\S 5$ we obtain a general relation, correct to second order, between the two types of measurement ((5.9)) and apply it to the narrow-band spectral model. In $\S 6$ we consider a more general case. The conclusions are summarized in $\S 7$.

## 2. Model for a narrow spectrum

Suppose first that the waves are long-crested and have a narrow frequency spectrum, in the sense of Longuet-Higgins (1957). Choosing the horizontal $x$-axis in the direction of propagation we may write

$$
\begin{equation*}
\zeta(x, t)=a \cos \theta+\frac{1}{2} a^{2} k \cos 2 \theta+O\left(a^{3} k^{2}\right) \tag{2.1}
\end{equation*}
$$

where $a$ represents the local wave amplitude, $k$ is a fixed wavenumber and $\theta$ is the phase function

$$
\begin{equation*}
\theta=k x-\sigma t+\varepsilon . \tag{2.2}
\end{equation*}
$$

Here $\sigma$ is the (fixed) radian frequency and $a$ and $\epsilon$ vary slowly with $x$ and $t$. The first term on the right of (2.1) represents a linear, sinusoidal wave, of slowly varying amplitude and phase. The second term represents the nonlinear correction appropriate to a deep-water gravity wave of uniform amplitude (see for example Lamb 1932, p. 417).

By linear theory, and for a narrow spectrum, the distribution of wave heights $2 a$ is Rayleigh:

$$
\begin{equation*}
p(a)=\frac{2 a}{\bar{a}^{2}} \mathrm{e}^{-a^{2} / \overline{a^{2}}}, \tag{2.3}
\end{equation*}
$$

where $\bar{a}$ is the r.m.s. value of $a$. We note that, even after the addition of the second, nonlinear term on the right of (2.1), the crest-to-trough wave height is still equal to $2 a$, if we neglect quantities of order $a^{3} k^{2}$. We shall assume that $a$ is distributed according to (2.3) in the nonlinear case also, and that the phase $\theta$ is distributed uniformly in ( $0,2 \pi$ ), as in narrowband linear theory (see Longuet-Higgins 1963). Thus the joint density of $a$ and $\theta$ is

$$
\begin{equation*}
p(a, \theta)=\frac{a}{\pi \bar{a}^{-}} \theta^{-a^{2} / a^{2}} \tag{2.4}
\end{equation*}
$$

From (2.1) and (2.4) we may at once calculate the surface skewness. The $r$ th moments $\mu_{r}$ being defined by

$$
\begin{equation*}
\mu_{r}=\int_{0}^{\infty} \int_{0}^{2 \pi} \zeta^{r} p(a, \theta) \mathrm{d} a \mathrm{~d} \theta \tag{2.5}
\end{equation*}
$$

we easily find $\mu_{1}=0$ and

$$
\begin{equation*}
\mu_{2}=\frac{1}{2} \bar{a}^{2}, \quad \mu_{3}=\frac{3}{4} \bar{a}^{4} k, \quad \mu_{4}=\frac{3}{4} \bar{a}^{4} k^{2} . \tag{2.6}
\end{equation*}
$$

Hence the cumulants $\kappa_{r}$ are given by $\kappa_{1}=0$ and

$$
\begin{equation*}
\kappa_{2}=\frac{1}{2} \bar{a}^{2}, \quad \kappa_{3}=\frac{3}{3} \bar{a}^{4} k, \quad \kappa_{4}=0, \tag{2.7}
\end{equation*}
$$

to the present approximation. The coefficient of skewness is then

$$
\begin{equation*}
\dot{\lambda}_{3} \equiv \frac{\kappa_{3}}{\kappa_{2}^{3}}=\frac{3}{\sqrt{ } 2} \bar{a} k \tag{2.8}
\end{equation*}
$$

and the coefficient of kurtosis is

$$
\begin{equation*}
\lambda_{4} \equiv \frac{\kappa_{4}}{\kappa_{2}^{2}}=0 \tag{2.9}
\end{equation*}
$$

to this order.
These results should agree with the expressions for the cumulants given by Longuet-Higgins (1963) for a general long-crested frequency spectrum $F(\sigma)$. These are (after correction $\dagger$ of a factor $\frac{1}{2}$ in his equation (3.7))

$$
\begin{align*}
& \kappa_{1}=0  \tag{2.10}\\
& \kappa_{2}=\int_{0}^{\infty} F(\sigma) \mathrm{d} \sigma  \tag{2.11}\\
& \kappa_{3}=3 \int_{0}^{\infty} \int_{0}^{\infty} \min \left(k, k^{\prime}\right) F(\sigma) F\left(\sigma^{\prime}\right) \mathrm{d} \sigma \mathrm{~d} \sigma^{\prime} . \tag{2.12}
\end{align*}
$$

$\kappa_{4}$ was of higher order, as noted. If in (2.11) and (2.12) we introduce the narrow spectrum

$$
\begin{equation*}
F(\sigma)=\frac{1}{2} \bar{a}^{2} \delta\left(\sigma-\sigma_{0}\right) \tag{2.13}
\end{equation*}
$$

where $\delta$ denotes the Dirac delta function, we retrieve precisely (2.8).
Consider now the relation of the skewness to the 'significant slope's. This was defined by Huang \& Long (1980) as

$$
\begin{equation*}
s=\bar{\zeta} / L_{\mathbf{p}} \tag{2.14}
\end{equation*}
$$

where a bar denotes the r.m.s. value and $L_{p}$ is the wavelength corresponding to the peak in the spectrum. So in our model

$$
\begin{equation*}
s=\frac{\kappa_{2}^{\frac{1}{2}} k}{2 \pi}=\frac{\bar{a} k}{2^{\frac{3}{2} \pi}} \tag{2.15}
\end{equation*}
$$

and from (2.8) we have the relation

$$
\begin{equation*}
\lambda_{3}=6 \pi s \tag{2.16}
\end{equation*}
$$

$\dagger$ See Bitner (1976) and Bitner-Gregersen (1980). There should be a factor $\frac{1}{2}$ multiplying the right-hand sides of equations (3.7), (3.9), (3.12) and (3.17). Hence the numerical factors in (3.14), (3.15) and (3.16) should be 3, 6 and 6 respectively. The ratio $\lambda_{3} / L$ in (3.24), (3.25) and table 1 is unaffected.
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Lastly, in this section, we note that by (2.1) the r.m.s. surface slope $\bar{\zeta}_{x}$ is given by
so that from (2.7)

$$
\begin{gather*}
\tilde{\zeta}_{x}^{2}=\frac{1}{2}(\bar{a} k)^{2},  \tag{2.17}\\
\lambda_{3}=3 \bar{\zeta}_{x} .  \tag{2.18}\\
\left\langle\zeta^{3}\right\rangle=3\left\langle\zeta_{x}^{2}\right\rangle \dot{\xi}\left\langle\zeta^{2}\right\rangle^{1} .
\end{gather*}
$$

This can also be written
This is the correct form $\dagger$ of a relation first given by Phillips (1961, p. 154) in which the factor on the right was given as $\frac{3}{8}$.

## 3. Effects of finite bandwidth

We now generalize some of the results of $\S 2$ to seas that are still long-crested, that is to say unidirectional, but have a non-zero bandwidth. For such waves, (2.10)-(2.12) will apply, and from the definitions of $\lambda_{3}$ and $s$ given above we have

$$
\begin{equation*}
\lambda_{3}=12 \pi s \frac{I_{2}}{I_{1}^{2}} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{1}=\sigma_{\mathrm{p}} \int_{0}^{\infty} F(\sigma) \mathrm{d} \sigma  \tag{3.2}\\
& I_{2}=\int_{0}^{\infty}\left\{\int_{\mathrm{a}}^{\sigma^{*}} \sigma^{2} F(\sigma) \mathrm{d} \sigma\right\} F^{\prime}\left(\sigma^{\prime}\right) \mathrm{d} \sigma^{\prime} . \tag{3.3}
\end{align*}
$$

In (3.3) we used the dispersion relation $\sigma^{2}=g k$, and in (3.2) the relation $\sigma_{\mathrm{p}}^{2}=2 \pi g / L_{\mathrm{p}}$ for the radian frequency $\sigma_{p}$ at the spectral peak.

We shall now evaluate the factor $I_{2} / I_{1}^{2}$ on the right of (3.1) for some typical wave spectra.

Consider first spectra of the special form

$$
F(\sigma)=\left\{\begin{array}{ll}
\alpha \sigma^{-n}, & \sigma>\sigma_{p}  \tag{3.4}\\
0, & \sigma<\sigma_{p}
\end{array}\right\},
$$

$n$ being a constant greater than 3 . (The case $n=5$ corresponds to the Phillips spectrum, Mark I). Substituting into (3.1) we find

$$
\begin{equation*}
\lambda_{3}=\frac{6(n-1)}{n-2} \pi \delta . \tag{3.5}
\end{equation*}
$$

This is the correct version of equation (5.9) of Huang et al. (1983) and the result, for $n=5$, given previously by Jackson (1979). When $n \rightarrow \infty$, (3.5) reduces to (2.16), as would be expected. When $n=5$ (and only in this case) (3.5) agrees with the empirical relation (1.1) given by Huang \& Long (1980).

To assess roughly the dependence of $\lambda_{3} / s$ upon the spectral width we may introduce the spectral-width parameter $\nu$ defined by

$$
\begin{equation*}
\nu^{2}=\frac{m_{0} m_{2}}{m_{1}^{2}}-1 \tag{3.6}
\end{equation*}
$$

(cf. Longuet-Higgins 1980), where $m_{r}$ denotes the $r$ th spectral moment

$$
\begin{equation*}
m_{r}=\int_{0}^{\infty} \sigma^{r} F(\sigma) \mathrm{d} \sigma \tag{3.7}
\end{equation*}
$$

| $n$ | $\nu$ | $\lambda_{3} / \pi s$ |
| ---: | :--- | :--- |
| 4 | 0.5774 | 9 |
| 5 | 0.3536 | 8 |
| 6 | 0.2582 | 7.5 |
| 10 | 0.1260 | 6.75 |
| 100 | 0.0102 | 6.06 |
| $\infty$ | 0 | 6 |

Table 1. Dimensionless parameters $\nu$ and $\lambda_{3} / \pi s$ for the ideal spectrum (3.4)
(Note that $m_{0}=\mu_{2}$ ). From (3.4), (3.6) and (3.7) we find

$$
\begin{equation*}
\nu^{2}=\frac{1}{(n-1)(n-3)} \tag{3.8}
\end{equation*}
$$

Table 1 gives the results for some integer values of $n$. It suggests that, as the spectral width decreases, so also does the ratio $\lambda_{3} / s$.

Next consider a generalized form of the Pierson-Moskowitz (P-M) spectrum used successfully by Liu (1983, 1985):

$$
\begin{equation*}
F(\sigma)=\alpha \sigma^{-n} \mathrm{e}^{-(\beta / \sigma)^{m}}, \tag{3.9}
\end{equation*}
$$

which has a peak at $\sigma=\sigma_{\mathrm{p}}=\beta(m / n)^{1 / m}$. When $m=4$ and $n=5$ (3.9) gives the well-known P-M spectrum, while for $m=4$ and $n$ arbitrary we obtain the Wallops spectrum (Huang et al. 1981). Lastly when $n=5$ and $m$ is arbitrary we obtain the spectrum used by Longuet-Higgins (1980).

From (3.7) we find, when $r<(n-1)$,

$$
\begin{equation*}
m_{r}=\frac{\alpha}{m \beta^{n-r-1}} r\left(\frac{n-r-1}{m}\right) \tag{3.10}
\end{equation*}
$$

and so from (3.8)

$$
\begin{equation*}
\nu^{2}=\Gamma\left(\frac{n-3}{m}\right) \Gamma\left(\frac{n-1}{m}\right) / \Gamma\left(\frac{n-2}{m}\right)^{2}-1 . \tag{3.11}
\end{equation*}
$$

Furthermore from (3.1) we find (see Appendix) that

$$
\begin{equation*}
\lambda_{3}=3 \pi s\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left(\frac{n}{m}\right)^{2 / m}{ }_{2} F_{1}\left(1, \frac{2(n-2)}{m} ; \frac{n-1}{m}+1 ; \frac{1}{2}\right) / \Gamma\left(\frac{n-1}{m}\right)^{2} \tag{3.12}
\end{equation*}
$$

where ${ }_{2} F_{1}$ is a generalized hypergeometric function, from which numerical values may readily be computed.

Results for various values of $n$ and $m$ are given in table 2. It can be clearly seen that the ratio of skewness to significant slope varies widely, is crucially dependent on the form of the wave spectrum and is not simply a function of the bandwidth parameter $\nu$.

We note that (3.1) and (3.3) apply only to long-crested waves. However, for a more general three-dimensional spectrum it has been shown that the coefficient of skewness $\lambda_{3}$ satisfies

$$
\begin{equation*}
0.44 L_{3} \leqslant \lambda_{3} \leqslant 1.01 L_{3} \tag{3.13}
\end{equation*}
$$

where $L_{3}$ denotes the corresponding skewness for a long-crested sea (Longuet-Higgins 1963, pp. 469-470). The proof of this result is unaffected by the presence of a factor $\frac{1}{2}$ in equation (3.7)*. $\dagger$

[^41]| $\stackrel{m}{n}$ | $\nu$ |  |  |  | $\lambda_{3} / \pi s$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 5 | 6 | 7 | 4 | 5 | 6 | 7 |
|  | 0.64 | 0.62 | 0.61 | 0.60 | 3.66 | 2.16 | 1.41 | 0.98 |
| 4 | 0.42 | 0.41 | 0.39 | 0.39 | 6.96 | 4.33 | 2.88 | 2.03 |
| 6 | 0.33 | 0.31 | 0.30 | 0.29 | 10.26 | 6.95 | 4.81 | 3.46 |
| 7 | 0.28 | 0.26 | 0.25 | 0.24 | 12.66 | 9.51 | 6.97 | 5.17 |

Table 2. Values of $\nu$ and $\lambda_{3} / \pi s$ for the generalized $\mathrm{P}-\mathrm{M}$ spectrum (3.9)

## 4. Discussion

Consider first the observations reported by Huang \& Long (1980). In their figure 6 (where $\lambda_{3}$ is plotted against $s$ ) the data fall mainly into two groups: the field observations, for which $0<s<0.02$, and the laboratory data, for which $0.02<s<0.04$. The former show considerably more scatter. Thus their empirical result (1.1) is probably weighted in favour of the laboratory measurements. The field data alone would not suggest such a definite relationship.

We note that a similar scatter in field data is reported by McClain, Chen \& Hart (1982, figure 3). This certainly supports our conclusion that the relation (1.1) is not unique.

There may also be systematic differences between field and laboratory data arising from different ranges of the parameter $u^{*} / c$ (where $u^{*}$ is the wind friction velocity and $c$ the phase speed of the dominant waves). For waves in the open ocean $u^{*} / c$ is typically of order 0.1 , compared with values of order 1 for wind waves in the laboratory (Phillips 1977, p. 129). The laboratory data of Huang \& Long (1980) include results with $u^{*} / c>0.6$; below this value their measurements of skewness are considerably more scattered.

A non-Gaussian model of the sea surface somewhat similar to that in $\S 2$ above was proposed by Huang et al. (1983), except that they include a term $\frac{1}{2} a^{2} k$ in (2.1), as well as higher-order terms. Such a term, however, does not arise dynamically in deep water; it would correspond to a local change in the mean surface level, i.e. a 'wave set-up'. Although such terms are significant in shallow water (Longuet-Higgins \& Stewart 1962,1964 ), nevertheless in deep water they become negligible when $\Delta k \ll k$, where $\Delta k$ is the spectral bandwidth, that is when the spectrum is narrow and there are many waves in a group - the situation considered in §2.

## 5. Lagrangian measurements: narrow spectrum

In determining the skewness of the surface elevation from instrumental records, some attention must be paid to the method of measurement, since different methods may give apparently different answers.

The definition of surface skewness given in §2 applies directly to measurements made with a fixed probe or wave staff. However an alternative method of observation is often used, in which the vertical displacement is derived by twice integrating the vertical acceleration in a free, or almost free, floating buoy. To first order in ak the two wave records are equivalent, but to second order, which is required for an assessment of the skewness, the records are different, as we shall show.

Note first that an irrotational deep-water Stokes wave can be considered as the


Figure 1. Sketch of orbital motion in a steep, irrotational wave, when the frame of reference moves with the Stokes drift velocity for surface particles. The broken curve corresponds to linear theory.
sum of a rotational Gerstner wave (Lamb 1932, section 251) in which the particles describe perfectly circular orbits, plus a steady, second-order Stokes drift. The superposition of the two motions is accurate to third order in the wave steepness (see Dubreil-Jacotin 1934). Hence in a Stokes wave each particle at the surface describes a circular path, if seen in a frame of reference moving with the steady drift; see figure 1. Moreover, its orbital velocity in this circular path is constant (see Lamb 1932). So apparently there is no asymmetry in its vertical displacement, to third order, and one might expect the corresponding skewness in the wave record to be small.

To analyse the situation further, let $z$ be the vertical coordinate and $u, w$ the horizontal and vertical components of the velocity. We shall suppose that

$$
\begin{equation*}
\zeta=\gamma \zeta^{(2)}+\gamma^{2} \zeta^{(2)}+\ldots, \tag{5.1}
\end{equation*}
$$

where $\gamma$ is a small parameter proportional to the maximum surface slope, and we shall use suffices L and E to denote quantities following a particle or with fixed spatial coordinates, respectively. Then the horizontal displacement of a particle is given by

$$
\begin{equation*}
\Delta x=\int u_{\mathrm{L}} \mathrm{~d} t=\int u_{\mathrm{E}}(x+\Delta x) \mathrm{d} t \tag{5.2}
\end{equation*}
$$

and on expanding in a Taylor series about $x$, we find

$$
\begin{equation*}
\Delta x=\int u_{\mathrm{E}}(x) \mathrm{d} t+\Delta x \cdot \int \nabla u_{\mathrm{E}}(x) \mathrm{d} t+\ldots \tag{5.3}
\end{equation*}
$$

Thus to first order in $\gamma$ we have simply

$$
\begin{equation*}
\Delta x=\int u \mathrm{~d} t . \tag{5.4}
\end{equation*}
$$

In a similar way the kinematic surface condition leads to

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}=w \tag{5.5}
\end{equation*}
$$

correct to first order, and

$$
\begin{equation*}
\zeta_{\mathrm{L}}=\zeta_{\mathrm{E}}(x+\Delta x)=\zeta_{\mathrm{E}}+\Delta x \frac{\partial \zeta}{\partial x} \tag{5.6}
\end{equation*}
$$

correct to order $\gamma^{2}$. But, to first order,

$$
\begin{equation*}
\frac{\partial \zeta}{\partial x}=\frac{\partial}{\partial x} \int \frac{\partial \zeta}{\partial t} \mathrm{~d} t=\frac{\partial}{\partial x} \int w \mathrm{~d} t=\int \frac{\partial w}{\partial x} \mathrm{~d} t . \tag{5.7}
\end{equation*}
$$

Since the motion is irrotational to first order at least, $\partial w / \partial x$ may be replaced by $\partial u / \partial z$. Hence

$$
\begin{equation*}
\frac{\partial \zeta}{\partial x}=\int \frac{\partial u}{\partial z} \mathrm{~d} t=\frac{\partial}{\partial z} \int u \mathrm{~d} t=\frac{\partial}{\partial z} \Delta x . \tag{5.8}
\end{equation*}
$$

Combining this result with (5.5) we find, correct to second order, that

$$
\begin{equation*}
\zeta_{\mathrm{L}}=\zeta_{\mathrm{E}}+\frac{\partial}{\partial z} \frac{1}{2}(\Delta x)^{2}, \tag{5.9}
\end{equation*}
$$

where $\Delta x$ is given by (5.4). This relates the vertical displacement $\zeta_{\mathrm{L}}$ as measured by a free-floating buoy to that measured by a fixed probe.

The relation (5.9) can be applied in the first place to the narrowband model of $\S 2$. For, associated with the first-order terms $a \cos \theta$ there is a horizontal velocity

$$
\begin{equation*}
u=a \sigma \mathrm{e}^{k z} \cos \theta \tag{5.10}
\end{equation*}
$$

So on evaluating the second term in (5.9) at $z=0$ we obtain

$$
\begin{gather*}
\zeta_{\mathrm{L}}=\zeta_{\mathrm{E}}+a^{2} k \sin ^{2} \theta+O\left(a^{3} k^{2}\right)  \tag{5.11}\\
\zeta_{\mathrm{L}}=a \cos \theta+\frac{1}{2} a^{2} k \tag{5.12}
\end{gather*}
$$

From (2.1) this is
correct to second order. In other words the motion is purely sinusoidal, apart from a term which varies only on the longer timescale of the wave groups. The latter represents a displaced mean level, midway between the level of crest and trough. The Eulerian mean level being taken as zero, it follows that this local mean level must be equal to the amplitude of the second harmonic in $\zeta_{E}$, that is $\frac{2}{2} a^{2} k$; see figure 1.

Physically, the reason for this displaced mean is that a particle in the free surface lingers for longer near the wave crests, where it is moving forwards with the wave, than it does in the wave troughs, where its motion is opposite to the phase speed. Hence, Lagrangian averages will tend to overweight crest values and underweight trough values, relative to Eulerian averages. A first consequence is that the Lagrangian mean surface level is higher than the Euierian. $\dagger$
To calculate the moments $\mu_{r}$ of $\zeta_{\mathrm{L}}$ from (5.12) we have, to lowest order,

$$
\begin{equation*}
\mu_{1}=\frac{1}{2} \bar{a}^{2} k, \quad \mu_{2}=\frac{1}{2} \bar{a}^{2}, \quad \mu_{3}=\frac{3}{2} \bar{a}^{4} k . \tag{5.13}
\end{equation*}
$$

Hence the cumulants are given by

$$
\begin{equation*}
\kappa_{1}=\frac{1}{2} \bar{a}^{2} k, \quad \kappa_{2}=\frac{1}{2} \bar{a}^{2}, \quad \kappa_{3}=\frac{3}{4} \bar{a}^{4} k . \tag{5.14}
\end{equation*}
$$

Remarkably, although the first cumulant $\kappa_{1}$ is now positive, the second and third cumulants are the same as for $\zeta_{\mathrm{E}}$ (see (2.7)). Hence the coefficient of skewness $\lambda_{3}=\kappa_{3} / \kappa_{2}^{3}$ is the same!

A qualitative explanation is as follows. In a wavetrain of uniform height the vertical displacement is indeed symmetric about its mean value; but that mean value is displaced from zero by a second-order amount depending on the wave steepness. Now even in a narrowband spectrum, the waves are not of uniform height. So the 'tails' of the distribution, which are due mainly to the larger waves, are shifted more in a positive sense, relative to the average, than is the region in the centre, which
$\dagger$ For uniform waves, this effect was noticed independently by I. D. James (personal communication).
depends partly on the lower waves. But the third moment of the distribution is influenced by the 'tails' more than is the mean value. The net effect is to produce a positive coefficient of skewness.

## 6. Lagrangian measurements in random wavefields

Equation (5.9) can easily be generalized to three dimensions to give

$$
\begin{equation*}
\zeta_{\mathrm{L}}=\zeta_{\mathrm{E}}+\frac{\partial}{\partial z} \frac{1}{2}\left\{\left(\int u \mathrm{~d} t\right)^{2}+\left(\int v \mathrm{~d} t\right)^{2}\right\}, \tag{6.1}
\end{equation*}
$$

where $v$ is the $y$-component of the particle velocity, and this may be used to evaluate the skewness in a random wavefield.

Adopting the approach of Longuet-Higgins (1963), in which the first-order motion is represented by

$$
\begin{equation*}
\zeta=\sum_{i=1}^{N} a_{i} \cos \theta, \quad \theta_{i}=k_{i} \cdot x-\sigma_{i} t+\epsilon_{i}, \tag{6.2}
\end{equation*}
$$

the phases $\epsilon_{i}$ being random, we find

$$
\begin{equation*}
\frac{\partial}{\partial z} \frac{1}{2}\left\{\left(\int u \mathrm{~d} t\right)^{2}+\left(\int v \mathrm{~d} t\right)^{2}\right\}=\frac{1}{2} \sum_{i, j} a_{i} a_{j} \frac{k_{i} \cdot k_{j}}{k_{i} k_{j}}\left(k_{i}+k_{j}\right) \sin \theta_{i} \sin \theta_{j}, \tag{6.3}
\end{equation*}
$$

where $\boldsymbol{k}_{i}=\left|\boldsymbol{k}_{i}\right|$. To obtain $\zeta_{\mathrm{L}}$ we have only to add the above terms to the right-hand side of the (corrected) equation (3.7)* for $\zeta_{\mathrm{E}}^{(2)}$. Following through the argument of that section we find that, to a second approximation,

$$
\begin{equation*}
\zeta_{\mathrm{I}}=\sum_{i} \alpha_{i} \xi_{i}+\sum_{i, j} \alpha_{i j} \xi_{i} \xi_{j}, \tag{6.4}
\end{equation*}
$$

where

$$
\alpha_{i}= \begin{cases}1 & (i=1,2, \ldots, N)  \tag{6.5}\\ 0 & (i=(N+1), \ldots, 2 N)\end{cases}
$$

as before, but now

$$
\alpha_{i j}= \begin{cases}\frac{1}{2}\left(k_{i}, k_{j}\right)^{\frac{1}{2}}\left\{B_{i, j}^{-}+B_{i, j}^{+}-k_{i} \cdot k_{j}+\left(k_{i}+k_{j}\right)\left(k_{i} k_{j}\right)^{-\frac{1}{2}}\right\}, \quad \text { when } i, j=1,2, \ldots, N,  \tag{6.6}\\ \frac{1}{2}\left(k_{i} k_{j}\right)^{-\frac{1}{2}}\left\{B_{i, j}^{-}-B_{i, j}^{+}-k_{i} \cdot k_{j}+\left(k_{i}+k_{j}\right)\left(k_{i} k_{j}\right)^{-\frac{1}{2}} k_{i} k_{j}\right\} \\ 0 & \text { when } i, j,=(N+1), \ldots, 2 N,\end{cases}
$$

In (6.4) the $\xi_{i}$ denote independent random variables, $a_{i} \cos \theta_{i}$ or $-a_{i} \sin \theta_{i}$. The constants $B_{i, j}^{+}$and $B_{i, j}^{-}$are functions of $k_{i}$ and $k_{j}$ given by equations (3.8)*. When $i=j$, then $B_{i, j}^{+}$and $B_{i, j}^{-}$both vanish and we have

$$
\begin{equation*}
\alpha_{i i}=\frac{1}{2} k_{i} \quad(i=1,2, \ldots, 2 N) \tag{6.7}
\end{equation*}
$$

The expressions for the cumulants then become, in integral form,

$$
\left.\begin{array}{l}
\kappa_{1}=\iint k E(k) \mathrm{d} k \\
\kappa_{2}=\iint E(k) \mathrm{d} k  \tag{6.8}\\
\kappa_{3}=6 \iint K\left(k, k^{\prime}\right) E(k) E\left(k^{\prime}\right) \mathrm{d} k \mathrm{~d} k^{\prime},
\end{array}\right\}
$$

where $E(k)$ denotes the two-dimensional spectral density and $K\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)$ is the same function as given in (3.12)*.

In the one-dimensional case these equations reduce to

$$
\left.\begin{array}{l}
\kappa_{1}=\int_{0}^{\infty} k F(\sigma) \mathrm{d} \sigma \quad\left(k=\sigma^{2} / g\right),  \tag{6.9}\\
\kappa_{2}=\int_{0}^{\infty} F(\sigma) \mathrm{d} \sigma, \\
\kappa_{3}=3 \int_{0}^{\infty} \int_{0}^{\infty} \min \left(k, k^{\prime}\right) F^{\prime}(\sigma) F^{\prime}\left(\sigma^{\prime}\right) \mathrm{d} \sigma \mathrm{~d} \sigma^{\prime} .
\end{array}\right\}
$$

The only difference between these expressions and those for the Eulerian cumulants, (2.9)-(2.11), lies in the value of $\kappa_{1}$. Whereas for the Eulerian cumulants $\kappa_{1}=0$ (which is a consequence of the choice of origin for $z$ ), in the Lagrangian case $\kappa_{1}$ is positive, on account of the second harmonic in $\zeta_{E}$, which raises both crests and troughs by an equal, second-order quantity.

However, the non-zero value of $\kappa_{1}$ has no effect upon the values of $\kappa_{2}$ and $\kappa_{3}$. Hence the measured skewness is unaltered, just as in the narrowband case ( $\S 5$ ).

## 7. Conclusions

We have shown by a simple model that in a narrowband, unidirectional sea the skewness $\lambda_{3}$ and the 'significant slope's are related by (2.16), not (1.1), and that in a broader spectrum the ratio $\lambda_{3} / \pi s$ may have a rather wide range of values, as shown in table 3. This conclusion is consonant with the available field data (§4) and there may be reasons why laboratory measurements are not truly representative of ocean wave conditions.

We have derived a general relation (5.9) between the surface elevation $\zeta_{E}$ as measured in an Eulerian sense, say by a fixed probe, and the corresponding Lagrangian elevation $\zeta_{\mathrm{L}}$ as recorded by an ideal small float. This relation is generalized in (6.1). When the statistical properties of $\zeta_{E}$ and $\zeta_{L}$ are compared, it is found, contrary to expectation, that the skewness and the variance in the two records are equal, although the apparent mean level in the Lagrangian record is slightly raised. Thus the relation between $\lambda_{3}$ and $s$ is the same. The change in mean level, which would of course not be noticed by an accelerometer, is due to the fact that particles in the surface remain somewhat longer near the crests of the waves than in the troughs.

In practice, Lagrangian wave observations are often made by means of accelerometer buoys which have a response falling off at low frequencies. For our theoretical conclusions to apply to such measurements, it appears necessary that the frequency range should include at least the group frequencies. The possible effect of mooring forces on the buoy motions is left for a separate study.

Appendix. Derivation of equation (3.12)
On substituting $(\beta / \sigma)^{m}=\xi,\left(\beta / \sigma^{\prime}\right)^{m}=\eta$ in (2.12) and (3.9) we have

$$
\begin{equation*}
\kappa_{3}=\frac{6 \alpha^{2}}{m^{2} g \beta^{2(n-2)}} \int_{0}^{\infty}\left\{\int_{\eta}^{\infty} \xi^{(n-3) / m-1} \mathrm{e}^{-\xi} \mathrm{d} \xi\right\} \eta^{(n-1) / m-1} \mathrm{e}^{-\eta} \mathrm{d} \eta . \tag{A1}
\end{equation*}
$$

This may be written

$$
\begin{equation*}
\kappa_{3}=\frac{6 \alpha^{2}}{m^{2} g \beta^{2(n-2)}} \int_{0}^{\infty} \Gamma\left(\frac{n-3}{m}, \eta\right) \eta^{(n-1) / m-1} \mathrm{e}^{-\eta} \mathrm{d} \eta \tag{A2}
\end{equation*}
$$

where $\Gamma(z, \eta)$ is the incomplete gamma function:

$$
\begin{equation*}
\Gamma(z, \eta)=\int_{\eta}^{\infty} \mathrm{e}^{-t} t^{z-1} \mathrm{~d} t \tag{A3}
\end{equation*}
$$

Equation (A 2) may be further simplified by using a result from Erdélyi et al. (1953, vol. II, p. 138), to obtain

$$
\begin{equation*}
\kappa_{3}=\frac{6 \alpha^{2}}{m^{2} g \beta^{2(n-2)}} 2^{-\frac{1}{2}} \Gamma\left(\frac{3}{2}\right)_{2} F_{1}\left(1, \frac{2(n-2)}{m} ; \frac{n-1}{m}+1, \frac{1}{2}\right), \tag{A4}
\end{equation*}
$$

where ${ }_{2} F_{1}$ is a generalized hypergeometric function. On using the definitions of $\lambda_{3}$ in (2.8), $\kappa_{2}$ in (2.11) and $s$ in (2.14), together with $\sigma_{\mathrm{p}}=\beta(m / n)^{1 / m}$ and $\kappa_{2}=\mu_{2}=0$, given by (3.10), we obtain equation (3.12).

In the special case $m=n-1$ (which for $n=5$ gives the $P-M$ spectrum) it is possible to reduce (3.12) by use of the relations

$$
\begin{equation*}
{ }_{2} F_{1}(p, 1-q ; p+1 ; \eta)=p \eta^{-p} B_{\eta}(p, q) \tag{A5}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{\eta}(p, q)=\int_{0}^{\eta} \ell^{p-1}(1-t)^{q-1} \mathrm{~d} l \tag{A6}
\end{equation*}
$$

(Erdélyi et al. 1953, vol. I, p. 87). This leads to

$$
\begin{equation*}
\lambda_{3}=6 \pi s \frac{n-1}{n-3}\left(\frac{n}{n-1}\right)^{2 /(n-1)}\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left(2^{(n-3) /(n-1)}-1\right) \tag{A7}
\end{equation*}
$$

However, as $n \rightarrow \infty$ (A 7) does not reduce to (3.12) owing to non-uniform convergence in the narrowband case. In the special case considered here, we have also from (3.11) that

$$
\begin{equation*}
v^{2}=\Gamma\left(\frac{n-3}{n-1}\right) / \Gamma\left(\frac{n-2}{n-1}\right)-1 \tag{A8}
\end{equation*}
$$

Some numerical values derived from (A 7) and (A 8) are shown in table 3. In this case the ratio $\lambda_{3} / \pi s$ does not differ greatly from 7 . But in the more general case (table 2) the variation is considerably greater.

We thank David Carter for suggesting the topic of this paper, and Peter Challenor, David Evans, Trevor Guymer and David Webb for useful discussions. Financial

| $n$ | $\nu$ | $\lambda_{3} / \pi s$ |
| ---: | :--- | :---: |
| 4 | 0.679 | 7.103 |
| 5 | 0.425 | 6.965 |
| 6 | 0.314 | 6.952 |
| 10 | 0.157 | 7.072 |
| 100 | 0.013 | 7.463 |
| $\infty$ | 0 | 7.520 |

Table 3. Parameters $\nu$ and $\lambda_{3} / \pi \delta$ for the spectrum (3.9), when $m=n-1$
support came from the Department of Trade and Industry through the Marine Technology Committee, as part of their Support for Innovation scheme. We are indebted to Witold Cieslikiewicz, of the Institute of Hydroengineering at Gdansk, for constructive criticism of an earlier draft.

## REFERENCES

Bitner, E. 1976 Nieliniowe osabliwości probabilistyeznego modelu far lowania wiatrowego na ograniczonej glebokoáci. Doctoral thesis, Inst. of Hydroeng., Gdansk, Poland.
Bitner-Gregersen, E. M. 1980 Non-linear shallow-water wind waves and their statistics. Rozpr. Hydrotech. 42, 3-12.
Dubreil-Jacotin, M.-L. 1934 Sur la détermination rigoureuse des ondes permanentes périodiques d'ampleur finie. J. Math. Pures et Appl. (9) 13, 217-291.
Erdélyi, A., Magnus, W., Oberhetxinger, F. \& Trioomi, F. 1953 Highet Transcendental Functions, vols. 1 and 2. McGraw-Hill.
Hoang, N. E. \& Long, S. R. 1980 An experimental study of the surface elevation probability distribution and statistics of wind-generated waves. J. Fluid Mech. 101, 179-200.
Huang, N. E., Long, S. R., Tung, C.-C., Yden, Y. \& Bliven, L. F. 1981 A unified two-parameter wave spectral model for a general sea state. J. Fluid Mech. 112, 203-224.
Huang, N. E., Long, S. R., Tung, C-C., Yoen, Y. \& Bliven, L. F. 1983 A non-gaussian statistical model for surface elevation of nonlinear wave fields. J. Geophys. Res. 88, 7597-7606.
$J_{\text {ackson, }}$ F. C. 1979 The reflection of impulses from a nonlinear random sea. J. Geophys. Res. 84, 4929-4943. .
Lamb, H. 1932 Hydrodynamics, 6th edn. Cambridge University Press, 738 pp.
Lipa, B. J. \& Barrick, D. E. 1981 Ocean surface height-slope probability density function from SEASAT altimeter echo. J. Geophys. Res. 86, 10, 921-10,930.
Lio, P. C. 1983 A representation for the frequency spectrum of wind-generated waves. Ocean Engng 10, 429-441.
Liv, P. C. 1985 Representing frequency spectra for shallow water waves. Ocean Engng 12, 151-160.
Longuet-Higains, M. S. 1957 The statistical analysis of a random moving surface. Phil. Trans. R. Soc. Lond. A 249, 321-387.

Longeet-Higarns, M. S. 1963 The effect of nonlinearities on statistical distributions in the theory of sea waves. J. Fluid Mech. 17, 459-480.
Longuet-Hroans, M. S. 1980 On the distribution of the heights of sea waves: some effects of nonlinearity and finite band width. J. Geophys. Res. 85, 1519-1523.
Longuet-Higoins, M.S. 1982 On the skewness of sea surface slopes. J. Phys. Oceanogr. 12, 1283-1291.
Longuet-Higoins, M. S. \& Stewart, R. W. 1962 Radiation stress and mass transport in gravity waves, with applications to 'surf beats'. J. Fluid Mech. 13, 481-504.
Longuet-Higoins, M. S. \& Stewart, R. W. 1964 Radiation stress in water waves; a physical discussion with applications. Deep-Sea Res. 11, 529-562.
McClann, R. C., Chen, D. T. \& Hart, W. D. 1982 On the use of laser profilometry for ocean wave studies. J. Geophys. Res. 87, 9509-9515.
Phulirs, O. M. 1961 On the dynamics of unsteady gravity waves of finite amplitude. Part 2. J. Fluid Mech. 11, 143-155.

Philuips, O. M. 1977 The Dynamics of the Upper Ocean, 2nd edn. Cambridge University Press.
WALSH, E. J. 1979 Extraction of ocean wave height and dominant wavelength from GEOS-3 altimeter data. J. Geophys. Res. 84, 4003-4009.

# An Effect of Sidewalls on Waves in a Wind Wave Channel 
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#### Abstract

Many experiments on the generation of surface waves by wind have been earried out in laboratory wind wave channels with verical sidewalls. In this note it is shown that surprisingly, the waves near the wall may be considerably steeper than those along the center line of the tank, by a factor of about $2^{1 / 2}$.


Many valuable experiments on the generation of surface maves by wind have been carried out in laboratory wind wave channels. Such channels usually have vertical sidewalls, and the effect of such walls on the damping of the waves by viscosity or surface tension effects has sometimes been considered. However, a possibly much stronger eflect has apparently been overlooked. This applies particuiarly to three-dimensional. random waves. In the following note it is shown that surprisingly, the waves near the wall may be considerably steeper than those along the center line of the rank, by a factor of about $2^{1 / 2}$.
According to linear theory. the surface elevation $\eta$ in an unbounded wave field may be represented approximately by

$$
\begin{equation*}
\eta=\sum_{n=1}^{N} u_{n} \cos \left(\phi_{n}+\varepsilon_{n}\right) \tag{1}
\end{equation*}
$$

where $\phi_{n}=k_{n} \cdot \mathrm{x}-\sigma_{n} f$, and as $N \rightarrow x$ the wave numbers $k_{\text {, }}$ are assumed to become distributed densely over the wave number plane. The phases $E_{n}$ are distributed uniformly over the interval $(0,2 \pi)$. The mean square amplitude $i^{2}$ is then given simply by

$$
\begin{equation*}
\eta^{2}=\sum \frac{1}{1} a_{i}^{2}=A \tag{2}
\end{equation*}
$$

The above representation might well apply in a wind wave channel at points far from the walls compared with the correlation distance $L$ across the channel (the $y$ direction).

Near to a wall, however. we can no longer assume that the phases $\varepsilon_{n}$ are uncorrelated. For according to inviscid theory the boundary condition at the wall is that the normal component of velocity much vanish; hence

$$
\begin{equation*}
\frac{\partial \eta}{\partial y}=0 \tag{3}
\end{equation*}
$$

for all values of $x$ and f. Hence each complex wave amplilude $a_{n} e^{\prime s}$ must be paired with an opposite or reflected amplitude $a_{m} e^{i r}$ - having the same phase $\varepsilon_{n}$ at the wall. The absolute amplitudes $a_{n}$ are the same as in (1). To find the mean square surface elevation, we have now to consider the mean square amplitude of half the number of independent vectors:

Copyrigh © 1990 by the American Geophysial Union.
Paper number 89JC03s32.
0148-0227/90899]C-01932802.00

$$
\begin{equation*}
b_{n} e^{i \tau_{\theta}}=a_{n} e^{i f_{t}}+a_{m} e^{i t_{m}}=2 a_{n} e^{f_{t}} \tag{4}
\end{equation*}
$$

Thus if $\Sigma^{*}$ denotes the sum over all pairs of such wave numbers.

$$
\begin{equation*}
\dot{\eta}^{2}=\sum \frac{1}{2} b_{n}^{2}=\frac{1}{2} \sum!\left(2 a_{n}\right)^{2}=2 A \tag{5}
\end{equation*}
$$

Hence at the wall the rms wave elevation is multiplied by $2^{12}$.
Since the component of any wave number parallel to the wall is unaffected by reflection at the sides. the rms steepness of waves near the sidewall also is increased. This may lead to breaking of the waves near the sidewall, even though near the center of the tank the waves may not be breaking. (For use of this fact to study breaking waves in deep water, in a nonrandom case, see Longuet-Higgins (1974)). Loss of energy near the sidewalls will lead to a reduction in the amplitude of the refiected wave components. Hence if the cross-wind cortelation distance $L$ is much less than the width of the tank. and if the waves are regenerated in a horizontal distance which is larger than $L \tan a$, where $\alpha$ is the mean square directional spread of the wave energy, then breaking at the wall could lead to a minimum of $\bar{\eta}^{2}$ on either side of the center line. In other words, the distribution of energy as a function of cross-wave dislance would have the form of a "W."

Finally, we note that if $L$ is comparable to the width of the channel the waves will (by definition) be mainly two dimensional. This certainly will be true if the dominant wavelength exceeds the critical wavelength for trapping of waves between the sidewalls. Then the most important threedimensional effects may arise from viscosity and surface tension at the sidewalls.
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## Introductory Notes for Part F F. Wave Analysis and Wave Generation

## Papers F1 to F7

Papers F1 to F3 concern the distribution of the energy of wind-generated waves with respect to their direction of propagation $(\theta)$. Paper F 1 is preliminary; it discusses how to extract information about a function $f(\theta)$ when the observations yield only a finite number $n$ of the Fourier coefficients of $f$. The most important case is when $n=2$. The second paper (F2) is an account of wave measurements made with the pitch-and-roll buoy, designed by NF Barber. The observations and analysis yielded important results regarding the frequency-spectrum of the waves, their rate of growth under the action of the wind, and the spread in direction of the wave energy. (An attempt to measure the local air pressure on the sea surface was less successful). Paper F3 is largely a summary and review of the findings of Paper F2.

Papers F4 and F5 are about various mechanisms for the generation of waves by wind. Note that the "maser mechanism" described in paper C4 was later shown by K Hasselmann to be incomplete; the effect of mass flux by the short waves riding on the longer waves is actually cancelled by the effect of their momentum flux when viscosity is ignored. But OM Phillips then showed that when viscous damping of the short waves is taken into account there is indeed a (smaller) net transfer of energy to the longer waves. Paper F5 discusses the effect of an uneven tangential wind-stress at the surface, greater at the wave crests than in the wave troughs, and shows that it is equivalent to a normal pressure $90^{\circ}$ out of phase with the applied tangential stress. In Paper F6, the theory is extended so as to include surface tension, and it is shown to provide a physical explanation for the system of equations proposed by Ruvinsky and Freedman (1985, 1987).

Paper F7 discusses the possibility that in very steep waves both the normal and tangential stresses at the surface become localized near the crests of the waves. This localization will produce waves traveling at a certain angle either side of the direction of the wind, depending on the wave number. The calculations are extended so as to include capillarity.

## $6$


F. Wave Analysis and Wave Generation

Reprinted from the Proceedings of the Cambridge Philosophical Society, Volume 51, Part 4, pp. 590-603, 1955.
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## BOUNDS FOR THE INTEGRAL OF A NON-NEGATIVE FUNCTION IN TERMS OF ITS FOURIER COEFFICIENTS
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ABSTRACT. The first $2 N+1$ Fourier coefficients of an unknown, non-negative function $f(\theta)$ are given, and it is required to find bounds for $\int_{\pi} f(\theta) d \theta$. Where $\pi$ is some given region of intogration. We also wish to find the interval $E$ for which the bounds are most strict, when the width of $E$ is specified. $f(\theta)$ may represent a distribution of energy in the interval $0 \leqslant \theta \leqslant 2 \pi$; the object is to determino where the energy is chiefly located.

In the preaent paper we show that if the energy is located mainly in the neighbourhood of not more than $M$ distinct points, aignificant lower bounds for $\int_{8} f(\theta) d \theta$ can be found in terme of the first $2 M+1$ Fourier coefficients. The effectiveness of the method is illustrated by applying the inequalities to some known functions.
The resulta have application in determining the direction of propagation of ocean waves and other forms of energy.

1. Introduction. The following problem arises in connexion with the analysis of ocean waves (Barber (1)). Let $f(\theta)$ be an unknown, non-negative function of $\theta$, integrable and periodic with period $2 \pi$. We are given the first $2 N+1$ Fourier coefficients of $f(\theta)$ :

$$
\left.\begin{array}{ll}
a_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(\theta) \cos n \theta d \theta & (n=0,1, \ldots, N) \\
b_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(\theta) \sin n \theta d \theta & (n=1,2, \ldots, N)
\end{array}\right\}
$$

Can we find upper and lower bounds for the function

$$
F(E)=\int_{E} f(\theta) d \theta
$$

where $E$ is some given region of integration?
In practice $f(\theta)$, or a related function, may represent the energy density of ocean waves approaching a recording station from a direction specified by $\theta$. Barber (1) has shown that, if the waves are recorded at $m$ different points, then $a_{0}, a_{1}, b_{1}, \ldots, a_{N}, b_{N}$, where $N \leqslant \frac{1}{2} m(m-1)$, can be determined from the correlation coefficients of the components of wave motion at the $m$ points; from this information it is required to find, so far as possible, the angular distribution of the wave energy.

For convenience we shall refer to $\theta$ as the 'direction' and to (1.2) as the 'energy' contained in the interval $E$.

An approximation $f_{N}(\theta)$ to the required function $f(\theta)$ might be given by summing the first $2 N+1$ terms of its Fourier series

$$
f_{N}(\theta)=\frac{1}{2} a_{0}+\sum_{k=1}^{N}\left(a_{n} \cos n \theta+b_{n} \sin n \theta\right)
$$

for, under certain conditions, $f_{N}(\theta)$ tends to $f(\theta)$ as $N \rightarrow \infty$. But this approximation may be inadequate, for it often happens that most of the energy comes from a very restricted range of directions; $f(\theta)$ will then have one or more pronounced maxima which can be only poorly approximated by the smooth function $f_{N}(\theta)$. In addition, $f_{N}(\theta)$ may take negative values, while $f(\theta)$ is non-negative. (The Cesàro sums Cl, however, are non-negative; see, for example, Zygmund (12), p. 46.)

In the present paper we make use of the fact that $f(\theta)$ is non-negative, and it is when the energy is concentrated in one or more narrow ranges of direction that our method yields the most information.


Fig. 1.
The argument is as follows. Let $g\left(\theta ; \alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ be a polynomial in $\cos \theta$ and $\sin \theta$ of degree $N$ at most, with coefficients involving $\alpha_{1}, \ldots, \alpha_{N}$. Then the integral

$$
I\left(\alpha_{1}, \ldots, \alpha_{N}\right)=\frac{1}{\pi} \int_{0}^{2 \pi} f(\theta) g\left(\theta ; \alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right) d \theta
$$

is expressible in terms of $\alpha_{1}, \ldots, \alpha_{N}$ and the first $2 N+1$ Fourier coefficients of $f(\theta)$. Suppose that $g$ is always positive, except at $\theta=\alpha_{1}, \ldots, \alpha_{N}$, where it vanishes (see Fig. 1 for the case $N=1$ ). Then $I$ is never negative, and is small if and only if the energy is nearly all concentrated in the neighbourhood of the points $\alpha_{1}, \ldots, \alpha_{N}$. For if $E$ denotes a set of $N$ narrow intervals surrounding $\alpha_{1}, \ldots, \alpha_{N}$, the contribution to the integral from within $E$ is small, since $g$ is small there, and the contribution from the remaining regions $E^{\prime}$ is also small, since the proportion of energy in $E^{\prime}$ is small. Conversely, if $I$ is small, then the proportion of energy lying outside $E$ is small, for otherwise there would be an appreciable positive contribution to $I$ from the regions $E^{\prime}$.

More precisely, let $p$ denote the proportion of energy lying outside $E$ (that is, in $E^{\prime}$ ). Then since the total energy equals $\pi a_{0}$, we have

$$
F\left(E^{\prime}\right)=p \pi a_{0}, \quad F(E)=(1-p) \pi a_{0} .
$$
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In $E$ we shall have $0 \leqslant g \leqslant G$, say, and in $E^{\prime}, G^{\prime}<g \leqslant G^{\prime \prime}$. Thus from ( $1 \cdot 4$ )

$$
\begin{align*}
\frac{I}{a_{0}} & =\frac{1}{\pi a_{0}}\left[\int_{E} f g d \theta+\int_{E^{\prime}} f g d \theta\right]  \tag{1-6}\\
& \leqslant \frac{1}{\pi a_{0}}\left[G F(E)+G^{\prime \prime} F\left(E^{\prime}\right)\right] \\
& =G(1-p)+G^{n} p \tag{1.8}
\end{align*}
$$

When the intervals $E$ are so narrow that $G \ll 1$, and if at the same time $p \ll 1$, then it follows that $I / a_{0} \ll 1$. Conversely, since

$$
\frac{I}{a_{0}} \geqslant \frac{1}{\pi a_{0}} \int_{E^{\prime}} f g d \theta \geqslant \frac{1}{\pi a_{0}} G^{\prime} F\left(E^{\prime}\right)=G^{\prime} p,
$$

we have

$$
p \leqslant \frac{I}{G^{\prime} a_{0}} .
$$

Thus if $I / G^{\prime} a_{0}$ is small then $p$ is also small, and so nearly all the energy lies within $E$. In general, a knowledge of $I / G^{\prime} a_{0}$ provides an upper bound for $p$ and so a lower bound for $F^{\prime}(E)$ (by ( 1.5 )).

The smaller the value of $I / G^{\prime} a_{0}$, the greater the amount of energy known to be contained in $E$. We therefore seek the values of $\alpha_{1}, \ldots, \alpha_{N}$ which make $I\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ a minimum. ( $G^{\prime}$ depends also on the subsequent choice of $E$.) The directions $\alpha_{1}, \ldots, \alpha_{N}$ which make $I\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ a minimum will correspond to the predominant directions of the energy, so far as these can be defined. The chief mathematical problem is then to find the minimum of the integral ( $\mathbf{1} \cdot \mathbf{4}$ ) and to determine the corresponding directions $\theta=\alpha_{1}, \ldots, \alpha_{N}$.

The cases $N=1$ and $N>1$ will be considered in $\S\{2$ and 3 respectively. In $\S 4$ we give some practical examples, where the inequalities are applied to the Fourier coefficients of known functions $f(\theta)$. The tests are found to be reasonably effective.
2. $N=1$. Let

$$
\begin{align*}
g\left(\theta ; \alpha_{1}\right) & =2 \sin ^{2} \frac{\theta-\alpha_{1}}{2}  \tag{2.1}\\
& =1-\cos \theta \cos \alpha-\sin \theta \sin \alpha_{1} \tag{2•2}
\end{align*}
$$

$g\left(\theta ; \alpha_{1}\right)$ is positive everywhere except at $\theta=\alpha_{1}$, where it vanishes (see Fig. 1), and hence it satisfies the conditions stated in $\S 1$. Consider then the function

$$
\begin{align*}
I\left(\alpha_{1}\right) & =\frac{2}{\pi} \int_{0}^{2 \pi} f(\theta) \sin ^{2} \frac{\theta-\alpha_{1}}{2} d \theta \\
& =a_{0}-a_{1} \cos \alpha_{1}-b_{1} \sin \alpha_{1}
\end{align*}
$$

which is a function of $\alpha_{1}$ with known coefficients $a_{0}, a_{1}, b_{1}$. For $E$ we may take the interval of width $2 \delta$ having $\alpha_{1}$ as mid-point. Everywhere outside $E$ we have

$$
g>2 \sin ^{2} \frac{1}{2} \delta=G^{\prime}
$$

and so the inequality $(1 \cdot 10)$ becomes

$$
p \leqslant \frac{I\left(\alpha_{1}\right)}{2 a_{0} \sin ^{2} \frac{1}{2} \delta}
$$

Now from (2.4) the minimum value of $I\left(\alpha_{1}\right)$ is

$$
I=a_{0}-\sqrt{ }\left(a_{1}^{2}+b_{1}^{2}\right),
$$

and occurs when

$$
\cos \alpha_{1}: \sin \alpha_{1}: 1=-a_{1}:-b_{1}: \sqrt{ }\left(a_{1}^{2}+b_{1}^{2}\right) .
$$

The best possible inequality (2.6) is therefore

$$
p \leqslant \frac{a_{0}-\sqrt{ }\left(a_{1}^{2}+b_{1}^{2}\right)}{2 a_{0} \sin ^{2} \frac{1}{2} \delta}
$$

The corresponding direction $\alpha_{1}$, given by (2.8), defines the 'predominant' direction of the energy.

We may remark that the maximum and minimum values of $l\left(\alpha_{1}\right)$ are the roots of

$$
I^{2}-2 a_{0} I+\left(a_{0}^{2}-a_{1}^{2}-b_{1}^{2}\right)=0
$$

also that a necessary and sufficient condition for the energy to be concentrated within a single interval of infinitesimal width is

$$
a_{0}^{2}-a_{1}^{2}-b_{1}^{2}=0
$$

3. $N>1$. Generalizing equation (2.1) we take

$$
\begin{equation*}
g\left(\theta ; \alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)=2^{2 N-1} \sin ^{2} \frac{\theta-\alpha_{1}}{2} \sin ^{2} \frac{\theta-\alpha_{2}}{2} \ldots \sin ^{2} \frac{\theta-\alpha_{N}}{2} \tag{3-1}
\end{equation*}
$$

which is positive everywhere except at the points $\theta=\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}$, where it vanishes. The integral

$$
I\left(\alpha_{1}, \ldots, \alpha_{N}\right)=\frac{2^{2 N-1}}{\pi} \int_{0}^{2 \pi} f(\theta) \sin ^{2} \frac{\theta-\alpha_{1}}{2} \ldots \sin ^{2} \frac{\theta-\alpha_{N}}{2} d \theta
$$

is expressible in terms of $\alpha_{1}, \ldots, \alpha_{N}$ and the first $2 N+1$ Fourier coefficients

$$
a_{0}, a_{1}, b_{1}, \ldots, \alpha_{N}, b_{N}
$$

we have to investigate the minimum values of $I\left(\alpha_{1}, \ldots, \alpha_{N}\right)$. We shall now show that under certain conditions the maximum and minimum values of $I\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ are the roots of the quadratic

$$
\begin{equation*}
\Delta_{N-2} I^{2}-2 \Delta_{N-1} I+\Delta_{N}=0 \tag{3-3}
\end{equation*}
$$

where

$$
\Delta_{N}=\left|\begin{array}{cccc}
A_{0} & A_{1} & \ldots & A_{N}  \tag{3.4}\\
A_{1}^{*} & A_{0} & \ldots & A_{N-1} \\
\vdots & \vdots & & \vdots \\
A_{N}^{*} & A_{N-1}^{*} & \ldots & A_{0}
\end{array}\right|
$$

and we have written $\quad A_{n}=a_{n}-i b_{n}=\frac{1}{\pi} \int_{0}^{2 n} f(\theta) e^{-i n \theta} d \theta$.
( $A_{n}^{*}$ denotes the complex conjugate of $A_{n}$.) When $N=1$ equation (3.3) reduces to (2-10) provided we take conventionally $\Delta_{-1}=1$.

Since

$$
\begin{equation*}
\sin ^{2} \frac{\theta-\alpha_{n}}{2}=\frac{1}{1}\left(e^{i \theta}-e^{i \alpha_{n}}\right)\left(e^{-i \theta}-e^{-i \alpha_{n}}\right), \tag{3.6}
\end{equation*}
$$
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we have

$$
\begin{align*}
I\left(\alpha_{1}, \ldots, \alpha_{N}\right) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta)\left(e^{i \theta}-e^{i \alpha_{1}}\right) \ldots\left(e^{i \theta}-e^{i \alpha_{\Delta}}\right)\left(e^{-i \theta}-e^{-i \alpha_{1}}\right) \ldots\left(e^{-i \theta}-e^{-i \alpha_{s}}\right) d \theta \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta)\left(t-x_{1}\right) \ldots\left(t-x_{N}\right)\left(t^{-1}-x_{1}^{-1}\right) \ldots\left(t^{-1}-x_{N}^{-1}\right) d \theta
\end{align*}
$$

where $t=e^{i \theta}$ and $x_{n}=e^{i \alpha_{n}}$. Thus

$$
x_{1} \ldots x_{N} I=\frac{(-1)^{N}}{2 \pi} \int_{0}^{2 \pi} f(\theta) t^{-N}\left(t-x_{1}\right)^{2} \ldots\left(t-x_{N}\right)^{2} d \theta .
$$

At a stationary value of $I, \quad \frac{\partial I}{\partial x_{n}}=-i e^{-i \alpha_{n}} \frac{\partial I}{\partial \alpha_{n}}=0$,
and so on differentiating both sides of (3.9) with respect to $x_{n}$,

$$
\frac{x_{1} \ldots x_{N}}{x_{n}} I=\frac{(-1)^{N+1}}{\pi} \int_{0}^{2 \pi} f(\theta) t^{-N} \frac{\left(t-x_{1}\right)^{2} \ldots\left(t-x_{N}\right)^{2}}{t-x_{n}} d \theta .
$$

We shall make use of two lemmas:
Lemma 1.

$$
\left|\begin{array}{cccc}
x_{1}^{m} x_{2} \ldots x_{N} & x_{1} x_{2}^{m} \ldots x_{N} & \ldots & x_{1} x_{2} \ldots x_{N}^{m}  \tag{3-12}\\
x_{1}^{N-2} & x_{2}^{N-2} & \ldots & x_{N}^{N-2} \\
x_{1}^{N-3} & x_{2}^{N-3} & \ldots & x_{N-3}^{N-3} \\
\vdots & \vdots & & \vdots \\
1 & 1 & \ldots & 1
\end{array}\right|=\left\{\left.\begin{array}{cc}
(-1)^{N+1} D_{N} \quad(m=0), \\
0 \quad(m=1,2, \ldots, N-1),
\end{array} \right\rvert\,\right.
$$

where

$$
D_{N}=\left|\begin{array}{cccc}
x_{1}^{N-1} & x_{2}^{N-1} & \ldots & x_{N}^{N-1} \\
x_{1}^{N-2} & x_{2}^{N-2} & \ldots & x_{N-2}^{N-2} \\
\vdots & \vdots & & \vdots \\
1 & 1 & \ldots & 1
\end{array}\right|=\prod_{n>m}\left(x_{n}-x_{m}\right)
$$

For the value of the left-hand determinant is unaltered by dividing the first row by $x_{1} x_{2}, \ldots, x_{N}$ and multiplying the first column by $x_{1}$, the second by $x_{2}$ and so on. If $m=0$, the determinant is then identical with $D_{N}$ except for an interchange of rows. If $m=1,2, \ldots, N-1$, two rows of the determinant are identical.

Lemia 2. When $m=0,1, \ldots, N-1$,

$$
\left|\begin{array}{cccc}
\frac{x_{1}^{m}}{t-x_{1}} & \frac{x_{2}^{m}}{t-x_{2}} & \cdots & \frac{x_{N}^{m}}{t-x_{N}}  \tag{3•14}\\
x_{1}^{N-2} & x_{2}^{N-2} & \cdots & x_{N}^{N-2} \\
x_{1}^{N-3} & x_{2}^{N-3} & \cdots & x_{N}^{N-3} \\
\vdots & \vdots & & \vdots \\
1 & 1 & \cdots & 1
\end{array}\right|=\frac{t^{m} D_{N}}{\left(t-x_{1}\right)\left(t-x_{2}\right) \ldots\left(t-x_{N}\right)} .
$$

For on multiplying the top row of the left-hand determinant by

$$
\left(t-x_{1}\right)\left(t-x_{2}\right) \ldots\left(t-x_{N}\right),
$$

the first term, for example, becomes

$$
\begin{equation*}
x_{1}^{m}\left(t-x_{2}\right) \ldots\left(t-x_{N}\right)=x_{1}^{m}\left[S_{8}^{11} t^{N-1}-S_{1}^{(1)} t^{N-2}+\ldots+(-1)^{N-1} S_{N}^{(1)}\right], \tag{3-15}
\end{equation*}
$$

where $S_{n}^{(1)}$ denotes the symmetric sum, of degree $n$, of the roots $x_{2}, \ldots, x_{N}$, and $S_{0}^{(1)}$, by convention, equals 1. $S_{n}^{(1)}$ may be expressed in terms of the symmetric sums $S_{n}$ of all the roots $x_{1}, x_{2}, \ldots, x_{N}$ by successive substitution as follows:

$$
\left.\begin{array}{l}
S_{1}^{(1)}=S_{1}-x_{1} S_{0}^{(1)}=S_{1}-x_{1} S_{0}, \\
S_{2}^{(1)}=S_{2}-x_{1} S_{1}^{(1)}=S_{2}-x_{1} S_{1}+x_{1}^{2} S_{0}, \\
S_{3}^{(1)}=S_{3}-x_{1} S_{2}^{(1)}=S_{3}-x_{1} S_{2}+x_{1}^{2} S_{1}-x_{1}^{3} S_{0}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
S_{N-m-1}^{(1)}=S_{N-m-1}-x_{1} S_{N-m-2}+\ldots+(-1)^{N-m-1} x_{1}^{N-m-1} S_{0},
\end{array}\right\}
$$

all the powers of $x_{1}$ on the right-hand side being of degree less than or equal to ( $N-m-1$ ). For the remaining coefficients we start from the other end:

On substitution in (3.15) we see that the first term of the top row of the determinant is of the form

$$
\begin{equation*}
P_{1} x_{\mathrm{I}}^{N-1}+P_{2} x_{1}^{N-2}+\ldots+P_{N}, \tag{3.18}
\end{equation*}
$$

where the $P_{n}$ are symmetrical expressions in $x_{1}, x_{2}, \ldots, x_{N}$ and

$$
P_{1}=t^{m} .
$$

Each of the terms $P_{n} x_{1}^{N-m}(m=2,3, \ldots, N-1)$ can be eliminated by subtracting $P_{n}$ times the $n$th row from the first row of the determinant. Only the first term $P_{1} x_{1}^{N-1}$ remains. By (3-19) this proves the lemma.

Now let the $n$th of equations (3.11) be multiplied by $x_{n}^{m}$ times the cofactor of the $n$th term of the first row of $D_{N}$, and let the equations be added. For $m=0$ this gives

$$
(-1)^{N+1} D_{N} I=\frac{(-1)^{N+1}}{\pi} \int_{0}^{2 \pi} f(\theta) t^{-N}\left(t-x_{1}\right) \ldots\left(t-x_{N}\right) D_{N} d \theta
$$

and therefore, if $D_{N} \neq 0$,

$$
\begin{align*}
I & =\frac{1}{\pi} \int_{0}^{2 \pi} f(\theta)\left[1-S_{1} t^{-1}+S_{8} t^{-2}-\ldots+(-1)^{N} S_{N} t^{-N}\right] d \theta \\
& =A_{0} S_{0}-A_{1} S_{1}+A_{2} S_{2}-\ldots+(-1)^{N} A_{N} S_{N}
\end{align*}
$$

Similarly, for $m=1,2, \ldots, N-1$, we have

$$
0=A_{m}^{*} S_{0}-A_{m-1}^{*} S_{1}+\ldots+(-1)^{N} A_{N-m} S_{N}
$$

Finally, we add the equation for $m=N$, which is most conveniently obtained by taking the conjugate of equation (3.21) and using $S_{n}^{*}=S_{N-n} / S_{N}$ :

$$
\begin{equation*}
I S_{N}=A_{N}^{*} S_{0}-A_{N-1}^{*} S_{1}+\ldots+(-1)^{N} A_{0} S_{N} \tag{3.23}
\end{equation*}
$$

These equations may be written in matrix form:

$$
\left(\begin{array}{ccccc}
A_{0}-I & A_{1} & A_{2} & \ldots & A_{N}  \tag{3.24}\\
A_{1}^{*} & A_{0} & A_{1} & \ldots & A_{N-1} \\
A_{2}^{*} & A_{1}^{*} & A_{0} & \ldots & A_{N-2} \\
\vdots & \vdots & \vdots & & \vdots \\
A_{N}^{*} & A_{N-1}^{*} & A_{N-2}^{*} & \ldots & A_{0}-I
\end{array}\right)\left(\begin{array}{c}
S_{0} \\
-S_{1} \\
S_{2} \\
\vdots \\
(-1)^{N} S_{N}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

The diagonal terms of the square matrix are all $A_{0}$ except the first and last, which are $A_{0}-1$. Since the symmetric sums $S_{n}$ are not all zero ( $S_{0}=1$ ), it follows that

$$
\left|\begin{array}{ccccc}
A_{0}-I & A_{1} & A_{2} & \ldots & A_{N} \\
A_{1}^{*} & A_{0} & A_{1} & \ldots & A_{N-1} \\
A_{2}^{*} & A_{2}^{*} & A_{0} & \ldots & A_{N-2} \\
\vdots & \vdots & & \vdots \\
A_{N}^{*} & A_{N-1}^{*} & A_{N-2}^{*} & \ldots & A_{0}-I
\end{array}\right|=0,
$$

which on expansion is seen to be identical with (3.3), the result to be proved.
To find the corresponding angles $\alpha_{n}$, we first choose the smaller root $I$ of equation (3.25) and then solve any $N$ of equations (3-24) to obtain the $N$ ratios $S_{0}: S_{1}: \ldots: S_{N}$. The roots $x_{1}, x_{2}, \ldots, x_{N}$ of

$$
S_{0} t^{N}-S_{1} t^{N-1}+\ldots+(-1)^{N} S_{N}=0
$$

then give the required angles, through the relations $x_{n}=e^{i x_{n}}$.
It was assumed in the proof that $D_{N} \neq 0$, i.e. that all the roots $x_{n}$ are distinct. Since $l\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ is a bounded function of $\alpha_{1}, \ldots, \alpha_{N}$, it must always possess at least one maximum and one minimum; but only if these correspond to unequal values of $\alpha_{1}, \ldots, \alpha_{N}$ does the present theorem necessarily hold.

In one important case, however, the above analysis is certainly valid, namely when the energy is concentrated in $N$ infinitesimal intervals surrounding $N$ distinct directions $\theta_{1}, \theta_{2}, \ldots, \theta_{N}$, say. For, when ( $\alpha_{1}, \ldots, \alpha_{N}$ ) $=\left(\theta_{1}, \ldots, \theta_{N}\right), I$ vanishes, from (3•2), and further

$$
\begin{equation*}
\frac{\partial I}{\partial \alpha_{n}}=-\frac{2^{2 N-1}}{\pi} \int_{0}^{2 \pi} f(\theta) \sin ^{2} \frac{\theta-\alpha_{1}}{2} \ldots \sin \left(\theta-\alpha_{n}\right) \ldots \sin ^{2} \frac{\theta-\alpha_{N}}{2} d \theta=0 \tag{3.27}
\end{equation*}
$$

Therefore $\left(\alpha_{1}, \ldots, \alpha_{N}\right)=\left(\theta_{1}, \ldots, \theta_{N}\right)$ is a solution of equation (3.11) and hence also of equations (3.25) and (3.5), with $I=0$. The determinant (3.25) is of rank $N$, as will be shown in the appendix, and so the ratios $S_{0}: S_{1}: \ldots: S_{N}$ are uniquely determined. Therefore $t=e^{i \theta_{n}}$ satisfies (3-26). But (3.26) has not more than $N$ roots, which must therefore be identical with the $N$ distinot quantities $e^{i \theta_{1}}, e^{i \theta_{2}}, \ldots, e^{i \theta_{s}}$.

When the minimum value of $I$ is small, equation (3.3) shows that it is given by

$$
\begin{equation*}
I=\frac{\Delta_{N}}{2 \Delta_{N-1}} \tag{3•28}
\end{equation*}
$$

very nearly. Therefore by ( $1-10$ ) all except a proportion $p$ of the energy is contained in $E$ where

$$
\begin{equation*}
p \leqslant \frac{\Delta_{N}}{2 G^{\prime} \Delta_{0} \Delta_{N-1}} . \tag{3•29}
\end{equation*}
$$

## If

$$
\frac{\Delta_{N}}{2 \Delta_{0} \Delta_{N-1}} \ll G_{;}^{\prime} ;
$$

then nearly all the energy is contained in $E$.
Suppose that we take as $E$ the set of $N$ intervals of width $2 \delta$ with mid-points $o_{1}, \ldots, \alpha_{N}$. If $\delta$ is small compared with the distances between successive $\alpha$ 's we have, in the $n$th interval,

$$
\begin{equation*}
g\left(\theta ; \alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)=2^{2 N-1} \sin ^{2} \frac{\theta-\alpha_{n}}{2} \Pi^{\prime} \sin ^{2} \frac{\alpha_{n}-\alpha_{n}}{2} \tag{3.31}
\end{equation*}
$$

very nearly, where in the product $m$ runs from 1 to $N$ exeluding $n$. Thus, outside $E$,

$$
g \geqslant 2^{2 N-1} \sin ^{2} \frac{1}{2} \delta \min \left(\Pi^{\prime} \sin ^{2} \frac{\alpha_{m}-\alpha_{n}}{2}\right)=G^{\prime} .
$$

A rough estimate of $G^{\prime}$ may be obtained by replacing $\sin \frac{1}{2} \delta$ by $\frac{1}{2} \delta$ and each of the terms $\sin ^{2} \frac{1}{2}\left(\alpha_{m}-\alpha_{n}\right)$ by a mean value $\frac{1}{2}$. Thus
and (3.30) becomes

$$
\begin{gather*}
G^{\prime} \div 2^{N-2} \delta^{2} \\
\frac{\Delta_{N}}{2^{N-1} \Delta_{0} \Delta_{N-1}} \ll \delta^{2} .
\end{gather*}
$$

If one of the distances $\left|\alpha_{m}-\alpha_{n}\right|$ is only of order $\delta$ or less, then $G^{\prime}$ will be an order of magnitude less than ( $3 \cdot 33$ ). But in that case we may expect that a smaller number of directions $\alpha_{n}$ would give a significant inequality, for the same value of $\delta$. Therefore a criterion for the energy to be grouped mainly in $N$ separate intervals of width $\delta$ is that $N$ shall be the least integer for which (3.34) is true.
4. Applications. To illustrate the method we shall discuss some examples when the energy distribution $f(\theta)$ has certain simple forms; we shall find how much information about $\int_{E} f(\theta) d \theta$ can be obtained from a knowledge of the first five Fourier coefficients.

Example 1. Suppose that

$$
f(\theta)=\left\{\begin{array}{ll}
\frac{\pi}{2 \varepsilon} & \text { if } \theta_{1}-\varepsilon<\theta<\theta_{1}+\varepsilon,  \tag{4-1}\\
0 & \text { elsewhere, }
\end{array}\right\}
$$

that is, the energy is evenly distributed in a narrow interval of width $2 \epsilon$ and mid-point $\theta_{1}$ (see Fig. 2a). Then we have

$$
A_{0}=1, \quad A_{n}=e^{i n \theta_{1}} \frac{\sin \pi \bar{\varepsilon}}{n \varepsilon} \quad(n=1,2, \ldots, N)
$$

and so

$$
\left.\begin{array}{l}
\Delta_{0}=1 \\
\Delta_{1}=1-\left(\frac{\sin \epsilon}{\epsilon}\right)^{2} \div \frac{1}{3} 6^{2}, \\
\Delta_{2}=\left(1-\frac{\sin 2 \epsilon}{2 \varepsilon}\right)\left(1-2\left(\frac{\sin \epsilon}{\varepsilon}\right)^{2}+\frac{\sin 2 \epsilon}{2 \epsilon}\right) \div \frac{4}{18 \varepsilon^{6}} \epsilon^{6}
\end{array}\right\}
$$

Since $\Delta_{1} / \Delta_{0}^{2}$ is of order $\epsilon^{2}$, we know at once that the energy is mainly grouped in a single interval whose width is of order $\epsilon$.
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Let us apply the test when $N=1$. From (2-8) we find that the 'predominant' direction is given by $\alpha_{1}=\theta_{1}$, and further from (2.9) that

$$
p \leqslant \frac{\epsilon^{2}}{3 \delta^{2}}
$$

(sin $\frac{1}{2} \delta$ has been replaced by $\frac{1}{2} \delta$ ). Thus, taking $\delta=\epsilon$, we could tell that not more than one-third of the energy lies outside the original interval, or taking $\delta=2 \varepsilon$, that not more than one-twelfth lies outside an interval of twice this width.


Fig. 2.
To apply the test when $N=2$ we have to solve

$$
\begin{align*}
& (1-I) S_{0}-e^{-i \theta_{1}} \frac{\sin \varepsilon}{\epsilon} S_{1}+e^{-2 i \theta_{1}} \frac{\sin 2 \varepsilon}{2 \epsilon} S_{2}=0, \\
& e^{i \theta_{1} \frac{\sin \epsilon}{\epsilon}} S_{0}-\quad S_{1}+e^{-i \theta_{2}} \frac{\sin \epsilon}{\epsilon} S_{2}=0, \\
& e^{2 i \theta_{1}} \frac{\sin 2 \epsilon}{2 c} S_{0}-e^{i \theta_{2}} \frac{\sin \epsilon}{\epsilon} S_{1}+\quad(1-I) S_{2}=0 .
\end{align*}
$$

On subtracting the first equation from the third we find

$$
S_{2}=e^{2 i \theta_{1}} S_{0}
$$

Bounds for the integral of a non-negative function
and so from the second

$$
\begin{equation*}
S_{1}=2 \frac{\sin \epsilon}{\epsilon} e^{t 0_{1}} S_{0} \tag{599}
\end{equation*}
$$

Equation (3.26) then becomes

$$
t^{2}-2 \frac{\sin \epsilon}{\epsilon} e^{i \theta_{1}} t+2 e^{2 i \theta_{1}}=0
$$

of which the solution, to order $\epsilon$, is

$$
t=e^{i\left(\theta_{1} \pm \varepsilon / \sqrt{ } 3\right)}
$$

The predominant directions $\alpha_{1}, \alpha_{2}$ are therefore given by

$$
\begin{equation*}
\alpha_{1}, \alpha_{2}=\theta_{1} \pm \epsilon / \sqrt{ } 3 \tag{4-10}
\end{equation*}
$$

The separation of $\alpha_{1}$ and $\alpha_{2}$ is $2 \epsilon / \sqrt{ } 3$. If we take as $E$ two separate intervals of width $2 \delta$ surrounding $\alpha_{1}$ and $\alpha_{2}, \delta$ being less than $\epsilon / \sqrt{ } 3$, we shall obtain a bound $G^{\prime}$ of order $\delta^{2} \epsilon^{2}$. Thus (3.29) will be of order $\epsilon^{2} / \delta^{2}$, and no advantage is obtained by taking $\delta$ much smaller than $\epsilon$ (as, indeed, we should expect from the actual form of $f(\theta)$ ). If, on the other hand, we take for $E$ a single interval $\left(\theta_{1}-\delta, \theta_{1}+\delta\right)$, where $\delta \geqslant \epsilon / \sqrt{ } 3$, we have

$$
G^{\prime}=2^{3} \sin ^{2} \frac{\delta-\epsilon / \sqrt{ } 3}{2} \sin ^{2} \frac{\delta+\epsilon / \sqrt{ } 3}{2}=\frac{\left(\delta^{2}-\frac{1}{3} \epsilon^{2}\right)^{2}}{3}
$$

approximately, and so from (3.29)

$$
p \leqslant \frac{4}{5} \frac{\epsilon^{4}}{\left(3 \delta^{2}-\epsilon^{2}\right)^{2}}
$$

If $\delta=\epsilon$, we have $p \leqslant 1 / 5$, showing that not more than one-fifth of the energy lies outside the interval (compared with one-third in the previous test). If $\delta=2 \varepsilon$, we have $p \leqslant 1 / 180$, showing that only about $0.5 \%$ of the energy lies outside the interval (compared with one-twelfth previously).

Thus the test for $N=2$ provides a stricter inequality than the test for $N=1$, but not by an order of magnitude.

Example 2. Let

$$
f(\theta)=\left\{\begin{array}{lll}
\frac{\pi}{4 \epsilon} & \text { if } & \theta_{1}-\epsilon<\theta<\theta_{1}+\epsilon, \\
\frac{\pi}{4 \epsilon} & \text { if } & \theta_{2}-\varepsilon<\theta<\theta_{2}+\epsilon, \\
0 & \text { elsewhere, }
\end{array}\right\}
$$

where $2 \epsilon<\theta_{2}-\theta_{1}<2 \pi-2 \epsilon$, so that the energy is evenly distributed in two nonoverlapping intervals of width $2 \varepsilon$ (see Fig. $2 b$ ). For simplicity we shall suppose also that $\theta_{2}-\theta_{1}=\frac{1}{2} \pi$, i.e. the average directions for the two intervals are at right angles. Then we have

$$
\begin{equation*}
A_{0}=1, \quad A_{n}=e^{-i n \theta_{0}} \cos \frac{n \pi}{4} \frac{\sin n \epsilon}{n \epsilon} \quad(n=1,2, \ldots, N) \tag{4-14}
\end{equation*}
$$

where $\theta_{0}=\frac{1}{2}\left(\theta_{1}+\theta_{2}\right)$, and

$$
\left.\begin{array}{l}
\Delta_{0}=1 \\
\Delta_{1}=1-\frac{1}{2} \frac{\sin \epsilon}{\epsilon} \div \frac{1}{2} \\
\Delta_{2}=1-\left(\frac{\sin \epsilon}{\epsilon}\right)^{2} \div \frac{1}{3} \epsilon^{2}
\end{array}\right\}
$$
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approximately. Since $\Delta_{2} / 2 \Delta_{0} \Delta_{1}$ is of order $\epsilon^{2}, \ll 1$, whereas $\Delta_{1} / \Delta_{0}^{2}$ is of order unity, we can tell at once that the energy lies mainly within two separate intervals whose width is of order $\varepsilon$.
In the test for $N=1, I\left(\alpha_{1}\right)$ is a minimum when $\alpha_{1}=\theta_{0}=\frac{1}{2}\left(\theta_{1}+\theta_{2}\right)$. But since $\Delta_{1} / \Delta_{0}^{2}$ is of order unity the test gives a barely significant result. If we take, for example, $\delta=\frac{1}{2} \pi$, so that $E$ is the interval of width $\pi$ and mid-point $\theta_{0}$, we have from (2.9)

$$
p \leqslant 1-\sqrt{\frac{1}{2}}=0.293,
$$

so that only about seven-tenths of the energy certainly lies in this semicircle.
Now let us apply the test for $N=2$. We have

$$
\left.\begin{array}{rr}
(1-I) S_{0}-\frac{e^{-i \theta_{0}}}{\sqrt{2}} \frac{\sin \epsilon}{\varepsilon} S_{1} & =0 \\
\frac{e^{i \theta_{0}}}{\sqrt{ } 2} \frac{\sin \epsilon}{\epsilon} S_{0}- & S_{1}+\frac{e^{-i \theta_{0}}}{\sqrt{2}} \frac{\sin \epsilon}{\epsilon} S_{2}
\end{array}=0,\right\}
$$

Proceeding as before, we find

$$
\alpha_{1}=\theta_{1}+\frac{\partial}{} \varepsilon^{2}, \quad \alpha_{2}=\theta_{2}-\frac{1}{8} \epsilon^{2} .
$$

Thus the two 'predominant' directions differ from the directions $\theta_{1}$ and $\theta_{2}$ by quantities of order $\varepsilon^{2}$ only. If $E$ is taken to be two amall intervals of width $2 \delta$ surrounding $\alpha_{1}$ and $\alpha_{2}$ we may take

$$
G^{\prime}=2^{3} \sin ^{2} \frac{1}{2} \delta \sin ^{2} \frac{\alpha_{2}-\alpha_{1}}{2}=\delta^{2}
$$

approximately, and so from (3.29) $\quad p \leqslant \frac{\epsilon^{2}}{3 \delta^{2}}$.
Thus we could tell that at least two-thirds of the energy comes from within two intervals of width $2 \varepsilon$ almost coinciding with the original intervals, or that eleventwelfths of the energy comes from within two intervals of twice this width.
As expected, there is a marked improvement in the inequalities obtained from the test for $N=2$ compared with those obtained from the test for $N=1$, in this example. However, from the experience of Example 1 we should expect that tests of higher order would give only a smaller improvement.
Example 3. In the two previous examples we assumed that the energy was entirely confined to one or two narrow intervals, that is to say there was no 'background' of energy outside those intervals. To investigate the effect of such a background we may add to the energy distribution of Example 1 a small constant term. Thus

$$
f(\theta)= \begin{cases}\frac{1}{2} \eta+\frac{\pi}{2 \epsilon} & \text { if } \theta_{1}-\varepsilon<\theta<\theta_{1}+\varepsilon, \\ \frac{1}{2} \eta & \text { elsewhere },\end{cases}
$$

where $\eta$ is a small quantity (see Fig. 2c). The effect of this is to increase $A_{0}$ by $\eta$ but to leave the other Fourier coefficients unaltered:

$$
A_{0}=1+\eta, \quad A_{n}=e^{-i n \theta_{1}} \frac{\sin n \epsilon}{n \epsilon} \quad(n=1,2, \ldots, N) .
$$

Equation (2.9) then gives

$$
\begin{equation*}
p \leqslant \frac{2 \eta+\frac{1}{3} \epsilon^{2}}{\delta} \tag{4-23}
\end{equation*}
$$

(higher powers of $\delta, \epsilon, \eta$ being neglected).
In order that the background shall be negligible, therefore, we must have $\eta \ll e^{2}$, or in other words the background must be an order of magnitude smaller than the square of the width of the interval. It appears, therefore, that the effectiveness of the present tests depends rather critically on the absence of such a background.

## APPENDIX

## Properties of $\Delta_{N}$

We now prove the result used in §3. This is part of a more general theorem (Theorem A 9) which was first proved algebraically by Toeplitz (11); other proofs have been given by Fischer (6), Schur (10) and Frobenius (7) $\dagger$. The proof we now give is more direct than any of those mentioned, and brings to light more clearly the significance of $\Delta_{N}$.

First we establish the identity

$$
\begin{equation*}
\Delta_{N} \equiv \frac{2^{2 N(N+1)}}{(N+1)!\pi^{N+1}} \int_{0}^{2 \pi} \ldots \int_{0}^{2 \pi} f\left(\theta_{1}\right) \ldots f\left(\theta_{N+1}\right) \prod_{m>n} \sin ^{2} \frac{\theta_{m}-\theta_{n}}{2} d \theta_{1} \ldots d \theta_{N+1} \tag{A1}
\end{equation*}
$$

where, in the double product, $n$ runs from 1 to $N+1$ and $m$ from $n+1$ to $N+1$. From (3.4) and (3.5) we have

$$
\begin{align*}
& \Delta_{N}=\frac{1}{\pi^{N+1}}\left|\begin{array}{cccc}
\int_{0}^{2 \pi} f\left(\theta_{1}\right) d \theta_{1} & \int_{0}^{2 \pi} f\left(\theta_{2}\right) e^{-i \theta_{2}} d \theta_{2} & \cdots & \int_{0}^{2 \pi} f\left(\theta_{N+1}\right) e^{-i N \theta_{y+1}} d \theta_{N+1} \\
\int_{0}^{2 \pi} f\left(\theta_{1}\right) e^{i \theta_{1}} d \theta_{1} & \int_{0}^{2 \pi} f\left(\theta_{2}\right) d \theta_{2} & \cdots & \int_{0}^{2 \pi} f\left(\theta_{N+1}\right) e^{-i(N-1) \theta_{N+1}} d \theta_{N+1} \\
\vdots & \vdots & \vdots \\
\int_{0}^{2 \pi} f\left(\theta_{1}\right) e^{i N \theta_{1}} d \theta_{1} & \int_{0}^{2 \pi} f\left(\theta_{2}\right) e^{i(N-1) \theta_{2}} d \theta_{2} \ldots & \int_{0}^{2 \pi} f\left(\theta_{N+1}\right) d \theta_{N+1}
\end{array}\right| \\
& =\frac{1}{\pi^{N+1}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} f\left(\theta_{1}\right) \ldots f\left(\theta_{N+1}\right) \\
& \times\left|\begin{array}{cccc}
1 & e^{-i \theta_{2}} & \ldots & e^{-i N \theta_{N+1}} \\
e^{i \theta_{1}} & 1 & \ldots & e^{-i(N-1) \theta_{m+1}} \\
\vdots & \vdots & & \vdots \\
e^{i N \theta_{1}} & e^{i(N-1) \theta_{3}} & \ldots & 1
\end{array}\right| d \theta_{1} \ldots d \theta_{N^{\prime}+1} \\
& =\frac{1}{\pi^{N+1}} \int_{0}^{2 \pi} \ldots \int_{0}^{2 \pi} f\left(\theta_{1}\right) \ldots f\left(\theta_{N+1}\right) e^{-i \theta_{3}} e^{-2 i \theta_{3}} \ldots e^{-i N \theta_{N+1}} \\
& \times\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
e^{i \theta_{1}} & e^{i \theta_{2}} & \ldots & e^{i \theta_{N+1}} \\
\vdots & \vdots & & \vdots \\
e^{i N \theta_{1}} & e^{i N \theta_{2}} & \ldots & e^{i N \theta_{y+1}}
\end{array}\right| d \theta_{1} \ldots d \theta_{N+1} . \tag{A2}
\end{align*}
$$

[^42]
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Interchanging any two of the $\theta_{n}$ does not affect the value of the left-hand side, but interchanges two rows of the determinant on the right-hand side. The two rows can be changed back if at the same time the sign of the right-hand side is changed. Hence, adding all the $(N+1)$ ! possible permutations we have

$$
\begin{align*}
(N+1)!\Delta_{N}= & \frac{1}{\pi^{N+1}} \int_{0}^{2 \pi} \ldots \int_{0}^{2 \pi} f\left(\theta_{1}\right) \ldots f\left(\theta_{N+1}\right) \\
& \times\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
e^{i \theta_{1}} & e^{i \theta_{2}} & \ldots & e^{i \theta_{N+1}} \\
\vdots & \vdots & & \vdots \\
e^{i N \theta_{1}} & e^{i N \theta_{3}} & \ldots & e^{i N \theta_{N+1}}
\end{array}\right|\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
e^{-i \theta_{1}} & e^{-i \theta_{2}} & \ldots & e^{-i \theta_{\pi+1}} \\
\vdots & \vdots & & \vdots \\
e^{-i N \theta_{1}} & e^{-i N \theta_{2}} & \ldots & e^{-N \theta_{N+1}}
\end{array}\right| d \theta_{1} \ldots d \theta_{N+1} \\
& \frac{1}{\pi^{N+1}} \int_{0}^{2 \pi} \ldots \int_{0}^{2 \pi} f\left(\theta_{1}\right) \ldots f\left(\theta_{N+1}\right) \prod_{m>n}\left(e^{i \theta_{m}}-e^{i \theta_{n}}\right)\left(e^{-i \theta_{m}}-e^{-i \theta_{n}}\right) d \theta_{1} \ldots d \theta_{N+1} \tag{A3}
\end{align*}
$$

If equation (3.6) is now used, the identity (A 1) follows immediately.
Since $f(\theta)$ is non-negative, the whole integrand on the right-hand side of equation (A 1) is non-negative, from which it follows that

$$
\begin{equation*}
\Delta_{N} \geqslant 0 . \tag{A4}
\end{equation*}
$$

Suppose now that $f(\theta)$ consists of $N$ 'pulses' of energy, that is, $f(\theta)$ is zero everywhere except near $N$ points $\theta=\theta^{(m)}$, where it becomes infinite in such a way that $\int^{\theta} f(\theta) d \theta$ has a finite discontinuity $C_{m}$ at this point. In Dirac's notation(5) we may write

$$
\begin{equation*}
f(\theta)=\sum_{m=1}^{N} C_{m} \delta\left(\theta-\theta_{m}\right) \tag{}
\end{equation*}
$$

The function $f\left(\theta_{1}\right) \ldots f\left(\theta_{N+1}\right)$ is zero everywhere except where each $\theta_{n}$ equals some $\theta^{(m)}$. But since there are only $N \theta^{(m)}$, this implies that at least two of the $\theta_{n}$ must be equal. The part of the integrand under the product sign then vanishes, and the contribution from the neighbourhood of this point is zero. Hence

$$
\begin{equation*}
\text { If } f(\theta) \text { is the sum of } N \text { pulses, then } \Delta_{N}=0 . \tag{A6}
\end{equation*}
$$

Conversely, if it is assumed that $f(\theta)$ is continuous except possibly for a finite number of pulses, we may show that

$$
\begin{equation*}
\text { If } \Delta_{N}=0 \text { and if } f(\theta) \geqslant 0 \text {, then } f(\theta) \text { is the sum of at most } N \text { pulses. } \tag{A7}
\end{equation*}
$$

For, suppose that $f(\theta)$ is continuous and positive, or has a positive pulse, at more than $N$ points, say $\theta=\theta^{(1)}, \ldots, \theta^{(N+1)}$. When $\theta_{1}, \ldots, \theta_{N+1}$ are in the neighbourhood of these points there will be a positive contribution to the integral (A 1), and since the integrand is never negative $\Delta_{N}$ must be greater than zero, contrary to hypothesis. Therefore $f(\theta)$ cannot be different from zero at more than $N$ distinot points.

The first part (A 6) of the theorem can also be quite simply proved algebraically. For if $f(\theta)$ is given by (A 5) then from (3.5)

$$
\begin{equation*}
A_{n}=\frac{1}{\pi} \sum_{m=1}^{N} C_{m} e^{-i n \theta_{m_{k}}} \tag{A8}
\end{equation*}
$$

If these expressions for $A_{n}$ are substituted in (3.4) it will be found that $\Delta_{N}$ vanishes identically. However, the converse (A 7) is necessarily more difficult to prove, since it depends upon $f(\theta)$ being non-negative.

From (A 7) we deduce that if $f(\theta)$ is the sum of just $N$ pulses, then $\Delta_{N-1}>0$; for if $\Delta_{N-1}$ vanished $f(\theta)$ would consist of no more than $(N-1)$ pulses. Now $\Delta_{N-1}$ is a minor of $\Delta_{N}$, so that $\Delta_{N}$ must be of rank $N$ (which is the result used in §3). Conversely, if $\Delta_{N}=0$ but $\Delta_{N-1}>0$, then $f(\theta)$ consists of just $N$ pulses. Hence

A necessary and sufficient set of conditions for a non-negative function $f(\theta)$ to consist of just $N$ pulses is that

$$
\begin{equation*}
\Delta_{0}>0, \quad \Delta_{1}>0, \quad \ldots, \quad \Delta_{N-1}>0, \quad \Delta_{N}=0 . \tag{A9}
\end{equation*}
$$
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## OBSERVATIONS DF THE DIRECTIONAL SPECTIRM OF SEA WAVES

## USINE THE MOTIONS OP A FLOATNNG BUOY


#### Abstract

The vertical acceleration of a floating buoy, and the two angles of pitching and rolling, can be used to determine the first five Fourier coefficients ( $a_{0}, a_{1}, b_{1}, a_{2}, b_{2}$ ) of the angular distribution of energy in each band of frequency.

From these coefficients can be found a weighted average of the directional spectrum with respect to the horizontal azimuth $\phi$, and also certain useful parameters: the total spectral density $\left(C_{12}[\sigma]\right)$, the mean direction of the energy ( $\bar{\phi}$ ), the angular spread of the energy ( $\psi$ ), and a parameter indicating the shape of the distribution ( $I_{\text {mit }} / a_{0}$ ). Five complete records were analysed, corresponding to locsl wind speeds that ranged from 8 to 23 knots. The record with the highest wind speed (Record No. 5) fortunately corresponded to a very simple weather situation, with a welldefined fetch and constant wind direction. In this record it was found that at the higher frequencies the total spectral density tended to Phillips's limiting law, proportional to (irequency) ${ }^{-3}$. The angular spread of the spectrum increased with the frequency. At low frequencies it approximated the "resonance" angle $\sec ^{-1}(U / c)$, where $U$ and $c$


denote wind speed and wave speed respectively. At intermediate frequencies the angular spread was somewhat less than the resonance angle, owing probably to the growth of the waves by shearflow instability. At the highest frequencies the angular width was again increased, owing probably to nonlinear effects.
The parameters of the spectrum were consistent with an angular distribution proportional to $\cos ^{2}\left(\frac{1}{2} \phi\right)$, where the parameter $s$ varies markedly with frequency. Thus $s$ decreases from about 4 at low frequencies to less than 1 at high frequencies. The parameters of the spectrum did not fit a "square-topped" distribution of energy so well, much less a distribution with two narrow directional bands of energy. However, the possibility of a mildly "bimodal" spectrum cannot be entirely ruled out.
The atmospheric pressure fluctuations at the sea surface were also recorded. These were generally of an order of magnitude smaller than those assumed by Phillips (1957) to exist in a turbulent air stream. Moreover, the recorded pressure fluctuations can be attributed mostly to the aerodynamic pressure changes produced by the flow of the air over the waves, together with the hydro-
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static pressure changes due to the vertical displacement of the buoy. The pressure fluctuations were consistent with the cosine-power law for the angular distribution, stated above.

## INTRODUCTION

The question of how the energy in sea waves is distributed with regard to direction of propagation is not only essential from the point of view of the wave forecaster, but is also of great interest because it throws light on the processes of wave generation. Very few determinations of the complete two-dimensional spectrum have been attempted. Among those hitherto published we may mention Barber's (1954) technique using an array of wave height recorders, and also the analysis of aerial stereophotographs described in the SWOP report (Chase el al., 1957; Cote et al., 1960). In the present paper we propose to describe some results obtained by a different method, which makes use of the recorded motions of a freefloating buoy. The method was first suggested by Barber (1946) and was developed by LonguetHiggins (1946, 1955); the observations have been made at the National Institute of Oceanography since 1955 . Simultaneously with the motions of the buoy, we have recorded the atmospheric pressure fluctuations close to the sea surface. Our present object is to describe the method and the results and to discuss them in the light of recent theories of the generation of water waves by wind.

## theory of the method

To a first approximation, a floating object may be regarded as performing small oscillations about a fixed point, with horizontal co-ordinates $x, y$ and vertical co-ordinate 2 (measured upwards). Further, for waves sufficiently long compared with its diameter, a floating buoy will tend to have the same vertical and horizontal displacements as a particle in a free wave, and to take up the same orientation as the free surface. ${ }^{\text {H }}$ Hence, if the motions of the buoy (i.e., vertical displacement and angles of pitching and rolling) can be recorded we ahall have available the quantities

[^43]\[

$$
\begin{equation*}
\zeta_{1} \frac{\partial \zeta}{\partial x}, \frac{\partial \zeta}{\partial y} \tag{1}
\end{equation*}
$$

\]

as functions of time, where $\zeta(x, y, t)$ denotes the elevation of the free surface.

As a representation of the sea surface we may take the stochastic integral

$$
\begin{equation*}
\zeta=\Re \iint e^{i(k \cdot x-a l)} d \mathbf{A}(k) \tag{2}
\end{equation*}
$$

where $\mathrm{x}=(x, y)$ and $\mathbf{k}=\left(k \cos \phi_{1} k \sin \phi\right)$ represents a vector wave-number. To a first approximation the frequency $\sigma$ satiafies the well-known relation for waves on deep water:

$$
\begin{equation*}
\sigma^{2}=g k \tag{3}
\end{equation*}
$$

The directional spectrum $F(\sigma, \phi)$ of the waves is defined by

$$
\begin{equation*}
F(\sigma, \phi)=\frac{\frac{1}{2} \overline{d \mathbf{A} d \mathbf{A}^{*}}}{d \sigma d \phi} \tag{i}
\end{equation*}
$$

(where a star denotes the complex conjugate, and a bar denotes the mean value). In other words, $F(\sigma, \phi) d \sigma d \phi$ is the contribution to the meansquare value of $\zeta$ arising from wave elements which lie in the infinitesimal ranges of frequency and direction $(\sigma, \sigma+d \sigma)$ and $(\phi, \phi+d \phi) .^{2}$

Suppose then that the three quantities of (1) are denoted by $\xi_{1}, \varepsilon_{2}, \xi_{2}$. We have

$$
\begin{align*}
& \xi_{1}=\Re \iint e^{i(k \cdot \pi-\pi)} d \mathbf{A} \\
& \xi_{2}=\Re \iint i k \cos \phi e^{i(k \cdot x-\pi)} d A  \tag{5}\\
& \xi_{3}=\Re \iint i k \sin \phi e^{i(k \cdot x-\pi)} d \mathbf{A}
\end{align*}
$$

By numerical methods or otherwise we may form the co-spectrs $C_{i j}$ and the quadrature-spectra $Q_{j} ;$ of any pair of quantities $\xi_{i}$ and $\xi_{j}$. From the definitions we have

$$
\begin{align*}
& C_{11}=\int_{0}^{2 \pi} F(\sigma, \phi) d \phi \\
& C_{22}=\int_{0}^{2 \pi} k^{2} \cos ^{2} \phi F(\sigma, \phi) d \phi  \tag{6}\\
& C_{21}=\int_{0}^{2 \pi} k^{2} \sin ^{2} \phi F(\sigma, \phi) d \phi
\end{align*}
$$

[^44]and
\[

$$
\begin{align*}
& C_{23}=\int_{0}^{2 \pi} k^{2} \cos \phi \sin \phi F(\sigma, \phi) d \phi \\
& Q_{12}=\int_{0}^{2 \pi} k \cos \phi F(\sigma, \phi) d \phi  \tag{7}\\
& Q_{13}=\int_{0}^{2 \pi} k \sin \phi F(\sigma, \phi) d \phi
\end{align*}
$$
\]

each of the above six quantities being a function of $\sigma$. The right-hand sides are clearly related to the Fourier coefficients

$$
\begin{equation*}
a_{n}+i b_{n}=\frac{1}{\pi} \int_{0}^{2 r} e^{n i \phi} F(\sigma, \phi) d \phi \tag{8}
\end{equation*}
$$

of the spectrum $F(\sigma, \phi)$, and in fact

$$
\begin{align*}
& a_{0}=\frac{1}{\pi} C_{n} \\
& a_{1}=\frac{1}{\pi k} Q_{12} \quad b_{1}=\frac{1}{\pi k} Q_{12}  \tag{9}\\
& a_{2}=\frac{1}{\pi k^{2}}\left(C_{21}-C_{3}\right), \quad b_{1}=\frac{2}{\pi k^{2}} C_{n}
\end{align*}
$$

We can therefore obtain from the motions of the buoy, the first five Fourier coefficients of the angular distribution of energy and thus the first five terms of the series

$$
\begin{align*}
F(\sigma, \phi)=\frac{1}{2} a_{0} & +\left(a_{1} \cos \phi+b_{1} \sin \phi\right) \\
& +\left(a_{2} \cos 2 \phi+b_{2} \sin 2 \phi\right) \\
& +\ldots \tag{10}
\end{align*}
$$

From $\zeta, \partial \zeta / \partial x$, and $\partial \zeta / \partial y$ it is not possible to get higher coefficients, but more terms could be obtained if quantities such as $\partial^{2} \zeta / \partial x^{2}, \partial^{2} \zeta / \partial x \partial y$, etc., could be measured. ${ }^{3}$

What then can be done with this amount of information? In the first place we can form the partial Fourier sum

$$
\begin{align*}
F_{1}(\sigma, \phi)=\frac{1}{2} a_{0} & +\left(a_{1} \cos \phi+b_{1} \sin \phi\right) \\
& +\left(a_{2} \cos 2 \phi+b_{2} \sin 2 \phi\right) . \tag{11}
\end{align*}
$$

This may be a fair approximation to the infinite series (Equation 10) provided that terms of higher order are relatively small. On the other hand, substitution for $a_{0}, a_{1}, b_{1}, a_{2}, b_{2}$ in Equation 11 shows that

[^45]\[

$$
\begin{equation*}
F_{1}(\sigma, \phi)=\frac{1}{2 \pi} \int_{0}^{2 \pi} F\left(\sigma, \phi^{\prime}\right) W_{1}\left(\phi^{\prime}-\phi\right) d \phi^{\prime} \tag{12}
\end{equation*}
$$

\]

where

$$
\begin{align*}
W_{1} & =1+2 \cos \left(\phi^{\prime}-\phi\right)+2 \cos 2\left(\phi^{\prime}-\phi\right) \\
& =\frac{\sin \frac{\delta}{2}\left(\phi^{\prime}-\phi\right)}{\sin \frac{1}{3}\left(\phi^{\prime}-\phi\right)} \tag{13}
\end{align*}
$$

In other words, the partial sum $F_{1}(\sigma, \phi)$ is the smoothed average of the actual distribution $F(\sigma, \phi)$ by the weighting function $W_{1}\left(\phi^{\prime}-\phi\right)$. Since $W_{1}$ can be negative, it is possible that $F_{1}$ may be negative too, whereas $P(\sigma, \phi)$ itself is essentially positive. One may therefore prefer, as in the present paper, to take an alternative approximation to $F(\sigma, \phi)$, namely

$$
\begin{align*}
F_{2}(\sigma, \phi)=\frac{1}{2} a_{0} & +\frac{2}{3}\left(a_{1} \cos \phi+b_{1} \sin \phi\right) \\
& +\frac{1}{6}\left(a_{2} \cos 2 \phi+b_{2} \sin 2 \phi\right) \tag{14}
\end{align*}
$$

which corresponds to the weighted average of $F(\sigma, \phi)$ by the weighting function

$$
\begin{align*}
W_{3} & =1+\frac{\phi}{3} \cos \left(\phi^{\prime}-\phi\right)+\frac{1}{3} \cos 2\left(\phi^{\prime}-\phi\right) \\
& =\frac{9}{3} \cos ^{+} \frac{1}{2}\left(\phi^{\prime}-\phi\right) \tag{15}
\end{align*}
$$

$W_{3}$ is not only non-negative but is also a decreasing function of $\left|\phi^{\prime}-\phi\right|$. Other weighting functions are of course possible; which particular function one chooses is to some extent a matter of taste, since each of the averages $F_{i}(\sigma, \phi)$ is a weighted average of each of the others.

Apart from the weighted averages just mentioned, the first five coefficients $a_{0}, a_{1}, b_{1}, a_{2}, b_{2}$ can be used to provide some useful and significant parameters of the spectrum $F(\sigma, \phi)$. The simplest of these is $a_{0}$ itself, which messures the total energy per unit of frequency, summed over all possible directions.

Second, as a measure of the directional properties at each frequency we may define the two angles $\phi_{1}$ and $\phi_{2}$ which "best" fit the distribution, in the following sense. Consider the integral

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{0}^{2 v} 16 \sin ^{2} \frac{\phi-\phi_{1}}{2} \sin ^{2} \frac{\phi-\phi_{2}}{2} \quad F(\sigma, \phi) d \phi \tag{16}
\end{equation*}
$$

where $\phi_{1}$ and $\phi_{2}$ are any angles. I may easily be expressed in terms of $\phi_{1}, \phi_{n}$ and the five known coefficients $a_{0}, a_{1}, b_{1}, a_{2}, b_{2}$. We now choose $\phi_{1}$ and $\phi_{2}$ so as to make $I$ a minimum.

This definition is clearly appropriate in the extreme case when swell is coming from two direc-


Figure 3-1-1. (a) Exlerior view of the wave recording buoy;
(b) The instrument panel.
tions only, say $\alpha_{1}$ and $\alpha_{2}$. For then $I / a_{0}=0$ only if $\phi_{1}, \phi_{2}$ coincide with $\alpha_{1}, \alpha_{2}$; if $\phi_{1}$, $\phi_{2}$ do not coincide with $\alpha_{1}, \alpha_{2}$, then $I / a_{0}$ is positive, since there is a positive contribution to the integral at $\phi=\alpha_{1}$, $\alpha_{1}$, and the integrand is never negative.

In a more general case, when $F(\sigma, \phi)$ has a continuous distribution, the two "best" angles $\phi_{1}$, $\phi_{2}$ still have a useful significance. For if the spectrum is not too broad, the mean value

$$
\begin{equation*}
\bar{\phi}=\frac{1}{2}\left(\phi_{1}+\phi_{2}\right) \tag{17}
\end{equation*}
$$

approximates the mean direction of energy in the spectrum, and the half-difference

$$
\begin{equation*}
\psi=\frac{1}{2}\left|\phi_{1}-\phi_{2}\right| \tag{18}
\end{equation*}
$$

is a measure of the angular width of the spectrum. It is shown in the Appendix that $\psi$ is approximately equal to the r.m.s. angular deviation of the energy from the mean direction.

Last, if $I_{\text {min }}$ is the minimum value of $I$ (corresponding to the two "best" angles $\phi_{1}$ and $\phi_{1}$ ), then $I_{\text {min }} / a_{0}$ is an indicator of the shape of the distribution $F(\sigma, \phi)$. For example, very small values of $I_{\text {min }} / a_{0}$ would indicate that the energy was concentrated near two directions $\alpha_{1}, \alpha_{2}$ at most. In the Appendix it is shown that in general $I_{\text {min }} / a_{0}$ is related to the fourth moment of the angular distribution of energy about the mean.

Formulae for calculating $\phi_{1}, \phi_{2}$, and $I_{\text {mia }} / a_{0}$ in terms of the known coefficients $a_{0}, a_{1}, b_{1}, a_{2}, b_{2}$ are given in the Appendix.

## APPARATUS

A general view of the buoy is shown in Figure 3-1-1. The frame is an aluminium alloy casting, of horizontal diameter $5^{\prime} 6^{\prime \prime}$, which when loaded floats in water up to the top of the vertical rim. It is surrounded by a stout hemp fender. The fourlegged boisting gear is secured at the base by four steel pins, which can quickiy be removed. Inside the buoy (Figure 3-1-1(b)) can be seen the instrument panel. In the center is an accelerometer of a design similar to that used in the shipborne wave recorder (Tucker, 1952, 1956). The working part of the accelerometer is mounted on gymbals so that it tends to take up an orientation in line with the vector acceleration plus gravity. Since the water surface also tends to do just this, the accelerometer remains practically fixed relative to the buoy.

The electrical output from the accelerometer is integrated twice electronically before being re-
corded. (The integrating circuits are contained in the metal box nearest the accelerometer.) All recording was done by the 12 -channel galvanom-eter-recording camera seen in the foreground.

Two gyroscopes for measuring angles of pitch and roll can be seen on the far side of the instrument board. Each is center-seeking with a time constant of about 6 minutes. The other instrumeats on the panel are time switches for making time marks on the record and for automatic operation of the equipment over predetermined intervals. The batteries are seen surrounding the instrument panel.

To record atmospheric pressure a very sensitive condenser-type microbarograph was built very similar to that described, for example, by Baird and Banwell (1948). For modifications to the interior design and to the accompanying electronic circuits we are indebted to Mr. R. Dobson and Mr. M. J. Tucker. The microbarograph and its electronics were situated in the lid of the buoy (see Figure 3-1-1 (a)) and access to the atmosphere was through 12 small orifices (diameter 0.04 inch). To prevent sea water from blocking the instrument, a series of precautions was taken: the openings were raised 2.4 inches above the surface of the buoy (Figure 3-1-1(a)); the orifices themselves were surrounded by small heating elements (dissipating 5 watts per coil) so as to evaporate any spray blocking the passages (the time taken to clear any hole was a fraction of a second); the passages to the microbarograph were designed so that liquid penetrating the orifices was drained off into a drip-can beneath the instrument; and last, the passages were surrounded by dessicators. Together these arrangements proved effective.

To keep the buoy in a constant alignment relative to the wind, a drogue and pellet were attached, as in Figure 3-1-2. So far as could be judged from visual observation, the orientation of the buoy remained quite constant during any period of observation.
Figure 3-1-2. Arrangement for aligning the buoy with the wind.


## OCEAN WAVE SPECTRA

Both the microbarograph and the integrated acceleration possessed phase and amplitude characteristics dependent upon frequency, which were measured in the laboratory. The buoy itself, because of its finite dimensions, had a varying response at the higher frequencies. Calibration of the heaving and pitching motions of the buoy relative to the elevation and slope of the waves in the absence of the buoy was carried out for us in the $1200-\mathrm{ft}$. wave tank at the Ship Hydrodynamics Laboratory (National Physical Laboratory). The calibrations covered the range $2.1<\sigma<4.5$ radians/sec. and indicated a "resonance" at around $\sigma=4.0$ radians $/ \mathrm{sec}$. in both heave and pitch. However, because of the high damping, the amplitude response factors did not differ much from unity whenever $\sigma \geq 3.5$ radians $/ \mathrm{sec}$. All the response factors have been allowed for in the subsequent determination of the frequency spectra.

## treatment of the data

Out of 16 records obtained during 1955 and 1956, 5 were selected as being apparently free of faults over continuous stretches of time lasting 12 min utes or more. The corresponding positions, dates, and times, logether with local wind speeds and directions as measured by the ship's anemometer, are given below in Table 1. It will be seen that conditions ranged from light winds ( 8 knots) to a fairly constant wind of force 6 ( 23 knots); this was near the limit for safe launching and recovery of the buoy. Charts showing the symoptic weather situations at about the times of recording are shown in Figure 3-1-3.

A typical record of the outputs from the two gyroscopes, the accelerometer (after integration), and the microbarograph is reproduced in Figure 3-1-4. Each of the four traces was digitised (manually) at intervals of approximately 0.5 sec ., so that the records, 12-17 minutes long, contained about 2,000 sets of readings each. These were
stored on punched cards. The computation of the co-spectra and quadrature-spectra, which was carried out on the Deuce at the Royal Aircraft Establishment at Farnborough, was similar to that described by Blackman and Tukey (1958). A standard program computed the mean variance and auto- and cross-correlations of two given series of observations, with a total number of "lags" between 57 and 66 . Another program was then used to compute the Fourier sine- and cosinetransforms, and the result was smoothed by consecutive weighting factors $\frac{1}{i}, \frac{1}{2}, 木$.

The numerical results showed that the spectral density dropped to negligible values beyond $\sigma=5$ radians/sec. confirming that the sampling interval was small enough not to introduce "aliasing" difficulties. Full calculations, however, were made only up to $\sigma=4$ radians $/ \mathrm{sec}$., owing to the response characteristics of the buoy.

Finally, to allow for "noise" introduced by errors in reading the traces, a small constant was subtracted from each auto-spectrum. The errors were easily estimated by repeating a few digital conversions and corresponded to a standard error of about $1 \frac{1}{2}$ units in 1,000 (about 0.2 mm . of the original film record).

Consideration was given to possible correction of the spectra for nonlinear effects. Tick (1958) has estimated the second-order correction to a uni-directional spectrum to allow for nonlinear terms in the boundary conditions at the free surface. The correction consists mainly of a superposed spectrum, largest in the region of frequencies double those of the largest waves. A rough calculation of the correction to $C_{11}(\sigma)$ for Record No. 5 (corresponding to the steepest waves) showed it to be small-about 10 per cent of $C_{11}$ at $\sigma=2$ to $3 \mathrm{radians} / \mathrm{sec}$. Such corrections were therefore ignored. The corrections for non-verticality of the accelerometer (Tucker, 1959) were appreciable only at low frequencies, for $\sigma<0.4$ radians $/ \mathrm{sec}$., and similarly for the second-order corrections to slope. Since these corrections are

TABLE 1
Data Concerning Wave Records

| Number of record |  | Date | $\begin{gathered} \text { Time } \\ \text { (G.M.T.) } \end{gathered}$ | Position |  | Wind speed and direction (ship's anemometer) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cruise 1 | 1 | 31.5 .55 | 0915-0935 | $41^{\circ} 08^{\prime} \mathrm{N}$ | $14^{\circ} 37^{\prime} \mathrm{W}$ | 19 kls . from $340^{\circ}$ |
|  | 2 | 31.5.55 | 1435-1455 | $41^{\circ} 08^{\prime} \mathrm{N}$ | $14^{\circ} 37^{\prime} \mathrm{W}$ | 14 kta . from $350^{\circ}$ |
|  | 3 | 3.6.55 | 0910-0930 | $39^{\circ} 16^{\prime} \mathrm{N}$ | $11^{\circ} 53^{\prime} \mathrm{W}$ | 17 kts . from $320^{\circ}$ |
| Cruise 1I |  | 30.10.56 | 1460-1510 | $50^{\circ} 58^{\prime} \mathrm{N}$ | $12^{\circ} 15^{\prime} \mathrm{W}$ | 8 kts . from $080^{\circ}$ |
|  | 5 | 1.11 .56 | 1525-1545 | $60^{\circ} 19^{\prime} \mathrm{N}$ | $11^{\circ} 54{ }^{\prime} \mathrm{W}$ | 23 kta . from $085{ }^{\circ}$ |


(a)

(b)

(c)

(d)

Figure 3-1-3. Synoptic charts of the weather situation a few hours before the times of recording. The position of the ship is marked by a full circle •.
(a) 0001 G.M.T., 31.5.55;
(b) 0001 G.M.T., 3.6.55;
(c) 0001 G.M.T., 30.10.56;
(d) 0001 G.M.T., 1.11.56;


Figure 3-1-4. A typical length of fim record, showing the traces of the four measured quantities:
(a) angle of pitch;
(b) angle of roll;
(c) turice-inlegrated verlical acceleration;
(d) atmospheric pressure.

## OCEAN WAVE SPECTRA



Figure 3-1-5. Hislograms of the film traces, for record No. 6 (wind speed 23 knots).
(a) Heave; (b) Pitch; (c) Roll.
proportional to the square of the first-order spectra, they must be even smaller for records other than No. 5. They were not investigated further.

A further indication of the linearity of the waves was afforded by a comparison of the observed distributions of height and slope with the theoretical Gaussian distributions. The histograms for Record 5 (the highest wind speed) are shown in Figure 3-1-5. Visually the data fit the Gaussian curves fairly well, though a $\chi^{2}$-test based on the total number of observations $(2,000)$ in each record does in fact give probabilities well below the 1 per cent significance level in each case.

## RESULTS

The total variances of the wave elevation $\zeta$ and of the two components of slope $\partial \zeta / \partial x, \partial \zeta / \partial y$, in the frequency range $0.4 \leq \sigma \leq 4.0$ radians $/ \mathrm{sec}$., are listed in Table 2.

In ouly one case, Record No. 5, were the waves sufficiently free from external swell for the wave height to be directly related to the local wind speed. In that case the wind speed was $V=23$ knots over a well-defined fetch of 300 miles. The observed r.m.s. elevation of 2.6 ft . may be compared with the value 2.8 ft . given by the empirical formula $\sqrt{\left\{0.121(V / 10)^{s}\right\}}$ of Pierson, Neumann and James (1955) and 2.2 ft . given by the formula $0.00405 \mathrm{~V}^{2}$ of Darbyshire (1959).

The variances of the surface slopes, which depend chiefly upon the shorter waves, have been plotted against local wind speed in Figure 3-1-6. As was found by Cox and Munk (1954, 1956), the variances increase about proportionally to the wind speed. However, the actual values for the total variance are only about 20 per cent of those suggested by Cox and Munk's optical method ( 0.053 radians $^{2}$ at $10 \mathrm{~m} / \mathrm{sec}$.). This presumably is because most of the slope variance is contributed by waves of frequency $\sigma$ greater than 4.0 radians/sec.

TABLE 2
Variances of Wave Heiohts and Slopes

| Number of record | Wave height (fta) | Angle of roll ( $\operatorname{deg}^{2} \times 10^{2}$ ) | Angle of pitch $\left(\operatorname{deg}^{2} \times 10^{2}\right)$ | Total angle $\left(\operatorname{deg}^{2} \times 10^{2}\right)$ | Ratio of angular variances |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.92 | 2.80 | 3.25 | 6.1 | 1.16 |
| 2 | 2.09 | 2.34 | 3.65 | 8.0 | 1.56 |
| 13 | 2.33 | 1.95 | 3.83 | 6.8 | 1.97 |
| 4 | 2.03 | 1.82 | 2.24 | 4.1 | 1.23 |
| 15 | 6.58 | 4.19 | 7.81 | 12.0 | 1.86 |



Figure 3-1-6. Variances of surface slope: (a) up-wind; (b) cross-wind; (c) total.

The frequency spectra of the surface elevation (regardless of direction) are shown in Figure 3-1-7 (i) to (v). Both the scales are logarithmic. In each of the figures a strajght line has been inserted corresponding to Phillips' (1958a) limiting spectrum'

$$
\begin{equation*}
C_{11}(\sigma)=C g^{2} \sigma^{-b}, \tag{19}
\end{equation*}
$$

' Phillips' (1958a) uses $\Phi(\sigma)$, equivalent to $\$ C_{11}(\sigma)$.
with the constant $C=14.8 \times 10^{-2}$ chosen to fit Burling's (1955) data. It will be seen that the nearest approach to this spectrum is in Record 5, corresponding to the highest wind speed.

We come now to the directional properties of the spectra. For each of the five records, the "smoothed" spectra $F_{3}(\sigma, \phi)$, defined by equation (15), have been computed, and these are shown in Figure 3-1-8.

The weather charts in Figure 3-1-3 show that the mean directions in each frequency band do in fact correspond fairly closely to the directions of the winds expected to generate the waves ( $\phi=0$ corresponds to the local wind. In Records 1, 2, and 4 , and to a lesser extent in Record 3 there is some change in the mean direction with frequency. In Record 5 the mean direction is practically constant between $\sigma=0.6$ and 3.6 , and this corresponded to a situation in which the wind was in a steady direction from the ENE with little possibility of interfering swell. On the other hand, in Records 1 and 2 there is evidence of secondary maxima in the spectrum (necessarily smoothed out by the weighting function $W_{s}$ ), which can be shown to correspond to swell from different wind systems.

Figure 3-1-7. Frequency spectra of surface elcuation.
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Figure 3-1-8. Smoothed estimates of the directional spectrum.
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## ANGULAR WIDTH OF THE SPECTRUM

The angle $\psi$ defined in Section 2 has been plotted in Figure 3-1-9 as a function of the ratio $U_{1} / c$, where $U_{1}$ is the reference wind velocity, defined on page 123, and $c=\sigma / \sigma$ is the speed of the waves of frequency $\sigma$. Only those data from Records 3 and 5 have been used in which the wind direction was practically constant over the region of wave generation.
If we neglect the two observations at $\sigma=0.4$, which may be influenced by external swell, it appears that the angle $\psi$ increases as the ratio $U_{1} / c$ increases; in other words, that the angular width of the spectrum increases with the ratio of wind speed to wave speed.

The curves inserted in Figure 3-1-9 are discussed below (page 124).


Figure 3-1-9. Observations of the angular width $\psi$. $x=$ Record S; $\bullet=\operatorname{Record} 5$.

## COMPARISON WITH THE SWOP RESULTS

An exact comparison with the results obtained by the stereographic method of Chase et al. (1957) is not possible, since an instantaneous stereophotograph does not in principle distinguish opposite directions in the spectrum. Hence, the stereographic method is unable, without some further assumption, to yield the coefficients $a_{n}, b_{n}$ corresponding to odd harmonics of the angular distribution of energy. In face of this situation, Chase et al. have assumed $F(\sigma, \phi)$ to be zero when $\phi$ differs by more than 90 degrees from the wind direction - an assumption which we prefer not to make. It follows that any comparison of our data
with the SWOP data must be carried out through the barmonics $a_{n}, b_{n}$ of even order.
One suitable parameter for this purpose can be defined as follows. Let

$$
\begin{equation*}
m_{2}\left(\sigma, \phi^{\prime}\right)=\int_{0}^{2 r} \sin ^{2}\left(\phi-\phi^{\prime}\right) F(\sigma, \phi) d \phi \tag{20}
\end{equation*}
$$

denote the second moment of the distribution of energy about the direction $\phi^{\prime}$. In terms of the Fourier coefficients,
$m_{2}\left(\sigma, \phi^{\prime}\right) \propto a_{0}-\left(a_{4} \cos 2 \phi^{\prime}+b_{2} \sin 2 \phi^{\prime}\right)$
The maximum and minimum values of this function are $a_{0} \pm \sqrt{a_{2}^{1}+b_{i}^{2}}$, and they occur in two pairs of directions, mutually at right angles. A measure of the angular spread of the spectrum in the frequency band ( $\sigma, \sigma+d \sigma$ ) is, therefore,
$\gamma(\sigma)=\left[\frac{\left(m_{2}\right)_{\min }}{\left(m_{1}\right)_{\max }}\right]^{1 / 2}=\left[\frac{a_{0}-\sqrt{a_{2}^{2}+b_{2}^{2}}}{\frac{a_{0}}{a_{0}}+\sqrt{a_{1}^{2}+b_{2}^{2}}}\right]^{1 / 2}$
When the spectrum is narrow, it can be shown that $\gamma(\sigma)$ is almost equal to the r.m.s. angular deviation of energy in the spectrum.

To fit the SWOP data, Chase et al. have suggested the empirical formula

$$
F(\sigma, \phi)=P(\sigma) \times\left\{\begin{array}{r}
1+[0.50+0.82 Q(\sigma)] \cos 2 \phi \\
+0.32 Q(\sigma) \cos 4 \phi, \\
|\phi|<\frac{\pi}{2}, \quad(23) \\
0,|\phi|>\frac{\pi}{2},
\end{array}\right.
$$

where

$$
\begin{equation*}
Q(\sigma)=e^{-1 / 2(\sigma \nu /)^{4}} \tag{24}
\end{equation*}
$$

and $P(\sigma)$ is another function of $\sigma$ and $\nabla$ only. According to this formula we should have

$$
\begin{equation*}
a_{2}=0.25+0.41 Q(\sigma), \quad b_{7}=0, \tag{25}
\end{equation*}
$$

and so

$$
\begin{equation*}
\gamma(\sigma)=\left[\frac{0.75-0.41 Q(\sigma)}{1.25+0.41 Q(\sigma)}\right]^{1 / 2} \tag{26}
\end{equation*}
$$

The theoretical curve is shown in Figure 3-1-10 together with our observed results. It will be seen that our results are not inconsistent with the SWOP curve.

## SHAPE OF THE SPECTRUM

It was seen in Section 2 above that an indicator of the shape of the spectrum is the ratio $I_{\text {min }} / a_{0}$.


Figure 3-1-10. Observations of $\psi(\sigma)$, compared with the SWOP curve. $\mathrm{X}=\operatorname{Record} 3 ;=\operatorname{Record} 5$.

In Figure 3-1-11 this ratio bas been plotted against the corresponding angular half-width $\psi$ for the two Records 3 and 5 for which the wind system was simplest (from this point of view greater weight should be given to Record 5, the data for which are indicated by circles).

For comparison, we bave plotted in the same figure the values of $I_{\text {muna }} / a_{0}$ and $\psi$ corresponding to some very simple distributions.

Figure 3-1-11. $I_{\text {mio }} / a_{\circ}$ plotted against $\psi . \quad \times=$ Record 3; $=$ Record 6 .

(1) The line drawn along the $\psi$-axis corresponds to an idealised distribution consisting of (at most) two narrow bands of long-crested waves:

$$
\begin{equation*}
F(\sigma, \phi) \propto \delta\left(\phi-\alpha_{1}\right)+\delta\left(\phi-\alpha_{2}\right) . \tag{27}
\end{equation*}
$$

For such a distribution we have seen that $I_{\text {min }} / a_{0}$ vanishes.
(2) The lowest of the three curves corresponds to a "square-topped" angular distribution of given width $2 \phi_{0}$ :

$$
F(\sigma, \phi) \propto\left\{\begin{array}{ll}
1, & |\phi|<\phi_{0}  \tag{28}\\
0, & |\phi|>\phi_{0}
\end{array}\right\}
$$

(The given values of $\phi_{0}$ are indicated along the curve.)
(3) The middle continuous curve corresponds to the cosine-power distribution

$$
\begin{equation*}
F(\sigma, \phi) \propto(1+\cos \phi)^{\prime} \propto \cos ^{20}\left(\frac{1}{2} \phi\right) \tag{29}
\end{equation*}
$$

for which

$$
\begin{equation*}
\frac{a_{n}}{a_{0}}=\frac{s(s-1) \ldots(s-n+1)}{(s+1)(s+2) \ldots(s+n)} \tag{30}
\end{equation*}
$$

(The value of the parameter $s$ is indicated along the curve.) When $s=0$, then the distribution is independent of $\phi$, and as $s$ increases, the distributions become more and more concentrated about the mean direction $\phi=0$. When $s$ is large, the distributions are approximately normal, with angular variance equal to ( $2 / s$ ) radians ${ }^{2}$.

Figure 3-1-12. Closest values of the parameter is corresponding to the plotted points of Fig. 3-1-11 (dala from Record 5).


OBSERVATIONS OF DIRECTIONAL SPECTRUM OF SEAWAVES USING FIOATING DUOY MOTONS

Figure 3-1-13. Values of ( $C_{n}$ ) $\left.C_{11}\right)^{1 / 2}$, giving ratio of spectral densities of pressure (in fl. of air) and surface elevation.

(4) The upper continuous curve corresponds to the "quasi-normal" distribution

$$
\begin{equation*}
F(\sigma, \phi) \propto e^{-s \Delta \Delta^{-1} \Delta \sigma^{2} \phi / 2} \tag{31}
\end{equation*}
$$

which when $\Delta$ is small also approximates a normal distribution. For this distribution it is found that

$$
\begin{equation*}
\frac{a_{0}}{a_{4}}=\frac{I_{2}\left(\Delta^{-2}\right)}{I_{0}\left(\Delta^{-2}\right)} \tag{32}
\end{equation*}
$$

where $I_{n}(z)$ is the Bessel function of imaginary argument.

Of the four laws considered, it appears that the cosine-power (28) is the best fit to the observations. For each observation, a corresponding value of $s$ may be allotted by taking the point on the "cosine-power" curve nearest to the observation. The values of $s$ so obtained have been plotted in Figure 3-1-12 against the value of $U_{2} / c$ for each observation. It will be seen that in general $s$ is a decreasing function of $U_{1} / c$.

## the pressure fluctuations

From the typical length of record shown in Figure 3-1-4 it will be seen that the trace of atmospheric pressure has a general tendency to follow the trace of surface elevation; and when the spectra of the pressure fluctuations were computed
they were found to be very similar in general to the spectra of surface elevation. Figure 3-1-13 gives the ratio of the spectral density of pressure (units are feet of air) to the spectral density of surface elevation in the typical case of Record 5. The theoretical curves drawn in the same figure are based on the discussion given below.

## DISCUSSION OF RESULTS

We propose now to discuss our results relating to the angular distribution of energy in the light of what is known or conjectured about the processes of wave generation by wind.
In the first place, we need some estimate of the wind profile. Observations at sea (Roll, 1948; Hay, 1955) appear to support a logarithmic form for the mean wind velocity $U$, in conditions of neutral stability:

$$
\begin{equation*}
U=U_{1} \log \cdot\left(\frac{z}{z_{0}}\right) \tag{33}
\end{equation*}
$$

where $U_{1}$ and $z_{0}$ are constants. We have

$$
\begin{equation*}
U_{1}=\frac{U_{*}}{K} \tag{34}
\end{equation*}
$$

where $U_{*}$ is the friction velocity ( $=\sqrt{r_{0} / \rho_{a}}$ ) and $K$ is von Karman's constant ( $\ddagger 0.41$ ). U* may,
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in turn, be expressed in terms of the "anemometer wind speed" $U_{0}$ by

$$
\begin{equation*}
U_{*}^{2}=c_{D} U_{a,}^{2} \tag{35}
\end{equation*}
$$

where $c_{D}$ is a drag coefficient. Sheppard (1958) quotes the empirical formula

$$
\begin{align*}
& c_{D}=\left(0.08+0.00114 U_{0}\right) \times 10^{-2} \\
& U_{\mathrm{a}} \text { in } \mathrm{cm} / \mathrm{sec} . \tag{36}
\end{align*}
$$

$U$. will be identified with the measured wind speed $V$, so that

$$
\begin{equation*}
U_{2}=\frac{c^{1 / 2}}{K} U_{0} \tag{37}
\end{equation*}
$$

is of order $V / 10$.
On dimensional grounds, Charnock (1955) has suggested that

$$
\begin{equation*}
z_{0}=\frac{U_{4}^{2}}{g a} \tag{38}
\end{equation*}
$$

where $a$ is a constant. Not all observations give a consistent value of $a$, but Hay's (1955) data support a value of around 13 (see Ellison, 1956). Miles (1957) has introduced the parameter

$$
\begin{equation*}
\Omega=\frac{g z_{0}}{U_{1}^{2}}=\frac{g z_{0} K^{3}}{U_{*}^{2}}=\frac{K^{2}}{a} \tag{39}
\end{equation*}
$$

whose value is thus about $1.3 \times 10^{-2}$; but it may well vary by a factor of 2 . Since surface waves of length $2 \pi / k$ must travel with almost the freewave velocity $c=(g / k)^{1 / 2}$, it follows that (33) can be written

$$
\begin{equation*}
\frac{U}{c}=\frac{U_{1}}{c} \log \cdot\left(\frac{k z}{\Omega\left(U_{1} / c\right)^{2}}\right) \tag{40}
\end{equation*}
$$

the right-band side being a function only of $k z$, $U_{1} / c$, and $\Omega$.

## the resonance angle

At the present time, two kinds of mechanism for the transier of energy to water waves from the atmosphere are under active discussion. On the one hand, the effect of pressure fluctuations (associated with atmospheric turbulence) acting on the surface of the water has been considered by Phillips (1957, 1958b). According to Phillips' original hypothesis, the spectrum of the water surface in the principal stage of development would be given byl

[^46]\[

$$
\begin{align*}
& F(\sigma, \phi)=\frac{k^{2} \sigma t}{2\left(g \rho_{\omega}\right)^{2}} \int_{0}^{\infty} \Pi(\mathbf{k}, \tau) \\
& \quad \cos \left[\left(\frac{U \cos \phi}{c}-1\right) \sigma \tau\right] d \tau \tag{41}
\end{align*}
$$
\]

where $t$ denotes the time since the wind started to blow, $\Pi(k, \tau)$ is the pressure spectrum, defined by Phillips, and $U$ is the "convection velocity" of the eddies of wavenumber $\mathbf{k}$. This velocity is probably not very different from the mean wind speed at a height above the surface of order $2 \pi / k$. Phillips pointed out that if the pressure spectrum is reasonably isotropic, the integral on the righthand side of (41) is likely to be greatest when

$$
\begin{equation*}
U \cos \phi=c \tag{42}
\end{equation*}
$$

in other words, when the component of the wind velocity in the direction of propagation is just equal to the wave speed. This may be called the resonance condition, and the corresponding angle

$$
\begin{equation*}
\phi=\sec ^{-1} \frac{U}{c} \tag{43}
\end{equation*}
$$

may be called the resonance angle.
Let us assume that the convection velocity, as defined by Phillips (1957), can be identified with the mean velocity $U$ at a beight $z=2 \pi / k$. Writ ing $k z=2 \pi$ in Equation (9.40), we have

$$
\begin{equation*}
\phi=\sec ^{-1}\left[\frac{U_{1}}{c}\left(\log \frac{2 \pi}{\Omega}-2 \log \frac{U_{1}}{c}\right)\right] \tag{44}
\end{equation*}
$$

If we were to take the velocity at a different height, say $\pi / k$, this would be equivalent to a change in the assumed value of $\Omega$ by a factor 2 .

We have calculated the angle $\phi$ corresponding to (43) taking, for definiteness, $\Omega=1.3 \times 10^{-2}$; the result is indicated by the full curve in Figure 3-1-9. The lower broken curve shows the effect of taking a value of $\Omega$ five times greater than this, and the upper curve the effect of taking $\Omega$ five times less.

Two conclusions are obvious. In the first place, the value of the resonance angle $\phi$ depends only slightly on the parameters of the logarithmic profile, and second, the angle $\psi$ does indeed show a trend similar to the resonance angle.

On the other hand, Miles $(1957,1959)$ has considered the growth of an air-water interfacial disturbance as an instability in the shearing flow of the air, or rather, of the combined air-water system. An input of energy into the waves is brought about (according to this model) by a coupling of the surface pressure fluctuations to the already existing waves. Assuming that the air-
flow may be treated as a small perturbation of the mean wind profile (so that the perturbed potential satisfies the Orr-Sommerfeld equation) and that the mean profile is logarithmic, Miles has computed values for the rate of growth of the waves which are in substantial agreement with observation.
More recently (1960) Miles has combined his mechanism with that of Phillips, in such a way that the turbulent pressure fluctuations in the airstream appear as the means of initiating the waves, which are then augmented by the instability of the shear flow. Thus, in place of (41) Miles proposes a more general equation (4.5a) ${ }^{1}$ which we rewrite as follows:

$$
\begin{align*}
& F(\sigma, \phi)=\frac{k^{2} \sigma t}{2\left(\rho \rho_{\mathbf{w}}\right)^{2}} \mathcal{F}(M T) \int_{0}^{\infty} \Pi(\mathbf{k}, t) \\
& \quad \cos \left[\left(\frac{U \cos \phi}{c}-1\right) \sigma t\right] d t, \tag{45}
\end{align*}
$$

where

$$
\begin{align*}
M & =\frac{\rho_{a}}{\rho_{m}}\left(\frac{U_{1} \cos \phi}{c}\right)^{2} \frac{U_{1}}{c} \beta, \\
T & =\frac{\rho t}{U_{1}} \tag{46}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{F}(M T)=\frac{e^{N T}-1}{M T} \tag{47}
\end{equation*}
$$

Here $A$ is a dimensionless coefficient which has been computed by Miles (1959). For small values of $T$, and so for small values of $M T$, the function $\mathcal{F}(M T)$ tends to 1 , and equation (45) tends to (41). Initially, therefore, the Phillips spectrum is applicable. However, as $($ increases, $M T$ may become large, and $\mathcal{F}(M T)$ exponentially large. In that case, if (45) is still valid, the function $\boldsymbol{F}(M T)$ represents a factor by which the original spectrum $F$ is distorted. Since $M$ depends upon the direction of propagation $\phi$, so also does $\mathcal{F}(M T)$.
Using Milea' values of $\beta$, and taking as before $\Omega=1.3 \times 10^{-7}$, we have computed M as a function of $\phi$ for various values of $U_{\mathrm{N}} / c$ (see Figure $3-1-14$ ). From this graph it is fairly simple to compute $\mathcal{F}(M T)$ for any given record, if $T$ is known. For Record 5, for example, we have taken

$$
U_{a}=23 \mathrm{kn}=1,180 \mathrm{~cm} / \mathrm{sec}
$$

[^47]

Figure 3-1-14. Mas a function of the anole $\phi$, (laking $8=1.8 \times 10^{-2}$ ).

$$
\begin{aligned}
c_{D} & =\left(0.08+0.00114 U_{\mathrm{a}}\right) \times 10^{-\mathrm{s}} \\
& =2.15 \times 10^{-s} \\
U_{1} & =\frac{c_{D}^{L^{\prime}}}{K} U_{a}=134 \mathrm{~cm} / \mathrm{sec} \\
\frac{U_{1}}{c} & =\frac{\sigma U_{1}}{g}=0.136 \sigma \quad(\sigma \text { in radians } / \mathrm{sec})
\end{aligned}
$$

According to the weather charts, the length of time since the wind began to blow was about 45 hours. However, the fetch $L$ being limited to 300 miles, the spectrum at the lower frequencies is limited by fetch. We bave taken $t \leq L \div$ group velocity $=2 \sigma L / g$, and so

$$
T=\frac{g t}{U_{1}}=\min \left\{\begin{array}{l}
0.72 \times 10^{6} \sigma \\
1.28 \times 10^{6}
\end{array}\right\}
$$

With these values, the factor $\mathcal{F}(M T)$ is as ahown in Figure 3-1-15.
The most striking feature of the figure is the very large amplification factors involved, especially at the higher frequencies. These, however, need not be taken literally, for we saw in Section 5


Figure 3-1-15. Curves of the distortion factor $\mathcal{F}$ as a function of angle $\phi$, for Record No. 6 .
that at the higher frequencies ( $\sigma>2.0$ radians/sec) the total spectrum approaches Phillips' equilibrium law; this indicates that nonlinear effects associated with breaking of the waves are predominant, and a linear theory would no longer apply. Nevertheless, at some of the lower frequencies ( $1.3<\sigma<2.0$ ) it would appear that the effect of Miles' coupled mechanism would be to narrow somewhat the angular distribution of energy. Referring again to Figure 3-1-9, we have apparent confrmation of this, since in the range $0.15<U_{1} / c<0.4$ (i.e., $1.1<\sigma<3.0$ ) the angular width of the spectrum for Record 5 is somewhat less than the resonance angle.

On this interpretation then, the sequence of events would be as follows: in the first stage of development of the waves, exemplified by the range $\sigma<1.1$ in Record 5, the waves are due mainly to uncoupled turbulent pressure fluctuations in the air. At a later stage, exemplificd by the range $1.3<\sigma<2.0$, the shear-flow instability mechanism takes over, and this has the effect of reducing the r.m.s. angular width of the spectrum in any given frequency band from the value indi-
cated by the resonance angle. Finally the spectrum is limited by breaking of the waves, and it would appear from Figure 3-1-9 that there is some associated broadening of the directional spectrum. This also can be understood from Figure 3-1-15, for if $\mathcal{F}$ is limited by nonlinear effects to a certain value, say $10^{3}$, it will be seen that the higher the frequency the broader is the angular spread of $\mathcal{F}$. This is quite apart from any broadening of the spectrum that may be due to breaking and other nonlinear effects.

## INTERPRETATION OF THE PRESSURE FLUCTUATIONS

In his original paper (1957) Phillips assumed a value for the m.s. turbulent pressure fluctuations in the air equal to

$$
\begin{equation*}
\overline{p^{2}}=9 \times 10^{-2} p_{0}^{2} U_{0}^{\prime} \tag{48}
\end{equation*}
$$

where $U_{\mathrm{a}}$ denotes anemometer wind speed. This is equivalent to

$$
\begin{equation*}
\overline{\left(\frac{p}{g \rho_{a}}\right)^{2}}=\frac{0.09 l f_{0}^{4}}{g^{2}} \tag{49}
\end{equation*}
$$

In Table 3 the above value is compared with the mean-square values actually observed in Records 1-5. The comparison confirms what had been suspected by both Phillips (1958b) and Miles (1960), namely that the pressure fluctuations are generally smaller than those originally assumed in Pbillips (1957).

TABLE 3
Variances of the Athobphemic Presodre Floctuationa

| Record No. | $\begin{gathered} U_{0} \\ (\mathrm{ft} . / \mathrm{sec} .) \end{gathered}$ | $\frac{0.09 V^{2}}{\sigma^{2}}$ | $\left(\frac{p}{g p_{0}}\right)^{2}$ $\left(\mathrm{ft} .^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 32 | 81 | 7.3 |
| 2 | 24 | 29 | 8.2 |
| 3 | 29 | 62 | 5.2 |
| 4 | 14 | 3 | 9.8 |
| 5 | 39 | 203 | 13.1 |

Moreover, we shall now show that a substantial part of the observed pressure fluctuations can be attributed simply to the flow of air over the undulating surface of the sea.

In Miles' $(1957,1959)$ model the aerodynamical pressure exerted on a sinusoidal boundary

$$
\begin{equation*}
\zeta=\operatorname{Ra} a e^{(4 x-a)} \tag{50}
\end{equation*}
$$

by an airstream in the direction of wave propaga－ tion has the form

$$
\begin{equation*}
p=\mathscr{R}(\alpha+i \beta) p_{\mathrm{o}} U_{1}^{*} k \zeta, \tag{51}
\end{equation*}
$$

where $\alpha$ and $\beta$ are real，non－dimensional quanti－ ties depending on the wind profile．To（51）we must add the static pressure term－gpas．Thus， the total pressure measured by an apparatus float－ ing in the surface is

$$
\begin{equation*}
p=R\left\{-g \rho_{a}\left[1-(\alpha+i \beta)\left(\frac{U_{1}}{c}\right)^{\mathrm{t}}\right]\right\} \tag{52}
\end{equation*}
$$

The phase $\operatorname{lag} x$ of the pressure relative to the surface depression $-\zeta$ is given by

$$
\begin{equation*}
x=\tan ^{-1} \frac{\beta\left(U_{1} / c\right)^{2}}{1-\alpha\left(U_{1} / c\right)^{2}} \tag{53}
\end{equation*}
$$

From the numerical values given by Miles（1959） for the logarithmic profile we have computed $x$ （see Figure 3－1－16）！．It appears that over the range $0<U_{1} / c<0.5$ the phase－angle does not ex－ ceed $0.35,=\cos ^{-1}(0.94)$ ．Hence，the amplitude of the pressure fluctuation is due almost entirely to the in－phase component of the pressure：

$$
\begin{equation*}
\left|\frac{p}{\rho \rho \rho ⿱ ⿰ ㇒ 一 ⿻ 一 人}\right| \left\lvert\, \div 1-\alpha\left(\frac{U_{1}}{c}\right)^{2}\right., \tag{54}
\end{equation*}
$$

with an error of at most 6 per cent．
${ }^{1}$ Miles＇Figure 6 gives the angle tan ${ }^{-2}(-\beta / \alpha)$ ．
Figure 3－1－16．The theoretical phase－angle $x$ between the surface depression，on Miles＇s shear－flow model．



Figure 3－1－17．The theoretical in－phase component of the pressure：－according to Miles（1969）； approximation from Brooke Benjomin（1959）．

We have computed the right－hand side of （54）（denoted by a）from the numerical values given by Miles（1959），and the results are shown in Figure 3－1－17 for representative values of $\Omega$ ．It will be seen that a has a minimum at around $U_{2} / c=0.11$ ，that is，at around $U_{0} / c=1$ ．
The behaviour of ø can be understood if we consider the well－known Kelvin－Helmholtz model in which the wind profile is assumed to be vertical： the velocity $U$ is constant．In that case（see Lamb，1932，p．370）it is easily found that

$$
\begin{equation*}
\sigma s=1+[(U / c)-1 p \tag{55}
\end{equation*}
$$

which is clearly a minimum when $U=c$ ，that in to say，when the wind speed just equals the phase velocity of the waves．
More generally，Brooke－Benjamin（1959）has shown that an approximation to the in－phase com－ ponent of the pressure is given by

$$
\begin{equation*}
\sigma_{1}=1+\int_{0}^{\infty} l(U / c)-1 j e^{\operatorname{n} d}\left(k_{\eta}\right) \tag{56}
\end{equation*}
$$

（we have added the statical term），where $\eta$ is a co－ordinate orthogonal to the free surface．On substituting for $U$ from Equation（40）and re－ placing 2 by $\eta$ ，we find on evaluating the integral
$\varpi_{1}=1+\frac{x^{2}}{6}\left(\frac{U_{1}}{c}\right)^{2}+\left[\frac{U_{1}}{c} \log \frac{\gamma \Omega U_{1}^{2}}{c^{2}}+1\right]^{2}$
where $\gamma=\exp (0.5772 \ldots)$. The curves for $\sigma_{1}$ have been plotted in Figure 3-1-17 for comparison with Miles' numerical results. It will be seen that $\omega_{1}$ somewhat exceeds $\square$ but that the general behaviour of $\omega$ and $\omega_{1}$ is very similar.

Consider now the more general case of a sinewave travelling at an arbitrary angle $\phi$ relative to the wind. By Squire's theorem (ef. Lin, 1955, C. 3), the component of the wind parallel to the crests has no effect on the pressure perturbations, which may thus be calculated as though the mean wind-feld were equal to $U \cos \phi$ in the direction of wave propagation. Returning to (40), we see that the effective wind profile $U \cos \phi$ remains logarithmic; but to maintain the form of the results the parameter $\Omega$ must be multiplied by $\sec ^{2} \phi$. Since the dependence of a upon $\phi$ cannot be readily expressed analytically, ${ }^{1}$ we use as an approximation Equation (57), generalised to arbitrary directions of propagation; that is to say

$$
\begin{align*}
\varpi \div 1+\frac{\pi^{2}}{6} & \left(\frac{U_{1} \cos \phi}{c}\right)^{2} \\
& +\left[\frac{U_{1} \cos \phi}{c} \log \frac{\gamma \Omega U_{1}^{2}}{c^{2}}+1\right]^{2} \tag{58}
\end{align*}
$$

Let the right-hand side of (58) be denoted by $\sigma(\sigma, \phi)$. We see that the spectrum of the pressure (in square feet of air) is then

$$
\begin{equation*}
C_{u}(\sigma)=\int_{0}^{2 \tau} \sigma^{2} F(\sigma, \phi) d \phi ; \tag{59}
\end{equation*}
$$

and since $\sigma^{2}$ involves only the fourth power of $\cos \phi, C_{\mu}(\sigma)$ masy be expressed in terms of the coefficients $a_{n}, b_{n}$ up to $n=4$. On division by

$$
\begin{equation*}
C_{13}(\sigma)=\int_{0}^{2 \pi} F(\sigma, \phi) d \phi=\pi a_{0}, \tag{60}
\end{equation*}
$$

we have the ratio $C_{u} / C_{u}$ in terms of $a_{n} / a_{0}$ and $b_{n} / a_{0}$ up to $n=4$. In particular for a symmetrical spectrum ( $b_{\mathrm{n}}=0$ ) we find
$\frac{C_{u}}{\vec{C}_{u}}=4+8 P \frac{a_{1}}{a_{0}}+\left(4 P^{2}+2 Q^{2}\right)\left(1+\frac{a_{2}}{a_{0}}\right)$

[^48]\[

$$
\begin{align*}
& +P\left(P^{2}+Q^{2}\right)\left(3 \frac{a_{1}}{a_{0}}+\frac{a_{2}}{a_{0}}\right) \\
& +\frac{1}{0}\left(P^{2}+Q^{2}\right)^{2}\left(3+4 \frac{a_{4}}{a_{0}}+\frac{a_{4}}{a_{0}}\right) \tag{61}
\end{align*}
$$
\]

where

$$
\begin{equation*}
P=\frac{U_{1}}{c} \log \frac{\gamma \Omega U_{1}^{2}}{c^{2}}, \quad Q=\frac{\pi^{2}}{6}\left(\frac{U_{1}}{c}\right)^{2} \tag{62}
\end{equation*}
$$

The curves drawn in Figure 3-1-14 illustrate the ratio $\left(C_{4} / C_{n}\right)^{1 / 2}$ computed for the cosine-law spectrum (29). The (constant) values of $U_{1}$ and $\Omega$ are those appropriate to the data of Record 5. It appears that the behaviour of the observations (a minimum at around $U_{1} / c=0.11$ ), corresponds quite well with the behaviour of the theoretical curves. It should be borne in mind that at larger values of $U_{2} / c$ the theoretical curves may be somewhat high, since $\omega_{1}$ generally exceeds os. Nevertheless, there is qualitative agreement even in this part of the range of $U_{1} / c$. Moreover, there is a tendency for the equivalent value of $s$ to diminish with $U_{1} / c$, as shown independently in Figure 3-1-13.
From this comparison it appears that the greater part of the pressure fluctuations at the surface are simply the aerodynamical pressure changes due to the flow of air over the undulating surface, together with the statical pressure changes arising from the buoy's vertical displacement.
Confirmation is provided by considering the phase differences between the pressure and the surface elevation. If the pressure fluctuations were due only to uncoupled turbulence, there would be no definite phase relation between $p$ and 5 . If, however, the pressure fluctuations are due mainly to the local shear flow and not to the turbulence, then from Figure 3-1-16 we expect the phase-differences between $p$ and $-\zeta$ to be small.
Owing to uncertainties in the phase calibrations of the microbarograph, the accelerometer and its integrating circuit, and of the heaving motion of the buoy, the phases could be determined only to within about 10 degrees for $\sigma<3.0$, and within wider limits at higher frequencies. The estimated phase differences are shown in Table 4.
It will be seen that over the most energetic part of the spectrum, $p$ and $\zeta$ are about 180 degrees out of phase. (However, for $\sigma>3.0$ the angles cannot be relied upon.) From this evidence it would seem that more than 90 per cent of pressure spectrum is coupled to the waves, and less than 10 per cent is associated directly with turbulence.

## oaservations of directional spectrum of seawaves using fioating buoy motions

TABLE 4
Phage Lac or Pregsoae Behind Wava Heiort (Record 5)

| $\sigma$ <br> radians/sec.) | Phase lag <br> on film | Instrumental <br> corrections | Corrected <br> phse lag |
| :---: | :---: | :---: | :---: |
| 0.4 | $214^{\circ}$ | $-50^{\circ}$ | $164^{\circ}$ |
| 0.6 | 220 | -36 | 184 |
| 0.8 | 210 | -30 | 180 |
| 1.0 | 209 | -26 | 183 |
| 1.2 | 207 | -24 | 183 |
| 1.4 | 207 | -23 | 184 |
| 1.6 | 210 | -22 | 188 |
| 1.8 | 202 | -22 | 180 |
| 2.0 | 205 | -22 | 183 |
| 2.2 | 206 | -22 | 184 |
| 2.4 | 213 | -22 | 191 |
| 2.6 | 211 | -22 | 189 |
| 2.8 | 197 | -23 | 174 |
| 3.0 | 230 | -23 | 207 |
| 3.2 | 224 | -22 | 202 |
| 3.4 | 221 | -13 | 208 |
| 3.6 | 222 | +14 | 236 |
| 3.8 | 221 | 38 | 259 |
| 4.0 | 225 | 86 | 311 |

It appears then that the mean-square pressure fluctuations originally assumed by Phillips may be in error by a factor of the order of $10^{2}$. This would invalidate Phillips' formulae (1957, p. 442) for the mean-square surface displacement after time $t$. On the other hand, we have seen that over much of the spectrum Miles' instability mechanism is probably responsible for much of the wave growth. If Miles' more general expression for the wave spectrum (Equation 45) is used, a reduction in the estimated turbuleat pressure fluctuations by the amount indicated is not inconsistent with the observed wave spectrum.

## APPENDIX: Colculation of the "Best" Angles

It is shown in Longuet-Higgins (1955) that to minimise the integral of Equation (16) in this paper, the angles $\phi_{1}$ and $\phi_{2}$ must be roots of the quadratic

$$
\begin{equation*}
S_{0} e^{\text {si4 }}-S_{1} e^{i 4}+S_{1}=0 \tag{63}
\end{equation*}
$$

whose coefficients $S_{0}, S_{1}, S_{2}$ satisfy

$$
\left.\begin{array}{r}
\left(a_{0}-I\right) S_{0}-\left(a_{1}+i b_{1}\right) S_{1}+\left(a_{1}+i b_{2}\right) S_{1} \\
=0 \\
\left(a_{1}-i b_{1}\right) S_{0}-a_{0} S_{1}+\left(a_{1}+i b_{1}\right) S_{2}=0 \\
\left(a_{1}-i b_{3}\right) S_{0}-\left(a_{1}+i b_{1}\right) S_{1}+\left(a_{0}-I\right) S_{2} \\
=0
\end{array}\right\}
$$

The value of $I$ is found from the condition that the simultaneous equations (64) shall be consistent, that is, that the determinant of the coefficients shall vanish. Thus,

$$
\begin{equation*}
\Delta_{0} I^{2}-2 \Delta_{1} I+\Delta_{2}=0 \tag{65}
\end{equation*}
$$

where $\Delta_{N}$ denotes the determinant

$$
\Delta_{N}=\left|\begin{array}{cccc}
a_{0} & a_{1}+i b_{1} & \cdots & a_{N}+i b_{N}  \tag{66}\\
a_{1}-i b_{1} & a_{0} & & a_{N-1}+i b_{N-1} \\
\vdots & \vdots & & \vdots \\
\vdots & \vdots & & \vdots \\
a_{N}-i b_{N} & a_{N-1}-i b_{N-1} & \ldots & a_{0}
\end{array}\right|
$$

The lower root of (65) gives the minimum value of $I$.

In terms of real quantities we have

$$
\begin{equation*}
I=\frac{1}{a_{0}}\left[\left(a_{0}^{1}-a_{1}^{2}-b_{1}^{2}\right)-\sqrt{\left(\mathscr{P}^{2}+\mathscr{2}^{2}\right)}\right], \tag{67}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathscr{P}=a_{0} a_{1}-a_{1}^{2}+b_{1}^{2} \\
& \mathscr{Q}=a_{0} a_{2}-2 a_{1} b_{1} \tag{68}
\end{align*}
$$

and so

$$
\begin{equation*}
a_{0}-I=\frac{1}{a_{0}}\left[\left(a_{1}^{2}+b_{1}^{2}\right)+\sqrt{\left(9^{2}+2^{2}\right)}\right] . \tag{69}
\end{equation*}
$$

To find $\phi_{1}$ and $\phi_{2}$ we note that in Equations (63) and (64) only the ratios $S_{0}: S_{1}: S_{1}$ are relevant. So we may take $S_{1}$ to be real, and then the first and third of Equations (64) show that $S_{0}$ and $S_{2}$ are conjugate complex quantities. So writing

$$
\begin{equation*}
S_{0}: S_{1}: S_{1}=e^{-i e}: r: e^{i 0}, \tag{70}
\end{equation*}
$$

we have
$\left(a_{0}-I+a_{2}\right) \cos v-b_{2} \sin v-a_{1} r=0$
$b_{2} \cos v-\left(a_{0}-I-a_{1}\right) \sin v-b_{1} r=0$
and so

$$
\begin{equation*}
\frac{\cos \vartheta}{X}=\frac{\sin \vartheta}{Y}=\frac{r}{Z}, \tag{72}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
X & =\left(a_{0}-I\right) a_{1}-\left(a_{1} a_{4}+b_{1} b_{1}\right) \\
Y & =\left(a_{0}-I\right) b_{1}-\left(a_{1} b_{2}-a_{1} b_{1}\right) \\
Z & =\left(a_{0}-I\right)^{2}-\left(a_{2}^{2}+b_{3}^{2}\right)
\end{array}\right\}
$$

$\cos v=\frac{X}{\sqrt{\left(X^{2}+Y^{2}\right)}}, \quad \sin v=\frac{Y}{\sqrt{\left(X^{2}+Y^{2}\right)}}$,

$$
\begin{equation*}
r=\frac{Z}{\sqrt{\left(X^{2}+Y^{2}\right)}} \tag{74}
\end{equation*}
$$

From (63) and (70), the product of the roots is given by

$$
\begin{equation*}
e^{i\left(\phi_{1}+\phi_{2}\right)}=\frac{S_{2}}{S_{0}}=e^{-2 i \theta_{0}} \tag{75}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\bar{\phi}=\frac{1}{2}\left(\phi_{1}+\phi_{2}\right)=v_{1} \tag{76}
\end{equation*}
$$

where $\vartheta$ is given by (74). Further,

$$
\begin{equation*}
\phi_{1}, \phi_{2}=v \pm x, \tag{77}
\end{equation*}
$$

where from (63)

$$
\begin{equation*}
e^{i} x-r+e^{i} X=0 \tag{78}
\end{equation*}
$$

or

$$
\begin{equation*}
\cos x=\frac{1}{2} r=\frac{\frac{1}{2} Z}{\sqrt{\left(X^{2}+Y^{2}\right)}} \tag{79}
\end{equation*}
$$

This is the required general expression.

## A Symmetrical Spectrum

The most interesting special case is when the spectrum is symmetrical about one particular direction, say $\phi=0$. Then $b_{1}$ and $b_{2}$ are both zero, and Equation (67) reduces to

$$
\begin{equation*}
I=\frac{1}{a_{0}}\left[\left(a_{0}^{3}-a_{1}^{2}\right)-\left|a_{0} a_{2}-a_{i}^{2}\right|\right] \tag{80}
\end{equation*}
$$

Two cases now arise, corresponding to whether ( $a_{0} a_{2}-a_{1}^{2}$ ) is positive or negative. Examples may be given of both. Thus, if $F(\sigma, \phi)$ consists of two equal delta functions at $\phi=0$ and $\pi$ (corresponding to "standing" waves), then

$$
\begin{equation*}
a_{0}: a_{1}: a_{2}=1: 0: 1 \tag{81}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left(a_{0} a_{2}-a_{1}^{2}\right)>0 \tag{82}
\end{equation*}
$$

If, on the other hand, $F(\sigma, \phi)$ consists of two delta functions at arbitrary angles $\phi= \pm \alpha$ on either side of the mean direction, we have

$$
\begin{equation*}
a_{0}: a_{1}: a_{2}=1: \cos \alpha: \cos 2 \alpha \tag{83}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left(a_{0} a_{2}-a_{1}^{2}\right) \propto-\sin ^{2} \alpha<0 \tag{84}
\end{equation*}
$$

In all the practical cases met in this paper we have ( $a_{0} a_{2}-a_{i}^{2}$ ) $<0$, and so from (80)

$$
\begin{equation*}
I=\frac{1}{a_{0}}\left(a_{0}^{2}-2 a_{1}^{2}+a_{0} a_{2}\right) \tag{85}
\end{equation*}
$$

The formulae for $\bar{\phi}$ and $x$ then reduce simply to

$$
\begin{equation*}
\Phi=0, \quad x=\cos ^{-1} \frac{a_{1}}{a_{0}} \tag{86}
\end{equation*}
$$

$$
\text { Interpretation of } x \text { and } I_{\min } / a_{0}
$$

From (86),

$$
\begin{equation*}
\sin ^{2} \frac{1}{2} \psi=\frac{1}{2}(1-\cos \psi)=\frac{a_{0}-a_{1}}{2 a_{0}} \tag{87}
\end{equation*}
$$

But on expressing $a_{0}$ and $a_{1}$ as Fourier coefficients, we have

$$
\begin{align*}
a_{0}-a_{1} & =\frac{1}{\pi} \int_{0}^{2 \pi}(1-\cos \phi) F(\sigma, \phi) d \phi \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} 2 \sin ^{2} \frac{1}{2} \phi F(\sigma, \phi) d \phi \tag{88}
\end{align*}
$$

Suppose now that the distribution $F(\sigma, \phi)$ is fairly narrow, that is to say that the direction of most of the energy is not widely different from the mean direction. Then in (88) sin $\frac{1}{2} \phi$ may be replaced by $\frac{1}{2} \phi$; and if we define the $r$ th angular moment of the distribution by

$$
\begin{equation*}
m_{r}=\int_{0}^{2 \tau} \phi^{r} F(\sigma, \phi) d \phi \tag{89}
\end{equation*}
$$

it is apparent that

$$
\begin{equation*}
a_{0}-a_{1} \div \frac{1}{2 \pi} m_{2} \tag{90}
\end{equation*}
$$

But also

$$
\begin{equation*}
a_{0}=\frac{1}{\pi} m_{0} \tag{91}
\end{equation*}
$$

so from (87)

$$
\begin{equation*}
\sin ^{2} \frac{1}{2} \psi=\frac{m_{2}}{4 m_{0}} \tag{92}
\end{equation*}
$$

But this is small by hypothesis so the 1.h.s. can be replaced by $\boldsymbol{t}^{2}$. Hence,

$$
\begin{equation*}
\psi^{2} \div \frac{m_{2}}{m_{0}} \tag{93}
\end{equation*}
$$

In other words $\psi$ equals the r.m.s. angular deviation of energy from the mean direction.

In a similar way we have from (85)

$$
I a_{0}=a_{0}^{2}-2 a_{1}^{2}+a_{0} a_{2}
$$

## OBSERVATIONS OF OIRECTIONAI SPECTRUM OF SEAWAVES USING fLOATING BUOY MOTIONS

$$
\begin{array}{r}
=\frac{1}{\pi^{2}} \iint\left[1-2 \cos \phi \cos \phi^{\prime}\right. \\
\left.+\frac{1}{2}\left(\cos 2 \phi+\cos 2 \phi^{\prime}\right)\right] \\
\times F(\sigma, \phi) F\left(\sigma, \phi^{\prime}\right) d \phi d \phi^{\prime} \\
=\frac{4}{\pi^{2}} \iint\left(\sin ^{2} \frac{1}{2} \phi-\sin ^{2} \frac{1}{2} \phi^{\prime}\right)^{2} \\
F(\sigma, \phi) F\left(\sigma, \phi^{\prime}\right) d \phi d \phi^{\prime} \quad(94) \tag{94}
\end{array}
$$

an exact formula. Again, if the energy is not too broadly distributed in direction, then

$$
\begin{align*}
I a_{0} & \doteqdot \frac{1}{4 \pi^{3}} \iint\left(\phi^{2}-\phi^{\prime 2}\right)^{2} F(\sigma, \phi) F\left(\sigma, \phi^{\prime}\right) d \phi d \phi^{\prime} \\
& =\frac{1}{2 \pi^{2}}\left(m_{0} m_{4}-m_{2}^{2}\right) \tag{95}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\frac{I}{a_{0}} \div \frac{m_{0} m_{1}-m_{2}^{2}}{m_{0}^{2}} \tag{96}
\end{equation*}
$$

However, since (96) involves the fourth moment $m_{1}$ this approximation will generally be less accurate than (92), which involves only $m_{0}$ and $m_{2}$.

For very narrow spectra the ratio

$$
\begin{equation*}
\frac{2 I}{a_{0} \psi^{4}} \div \frac{m_{0} m_{4}-m_{2}^{2}}{m_{2}^{2}} \tag{97}
\end{equation*}
$$

is an indicator of the "peakedness" of the energy distribution with regard to direction. Thus, for a normal distribution of energy with regard to $\phi$ this ratio takes the value 2 ; for a "square-topped" distribution it is $\frac{5}{3}$; and for two isolated deltafunctions it is theoretically zero. However, for most forms of $F(\sigma, \phi)$ the approximation (97) will be accurate to within 10 per cent only if $\psi$ is less than about 30 degrees.
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## DISCUSSION

Dr. Hasselmann: I should like to congratulate the authors for their most interesting and original measurements. On one point, however, I feel there may be some danger of a misunderstanding.

The high correlation observed between the pressure $p$ and the surface elevation $\zeta$ implies a small correlation between $p$ and the normal surface velocity $\dot{\zeta}$, as $\zeta$ and $\zeta$ are orthogonal random variables. Unfortunately, it is the small mean product $\overline{p \bar{S}}$, i.e., the work done by the pressure forces, which determines the rate of wave growth, and only the spectral analysis of this term can yield direct insight into the mechanism of wave generation by pressure forces. The authors, however, restricted their analysis to the mean prod-
uct $\overline{p \zeta}$, apparently because the instrumental error was too great to determine $\overline{p \dot{\zeta}}$ with sufficient accuracy. As a result the information gained from the pressure measurements, though interesting in itself, is irrelevant to the question of wave generation.

Nor do the pressure measurements alone yield indirect evidence as to whether an internal instability mechanism or external turbulent pressure fluctuations are responsible for wave growth.

The fact that Miles' instability theory predicts $\overline{p \zeta}$ correctly does not imply that $\overline{p \bar{\zeta}}$ is also predicted correctly, since all models, if worth considering at all (e.g., the Kelvin-Helmholtz model, Jeffries sheltering theory, etc.), give reasonably
correct results for the first order term $\overline{p \zeta}$ but can differ considerably in the crucial second order term $\overline{\mathrm{p} 5}$.

Furthermore, the fact that the observed mean square turbulent pressure fluctuations $\overline{p_{1}^{2}}$ are considerably smaller than originally assumed by Phillips does not imply that the resulting wave growth is also correspondingly smaller than Phillips' original estimate, as Phillips' derivation of the rave of wave growth from $\overline{p_{1}^{2}}$ was based on an incorrect assumption. This can best be seen by writing Phillips' formula for the wave growth in a different form.

If the three-dimensional spectrum of the turbulent pressure fluctuations $\frac{\hat{\pi}}{\pi}(\mathbf{k}, \omega)$ in $\mathbf{k} \times \omega$-space is introduced, Phillips' formula becomes simply

$$
\begin{equation*}
E(\mathbf{k})=\frac{\pi k t}{\rho^{2} g} \hat{\sim}(\mathbf{k},-\sigma) \tag{98}
\end{equation*}
$$

where $E(\mathbf{k})$ is Longuet-Higgins (1957) spectrum and $\sigma=\sqrt{g k}$. According to Equation (98), the growth of $E(k)$ is determined by the spectral density of the pressure fluctuations on the "resonance surface" $\omega+\sqrt{g k}=0$ in $\mathbf{k} \times \omega$-space, corresponding to pressure fluctuations $d P\left(\mathbf{k}_{1}-\sigma\right)$ $\exp \{i(k x)-i \sigma t\}$ in resonance with free gravity waves. Now the pressure fluctuations $d P(k, \omega)$ $\exp [i(k x)+i \omega t]$ will generally have phase velocities in wind direction approximately equal to the "local convection velocity" $U(k)$. In other words, the spectral density $\frac{\pi}{\pi}(\mathbf{k}, \omega)$ will be concentrated mainly around the "local convection surface" $\omega+k U \cos \phi=0$, where $\phi$ is the angle between $\mathbf{k}$ and the wind direction. We shall, therefore, expect the spectral density $\hat{\pi}(\mathbf{k},-\sigma)$ in Equation (1) to have a maximum on the curve of intersection of the "resonance" and "local convection" surfaces, i.e., for wave-numbers corresponding to free gravity waves with phase velocities equal to the wind velocity (see Figure 3-D-1). Phillips, however, assumed that the pressure fluctuations corresponding to these very low wave-numbers would be negligible (except for very light winds) and that $\hat{\pi}(\mathbf{k},-\sigma)$ is appreciable only in the region of small wave-numbers well away from the "local convection" surface, corresponding to phase velocities considerably smaller than the wind velocity. In the derivation following, Phillips then equated a differential time scale with an integral time scale, arguing that both would be of the same order of magnitude. Although the assumption appeared reasonable in Phillips' formulation,


Figure 3-D-1. Local convection and resonance curves for fixed $\phi, U(k)$ constant (Kelvin-Helmholiz model).
it can now immediately be seen that it, is in fact incorrect, the two time scales describing completely indcpendent properties of the pressure spectrum. The integral time scale determines in effect the pressure density $\frac{\kappa}{\pi}(\mathbf{k},-\sigma)$ away from the "local convection" surface and is thus a measure of the spread of $\frac{4}{\pi}(\mathbf{k}, \omega)$ on both sides of the maximal surface, i.e., of the degree to which Taylor's hypothesis (that fluctuating components can be considered as "frozen waves" being convected by the local mean velocity) does not hold. The differential time scale, on the other hand, is simply the fluctuation period of a point on the "local convection" surface as seen from a system moving with the phase velocity of the corresponding point with the same wave number on the "resonance" surface. As a characteristic time scale it is thus based on Taylor's hypothesis and is independent of the degree of accuracy of the hypothesis.

The order of magnitude of wave generation by turbulent pressure fluctuations is thus still an open question. It appears probable that the mechanism will be effectively mainly, if at all, for longer waves moving with phase velocities a pproximately equal to the wind velocity. This view is supported by the fact that despite the small instability of these waves (for waves with phase velocities greater than the wind velocity most instability theories predict damping rather than instability), the observed fully-developed spectra always show a pronounced peak for wave-numbers correspond-
ing to these waves. However, the energy loss of long waves is small, so that only relatively small generating forces need be involved and further observations will be necessary in order to determine the relative importance of the two proposed generating mechanisms in this wave-number region. For shorter waves, the expected increase in instability and decrease in turbulent-pressure excitation, together with the observed strongly exponential growth of shorter waves as discussed by Phillips in the session on one-dimensional spectra all point to the predominance of an instability mechanism.

It should be emphasized, however, that our concepts of wave generation by pressure forces are still based entirely on indirect arguments and that it has not yet been possible to obtain further hints as to which generating mechanism is most effective for which wave-number region by direct pressure measurements. This, of course, does not imply that the pressure measurements described by the authors are not valuable and will not perhaps later yield a useful estimate of the order of magnitude of Phillips' pressure term, for example, when more is known about the distribution of the three-dimensional pressure spectrum.

Dr. Longuet-Higgins (in reply to Dr. Hasselmann's comments): We are grateful to Dr. Hasselmann for clarifying certain points in our paper. We agree that the approximations involved in the later part of Phillips' 1957 paper cannot be relied upon and hence that the observed low value for the turbulent pressure fluctuations are not themselves conclusive evidence against the turbulence theory. However, our reasons for thinking that shear-flow instability is responsible for the greater part of the wave energy are based not so much on the pressure fluctuations but on the observed angular distribution of energy, as discussed in Section IX of our paper (on pp. 124-126). The pressure measurements in Section $\mathbf{X}$ are quoted only as being consistent with this hypothesis.

We would like to emphasize that Phillips' expression for the spectrum (our Equation 41) and Miles' corresponding expression (our Equation 45) do not depend for their validity upon the approximations discussed by Dr. Hasselmann; in (41) there is no approximation involving the equality of integral and differential time-scales. Nevertheless, it is still probable that the integral in (41) is a maximum with regard to $\phi$, when $\cos \phi=c / U$. Hence, the discussion in Section IX of our paper is not affected.

Certainly we would like to have measured $\overline{p \zeta}$; but the accuracy of our observations did not allow us to do this except to verify that it was reasonably small.

A claim to have measured $\overline{p \dot{s}}$ directly was made by A. G. Kolesnikov at the Helsinki meeting of the U.G.G.I. last August. We have not seen the details of Kolesnikov's work.

Dr. Phillips: The stability analysis should, I think, provide us with estimates of these two quantities. Certainly $\bar{p} \dot{\xi}$ is the one you would really like to know from the point of view of wave generation. However, if the other quantities given by the stability analysis and the experiments indicate that this is about the right order of magnitude, isn't it reasonable to say that this fact alone, although not a direct confirmation, gives us reason to believe that this is on the right track?

Dr. Barber: I only have to say how much I admire the way in which this is being put into practice and brought to a working state. My own experiments lead me to appreciate the great difference between thinking of ways in which an experiment might be done and actually doing it.

In the discussion it does strike me - and this was an outcome of some comments by Dr. Cartwright on my own paper - that the buoy can determine the number of waves of a particular frequency. Of course, we know what the wave number is, or at least we think we do; but it would be nice if the buoy actually did measure the wave number and I rather think it does.

Dr. Longut-Higgins: Yes. One of the things that we did was to see whether the frequency wave number relationship, as measured by the buoy's motion, was in agreement with the theoretical relation

$$
\sigma^{2}=g k
$$

In the case of a continuous apectrum the relation analogous to this is

$$
C_{z}+C_{u}=k^{2} C_{11}
$$

So the ratio

$$
k=\frac{g}{\sigma^{2}}\left(\frac{C_{n}+C_{n}}{C_{\mathrm{n}}}\right)^{1 / n}
$$

equals unity. We calculated this ratio and I would have shown it, if the paper bad not benn rather long already. I have left it until the dis-


Figure 3-D-2. A plot of $k=\left[\left(C_{n}+C_{\mu}\right) / C / 11\right]^{1 / 2} \sigma / \sigma$ as a function of $\sigma$.
cussion (Figure 3-D-2). We found the usual expected statistical scatter, but it is the scatter about a mean value which is a little greater than one - perhaps 1.1 - and there is some odd behavior at very bigh frequencies which makes us rather skeptical of our calibrations in that region. I think it is probably the calibration that is in error because the buoy has a natural response curve, which was measured as I mentioned. It varies very rapidly in the neighborhood of its natural resonance, which is just about at $\sigma$ equals 4.0.
Dr. Pierson: I think we all recognize that this is a very interesting and valuable contribution to the study of the actual sea surface. May I compliment Dr. Longuet-Higgins and his fine group of co-workers in this area?

I cannot resist the temptation to compare some of these results with those of SWOP in a little more detail. I think the first principle we have to recognize is that of the invariance of the difficulty. It turns out to be about as difficult to obtain meaningful results by these procedures as it was by a stereophotogrammetric technique. We both encountered a bigh attenuation in the amount of data that was taken and the amount of data that was finally reduced and analyzed.

In the end we had one good set of data. Dr.

Longuet-Higgins ended up with two good sets of data. So we now bave three directional spectra, one by stereo and two by his methods. There is the problem of calibration. We could not get a wave pole record to agree with the stereo results. The ship-borne recorder wss properly calibrated against a directional spectrum for a ship underway in such a sea, which is a major accomplishment that Mr. Cartwright told us about yesterday.
This is quite important to the naval architect. We find that the pressure sensor of the shipboard recorder behaves as if it were 2 d times deeper than it actually is in the water.
There is another interesting problem. The question of the possibility of the double peak, as a function of $\theta$ for high frequencies has not been resolved by this analysis nor was it resolved in our data. We might ask ourselves how it could be resolved. What kind of experiment or set of observations would have to be carried out? Here we would have to pay a great deal more attention to sampling variability. In Dr. Longuet-Higgins' report to us I missed the confidence interval, or something akin to it, in the charts. I think they would be quite important.
Scatter may or may not be comparable to the confidence interval that you would compute from theoretical grounds if possible. I don't know how it would be done from these data. If possible, it would be helpful to see whether the scatter exceeded or fell within the estimates that you might expect due to sampling variability.
The question of the double peaked function of $\theta$ as opposed to the single peak, is a very interesting and very important one for many applications and in particular for forecasting swell correctly.

My feeling is that it will be necessary to go to much bigher resolution; but a complicated buoy system is required to get the desired resolution. I submit to you that in this particular case stereo has advantages, and we can go to an increased amount of resolution for the even harmonics. Of course, the disadvantages of stereo are that the nonlinear features of the surface as a function of $X$ and $Y$ observed at a fixed instant of time may be far more severe than the nonlinear effects that are encountered in the integrated response of a buoy. This makes the anslysis much more complicated.

Is the actual wave length shorter or longer than the theoretical?

Dr. Longuet-Higgins: The ratios were greater than one, so the waves appeared a little shorter than suggested by linear theory.

## OCEAN WAVE SPECTRA

Dr. Pierson: The last point is that it is quite likely that we would learn a great deal more by combining the two methods than we would by using either one alone.

The described method of analysis, even for the low frequencies in the spectrum, yields the result that some portion of the spectrum as a function of direction is travelling opposite to the wind, or at an angle grester than 90 degrees to the wind. I would ask, does Dr. Longuet-Higgins really believe that this is the case?

Dr. Longuet-Higgins: We have estimated confidence limits for the one-dimensional spectrum. The plotted points have a 95 per cent probability of lying within 20 per cent of their actual values.

As for the question of energy travelling at angles of more than 90 degrees to the wind, our observations, of course, cannot really determine this question rigorously because we have only two harmonics.

I myself have an open mind on this question, and I certainly would not like to assert dogmatically that there is no energy going at angles of more than 90 degrees from the wind. My reasons
for this are that I think that nonlinear mechsnisms, such as the breaking of the waves and the tertiary wave interactions, may contribute something.

Dr. Pierson: Do you think that we made a serious mistake in assuming that the major part of the spectrum was contained within 90 degrees of the wind direction?

Dr. Longuel-Higgins: I am not saying that you made a serious mistake. All I am saying is that I have an open mind on the question.

Dr. Cox: I would like to say that I consider this work a monumental undertaking, which is giving people who are working in the field of waves a profound sense of admiration for the work at N.I.O. Has anyone measured the coberency between the pressure fluctuations and the wave amplitudes? This will give some information on the turbulent characteristics of the pressure fluctuations.

Dr. Carturight: I did measure the coberency on one set of data. It was certainly high - about 0.8 , but it should be less than 1 theoretically.
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#### Abstract

Recent observations of the growth of sea waves under the action of wind have established that the rate of growth is several times greater than has yet been accounted for. In this paper a new mechanism of wave genaration is proposed, based on the idea of a maser-like action of the short waves on the longer waves.

It is shown that when surface waves decay they impart their momentum to the surrounding fluid. Short waves are readily regenerated by shear instability. But a longer wave passing through shorter waves causes the short waves to ateepen on the long-wave cresta. Honce the short waves impart more of their momentum to the crasts of the long waves, where the orbital motion of the long waves is in the direction of wave propagation. If the short waves are decaying only waskly (under the action of viscosity), the effect on the long waves is slight. But when the short wavos are forced to deosy strongly by breaking on the forward slopes of the long waves the gain of energy by the latter is greatly increased.

Caloulations suggest that the mechanism is capable of irparting energy to sea waves at the rate observed.


## 1. Introduction

After a decade of intense study, which has seen the development of wave generation theories by Phillips (1957 to 1966), Miles (1957 to 1962), Hasselmann (1967) and others, it is now evident that the mechanism mainly responsible for the most rapid stage of growth of sea waves under the action of the wind still remains to be found.

The 'resonance' mechanism suggested by Phillips predicts a small but constant rate of growth of the energy in the initial stages of development, and gives correctly the initial angular distribution of the waves. The 'shear instability' mechanism proposed by Miles predicts an exponential rate of growth, which should eventually overtake the linear rate. Yet recent observations of the growth rates by Snyder \& Cox ( 1966 ) and by Barnett \& Wilkerson (1967) have shown, first, that the observed initial growth rate, though similar in form to that predicted by Phillips, is some 50 times greater than would be expected on the basis of the measured intensities of turbulence in air flow over rough surfaces; and secondly that the rate of growth in the main stage of development is roughly an order of magnitude larger than predicted by Miles's mechanism. Since the turbulent parameters of an airstream over a moving water surface are not yet well known the discrepancy in magnitude between the initial rate of growth and that predicted by Pbillips's theory may still be soluble. The discrepancy between the later stages of growth and that predicted by Miles seems at present to be more serious.
In addition, neither of the above theories accounts for two well-marked features
of wave generation: the existence of some wave energy in a frequency range corresponding to waves which travel faster than the wind-speed; and secondly the rapid damping of a swell by an adverse wind.

There has been some revival of interest in a previous theory proposed by Jeffreys (1924, 1925) that there is a separation of the airflow at the crests of the waves, leading to a sheltering of the lee slopes of the waves, and hence a net rate of working on the waves by normal pressure fluctuations. But it is difficult to see how long, low waves could be associated with this effect. Nor does it explain the generation of waves travelling faster than the wind.

Hasselmann (1967) has recently proposed that the waves react in a nonlinear way with turbulent components in the airstream. But so little being known about the atmospheric turbulence, and the difficulty of observation being so great, it seems unlikely that this mechanism can ever be satisfactorily tested. $\dagger$

The purpose of the present paper is to point out another nonlinear mechanism, which is demonstrably operating in a normal sea state and which appears to be capable of supplying enough energy to the waves to account for the observed rates of growth.

The essence of the mechanism may be stated quite briefly. With any train of surface waves there is associated both an energy density $E$, say, and a horizontal momentum density $M$, related to $E$ by the simple equation

$$
\begin{equation*}
E=M c \tag{1.1}
\end{equation*}
$$

where $c$ denotes the phase velocity. If the wave decays under the action of viscosity, or even more drastically by breaking, it gives up a proportion of its energy. Consequently, it must impart an identical proportion of its momentum to the surrounding fluid.

Consider now a train of short waves riding on the crests of longer waves. It can be shown that the short waves tend to be both shorter and steeper at the crests of the longer waves than they are in the long-wave troughs, being compressed by the horizontal orbital motion of the long waves. Hence the short waves have a pronounced tendency to break on the crests of the longer waves, rather than in the troughs. In breaking they give up a significant proportion $\gamma$ of their momentum to the longer waves. But since the orbital velocity $u_{2}$ of the longer waves is positive at the wave crests, the energy so imparted to the longer waves is also positive, and at most equal to $\gamma \mathrm{M} u_{2}$.
So we have the following picture: the wind continually supplies energy to the shorter waves, imparting to them a momentum at a rate comparable to the wind stress $\tau$. The short waves cover the whole surface of the longer waves. The longer waves, however, travel with a greater velocity and so move through the short

[^49]waves, causing the latter to break on the forward face of the long wave crests. In this way the long waves gain energy at a rate comparable to $\tau u_{2}$.

This sweeping up of short-wave momentum by long waves, in a way favourable to growth of the long waves, is similar to the action of a maser and is conveniently called the 'maser mechanism' of wave generation. It is shown in § 8 that the maser mechanism may indeed be of an order of magnitude sufficient to account for the main stage of growth of the sea waves, and accounts quite well for the observations of Barnett \& Wilkerson.

First, however, in $\S \S 2$ to 4 , we give an account of the emergence of momentum from a slowly decaying wave train, and show how it may contribute to the momentum of its surroundings by a 'virtual wave stress' exerted by the boundary layer at the free surface. The presence of this virtual stress corresponds to a smail but significant part of the total stress $\tau$. Even if the short waves were not forced to break, they would still do some work on the lower waves since the virtual stress is greater at the long wave crests than it is in the troughs. Then in $\S \S 6$ and 7 we discuss the much more drastic 'maser mechanism' which results from breaking of the short waves. Lastly in $\S 8$ the consequences for generation of energy of the long waves are discussed.
It will be seen that the maser mechanism can account for both the generation of waves travelling faster than the wind, and the observed damping of waves by an adverse wind.

## 2. The mass-transport velocity

We first recall some known results from the theory of surface waves on deep water.
The surface elevation $\zeta$ in a progressive wave of small amplitude $a$ may be described by the expression

$$
\begin{equation*}
\zeta=a \cos (k x-\sigma t) \tag{2.1}
\end{equation*}
$$

where $x$ is a horizontal coordinate, $t$ is the time and $k$ and $\sigma$ denote the wavenumber and the radian frequency. The latter are connected by the relation

$$
\begin{equation*}
\sigma^{2}=g k+(T / \rho) k^{3} \tag{2.2}
\end{equation*}
$$

in which $g, \rho$ and $T$ denote gravity, density and surface tension (Lamb 1932). Equation (2.1) is correct to order (ak), the maximum surface slope. To the same order, the components $u, w$ of the particle velocity in the interior are given by

$$
\left.\begin{array}{l}
u=a \sigma \cos (k x-\sigma t) \mathrm{e}^{k z s}  \tag{2.3}\\
w=a \sigma \sin (k x-\sigma t) \mathrm{e}^{k z}
\end{array}\right\}
$$

the vertical coordinate $z$ being measured upwards from the free surface. Close to the surface, however, there is a thin boundary layer, with thickness of order

$$
\begin{equation*}
\delta=(\nu / \sigma)^{\frac{1}{2}} \tag{2.4}
\end{equation*}
$$

where $\nu$ denotes the kinematic viscosity. This will be discussed in detail in §3.
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In the interior of the fluid the particle trajections are circles, to a first approximation in powers of (ak). But in the second approximation, as was pointed out by Stokes (1847), a marked particle possesses a small second-order mean velocity $U$ given by

$$
\begin{equation*}
U=\bar{u}+\overline{\int u \mathrm{~d} t \frac{\partial u}{\partial x}}+\overline{\int w \mathrm{~d} t \frac{\partial u}{\partial z}} \tag{2.5}
\end{equation*}
$$

where $\bar{u}$ denotes the mean value of $u$ at a fixed point (the Eulerian mean) and the remaining terms arise from the orbital displacement of the particle combined with the gradients of the velocity field. The second term on the right of (2.5), when evaluated by (2.3), gives a positive contribution $\frac{1}{2} a^{2} \sigma k \Theta^{2 k x}$. This arises because when the orbital displacement of a particle is positive, as it is on the rear slope of the wave, the horizontal gradient of the velocity field is also positive. Similarly, the third term on the right of (2.5) also gives a positive contribution $\frac{1}{2} a^{2} \sigma k \mathrm{e}^{2 k z}$. This is because when a particle is at the top of its orbit its forwards velocity is greater than the velocity at the centre of the orbit and when the particle is at the bottom of its orbit the backwards velocity is less. Together the second and third terms on the right of (2.5) may be called the Stokes velocity; thus

$$
\begin{equation*}
U=\bar{u}+U_{\text {stokes }} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{\text {Stokes }}=\overline{\int u \mathrm{~d} t \frac{\partial u}{\partial x}}+\overline{\int w \mathrm{~d} t \frac{\partial u}{\partial z}} \tag{2.7}
\end{equation*}
$$

and for the interior of a progressive wave

$$
\begin{equation*}
U_{\text {Stokes }}=a^{2} \sigma k \mathrm{e}^{2 k z} \tag{2.8}
\end{equation*}
$$

If the motion is started from rest it is initially irrotational, and by a well-known theorem must remain irrotational in the interior until vorticity is diffused or convected inwards from the boundary. Under these conditions, if one chooses axes at rest relative to the deep water, we find that in the interior

$$
\begin{equation*}
\bar{u}=0 \tag{2.9}
\end{equation*}
$$

everywhere except near the upper boundary. Hence

$$
\begin{equation*}
U_{\mathrm{irrot}}=U_{\mathrm{stokes}} \tag{2.10}
\end{equation*}
$$

This is greatest near the surface and diminishes rapidly with depth (see figure 1). The gradient of $U$ near the surface is given by

$$
\begin{equation*}
\left(\frac{\partial U}{\partial z}\right)_{\text {trrot }}=2(a: k)^{2} \sigma \tag{2.11}
\end{equation*}
$$

The total forwards momentum within the wave is given by

$$
\begin{equation*}
M=\int_{-\infty}^{0} \rho U \mathrm{~d} z=\frac{1}{2} \rho a^{2} \sigma \tag{2.12}
\end{equation*}
$$

This forwards momentum is somewhat paradoxical. If one takes any volume within the fluid, wholly below the level of the wave troughs then since $\bar{u}=0$ everywhere within this fixed space it appears that the total momentum contained within this volume is zero. Thus from the Eulerian viewpoint (Phillips 1966, §3.2) the whole momentum appears to be above the wave troughs: under the crests, where


Figure 1. Profile of the mass-transport velocity in a progressive wave. -..., irrotational motion; ----, profile modified by viscosity.
there is an excess of fluid, the motion is forwards, and under the troughs, where there is a deficiency, the motion is backwards. Analytically this viewpoint is represented by the formula

$$
\begin{equation*}
M=\overline{\int_{-\lambda}^{\zeta} \rho u \mathrm{~d} z}=\rho \overline{\rho u \zeta} \tag{2.13}
\end{equation*}
$$

which on substitution from (2.1) and (2.2) gives the same result as equation (2.12).
The two viewpoints may be reconciled by noting that at any mean level $z_{0}$ within the fluid a surface $z=\zeta\left(x, z_{0}, t\right)$ may be drawn consisting of the same particles, and that by the same argument the total momentum contained below this surface is given by

$$
\begin{equation*}
M\left(z_{0}\right)=\overline{u \zeta\left(x, z_{0}, t\right)} \tag{2.14}
\end{equation*}
$$

Since $\zeta \div \int w \mathrm{~d} t$ it follows that

$$
\begin{equation*}
M\left(z_{0}\right)=\rho u \overline{\int w \mathrm{~d} t}=\frac{1}{2} \rho a^{2} \sigma e^{2 k e_{0}} \tag{2.15}
\end{equation*}
$$

Hence the distribution of momentum within the fluid is given by

$$
\begin{equation*}
\rho U=\frac{\mathrm{d} M}{\mathrm{~d} z_{0}}=\rho a^{2} \sigma k \mathrm{e}^{2 k k_{0}} \tag{2.16}
\end{equation*}
$$

in agreement with (2.8).

There are good reasons, in the present context, for adopting the Lagrangian rather than the Eulerian viewpoint, that is to say for regarding the momentum as being attached to marked particles rather than to particular regions of space. This is because of the important role played by the viscous boundary layer at the surface (which will be described in the next section), combined with the fact that the thickness of the boundary layer is generally small compared to the vertical displacement of the surface itself. Hence we require coordinates and dynamical quantities related to the moving particles; in other words a Lagrangian description of the motion.

## 3. The generation of vorticity in the boundary layer

Let us take coordinates $n$ and $s$ normal and tangential to the free surface, as in figure 2. The boundary conditions at a free surface are that both the normal and the tangential stress shall vanish:


Figure 2. The boundary layer at the free surface. $p_{n n}$ and $p_{n}$ denote the normal and tangential components of atress across the surface.

Now the vanishing of $p_{n s}$ implies that the vorticity cannot vanish at the free surface. For, if $\theta$ denotes the inclination of the surface to the horizontal, we have

$$
\begin{align*}
p_{n \mathrm{~s}} & =\left(\cos ^{2} \theta-\sin ^{2} \theta\right) p_{z x}-\cos \theta \sin \theta\left(p_{x x}-p_{z z}\right) \\
& =p_{z x}\left(1+O(a k)^{2}\right) \\
& \doteqdot \mu\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right) \tag{3.2}
\end{align*}
$$

Therefore the vanishing of $p_{n s}$ implies that

$$
\begin{equation*}
\frac{\partial u}{\partial z}=-\frac{\partial w}{\partial x} \tag{3.3}
\end{equation*}
$$

and so

$$
\begin{equation*}
\omega \equiv\left(\frac{\partial w}{\partial x}-\frac{\partial u}{\partial z}\right)=2 \frac{\partial w}{\partial z} \equiv 0 \tag{3.4}
\end{equation*}
$$

in general. Since in the interior of the fluid the vorticity vanishes identically (to start with, at least ) it follows that $\omega$ has a sharp gradient near the surface. A closer inspection (Longuet-Higgins 1953) shows that to the first order in ak we have

$$
\begin{equation*}
\omega=\omega_{0} \mathrm{e}^{\alpha n} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{0} \div 2(\partial w / \partial z)_{z=0} \quad \alpha=(-\mathrm{i} \sigma / \nu)^{\frac{1}{2}} \tag{3.6}
\end{equation*}
$$

and $n$ is the outwards normal. This represents an oscillating distribution of vorticity which does not penetrate beyond a distance of order $\delta,=(\nu / \sigma)^{\frac{1}{t}}$, from the surface. However, to the second order in ak there is found, just beyond the boundary layer, a mean (second-order) vorticity

$$
\begin{equation*}
\bar{\omega}=4\left(\overline{\frac{\partial w}{\partial x} \int \frac{\partial w}{\partial z} \mathrm{~d} t}\right)_{z a 0}=-2(\alpha k)^{2} \sigma \tag{3.7}
\end{equation*}
$$

which is independent of $v$ and of the boundary-layer thickness $\delta$ (see LonguetHiggins 1953, 1960). This vorticity adds to the mass-transport gradient a term $2(a k)^{2} \sigma$ which is exactly equal to the irrotational gradient given by equation (2.11). Thus the total gradient of the mass-transport just outside the boundary layer is

$$
\begin{equation*}
(\partial U / \partial z)_{\text {viscous }}=4(a k)^{2} \sigma \tag{3.8}
\end{equation*}
$$

or just twice the Stokes gradient (see figure 1). The velocity gradient in gravity waves has been carefully checked by measurements in the laboratory (LonguetHiggins 1960) and found to agree well with equation (3.8) and not with the irrotational formula (2.11).

We expect that the vorticity given by equation (2.7), being of constant sign, will gradually diffuse downwards from the boundary layer into the fluid At a time $t$, after initiating the wave motion, the depth of the fluid affected by the diffusion of vorticity will be of order $(\nu t)^{\frac{1}{t}}$.

The wave-induced vorticity (3.7) is in fact entirely equivalent to a virtual tangential stress.

$$
\begin{equation*}
\tau_{\text {wave }}=2 \rho v(a k)^{2} \sigma \tag{3.9}
\end{equation*}
$$

applied to the surface of the fluid. We shall now interpret this stress in terms of the loss of momentum in a decaying wave.

## 4. The weak deoay of a UNLFORM Wave train

If left to itself, a uniform train of free surface waves will decay under the action of viscosity. Thus we have, in the linear theory

$$
\begin{equation*}
a=a_{0} \mathrm{e}^{-f / m_{0}} \tag{4.1}
\end{equation*}
$$

where the decay time $t_{0}$ is given by

$$
\begin{equation*}
t_{0}=\left(2 \nu k^{2}\right)^{-1} \tag{4.2}
\end{equation*}
$$

(see Lamb 1932, §348). Now the original momentum $M$ of the wave cannot be destroyed. How then is it redistributed?

One might expect it to be distributed with depth as in the original motion, that is to say proportionally to $\mathrm{e}^{2 k s}$. But the existence of the virtual tangential stress $\tau_{\text {wave }}$ shows that the decaying waves are in fact transferring all their momentum to
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the boundary layer at the free surface. For, if we calculate the total momentum $M^{\prime}$ transferred by the virtual stress (3.9) during the decay of the wave we find it to be given by

$$
\begin{equation*}
M^{\prime}=\int_{0}^{\infty} \tau_{\text {wave }} \mathrm{d} t=\int_{0}^{\infty} 2 \rho \nu\left(a_{0} \mathrm{e}^{-1 \eta_{0}} k\right)^{2} \sigma \mathrm{~d} t \tag{4.3}
\end{equation*}
$$

that is

$$
\begin{equation*}
M^{\prime}=\rho \nu a_{0}^{2} k^{2} \sigma t_{0} \tag{4.4}
\end{equation*}
$$

On substituting for $t_{0}$ from equation (4.2) we find that

$$
\begin{equation*}
M^{\prime}=\frac{1}{2} \rho a_{0}^{2} \sigma=M \tag{4.5}
\end{equation*}
$$

Hence all the momentum is transferred to the mean flow by the surface wave stress.
Hence the final distribution of momentum will be very different from the initial distribution $\rho U$. It will be the result of downwards diffusion from the free surface. We shall have

$$
\begin{equation*}
\rho U^{\prime}=\int_{0}^{t} f\left(t-t_{1}\right) \tau_{\text {wave }}\left(t_{1}\right) \mathrm{d} t_{1} \tag{4.6}
\end{equation*}
$$

where

$$
f(t)=\frac{\exp \left(-z^{2} / 4 v t\right)}{\sqrt{ }(\pi \nu t)}
$$



Frgure 3. The flux of (Lagrangian) momentum in a damped water wave. The momentum is first driven upwards the surface and then diffused downwards from the boundary layer by viscosity.

After a time $t$ of order $t_{0}$, the depth of the layer so affected will be of order $k^{-1}$ which is of the same order as the depth to which the motion originally extended. But for much larger values of $t$ the depth affected will increase like $\left(t / t_{0}\right) \frac{1}{t}$.

This interpretation is illustrated in figure 3. The horizontal momentum $\rho U$ of the waves per unit depth (which initially may have been imported solely by normal stresses at the surface) is, during the process of decay, expelled upwards towards the free surface and then diffused downwards again by viscosity.

Thus the waves act somewhat as a reservoir of horizontal momentum for the sea surface. The momentum is drawn upon more or less gradually during the process of decay. $\dagger$
$\dagger$ The upwards-pointing arrows in figure 3 represent the Lagrangian momentum flux. The Eulerisn momentum flux vanishes.

In this process the boundary layer acts as an essential link. However, for long and steep waves it may, under the influence of intense shear, become unstable and break up spasmodically, shedding vorticity into the interior far more rapidly than by viscous diffusion.

## 5. Magntude of the virtual wave stress

It is interesting to estimate the magnitude of the virtual stress
in a typical sea state.

$$
\begin{equation*}
\tau_{\mathrm{wave}}=2 \rho v(a k)^{2} \sigma \tag{5.1}
\end{equation*}
$$

The formula (5.1) holds for a discrete wave of amplitude $a$ and maximum slope (ak). With a continuous slope spectrum $S(\sigma)$ defined by

$$
\begin{equation*}
\mathrm{d}\left(\frac{1}{2} a^{2} k^{2}\right)=S(\sigma) \mathrm{d} \sigma \tag{5.2}
\end{equation*}
$$

equation (5.1) is replaced by

$$
\begin{equation*}
\tau_{\text {wave }}=4 \rho \nu \int_{0}^{\infty} \sigma S(\sigma) \mathrm{d} \sigma \tag{5.3}
\end{equation*}
$$

Consider now the contribution to this integral from different parts of the frequency spectrum.
For the equilibrium range of gravity waves, in which the spectrum of the elevation $\zeta$ is given by

$$
\begin{equation*}
F(\sigma)=\alpha g^{2} \sigma^{-5} \quad\left(\sigma_{1}<\sigma<\sigma_{2}\right) \tag{5.4}
\end{equation*}
$$

we have simply

$$
\begin{equation*}
\sigma S(\sigma)=\alpha \tag{5.5}
\end{equation*}
$$

where $\alpha$ is a constant determined experimentally (Phillips 1966) and theoretically (Longuet-Higgins 1969 a) to be about $1.2 \times 10^{-2}$.

Table 1. Values of $\sigma_{3}$ and $\sigma_{4}$ as derived from the observations of Cox (1958), and a Comparison of tee virtoal wave stress $\tau_{\text {wave }}$ WIth the total wind stress $\tau_{\text {mina }}$.

| $\begin{gathered} \begin{array}{c} 0 \\ (\mathrm{~cm} / \mathrm{s}) \end{array} \end{gathered}$ | $\underset{(\mathrm{rad} / \mathrm{s})}{\sigma_{3}}$ | $\begin{gathered} \sigma_{4} \\ (\mathrm{rad} / \mathrm{s}) \end{gathered}$ | $\underset{(\mathrm{dynave}}{\left.\mathrm{cm}^{2}\right)}$ | $\underset{\left(\mathrm{dyn} / \mathrm{cm}^{2}\right)}{\tau_{\mathrm{rlod}}}$ | $\frac{\tau_{\text {mn }}}{\tau_{\operatorname{vin} 0}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 318 | 35 | 300 | 0.15 | 1.2 | 0.13 |
| 608 | 25 | 900 | 0.45 | 4.3 | 0.11 |
| 920 | 15 | 1000 | 0.5 | 9.6 | 0.05 |
| 1202 | 12 | 1000 | 0.5 | 17 | 0.03 |

In the capillary range, the slope spectrum as measured by $\operatorname{Cox}$ (1958) in a windtunnel, is closely approximated by

$$
\begin{equation*}
\sigma S(\sigma)=\beta \quad\left(\sigma_{3}<\sigma<\sigma_{4}\right) \tag{5.6}
\end{equation*}
$$

where $\sigma_{3}$ and $\sigma_{4}$ depend to some extent on wind-speed and fetch and $\beta$ is about $1.0 \times 10^{-2}$. Some typical values of $\sigma_{3}$ and $\sigma_{4}$ are given in table 1 . It appears that at higher wind-speeds the two ranges (5.4) and (5.6) merge, and that over the combined range $\sigma_{1}<\sigma<\sigma_{4}$ we have

$$
\begin{equation*}
\sigma S(\sigma) \div 10^{-2} \tag{5.7}
\end{equation*}
$$
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as pointed out by Phillips (1966). From (5.3) it then follows that

$$
\begin{equation*}
\tau_{\text {wave }} \because 0.04 \rho \nu\left(\sigma_{4}-\sigma_{1}\right) \tag{5.8}
\end{equation*}
$$

Since $\sigma_{4} \gg \sigma_{1}$ the lower frequency $\sigma_{1}$ can be omitted. Indeed, by far the largest part of the stress comes from the high-frequency end of the range. We can therefore take

$$
\begin{equation*}
\tau_{\text {wave }}=0.04 \sigma \rho v \sigma_{4} \tag{5.9}
\end{equation*}
$$

where $\sigma_{4}$ is the high-frequency cut-off.
The values of $\tau_{\text {wave }}$, as determined by equation (5.9) and the observed values of $\sigma_{4}$ are shown in the fourth column of table 1 ; in the fifth column are shown the corresponding values of the total horizontal stress as determined by the empirical formula

$$
\begin{equation*}
\tau_{\text {wind }}=C \rho_{\mathrm{alr}} U^{2} \tag{5.10}
\end{equation*}
$$

where $U$ is the wind-speed at a height of 4 cm above the free surface (as measured by Cox 1958) and $C$ is the corresponding drag coefficient. We take $C=6 \times 10^{-8}$. It can be seen that at the lower wind-speeds the capillary wave stress appears to account for a small but significant part of the total stress exerted by the wind. At higher windspeeds the proportion appears to diminish.

However, it may be pointed out that if the laminar motion breaks down, as it probably will, the damping of the short waves may be greatly increased, leading to a corresponding increase in the virtual wave stress.

The part of the total wind stress in table 1 which is not accounted for by direct viscous decay of the wave field may be attributed to wave breaking and to the supply of momentum to increasingly long waves. We shall see in $\S 7$ that these two effects are closely related.

## 6. The weak decay of short waves riding on long waves

It is commonly observed that short gravity waves riding on the backs of longer waves are steeper on the crests of the longer waves than they are in the troughs (see figure 4). A quantitative analysis was carried out by Longuet-Higgins \& Stewart (1960). The steepening is due to a combination of effects: the primary effect is a shortening of the wavelength due to the horizontal contraction of the surface near the crests of the long waves; next, the same horizontal contraction does work on the short waves, causing their amplitude to increase; thirdly, owing to the vertical acceleration in the long waves the ratio of the potential to the kinetio energy of the short waves is increased.

Let $a_{1}, k_{1}$ and $\sigma_{1}$ denote the amplitude, wave number and frequency of the short waves and $a_{2}, k_{2}$ and $\sigma_{2}$ the corresponding quantities for the longer waves, so that $k_{1} \gg k_{2}, \sigma_{1} \gg \sigma_{2}$. Then in the paper just quoted it was shown that if viscous dissipation is altogether neglected

$$
\left.\begin{array}{l}
a_{1}=\bar{a}_{1}\left(1+a_{2} k_{2} \cos \left(k_{2} x-\sigma_{2} t\right)\right)  \tag{6.1}\\
k_{1}=\bar{k}_{1}\left(1+a_{2} k_{2} \cos \left(k_{2} x-\sigma_{2} t\right)\right) \\
\sigma_{1}=\bar{\sigma}_{1}
\end{array}\right\}
$$

to first order in $\left(a_{1} k_{1}\right)$ and $\left(a_{2} k_{2}\right)$. The ratio of $\left(a_{1} k_{1}\right)^{2} \sigma_{1}$ at the crests to the corresponding value in the troughs, is thus

$$
\begin{equation*}
r=\left(\frac{1+a_{2} k_{2}}{1-a_{2} k_{2}}\right)^{4} \tag{6.2}
\end{equation*}
$$

For small values of ( $a_{2} k_{2}$ ) (to which the theory strictly applies) this ratio is equal to

$$
\begin{equation*}
r=1+8 a_{2} k_{2} \tag{6.3}
\end{equation*}
$$

If for example $a_{2} k_{2}=0.1$, then $r=1.8$. Thus the virtual stress of the short waves will be considerably greater at the crests of the long waves, where the long wave orbital velocity is forwards, than in the troughs, where it is backwards.


Figure 4. (a) A long wave of amplitude $a_{2}$ passing through a train of short waves of amplitude $a_{1}$, when the short waves do not break. (b) The virtual stress $2 \rho \nu\left(a_{1} k_{1}\right)^{2} \sigma_{1}$ of the short waves.

Suppose now that the short waves are subject to viscous damping, but that the rate of working by the wind is such as to keep the wave amplitude $a_{1}$ steady and given by equation (6.1). The net work done by the long wave against the radiation stresses in the short waves is then zero.

From equations (5.1) and (6.1), the virtual stress $\tau_{1}$ of the short waves is given by

$$
\begin{equation*}
\tau_{1}=2 \rho \nu\left(\bar{a}_{1} \bar{k}_{1}\right)^{2} \bar{\sigma}_{1}\left(1+4 a_{2} k_{2} \cos \left(k_{2} x-\sigma_{2} t\right)\right) \tag{6.4}
\end{equation*}
$$

to order $\left(a_{2} k_{2}\right)$. Now the work $W$ done by a small tangential stress $\tau_{1}$ on the energy of a wave motion in which the orbital velocity is $a_{3}$ is given by

$$
\begin{equation*}
W=\overline{\tau_{1} u_{2}} \tag{6.5}
\end{equation*}
$$

the bar denoting the mean value with respect to timet. But near the surface,

$$
u_{2} \div a_{2} \sigma_{2} \cos \left(k_{2} x-\sigma_{2} t\right) .
$$

$\dagger$ This can be justified by a simple boundary-layar argument (see Longuet-Higgins 1969b).
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So on substituting from (6.4) and taking mean values we find

$$
\begin{equation*}
W=8 \rho v\left(\bar{a}_{1} \bar{k}_{1}\right)^{2} \bar{\sigma}_{1} a_{2}^{2} k_{2} \sigma_{2} \tag{6.6}
\end{equation*}
$$

and denoting the energy density $\frac{1}{2} \rho g a_{2}^{2}$ of the long waves by $E_{2}$ we have

$$
\begin{equation*}
\frac{\dot{E}_{2}}{E_{2}} \sim \frac{8 \nu}{g^{2}}\left(\bar{a}_{1} \bar{k}_{1}\right)^{2} \sigma_{1} \sigma_{2}^{3} \tag{6.7}
\end{equation*}
$$

If we take, say $\left(\bar{a}_{1} \bar{k}_{1}\right)^{2} \sigma_{1} \sim 10^{-2} \sigma_{4}$ where $\sigma_{4}$ is the cut-off frequency for the short waves, $c a .10^{3} \mathrm{rad} / \mathrm{s}$, then we have, in c.g.s. units,

$$
\begin{equation*}
E_{2} / E \sim 10^{-6} \sigma_{2}^{3} \tag{6.8}
\end{equation*}
$$

This rate of growth depends rather critically on the frequency of the longer waves. For waves of period $6 \mathrm{~s}\left(\sigma_{2} \div 1\right)$ it is negligible, but for waves of period 0.5 s we have

$$
\begin{equation*}
E_{\mathbf{2}} / E \sim 2 \times 10^{-3} \tag{6.9}
\end{equation*}
$$

which corresponds to a time constant of 250 s .

## 7. The brearing of short waves on long wapes

We have so far assumed a small steepness for the longer waves ( $a_{2} k_{2} \ll 1$ ). If $a_{2} k_{2}$ is no longer small, it can be seen qualitatively from equation (6.2) that the steepening of the shorter waves becomes much more drastic. For example, on putting $a_{2} k_{2}=0.5$ in (6.2) we find $r=81$.

Hence the short waves must frequently be forced to break on the forward slopes of the longer waves, and to give up a large part of their momentum to the latter. In fact, when the long waves are on the point of breaking they are incapable of supporting any further gravity waves near the crest. The short waves then lose presumably all their energy in breaking on the forward face of the long waves.

This is confirmed by the visual observation that long steep waves are often very smooth on their rear faces, while their forwards faces are quite rough.

One might say that a long, steep wave passing through a field of short waves tend to 'clean up' the short waves by causing them to break in the forwards face of the long waves (see figure 5).

Now when the short waves give up their momentum to the longer waves they contribute to the energy of the latter at a rate proportional to the orbital velocity in the long waves. Since this is forwards on the upper part of the wave, the short waves supply a positive amount of energy to the long waves.

Meanwhile between the crests of the long waves the momentum of the short waves is replenished, mainly by the wind, and to a less extent by the radiation stresses.

Let us attempt a quantitative estimate of this effect. Suppose that on passing through each crest of the long waves the short waves lose on the average a proportion $\gamma$ of their energy (or momentum) where $\gamma$ is of order 1. We suppose that the proportion of momentum lost over the remainder of the wave is small compared
to $\gamma$. It follows that nearly all of the momentum supplied by the wind to the short waves is ultimately imparted to the long waves on the forwards faces of the longwave crests.
(a)

(b)


Figure 5. (a) The breaking of short waves on the forward face of a longer wave.
(b) The distribution of the virtual stress.

If the wind-stress $\tau$ is assumed to supply momentum solely to the shorter waves it follows that the rate of energy supply to the longer waves is given by

$$
\begin{equation*}
W \sim \tau\left|u_{2}\right| \tag{7.1}
\end{equation*}
$$

where $\left|u_{2}\right|=a_{2} \sigma_{2}$ denotes the orbital velocity of the longer waves.
It is important to show that the energy supplied to the longer waves in this way is not appreciably reduced by the work done by the long waves against the radiation stress. $\dagger$ Now if $E_{1}$ denotes the energy density of the short waves per unit distance, the momentum density per unit distance is $E_{1} / c_{1}$. Hence the momentum lost to the short waves, per unit time in one wavelength of the long waves, is

$$
\begin{equation*}
\gamma\left(E_{1} / c_{1}\right) c_{2} \tag{7.2}
\end{equation*}
$$

The energy supplied to the long waves per unit time, per wavelength, is thus

$$
\begin{equation*}
\gamma\left(E_{1} / c_{1}\right) c_{2}\left|u_{2}\right| \tag{7.3}
\end{equation*}
$$

On the other hand the rate of working by the long waves on the short waves through the radiation stress, per wavelength, is of order

$$
\begin{equation*}
\left.S \frac{\partial u_{2}}{\partial x}\left|k_{2} \sim S\right| u_{2} \right\rvert\, \tag{7.4}
\end{equation*}
$$

where $S,=\frac{1}{2} E$, denotes the radiation stress in the shorter waves. Comparing this with (7.3) we see that the latter is negligible provided that

$$
\begin{equation*}
c_{1} / c_{2} \ll \gamma \tag{7.5}
\end{equation*}
$$

which is true by hypothesis, since $\gamma=O(1)$.
$\dagger$ Phillips (1963) has taken into account only the work done by the radiation stresses and so concludes that the long waves are damped.
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It may be noted that equation (7.1) is the same relation that would have been obtained had we assumed that all the wind stress were applied tangentially at the crests of the longer waves. But we emphasize that this is not the present assumption. Rather, the longer waves sweep up the momentum that was imparted to the short waves (possibly by normal stresses) over the whole extent of the longer waves.

In practice the amplitude of the long waves is variable (having a Rayleigh distribution; see Longuet-Higgins 1952) and in equation (7.1) $\bar{u}_{2}$ must be replaced by some mean value

$$
\begin{equation*}
W \sim \tau\left|\bar{u}_{2}\right| \sim \tau \overline{a_{2} k_{2}} c_{2} \tag{7.6}
\end{equation*}
$$

to first order. However, the greater the value of $a_{2} k_{2}$, the higher the proportion of energy swept up by the long wave, so that (7.6) may be an underestimate.
The mean value of the wave steepness ( $a_{2} k_{2}$ ) may be determined either from observation or from theoretical considerations (see below) to be of order $10^{-1}$, if the highest waves are breaking. Hence we have

$$
\begin{equation*}
W \sim 0.1 \tau c_{\mathbf{2}} \tag{7.7}
\end{equation*}
$$

where $c_{2}$ denotes the velocity of the longer waves.
This last estimate of the energy input may be compared with the estimate

$$
\begin{equation*}
W \sim \tau u_{*} \tag{7.8}
\end{equation*}
$$

where $u_{*}$ denotes the friction velocity, defined by $u_{*}^{2}=\tau / \rho_{\text {air }}$. The two estimates (7.7) and (7.8) are equal if

$$
\begin{equation*}
u_{*} \sim 0.1 c_{2} \tag{7.9}
\end{equation*}
$$

If we denote by $C$ the drag coefficient, defined as $u_{*}^{2} / U^{2}$. where $U$ denotes the wind velocity at some standard height, then the condition (7.9) is equivalent to

$$
\begin{equation*}
C \sim 10^{-2}\left(c_{2} / U\right)^{2} \tag{7.10}
\end{equation*}
$$

which is consistent with observation (see Phillips 1966, p. 144).
To show theoretically that $\left(a_{2} k_{2}\right)$ is of order $10^{-1}$ we may note that in the equilibrium spectrum

$$
\begin{equation*}
F(\sigma)=\alpha g^{2} \sigma^{-5} \tag{7.11}
\end{equation*}
$$

the ratio of the breaking wave amplitude $a_{0}$ to the r.m.s. amplitude $\bar{a}$ is given by

$$
\begin{equation*}
\frac{a_{0}^{2}}{\bar{a}^{2}} \sim \frac{1}{8 \alpha} \sim 10 \tag{7.12}
\end{equation*}
$$

(see Longuet-Higgins $1969 a$ ). Assuming that the value of ( $a_{2} k_{2}$ ) appropriate to a breaking wave is 0.5 , this gives

$$
\begin{equation*}
\left(a_{2} k_{2}\right)_{\text {r.m.s. }} \sim 0.5 \times 10^{-\frac{1}{2}}=0.16 \tag{7.13}
\end{equation*}
$$

Then assuming that the slope $\left(a_{2} k_{2}\right)$ has a Rayleigh distribution it follows that

$$
\begin{equation*}
\overline{a_{2} k_{2}}=\frac{1}{2} \pi \frac{1}{2}\left(a_{2} k_{2}\right)_{\text {r.m. } s .} \sim 0.13 \tag{7.14}
\end{equation*}
$$

which is of order $10^{-1}$ as stated.

## 8. Disoussion

Let us explore some of the consequences of equation (7.1) for wave generation. We shall deal only with orders of magnitude.

Assuming that the long waves are steep enough for equation (7.1) to apply, but not so steep as to be limited by breaking, then their rate of growth, in a spacially homogeneous ocean unlimited by the fetch, will be given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{2} \rho g a^{2}\right) \sim \tau a \sigma \tag{8.1}
\end{equation*}
$$

that is to say

$$
\begin{equation*}
\frac{\mathrm{d} a}{\mathrm{~d} t} \sim \frac{\tau}{\rho g} \sigma \tag{8.2}
\end{equation*}
$$

This represents a linear rate of growth $\dagger$ for the wave amplitude:

$$
\begin{equation*}
a \sim \frac{\tau}{\rho g} \sigma t \tag{8.3}
\end{equation*}
$$

and for the wave steepness

$$
\begin{equation*}
a k \sim\left(\frac{\tau k}{\rho g}\right) \sigma t=\frac{\tau}{\rho c^{2}} \sigma t \tag{8.4}
\end{equation*}
$$

at least before dissipation of the long waves by breaking becomes important.
Let us consider the order of magnitude of this growth rate. Since $\tau=C \rho_{\text {alr }} U^{2}$, equation (8.4) can be written

$$
\begin{equation*}
a k \sim 2 \pi C\left(\frac{\rho_{\mathrm{alr}}}{\rho_{\text {water }}}\right)\left(\frac{U}{C}\right)^{2}\left(\frac{t}{T}\right) \tag{8.5}
\end{equation*}
$$

where $T=2 \pi / \sigma$ denotes the wave period. Thus $(t / T)$ denotes the number $N$ of wave cycles. On substituting the numerical values

$$
C=1.5 \times 10^{-3} \quad \text { and }\left(\rho_{\text {alr }} / \rho_{\text {mater }}\right)=1.3 \times 10^{-3}
$$

we obtain

$$
\begin{equation*}
a k \sim 1.2 \times 10^{-5}(U / c)^{2} N \tag{8.6}
\end{equation*}
$$

Now the maximum value of $\overline{a k}$ corresponding to breaking waves is, as we saw earlier, of order $10^{-1}$. Hence if we consider the growth of those waves whose phase speed $c$ is equal to the wind-speed $U$ the number $N$ of wave cycles required for them to achieve their maximum steepness would be, according to equation (8.6), of order $10^{4}$. This is in agreement with wave observations at sea (see, for example, Sverdrup \& Munk 1947).
In a situation where the wave field is limited by the fetch $x$ rather than by the duration $t$ we may substitute for $t$ in equation (8.3) using the relation $x / t=$ group velocity $=\frac{1}{2} c$, that is to say $t=2 x / \mathrm{c}$. This gives

$$
\begin{equation*}
a \sim \frac{2 \tau}{\rho c^{2}} x \sim 2 C \frac{\rho_{\mathrm{atr}}}{\rho_{\text {water }}}\left(\frac{U}{c}\right)^{2} x \tag{8.7}
\end{equation*}
$$

$\dagger$ If $\sigma$ is assumed constant. If, on the other hand, $\sigma$ is allowed to decrease gradually with the time $t$ then (8.3) represents a lower bound for the wave amplitude.
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or with the same numerical values as before,

$$
\begin{equation*}
a \sim 0.4 \times 10^{-5}(U / c)^{2} x \tag{8.8}
\end{equation*}
$$

This formula may be compared with the recent observations of Barnett \& Wilkerson (1967) who contoured spectral density (in $\mathrm{m}^{2} / \mathrm{Hz}$ ) against fetch $x$ and frequency $f(\mathrm{~Hz})$ for a wind-speed $U$ of about $15 \mathrm{~m} / \mathrm{s}$ (see figure 6). Consider, for example, the situation when $x=200 \mathrm{~km}=2 \times 10^{5} \mathrm{~m}$. Formula (8.8) then gives

$$
\begin{equation*}
a \sim 0.8(U / c)^{2} \text { metres } \tag{8.9}
\end{equation*}
$$

The peak frequency for this distance in figure 6 is about 0.105 Hz , corresponding to a wave period of 9.5 s and hence a phase velocity $c=15 \mathrm{~m} / \mathrm{s}$. Hence $(U / c) \sim 1$, and (8.9) gives $a \sim 0.8 \mathrm{~m}$. On the other hand, the total mean-squared surface elevation,


Figure 6. (From Barnett \& Wilkerson, r967.) Contours of spectral density as a function of fetch (distance from shore) and frequency.
from the section of the contour map at $x=200 \mathrm{~km}$, is about $0.5 \mathrm{~m}^{2}$. Equating this to $\frac{1}{2} a^{2}$ we should have $a=1.0 \mathrm{~m}$. Hence the order of magnitude of the total energy transfer predicted by (8.8) appears to be correct.

Since the wave-number $k$ is equal to $g / c^{2}$, equation (8.8) also predicts that before the waves are limited by breaking

$$
\begin{equation*}
a k \propto(U / c)^{2}\left(g x / c^{2}\right) \tag{8.10}
\end{equation*}
$$

Hence the distance $x$ at which the wave steepness $a k$ achieves a given value is proportional to $c^{4}$. Since $c=g / \sigma$, we might expect the frequency $f=2 \pi \sigma$ corresponding to the peak spectral density in figure 6 to be proportional to $x^{-\frac{1}{2}}$. Such a curve has been drawn in figure 6. The constant of proportionality has been adjusted so as to give the best fit to the spectral peaks. One sees that the fit is fairly good, though the curve is evidently rather too high for the shorter fetches and too low for the longer fetches.

On the high-frequency side of the spectral peak, the spectral density is presumably limited by wave breaking. But on the low-frequency side, before the waves are
limited by breaking, it may be justifiable to assume that the spectral density is given by a formula analogous to equation (8.8), namely

$$
\begin{equation*}
F(\sigma)=\frac{\mathrm{d}}{\mathrm{~d} \sigma}\left(\frac{1}{2} a^{2}\right)=K\left(\frac{U}{c}\right)^{4} \frac{x^{2}}{\sigma} \tag{8.11}
\end{equation*}
$$

where $K$ is a constant. For fixed values of $U$ and $x$ this give ${ }_{a}$

$$
\begin{equation*}
F(\sigma) \propto \sigma^{3} \tag{8.12}
\end{equation*}
$$

Although such a conclusion is not inconsistent with the spectral densities at the shorter fetches in figure 6, nevertheless the very steep lower face of the spectrum in the lower right-hand corner of figure 6 suggests that the rapid rate of growth on the low-frequency side of the peak is probably due to the operation of another mechanism.
We suggest that this mechanism may be as follows. The phase velocity of a wave of finite amplitude is somewhat greater than that of a small-amplitude wave of the same length, by an amount of order $(a k)^{2} c$. It is thus plausible that such a wave should interact with a lower wave of slightly greater length (and lower frequency) but travelling with the same phase velocity-particularly if the wave groups are of finite length. In other words here may be a transfer of energy to a lower frequency.
A manifestation of this same mechanism is the instability of surface waves discovered by Benjamin \& Feir (1967) in which the main wave gives up energy to each of two side-bands. For steep waves, the side-band of higher frequency would be limited by breaking, more than the side-band of lower frequency. Hence the energy would appear to be shifted continually towards slightly lower frequencies. This effect will be further investigated in a subsequent paper.

An interesting consequence of the maser mechanism described earlier is that the phase velocity of the longer waves is not limited to be less than the wind velocity, as it would be if only the resonance or shear instability mechanisms were operating. For, in order that energy be imparted to the longer waves by maser action it is necessary only that the wind generate short waves at some point on the long-wave profile, and this it can theoretically do no matter how great the phase speed of the long waves.

We see also that some damping of long waves by an adverse wind is also to be expected by the maser action of the short waves. For, the momentum of the short waves will be in the same direction as the wind and therefore opposite to the orbital velocity $u_{2}$ at the crests of the longer waves. So in breaking, the short waves will take energy away from the longer waves.
The damping action of an adverse wind may in fact be more pronounced than the generating action of a following wind. For by considering the waves in a frame of reference moving with the velocity of the longer waves, the longer waves are reduced to a steady stream in the same direction as the wind. The shorter waves are propagated on the stream in the same direction as the stream. However, because of the orbital velocity of the long waves the speed of the stream varies with distance
(according to Bernoulli's law). Now if the adverse velocity in the stream exceeds the group velocity $\frac{1}{2} c_{1}$ of the shorter waves the latter cannot be propagated against the stream, and must be reflected or break (see, for example, Longuet-Higgins \& Stewart 1961). In either case they give up their momentum to the stream, so that the maser action is clearly very effective.
It will be seen that some explanation is still required for the generation of the short gravity waves. These can be attributed to the maser action of even shorter gravity waves, and so on down to capillary wavelengths. The latter may be due to shear instability, essentially as described by Miles (1962).

It would be interesting to record instrumentally the form of the surface elevation $\zeta$ in ocean waves under the action of wind. If it can be established that the short waves on the forward faces of long wave crests are significantly steeper than those on the rear faces, so that the proportion $\gamma$ of the energy difference is of order unity, one of the critical assumptions of the present theory would be verified.

Some indications of this effect, though on a small scale are already given by the observations of Cox (1958) in a laboratory flume. These need to extend to oceanic scales. Cox indeed observed steeper capillary wave action on the forward faces of longer, gravity waves than on the rear slopes. Some capillary waves were found even in the absence of the wind - a phenomenon attributable to the action of surface tension at the sharp gravity wave crests (Longuet-Higgins 1963). However, in the presence of the wind the shorter waves were of far greater amplitude.

This paper is partly based on a contribution to the Symposium on Turbulence in the Ocean, held at the University of British Columbia, Vancouver, B.C. from 11 to 14 June 1968. It was completed at the Woods Hole Oceanographic Institution during August 1968. The research has been supported under NSF Grant GA-1452 and ONR Contract 241-11. The author is indebted to Dr N.P. Fofonoff and to other colleagues at the Woods Hole Summer School for stimulating discussions.
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# Action of a Variable Stress at the Surface of Water Waves 
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#### Abstract

A boundary-layer argument shows that, paradoxically, a variable tangential stress which is greatest at the wave crests and least in the wave troughs produces a thickenug of the boundary layer on the rear slopes of the waves and a thinning on the forward slopes. In deep water, a variable tangential stress $r$ is precisely equivalent to a normal stress ir in quadrature with the tangential stress. The corresponding rate of growth of the waves is calculated.


A problem which is of interest in the theory of wave generation by wind is the following: A tangential stress is supposed to act on the surface of already existing waves in water of constant depth. The stress is applied unequally over the surface of the waves, being greatest at the wave crests and least in the wave troughs. What is its effect on the rate of growth of the waves?

If the flow is purely laminar, the problem may be treated by the methods of classical hydrodynamics'; the rate of growth is given simply by the imaginary part of the complex frequency. However, this solution does not provide a satisfactory physical explanation of the wavegrowth, nor does it cover the case when the flow is turbulent.

Clearly the tangential stress must create, in the first place, a shearing motion in a thin boundarylayer close to the surface. How then is it possible for this shear to increase the energy of the potential flow in the interior of the fluid?

In a recent review ${ }^{2}$ Stewart has intuitively seen that the explanation lies in the convergence of the tangential motion in the surface boundary layer producing a small additional component of velocity normal to the free surface. Unfortunately, however, he has given an analytical solution which is certainly incorrect since it does not satisiy the requirement

[^50]of energy conservation (see below). In the following we give a boundary-layer discussion differing significantly from Stewart's. We then show that this boundary-layer solution is consistent with the classical solution, and so satisfies the conservation of energy. Thirdly, we indicate how Stewart's analysis may be modified so as to bring it into agreement with the other two approaches.

Consider a progressive wave in which the surface elevation is approximately given by

$$
\begin{equation*}
\zeta=a \exp [i(k x-\sigma l)], \quad \sigma / k=c \tag{1}
\end{equation*}
$$

where $a$ denotes the amplitude, and the wavenumber $k$ and frequency $\sigma$ are related by the dispersion relation for free waves in water of finite depth $h$ :

$$
\begin{equation*}
\sigma^{2}=g k \tanh k h . \tag{2}
\end{equation*}
$$

A small tangential stress of the form

$$
\begin{equation*}
\tau=\tilde{\tau}+\tau_{1} \exp [i(k x-\sigma l)] \tag{3}
\end{equation*}
$$

having a maximum at the wave crests and minimum in the troughs, is now applied to the upper surface of the water; the normal stress remaining constant. In time, the mean stress $\bar{\tau}$ will produce a mean current in the direction of wave propagation. We are not concerned with this here. On the other hand, the fluctuating part of the wind stress $\tau_{1} \exp [i(k x-\sigma t)]$ which we denote by $\tau^{\prime}$, can be expected to produce a thin boundary layer whose


Fic. 1. The boundary layer st the free surface induced by a tangential stress in phase with the surface elevation. The boundary layer is thickest on the rear slope of the wave.
thickness is of order $(\nu / \sigma)^{1 / 2}$, as described, for example by Lamb. ${ }^{\text {d }}$

We need not enter into the details of the boundarylayer solution but deal omy with the integrated properties of the motion. Let $u^{\prime}$ denote the additional velocity in the boundary layer produced by the tangential stress and define the mass flux $M$ in the boundary layer by ${ }^{3}$

$$
\begin{equation*}
M=\int p u^{\prime} d z \tag{4}
\end{equation*}
$$

the integral being taken across the layer. If at first we neglect the tangential stress beneath the layer, then by the conservation of momentum parallel to the boundary we have simply

$$
\begin{equation*}
\frac{\partial M}{\partial t}=\tau^{\prime} \tag{5}
\end{equation*}
$$

Now, if $D$ denotes the local thickness of the boundary layer, conceived as always consisting of the same marked particles, and if $w^{\prime}$ denotes the additional component of velocity normal to the boundary, we have

$$
\begin{equation*}
\frac{\partial D}{\partial l}=\left[w^{\prime}\right]=\int \frac{\partial w^{\prime}}{\partial z} d z=-\int \frac{\partial u^{\prime}}{\partial z} d z \tag{6}
\end{equation*}
$$

by continuity. But since the motion is progressive, $\partial / \partial x \sim-(1 / c) \partial / \partial t$. Hence,

$$
\begin{equation*}
\frac{\partial D}{\partial t}=\frac{1}{c} \frac{\partial}{\partial t} \int u^{\prime} d z=\frac{1}{\rho c} \frac{\partial M}{\partial t}=\frac{r^{\prime}}{\rho c} \tag{7}
\end{equation*}
$$

by Eqs. (4) and (5). Since $\tau^{\prime}$ is proportional to $\exp [i(k x-\sigma t)]$ it follows on integrating with respect to time that

$$
\begin{equation*}
D=\frac{\tau^{2}}{-i \sigma \rho c}+\text { const } \tag{8}
\end{equation*}
$$

Thus, the boundary layer is thinnest on the forward slopes of the waves, and thickest on the rear slopes.

We may interpret this result physically (see

[^51]Fig. 1) by remarking that the greatest acceleration in the boundary layer is where the stress is greatest, that is, on the crests of the waves. Hence, the forward velocity is greatest just ajler the crests have passed, that is, on the rear slope of the waves, and is least on the forward face. Hence, the rate of convergence of the horizontal velocity $u^{\prime}$, which coincides with the rate of thickening of the layer, is greatest between these two positions, that is to say, at the wave crests. Lastly, the layer is thickest just after the crest has passed, that is, on the rear slopes, in accordance with the analysis.

Now, the pressure at the free surface, or more strictly the normal component of the stress, is assumed to be constant. The thickening of the layer is equivalent, in its effect on the waves, to an additional pressure $\delta p$ on the upper surface of the wave, given by

$$
\begin{equation*}
\delta p=\rho g D=\frac{g r^{\prime}}{-i \sigma c}+\text { const } \tag{9}
\end{equation*}
$$

Neglecting the constant, whose significance is irrelevant here, and using Eq. (2) we find

$$
\begin{equation*}
\delta p=i \tau^{\prime} \operatorname{coth} k h \tag{10}
\end{equation*}
$$

or in deep water ( $e^{\star k} \gg 1$ ) simply

$$
\begin{equation*}
\delta p=i r^{\prime} \tag{11}
\end{equation*}
$$

In other words a fuctuating tangential stress $\tau$ applied at the free surface is dynamically equivalent to a normal pressure fluctuation ir lagging in space $90^{\circ}$ behind the tangential stress.

Note that the mean rate of working by the tangential stress on the waves is given by

$$
\begin{equation*}
W=\overline{\tau^{\prime}\left(u+u^{\prime}\right)}, \tag{12}
\end{equation*}
$$

where $u$ and $w$ denote the components of the orbital velocity in the wave at the surface. If the waves are already well developed, we may assume that $u^{\prime} \ll u$. Using the relation that $u=a_{\sigma} \operatorname{coth} k h$ $\exp [i(k x-\sigma t)]$ we find

$$
\begin{equation*}
W=\frac{3}{3} r_{1} a \sigma \operatorname{coth} k h \tag{13}
\end{equation*}
$$

Likewise, the work done on the waves by the additional normal pressure $\delta p$ is given by

$$
\begin{equation*}
W^{\prime}=\overline{\partial p \frac{\hat{\partial} \zeta}{\partial t}}=\frac{k}{\partial} r_{1} a \sigma \operatorname{coth} k h, \tag{14}
\end{equation*}
$$

from (1) and (10). Clearly, $W^{\prime} \rightleftharpoons W$, implying that the loss of energy in the boundary layer is negligible. This conclusion depends directly on our assumption that $u^{\prime} \ll u$.

Now consider the rate of growth of the wave
amplitude. We fix our attention on the deep-water case when the boundary layer at the bottom can be neglected. The mean density of energy per unit horizontal area being given by

$$
\begin{equation*}
E=\frac{1}{2} p g a^{2} ; \tag{15}
\end{equation*}
$$

clearly we must have

$$
\begin{equation*}
\frac{d E}{d t} \leq W, \tag{16}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\rho g a \frac{d a}{d t} \leq \frac{1}{2} r_{1} a \sigma \tag{17}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d a}{d t} \leq \frac{\tau_{1}}{2 \rho c} \tag{18}
\end{equation*}
$$

If the work done by the surface stress is much larger than the internal dissipation due to viscosity, then in (16)-(18) equality signs are appropriate.

It will be noted that we have neglected the stress on the boundary layer due to the shear associated with the wave motion in the interior of the fluid. This stress is given by

$$
\begin{equation*}
\tau^{\prime \prime}=-\rho v\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right) \tag{19}
\end{equation*}
$$

where $u$ and $w$ are the components of the orbital velocity in the interior. Since the motion in the interior is irrotational, we have $\partial u / \partial z=\partial w / \partial x$ and so

$$
\begin{equation*}
-\frac{\tau^{\prime \prime}}{\rho \nu}=2 \frac{\partial w}{\partial x}=2 \frac{\partial^{2} \zeta}{\partial x \partial l}=2 \sigma k \zeta \tag{20}
\end{equation*}
$$

from Eq. (1). To include this effect in the previous analysis we simply have to replace $\tau^{\prime}$ by ( $\tau^{\prime}+\tau^{\prime \prime}$ ) giving, instead of Eq. (11),

$$
\begin{equation*}
\delta p=i\left(\tau^{\prime}-2 \rho \nu \sigma k \xi\right) \tag{21}
\end{equation*}
$$

To the same order, we must include the viscous part of the normal stress component $p_{\text {s }}$ at the surface. This is given by

$$
\begin{equation*}
2_{\rho \nu} \frac{\partial w}{\partial z}=2_{\rho \nu k w}=-2 i \rho u \sigma k \zeta \tag{22}
\end{equation*}
$$

[see Ref. (2) Sec. 348]. Altogether then the applied stress $\tau^{\prime}$ and the action of viscosity are equivalent to an additional pressure

$$
\begin{equation*}
\delta p=i\left(r^{\prime}-4 \rho \nu \sigma h \zeta\right) \tag{23}
\end{equation*}
$$

applied at the free surface. Instead of (18) we now have

$$
\begin{equation*}
\frac{d a}{d t}=\frac{r_{1}}{2 \rho c}-2 \nu \lambda^{2} a . \tag{24}
\end{equation*}
$$

When the applied stress $\tau^{\prime}$ vanisbes, we have $\tau_{\mathrm{l}}=0$ and so Eq. (24) reduces to

$$
\begin{equation*}
\frac{d a}{d l}=-2 \nu k^{2} a \tag{25}
\end{equation*}
$$

giving the classical law of viscous decay

$$
\begin{equation*}
a \propto \exp \left(-2 \nu k^{2} t\right) \tag{26}
\end{equation*}
$$

[see Ref. 1, p. 624]. In this case the tangential stress beneath the boundary layer acts to produce a thickening on the forward slopes of the waves, which combines with the normal stress to produce the wave damping.

By adopting a boundary-layer npproximation we have implied that the thickness $(\nu / \sigma)^{1 / 2}$ of the layer is small compared with the wavelength $2 \pi / k$, and hence that $\left(\nu k^{2} / \sigma\right) \ll 1$. However, detailed solutions of the full (linearized) equations of motion and boundary conditions including an applied tangential stress at the upper surface, can readily be obtained by the techniques implicit in Lamb's treatment of the problem, ${ }^{1}$ not only for small values of ( $\nu k_{i}^{2} / \sigma$ ) but for all nonzero values. Thus, if $\psi$ denotes the stream function, satisfying the vorticity equation

$$
\begin{equation*}
\left(\nabla^{2}-\nu \frac{\partial}{\partial t}\right) \nabla^{2} \psi=0 \tag{27}
\end{equation*}
$$

a solution satisfying the condition that $\psi \rightarrow 0$ as $z \rightarrow-\infty$ is of the form

$$
\begin{align*}
& \psi=\left\{A \exp (k z)+B \exp \left[(i \sigma / \nu)^{1 / 2} z\right]\right\} \\
& \cdot \exp [i(k x-\sigma t)] \tag{28}
\end{align*}
$$

where $A$ and $B$ are complex constants, which can be chosen so as to satisfy the conditions

$$
\begin{equation*}
p_{1,}=0, \quad p_{a 1}=\tau \tag{29}
\end{equation*}
$$

when $z=\zeta=-\int(\partial \psi / \partial x) d l$. For a given $k$ the solution to this problem yields a value of the frequency $\sigma$ which is, in general, complex giving a rate of wave growth (or decay) in agreement with (24) when $\left(\nu k^{2} / \sigma\right) \ll 1$.

On the other hand, Stewart, in the paper referred to previously, ${ }^{2}$ found, instend of (18), the result

$$
\begin{equation*}
\frac{d a}{d t}=\frac{r_{1}}{\rho c} \tag{30}
\end{equation*}
$$

This is clearly impossible, for by Eq. (18) it would imply a rate of growth of the wave energy in excess of that supplied by the wind. The explanation appears to lie in the fact that Stewart's solution does not

## M. 8. LONGUET-HIGGINS

satisfy the requirement of constant pressure at the free surface. To his expression for the potential $\phi$ in the interior must be added another term, in quadrature with the first, which can be determined by applying Bernoulli's theorem. This gives an additional term to his second expression for the vertical velocity $W_{1}$ (his notation), so that on equating it to his first expression and comparing coefficients of $\cos k x$ and $\sin k x$ one obtains

$$
\begin{equation*}
\frac{d a}{d t}-\frac{T_{1}}{\rho t}=-\frac{d a}{d t} \tag{31}
\end{equation*}
$$

in place of (30). Equation (31) now agrees substantially with (18) above.

Because of the integrated boundary-layer argument used here and by Stewart ${ }^{2}$ it can be seen that the simple results (11) and (18) are quite insensitive to the actual value of the viscosity or of the eddy viscosity, if the flow is turbulent. Therefore, they should be very useful in discussing certain aspects of wave generation.'

One may easily generalize the conclusions so as to include surface tension by noting that the

[^52]boundary layer produces an additional normal stress $-T \partial^{2} D / \partial x^{2}$ in quadrature with the surface elevation, where $T$ is the surface tension constant.

In addition, one can consider the effect of an applied stress $r$ which is not necessarily sinusoidal in space, acting on a wave field that contains more than one wave component. To find the work $W_{1}$ done by the stress $r$ on a particular wave component having wavenumber $k$ it will be seen by Fourier decomposition that, provided the wave motions are linear and superposable, the rule

$$
\begin{equation*}
W_{k}=\bar{\tau} \bar{u}_{\mathrm{k}} \tag{32}
\end{equation*}
$$

is always valid, where $u_{k}$ denotes the tangential velocity corresponding to that particular wave component. Thus, even if $r$ were independent of $u_{k}$, the work done by the stress on a particular Fourier component would depend on the energy already present in that component.
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#### Abstract

General reasons are given for expecting the localization of the stresses exerted by the wind on the surface of steep gravity-waves. Some recent observations of the phase velocities of wind-generated waves can be very simply interpreted by supposing that the energy of waves at frequencies higher than that of the dominant waves is propagated at an angle $\theta$ to the wind, given by $\cos \theta=c / c_{0}$, where $c$ denotes the phase speed and $c_{0}$ the speed of the dominant waves. This in turn is explained by the hypothesis that the stresses are localized on the dominant waves, probably near the wave crests. The hypothesis is similar to the resonance theory of wave generation by a turbulent wind, except that the angle $\theta$ is related to the phase speed $c_{0}$ of the steep waves, and not to the convection velocity $U$ of the turbulent eddies.

Rough estimates of the energy imparted by the tangential stresses confirm that they could play a significant part in the growth of the waves.


## 1. INTRODUCTION

THE inadequacy of linear theories of wave generation to explain the observed rates of growth of sea waves under the action of wind has led to the suggestion by Stewart (1967), HASSELMANN (1967) and others of various non-linear mechanisms for wind-wave generation. In this paper we wish to emphasize one likely mechanism that has received little attention, namely the localization of the surface stresses, brought about by the very nonsinusoidal profile of steep gravity waves.

General reasons for expecting the localization of both the normal and the tangential stresses in the neighbourhood of the wave crests are given in Sections 2 and 3. At the same time, in a recent paper (1976) Ramamonjiarisoa and Coantic have described some unexpected measurements of the phase-velocities of wind-generated waves which it appears can best be interpreted by assuming that the energy has a bimodal distribution with regard to direction, and hence that the surface stresses are localized at certain phases of the dominant waves (see Section 4).

The normal stress at the air-water interface has usually been regarded as the probable agent for wave generation. But of the two kinds of stress, it is the tangential wind stress which is more likely to become localized. In Section 5 we make estimates which suggest that it may indeed be possible for the tangential wind-stress to account for a significant part of the observed growth of the dominant waves.

Attention is also drawn to the probable existence of strong non-linear interactions in the wave field, associated with instabilities and even breaking at the crests of the dominant

[^53]waves. These will tend to give a similar angular distribution of energy. Such a process may be called 'speed-locking'.

## 2. THE TANGENTIAL WIND STRESS

There are at least two factors affecting the distribution of tangential wind stress over the profile of gravity-waves, namely variations in the relative wind speed and variations in the smail-scale roughness of the surface.

## Variations in the relative wind speed

By continuity of mass flux we expect the air speed to be generally greater over the wave crests than over the troughs. For low waves, a qualitative estimate is provided by considering the perturbation of a uniform, frictionless air stream, of speed $U$, flowing over a sinusoidal boundary $z=a \cos (k x-\sigma t)$ propagated with phase speed $c=\sigma / k$. The tangential velocity of the air is given, to first order, by

$$
\begin{equation*}
u_{1}=U+(U-c) a k \cos (k x-\sigma t) . \tag{2.1}
\end{equation*}
$$

When $U>c$, the velocity is greatest at the wave crests. The tangential velocity of the water, however, is given by

$$
\begin{equation*}
u_{2}=c \cdot a k \cos (k x-\sigma t) \tag{2.2}
\end{equation*}
$$

so that the relative velocity is

$$
\begin{equation*}
\left(u-u_{2}\right)=U+(U-2 c) a k \cos (k x-\sigma t) . \tag{2.3}
\end{equation*}
$$

This is greater or less at the crests than in the troughs according as $U \gtrless 2 c$. In reality, the critical ratio of $U / c$ will be affected by the presence of shear in the mean flow, which also introduces phase differences between $u_{1}$ and $u_{2}$ (see, for example, Miles, 1957).

At larger wave steepnesses, the sharper curvature of the surface near the crests tends initially to accentuate the difference between $u_{1}$ and $u_{2}$. This effect will be somewhat modified by shearing of the air stream and by the tendency of the airflow to separate in the lee of sharp corners. Nevertheless, qualitatively we may expect an increase in ( $u_{1}-u_{2}$ ) at the wave crests, at least for waves of moderate steepness ak and for larger values of $U / c$. If $U / c \simeq 1$ then it is possible for $\left(u_{1}-u_{2}\right)$ to be less at the wave crests than in the troughs, just as for waves of low amplitude.

## Variations in surface roughness

Among the factors contributing to a variation in the small-scale roughness of the surface are the following.
(a) The horizontal scale of the roughnesses is reduced by the lateral contraction of the surface near the wave crests. For low waves, this has been discussed quantitatively by Longuet-Higgins and Stewart (1960, 1963). For steep waves, we note that the tangential separation $\Delta s$ of two neighbouring particles at the surface is simply proportional to the surface velocity $q$, in the frame of reference travelling with the wave:

$$
\begin{equation*}
\triangle s \propto q . \tag{2.4}
\end{equation*}
$$

Hence the relative contraction between trough and crest is given by

$$
\begin{equation*}
(\triangle s)_{\text {crest }} /(\Delta s)_{\text {trough }}=q_{\text {crest }} / q_{\text {trough }} \tag{2.5}
\end{equation*}
$$

If the roughnesses consist of short waves, whose speed of propagation $c^{\prime}$ is small compared to $q$, then the ratio (2.5) gives the relative change in wavelength of the short waves, assuming that they persist throughout the passage of the long wave.

As the crests become sharp, $q_{\text {crest }}$ tends to zero, and the scale of the roughnesses becomes so compressed that, if the waves do not break, their speed is increased due to capillarity. The condition $c^{\prime} \gg q$ is then not met. If the group-velocity $c_{g}$ of the capillaries exceeds $q$, then the short waves will tend to accumulate on the forward face of the long waves, in the neighbourhood of the point where $c_{g}=q$. A general discussion, taking account of the shearing current near the interface, has been given by Phillips and Banner (1974).
(b) Closely associated with the kinematical effect (a) is the dynamical effect of the surface contraction in doing work against the radiation stress of the short waves, and so increasing the short wave amplitude. For low gravity waves this effect was calculated by LonguerHiggins and Stewart (1960), but for steep gravity waves the effect is far more pronounced. A detailed calculation would have to take into account the effects of viscous dissipation and possible breaking of the shorter waves, as well as possible replenishment of short-wave energy by the wind.
(c) Because of the variation in wind speed over the longer waves the wind will have a greater capacity to generate short waves at the long wave crests (at sufficiently large values of $U / c)$. If short-wave generation takes place preferentially at the wave crests, and if $q_{\text {crest }}>c_{g}^{\prime}$, the short-wave energy will tend to be left behind, and increased roughness will be observed on the rear slopes of the waves. If on the other hand short-wave generation takes place preferentially in the troughs of the long waves, increased roughness will be found on the forward face of the longer waves, possibly at some critical position not far from the crest.
(d) There is probably a tendency, even in the absence of wind, for steep gravity waves to develop instabilities near the wave crest. One such instability, resulting in the formation of capillary waves ahead of a sharply curved wave crest, was analysed by LONGUETHiggins (1963); see also Vanden-Broek (1974). A more extreme instability is apparent in the breaking of steep gravity waves and the formation of white caps on the forward face. When, owing to the advance of a steep wave through a group, a steep wave ceases to break, the whitecap is left behind, and the surface roughness which it represents is distributed over other phases of the wave and possibly reduced by horizontal extension of the elements at the free surface.

Significant variations in the surface roughness have been found experimentally by Lal and Shemdin (1971) and by Kitaigorodskil (1976). The latter reports variations in shortwave energy in plunger-generated waves under the action of wind. The mean-square of the high-frequency roughness $\left\langle\zeta^{2}\right\rangle$ was found to vary by a factor of order 10 over the phase of the longer waves, with the highest roughness generally occurring near the crests of the longer waves. Further observations of this nature would seem to be very desirable.* Some distinction may be necessary between conditions when the longer waves are essentially passive swell, as in the case just mentioned, and when they are being actively generated by the wind.

The above discussion strongly suggests that the combined effect of the variation in the
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surface roughness and of the variation in wind speed will be to produce a tangential stress that is strongly localized near the crests of the dominant waves, particularly for the steeper waves and for larger values of $U / c_{0}$.

## 3. THE NORMAL WIND STRESS

Most calculations of the normal stress have assumed that the dominant waves are of sufficiently low amplitude that the perturbations in normal pressure are small and sinusoidal.* In fact, as the waves become steeper and the crests more sharply curved, a separation of the airflow near the crest becomes increasingly likely. This implies a marked difference in pressure between the rear and the forward face of the wave, with the strongest pressure gradient occurring near the crest itself.

The work done by the normal stress, is however, limited by the fact that in a progressive surface wave the surface slope never significantly exceeds $30^{\circ}$. Thus the normal velocity does not exceed $\frac{1}{2} c_{0}$. The horizontal component of velocity, on the other hand, may be equal to $c_{0}$ if the crest is sharp-angled. This suggests that the steepness of the waves may increase the work done by the tangential stresses in a greater proportion than the work done by the normal stresses.

## 4. EVIDENCE FROM MEASUREMENT OF PHASE SPEED

Some interesting observations of the phase speeds of waves under the direct action of wind have been published by Ramamonilarisoa and Coantic (1976). In a laboratory wind-wave channel of length 40 m and width 1.6 m and with wind-speeds of 0.5 to $14 \mathrm{~m} / \mathrm{s}$, they recorded the surface elevation at two points simultaneously in line with the mean wind, separated by a distance $\Delta x$ of several centimetres. Using two independent methods, they deduced the apparent speed of each frequency component, in the direction parallel to the wind. Typical results, reproduced in Fig. 1, show that while the speed of the dominant waves agrees fairly closely with the theoretical speed at the frequency corresponding to the energy peak, the speeds of the higher-frequency components are almost constant, and equal to the speed of the dominant waves.

Various explanations may be considered and rejected. The first is that the higher frequencies represent harmonics bound to the dominant waves. If this were so, the effect would appear only in the neighbourhood of certain frequencies, namely integral multiples of the peak frequency. In fact, the speed is remarkably constant at all frequencies to the right of the peak.

Secondly, the effect is not due to a smooth spread of directions among the higher frequencies, the effect of which, for spectral densities varying as $\cos \theta$ or $\cos ^{2} \theta$, is shown in Fig. 1. The constancy of the observed speed is also an argument against this interpretation.

Thirdly, the effect could not be produced entirely by a surface current, unless this were comparable in magnitude to the phase speed. Since surface currents are generally only about
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Fig. 1. Phase velocities parallel to the wind, as a function of frequency, measured in a laboratory wave channel.

$$
U=5 \mathrm{~m} / \mathrm{s}, c_{0}=0.6 \mathrm{~m} / \mathrm{s} \text { (from Ramamonjlarison, 1974). }
$$

$3 \%$ of the wind speed, while the observed discrepancies are much larger, this explanation also is ruled out.

However, we can interpret the observations on the assumption that the waves of frequency greater than the peak frequency are propagated at an angle $\theta$ to the wind such that their apparent phase speed in the wind direction is just equal to $c_{0}$, the speed of the dominant waves. This implies the relation

$$
\begin{equation*}
\cos \theta=c / c_{0} \tag{4.1}
\end{equation*}
$$

where $c$ is the phase velocity of the waves.
Among the possible physical reasons for this effect are, first, a localized effect at the wave crests, such as wave breaking, which, by non-linearity in the fluid motion, would tend to transfer energy to other wave components. This would not be a weak non-linearity, such as that suggested by Phillips and Hasselmann, but rather a strong non-linearity, scattering energy from one steep, short-crested wave into an infinity of free wave components. We may call this a phase-locked wave interaction; and the resulting effect 'speed-locking'.

A second possibility is that such a local instability might arise from the boundary layer at the side walls of the tank, where the wave amplitude is likely to be enhanced by reflection. This possibility cannot yet be ruled out, except by experiments in a broader channel or in the open sea. We note, however, that a similar though less pronounced effect has also been reported by Yefimov, Solov'Yev and Kristoforov (1972) in wave measurements over open water.

A third hypothesis, in the light of the previous discussion, is that the wind stresses themselves are localized on the wave crests. For the crests of the dominant waves are not generally uniform along their length.* Where they are particularly steep we expect a concentration of surface stress, either normal or tangential to the long-wave profile. Moreover, these spots of high stress will travel forward with the local phase velocity of the dominant waves. Hence they will tend to generate waves travelling at an angle with the
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Fig. 2. Wavenumber locus for gravity waves generated by a localized surface stress, or by strong non-linear wave interactions. $\mathbf{k}_{0}$ is the wavenumber of the dominant waves.


Fig. 3. Sketch of the contours of spectral density at an early stage of wave generation, when $U / c_{0} \gg 1$. On the left is the free-wave energy clustered round the resonance curve. Also shown are subsidiary peaks near $2 \mathbf{k}_{0}$ and $3 \mathbf{k}_{\mathrm{o}}$, representing energy bound to the lowest harmonic.
wind direction, but with the same speed in the $\kappa$-direction as the speed of the dominant waves.

The effect is very similar to that proposed in Phillips's theory (1957) of the production of waves by spots of pressure in a turbulent wind stream, except that the patches of stress arise not from the free turbulence but from the existing waves; and hence the angle $\theta$ is related not to the wind velocity but to the phase speed of the dominant waves.

Whichever interpretation is chosen, equation (4.1) implies a relation between the wavenumber and the direction of the shorter waves. Let $\mathbf{k}$ be the vector wavenumber with components ( $l, m$ ) in the ( $x, y$ ) directions, and let $k=|\mathbf{k}|=\left(l^{2}+m^{2}\right)^{\frac{1}{2}}$. Assuming the linear dispersion relation $c=(g / k)^{\frac{1}{2}}$, we have from (4.1)

$$
\left(k_{0} / k\right)^{ \pm}=\cos \theta=l / k
$$

so

$$
l^{2}=k k_{0}
$$

and hence

$$
\begin{equation*}
l^{4}=k_{0}^{2}\left(l^{2}+m^{2}\right) . \tag{4.2}
\end{equation*}
$$

This curve is shown in Fig. 2. It passes through the point $(l, m)=\left(k_{0}, 0\right)$ where it has radius of curvature $k_{0}$. At large wavenumbers, it is asymptotic to the parabolas

$$
m= \pm l^{2} / k_{0}
$$

There are two points of inflexion, where

$$
(l, m)=\left\{\left(\frac{3}{2}\right)^{ \pm}, \pm \frac{3}{2}\right\}^{\ddagger} k_{0}, \quad k=\frac{3}{2} k_{0},
$$

and where

$$
\frac{\mathrm{d} m}{\mathrm{~d} l}= \pm 2 \sqrt{ } 2
$$

In a continuous spectrum, we may expect the wave energy to lie generally in the neighbourhood of this curve, with some dispersion about it, as in Fig. 3. This portion of the spectrum represents the free-wave energy. Waves bound to frequencies in the spectral peak may be found in the neighbourhood of the wavenumbers $2 \mathbf{k}_{0}, 3 \mathbf{k}_{0}, \ldots$

As a function of direction, the spectrum is bimodal rather than unimodal. This type of spectrum is to be expected only under conditions of strong wave generation, and possibly only in the earlier stages. At later stages, the spectrum will be slowly modified by dissipation and by weak non-linear interactions, the energy being dispersed from the peak in the characteristic directions $\mathrm{d} m / \mathrm{d} l= \pm 1 / \sqrt{2}$; see Longuet-Higgins (1976) and Fox (1976).

In the observations of Ramamonjarisoa and Coantic (1976) the waves were being strongly generated, with $U / c_{0} \simeq 8$ or more. In the field observations of Yefimov, Solov'yev and Khristoforov (1972), where a comparable effect was observed, the ratio U/C was generally less.

It is not difficult to take into account the effect of capillarity on the form of the resonance curve (4.2). Adopting the dispersion relation

$$
c=(g / K+T / \rho \cdot k)^{\ddagger}
$$



Fig. 4. Wavenumber loci for gravity-capillary waves, showing the effect of capillarity on the resonance curve of Fig. 2.
and choosing units with $p=T=g=1$ we have

$$
\begin{equation*}
\cos \theta=\left(\frac{k+k^{-1}}{k_{0}+k_{0}-1}\right)^{\frac{1}{2}} . \tag{4.3}
\end{equation*}
$$

The family of resonance curves is shown in Fig. 4, with $k_{0}$ as parameter. The resonance curves corresponding to the longer, gravity-type waves lie inside the circle $k=1$. The effect of capillarity on these is to bend them round towards the $l$-axis, so that ultimately they form closed ovals. The parts of the curve lying outside the circle $k=1$ corresponds to capillary-type waves. Evidently these bend backwards towards the origin, meeting the circle $k=1$ in points increasingly close to the $m$-axis. In the special case $k_{0}=(1,0)$, corresponding to gravity-capillary waves of minimum phase-velocity, the resonance curve shrinks to zero, as would be expected; there are no other waves with phasevelocities less than $c_{0}$.

## 5. DISCUSSION; RATES OF WAVE GROWTH

In wind-generated waves it is universally observed that the dominant waves occur in groups, the wave amplitude varying both in time and space. This is a well-known property of any stationary stochastic process having a non-zero spectral bandwidth. An important consequence, however, is that the effects of non-linearities in the generating process may be accentuated. For even when most of the individual waves are linear and sinusoidal, there can still be a few which are steep and sharp crested. Hence the bulk of the energy transfer from the wind may be imparted to the steepest waves.

Table 1. Observed phase angles $\phi$ between air pressure variations and the dominant surface waves; and the estimated values of $\tau^{*} / \tau^{*}$

| Author | $\phi$ | $\tau_{n}^{*} / \tau^{*}$ |
| :---: | :---: | :---: |
| Dobson (1971) | $40^{\circ}$ | 0.80 |
| Elliott (1972) | $20^{\circ}$ | 0.20 |
| Snyder (1974) | $45^{\circ}$ | 0.02 |

Despite many attempts, the distribution of the normal stress on the surface of a steep water wave in conditions of active wave generation has still not been well determined experimentally. The distribution of the tangential stress is even less well known. We can, however, use the comparatively well-determined value of the total mean wind stress $\tau^{*}$ to estimate the rates of growth due to the wind, according to various hypotheses.

Let us divide the total horizontal wind stress $\tau^{*}$ into two parts: a part $\tau_{n}^{*}$ corresponding to normal pressures on the dominant waves, and a part $\tau_{*}^{*}$ corresponding to the 'tangent stress', which may also include normal stresses on the small-scale elements.

The direct observations of surface pressure by Dobson (1971), Elliott (1972) and Snyder (1974) have led to widely differing estimates of the ratio of $\tau_{n}^{*} / \tau^{*}$ (see Table 1). Nevertheless it does appear that the mean tangential stress $\tau_{s}^{*}$ is generally of the same order as $\tau^{*}$.
Let us write $\tau_{s}$ for the local tangential stress, so that $\tau_{s}=\tau_{s}^{*}$ and

$$
\tau_{s}=\tau_{s}^{*}+\tau^{\prime}
$$

where $\tau^{\prime}$ is a variable stress with mean zero. We may estimate the work done on the waves by the tangential stress under two different hypotheses. First, assume the waves are sinusoidal and $\tau^{\prime}$ varies in-phase with the surface elevation. Then it was shown by Longuet-Higgins (1969a) that the work done on the waves, per unit time and unit surface area, is

$$
W=\overline{\tau^{\prime} u_{s}}
$$

where $u_{s}$ is the tangential velocity of the particles at the free surface.* in sinusoidal waves, the amplitude $\left|u_{s}\right|$ is equal to $a k \cdot c$, and if we take

$$
\left|\tau^{\prime}\right|=K \tau_{*}^{*}
$$

where $K$ is a constant we have

$$
W=\frac{1}{2}\left|\tau^{\prime}\right|\left|u_{s}\right|=\frac{1}{2} K \overline{a k} \cdot c_{0} \tau_{*}^{*} .
$$

For waves under the action of wind it is reasonable to take $\overline{a k} \simeq 0.14$ (LongUETHiggins, 1969a), and since the maximum value of $K$ is not likely to exceed 1 we have

$$
\begin{equation*}
W \leqslant 0.07 c_{0} \tau_{3}^{*} \leqslant 0.07 c_{0} \tau^{*} . \tag{5.1}
\end{equation*}
$$

If, on the other hand, we adopt the extreme hypothesis that all of the tangential stress is concentrated at the sharpest wave crests, where the particle velocity is of order $c_{0}$,

[^57]it follows that
\[

$$
\begin{equation*}
W \sim c_{0} \tau_{s}^{*} . \tag{5.2}
\end{equation*}
$$

\]

A large part of this work can be expected to go into the dominant waves. Comparing (5.1) and (5.2) we see that the work done on waves by the tangential stress is increased by an order of magnitude.

Working now with orders of magnitude, if we take

$$
\begin{equation*}
\tau_{s}^{*} \sim \tau^{*} \sim C \rho^{\prime} U^{2} \tag{5.3}
\end{equation*}
$$

where $\rho^{\prime}$ is the density of air and $C$ a drag coefficient of order $2 \times 10^{-3}$, and if we take the mean energy density of the waves to be

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2} \tag{5.4}
\end{equation*}
$$

where $g=k c_{0}{ }^{2}=\sigma c_{0}$ and $a k=0.14$, then from the last three equations, the proportional growth of the energy in one wave cycle $T_{p}$ is given by

$$
\frac{T_{p} \mathrm{~d} E}{E} \frac{2 \pi W}{\mathrm{~d} t}=\frac{2 \pi}{\sigma E} \gg C \frac{\rho^{\prime}}{\rho} \frac{4 \pi U^{2}}{g a^{2} \sigma} \sim 10^{-3}\left(U / c_{0}\right)^{2} .
$$

If $U / c_{0} \simeq 4$, say, this leads to a proportional rate of growth exceeding $10^{-2}$, which in turn is greater than the observed rates by at least one order of magnitude (see Phillips, 1967).

We have not, of course, allowed for the weak non-linear interactions, or for the probably more important dissipation of energy by wave breaking and viscosity. Nevertheless the above estimate suggests that the action of the tangential stress in generating the dominant waves may well be significant.

As against this it should be pointed out that if the wind speed should fall so that $U / c_{0} \simeq 1$, say, then relative velocity of air and water will be greater in the troughs, where the orbital velocity is negative, than at the crests. Though the surface roughness of the troughs may be less, it is nevertheless possible that in such a case the tangential wind stress might act so as to damp the energy of the dominant waves.
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A tractable theory for weakly damped, nonlinear Stokes waves on deep water was recently formulated by Ruvinsky \& Friedman (1985a, b; 1987). In this paper we show how the theory can be simplified, and that it is equivalent to a boundary-layer model for surface waves proposed by Longuet-Higgins (1969), when the latter is generalized to include surface tension and nonlinearity. The potential part of the flow is determined by boundary conditions applied at the base of the vortical boundary layer. The theory may be of use in discussing the generation of waves by wind.

## 1. Introduction

Since Stokes's original paper (1847) the irrotational theory of surface waves on water of infinite or uniform finite depth has been outstandingly successful in predicting many observed wave phenomena. For certain applications, however, viscous damping of the waves is important, and it would be highly convenient to have equations and boundary conditions of comparable simplicity as for undamped waves. A first step in this direction was made by Lamb (1932) who showed that for most wavelengths of interest the effects of viscosity on linear, deep-water waves are confined to a thin vortex layer near the free surface, of thickness $D_{0}=(2 v / \sigma)^{\frac{1}{t}}$ (where $\nu$ denotes the kinematic viscosity and $\sigma$ the radian frequency). When $k D_{0} \ll 1$ ( $k$ the wavenumber) we may say that the waves are weakly damped. Lamb (1932) calculated the tangential stress at the surface that would be required in a perfectly periodic state; hence the energy loss and consequent wave damping in the absence of such applied stresses.

Longuet-Higgins (1960) considered the action of a general, tangential stress at the free surface, varying sinusoidally in the horizontal direction. $\dagger$ He showed that the stress would tend to produce a vortical boundary layer that was thicker at points $90^{\circ}$ out of phase with the stress. For example, a stress greatest at the wave crest would produce a thickening of the layer on the rear wave slopes, tending to pump energy into the potential flow in the interior. Similarly, in the absence of any wind the viscous stresses at the base of the vortical layer would tend to thicken the layer on the forward slopes of the wave and to produce the calculated wave damping (see figure 1.)

In several papers Ruvinsky \& Freidman (1985a, b; 1987) have independently formulated a system of equations for weakly damped surfaces waves in deep water,
$\dagger$ At second order in the wave steepness it is known that vorticity may diffuse into the interior of the fluid (see Longuet-Higgins 1953, 1960). Here we confine attention mainly to the linear theory, or at least to times after the start of the motion that are short enough for the diffusion or convection of vorticity to be still negligible.


Figure 1. Sketch of the vortical boundary-layer induced by viscous stresses in a deep-water wave.
and have successfully applied it to the calculation of capillary-gravity ripples riding on the forward face of steep gravity waves. They formally separated the velocity field into its irrotational and vortical components and hence were led to the coupled system: (3.1) to (3.5) below. This they then solved for periodic waves by numerical integration. Their analysis is summarized in the Appendix to a recent paper (Ruvinsky, Feldstein \& Freidman, 1991). As a final remark they state that it is possible to use a certain 'simpler set of equations', but they give no derivation or physical explanation. They justify the simpler system solely on the grounds that it yields the correct expression for the decay of weakly damped surface waves.

The purpose of the present note is, first, to give an analytical derivation of this simpler set of equations and, secondly, to provide a physical explanation for them. Indeed we show that the simpler equations express precisely the physical argument given by Longuet-Higgins (1969).

In a further discussion ( $\S 4$ below) we point out that the simplified system of equations may be generalized so as to include applied surfaces stresses. Thus it may be of use in the theory of wave generation by wind.

## 2. Dynamics of the vortical layer

In this section we summarize the physical argument given by Longuet-Higgins (1969) for gravity waves and extend it to include capillarity.

Consider a surface wave travelling to the right with speed $c$ as in figure 1. Let $n$ and $s$ denote coordinates normal and tangential to the free surface, and $v^{\prime}, u^{\prime}$ the vortical components of the orbital velocities $v, u$ in the corresponding directions. If $D$ denotes the thickness of the vortical layer and $M=\int \rho u^{\prime} \mathrm{d} n$, the integrated mass flux across the layer, we have by continuity

$$
\begin{equation*}
\rho \frac{\partial D}{\partial t}=-\frac{\partial M}{\partial s}=\frac{1}{c} \frac{\partial M}{\partial t}=\frac{\tau}{c}, \tag{2.1}
\end{equation*}
$$

where $\tau$ is the tangential stress acting on the layer. If $\tau$ is proportional to $\exp \mathrm{i}(k s-\sigma t)$ where $k$ is the wavenumber, then integration of $(2.1)$ with respect to the time $t$ gives

$$
\begin{equation*}
D=\frac{\mathrm{i} \tau}{\rho \sigma c}+\text { constant } . \tag{2.2}
\end{equation*}
$$

Thus $D$ leads $\tau$ by $90^{\circ}$. Now in the case when the tangential stress at the surface vanishes, the only other tangential force acting on the boundary layer is the viscous force at the base of the boundary layer, which is given by

$$
\begin{equation*}
-\tau=2 \mu \frac{\partial v}{\partial s}=2 \mu \frac{\partial^{2} \eta}{\partial s \partial t}=2 \mu \sigma k \eta \tag{2.3}
\end{equation*}
$$

where $\mu$ is the coefficient of viscosity and $\eta$ is the surface elevation. From (2.2) and (2.3) we see that the tangential stress produces an additional surface elevation

$$
\begin{equation*}
\eta^{\prime}=-\frac{2 \mathrm{i} \mu k}{\rho c} \eta \tag{2,4}
\end{equation*}
$$

This produces an added normal stress

$$
\begin{equation*}
\delta_{1} p=\left(\rho g-T \frac{\partial^{2}}{\partial s^{2}}\right) \eta^{\prime} \tag{2.5}
\end{equation*}
$$

where $g$ and $T$ denote gravity and surface tension. But from the dispersion relation

$$
\begin{equation*}
\sigma^{2}=g k+(T / \rho) k^{3} \tag{2.6}
\end{equation*}
$$

for capillary-gravity waves, equation (2.5) can be written

$$
\begin{equation*}
\delta_{1} p=\frac{\rho \sigma}{k} \eta^{\prime}=-2 \overline{1} \mu \sigma k \eta \tag{2.7}
\end{equation*}
$$

In addition we must take into account the viscous component of the normal stress $p_{n n}$ at the surface, which may be written

$$
\begin{equation*}
2 \mu \frac{\partial v}{\partial n}=2 \mu k v=-2 i \mu \sigma k \mu \tag{2.8}
\end{equation*}
$$

Adding this to (2.5) we find that it doubles the total pressure, giving altogether

$$
\begin{equation*}
\delta p=-4 \mathrm{i} \mu \sigma k \eta \tag{2.9}
\end{equation*}
$$

Clearly $\delta p$ is greatest on the forward face of the wave where the orbital velocity is upwards. Hence $\delta p$ does work against the orbital motion and so damps the waves. In fact (2.9) leads to the classical law for viscous decay of waves of amplitude $a$, namely

$$
\begin{equation*}
a \propto \exp \left(-2 \nu k^{2} t\right) . \tag{2.10}
\end{equation*}
$$

## 3. The theory of Ruvinsky \& Freidman

We shall now reconcile the analysis of Ruvinsky \& Freidman (1985a, b; 1987) with the above physical argument. These authors formally separate the potential and vortical components of the flow by writing

$$
\begin{equation*}
u=\nabla \phi+u^{\prime}, \quad u^{\prime}=\nabla \wedge \hat{\psi} \tag{3.1}
\end{equation*}
$$

where $\hat{\psi}$ is a vector stream function. They apply to $u^{\prime}$ a boundary-layer approximation similar to that used in Longuet-Higgins $(1953,1960)$ and arrive at the following system of coupled equations:

$$
\begin{gather*}
\nabla^{2} \phi=0  \tag{3.2}\\
\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+g \eta-\frac{T}{\rho} \kappa(\eta)+2 \nu \frac{\partial^{2} \phi}{\partial z^{2}}=0 \quad \text { on } \quad z=\eta  \tag{3.3}\\
\frac{\partial \eta}{\partial t}+\frac{\partial \eta}{\partial x} \frac{\partial \phi}{\partial x}=\frac{\partial \phi}{\partial z}+v^{\prime} \quad \text { on } \quad z=\eta  \tag{3.4}\\
\frac{\partial \phi}{\partial z} \rightarrow 0 \quad \text { as } \quad z \rightarrow-\infty \tag{3.5}
\end{gather*}
$$

together with

$$
\begin{equation*}
\frac{\partial v^{\prime}}{\partial t}=\left.2 \nu \frac{\partial^{3} \phi}{\partial x^{2} \partial z}\right|_{z=\eta} . \tag{3.6}
\end{equation*}
$$

In equation (3.3) $\kappa(\eta)$ denotes the curvature operator: $\partial^{2} \eta / \partial x^{2} /\left(1+\partial \eta / \partial x^{2}\right)^{1}$.
In the above equations the outstanding coupling term is $v^{\prime}$ on the right of the kinematic condition (3.4). To remove this we may write

$$
\begin{equation*}
\eta=\eta^{*}+\eta^{\prime}, \quad \eta^{\prime}=\int v^{\prime} \mathrm{d} t \tag{3.7}
\end{equation*}
$$

and evaluate the boundary conditions on the new surface $\eta=\eta^{*}$. For simplicity we consider first only the linear terms. Treating $\eta^{\prime}$ as of the same order or smaller than $\eta$, we see that (3.4) becomes simply

$$
\begin{equation*}
\frac{\partial \eta^{*}}{\partial t}=\left.\frac{\partial \phi}{\partial z}\right|_{z=\eta^{*}} \tag{3.8}
\end{equation*}
$$

without the additional term on the right-hand side. Similarly (3.3) becomes

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\left(g-\frac{T}{p} \kappa\right)\left(\eta^{*}+\eta^{\prime}\right)+2 \nu \frac{\partial^{2} \phi}{\partial z^{2}}=0 \tag{3.9}
\end{equation*}
$$

to be satisfied on $z=\eta^{*}$. But by (3.6)

$$
\begin{equation*}
\eta^{\prime}=\int v^{\prime} \mathrm{d} t=\iint \frac{\partial v^{\prime}}{\partial t}(\mathrm{~d} t)^{2}=-\frac{2 \nu}{\sigma^{2}} \frac{\partial^{2} \phi}{\partial x^{2} \partial z} \tag{3.10}
\end{equation*}
$$

to within a constant. Now operating on both sides of (3.10) by ( $g-T / \rho \partial^{2} / \partial x^{2}$ ) and using the dispersion relation (2.6) we see

$$
\begin{equation*}
\left(g-\frac{T}{\rho} \kappa\right) \eta^{\prime}=\frac{\sigma^{2}}{\kappa} \eta^{\prime}=-2 v \frac{\partial^{2} \phi}{\partial x^{2}} . \tag{3.11}
\end{equation*}
$$

So by virtue of Laplace's equation (3.2), equation (3.9) becomes simply

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\left(g-\frac{T}{\rho} \kappa\right) \eta^{*}+4 v \frac{\partial^{2} \phi}{\partial z^{2}}=0 \tag{3.12}
\end{equation*}
$$

on $z=\eta^{*}$. Lastly we note that the term $-4 \nu \partial^{2} \phi / \partial z^{2}$ represents precisely the additional pressure term given by (2.9). For since $\mathrm{i} \sigma=-\partial / \partial t$ and $k=\partial / \partial z$ we have, apart from the constant term,

$$
\begin{equation*}
-\delta p=4 \mu k \frac{\partial \eta}{\partial t}=4 \mu k v=4 \mu \frac{\partial^{2} \phi}{\partial z^{2}} . \tag{3.13}
\end{equation*}
$$

We see then that the last term in equation (3.12) represents an additional pressure, half of which comes from the viscous component in the normal stress $p_{n n}$. The other half comes from the thickening of the vortical boundary layer due to the piling up of mass induced by the tangential stress at the base of the boundary layer.

It is important to recognize that the boundary conditions (3.8) and (3.12) for the potential $\phi$ are to be evaluated not at the free surface $z=\eta$ but at the modified free surface $z=\eta^{*}$. After the solution for $\phi$ is determined, together with $\eta^{*}$, the free surface $z=\eta$ may be recovered by means of (3.7).

## 4. Discussion

In §3 we simplified the analysis by linearizing the two boundary conditions (3.3) and (3.4). Some linearization is already inherent in any case in the last two terms on the right of these equations. It is not difficult to show that if we retain nonlinear terms on the surface slope $\epsilon$, but not in the ratio $k D_{0}$ of the boundary-layer thickness to the wavelength, then (3.8) and (3.12) above are generalized to

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+g \eta^{*}-\frac{T}{\rho} \kappa(\eta)+4 \nu \frac{\partial^{2} \phi}{\partial n^{2}}=0 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \eta^{*}}{\partial t}+\frac{\partial \eta^{*}}{\partial x} \frac{\partial \phi}{\partial x}=\frac{\partial \phi}{\partial z} \tag{4.2}
\end{equation*}
$$

on $z=\eta^{*}$, at least to order $\epsilon^{2}$. At order $\epsilon^{2}$, we find a contribution to the mass transport and its normal gradient just beneath the vortical boundary layer, which, to this order, may simply be added to the solutions of (4.1) and (4.2). The centrifugal forces associated with the mass transport velocity must however be incorporated into (4.2) at order $\epsilon^{3}$.

However, the second-order vorticity generated by parasitic capillary waves and released from beneath the boundary layers (Longuet-Higgins 1955, 1960) is much greater than that from the original gravity wave. This vorticity may accumulate very rapidly (in one gravity-wave period) near the crest of the gravity wave and produce a crest vortex. This in turn may significantly affect the dynamics of the parasitic capillaries (see Longuet-Higgins 1991).

We note that all of the above analysis applies to non-breaking and non-turbulent motions in which the kinematic viscosity $\nu$ represents the molecular viscosity. It is highly interesting to consider whether an analogous theory might be formulated for breaking waves, in which $\nu$ would be replaced by a turbulent eddy coefficient. A full discussion of this question is beyond the scope of the present note, except to remark that generally it will be necessary to include an exchange of mass between the vortical and non-vortical parts of the flow across the lower boundary of the vortical layer. For plunging breakers, a flux of mass and momentum across the upper boundary will also be required. A further requirement is that the vorticity in the surface layer should decay in a time interval of the order of a wave period at most. A residual mean vorticity may however be added in the form of a surface shear current.
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together with

$$
\begin{equation*}
\frac{\partial v^{\prime}}{\partial t}=\left.2 v \frac{\partial^{3} \phi}{\partial x^{2} \partial z}\right|_{z-\eta} . \tag{3.6}
\end{equation*}
$$

In equation (3.3) $\kappa(\eta)$ denotes the curvature operator: $\partial^{2} \eta / \partial x^{2} /\left(1+\partial \eta / \partial x^{2}\right)^{\frac{3}{2}}$.
In the above equations the outstanding coupling term is $v^{\prime}$ on the right of the kinematic condition (3.4). To remove this we may write

$$
\begin{equation*}
\eta=\eta^{*}+\eta^{\prime}, \quad \eta^{\prime}=\int v^{\prime} \mathrm{d} t \tag{3.7}
\end{equation*}
$$

and evaluate the boundary conditions on the new surface $\eta=\eta^{*}$. For simplicity we consider first only the linear terms. Treating $\eta^{\prime}$ as of the same order or smaller than $\eta$, we see that ( 3.4 ) becomes simply

$$
\begin{equation*}
\frac{\partial \eta^{*}}{\partial t}=\left.\frac{\partial \phi}{\partial z}\right|_{x-\eta^{*}} \tag{3.8}
\end{equation*}
$$

without the additional term on the right-hand side. Similarly (3.3) becomes

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\left(g-\frac{T}{p} \kappa\right)\left(\eta^{*}+\eta^{\prime}\right)+2 \nu \frac{\partial^{2} \phi}{\partial z^{2}}=0 \tag{3.9}
\end{equation*}
$$

to be satisfied on $z=\eta^{*}$. But by (3.6)

$$
\begin{equation*}
\eta^{\prime}=\int v^{\prime} \mathrm{d} t=\iint \frac{\partial v^{\prime}}{\partial t}(\mathrm{~d} t)^{2}=-\frac{2 \nu}{\sigma^{2}} \frac{\partial^{2} \phi}{\partial x^{2} \partial z} \tag{3.10}
\end{equation*}
$$

to within a constant. Now operating on both sides of (3.10) by $\left(g-T / \rho \partial^{2} / \partial x^{2}\right)$ and using the dispersion relation (2.6) we see

$$
\begin{equation*}
\left(g-\frac{T}{\rho} \kappa\right) \eta^{\prime}=\frac{\sigma^{2}}{\kappa} \eta^{\prime}=-2 \nu \frac{\partial^{2} \phi}{\partial x^{2}} \tag{3.11}
\end{equation*}
$$

So by virtue of Laplace's equation (3.2), equation (3.9) becomes simply

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\left(g-\frac{T}{\rho} \kappa\right) \eta^{*}+4 \nu \frac{\partial^{2} \phi}{\partial z^{2}}=0 \tag{3.12}
\end{equation*}
$$

on $z=\eta^{*}$. Lastly we note that the term $-4 \nu \partial^{2} \phi / \partial z^{2}$ represents precisely the additional pressure term given by (2.9). For since $\mathrm{i} \sigma=-\partial / \partial t$ and $k=\partial / \partial z$ we have, apart from the constant term,

$$
\begin{equation*}
-\delta p=4 \mu k \frac{\partial \eta}{\partial t}=4 \mu k v=4 \mu \frac{\partial^{2} \phi}{\partial z^{2}} \tag{3.13}
\end{equation*}
$$

We see then that the last term in equation (3.12) represents an additional pressure, half of which comes from the viscous component in the normal stress $p_{n n}$. The other half comes from the thickening of the vortical boundary layer due to the piling up of mass induced by the tangential stress at the base of the boundary layer.

It is important to recognize that the boundary conditions (3.8) and (3.12) for the potential $\phi$ are to be evaluated not at the free surface $z=\eta$ but at the modified free surface $z=\eta^{*}$. After the solution for $\phi$ is determined, together with $\eta^{*}$, the free surface $z=\eta$ may be recovered by means of (3.7).

## 4. Discussion

In §3 we simplified the analysis by linearizing the two boundary conditions (3.3) and (3.4). Some linearization is already inherent in any case in the last two terms on the right of these equations. It is not difficult to show that if we retain nonlinear terms on the surface slope $\epsilon$, but not in the ratio $k D_{0}$ of the boundary-layer thickness to the wavelength, then (3.8) and (3.12) above are generalized to

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+\frac{1}{2}(\nabla \phi)^{2}+g \eta^{*}-\frac{T}{\rho} \kappa(\eta)+4 \nu \frac{\partial^{2} \phi}{\partial n^{2}}=0 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \eta^{*}}{\partial t}+\frac{\partial \eta^{*}}{\partial x} \frac{\partial \phi}{\partial x}=\frac{\partial \phi}{\partial z} \tag{4.2}
\end{equation*}
$$

on $z=\eta^{*}$, at least to order $\epsilon^{2}$. At order $\epsilon^{2}$, we find a contribution to the mass transport and its normal gradient just beneath the vortical boundary layer, which, to this order, may simply be added to the solutions of (4.1) and (4.2). The centrifugal forces associated with the mass transport velocity must however be incorporated into (4.2) at order $\epsilon^{3}$.

However, the second-order vorticity generated by parasitic capillary waves and released from beneath the boundary layers (Longuet-Higgins 1955, 1960) is much greater than that from the original gravity wave. This vorticity may accumulate very rapidly (in one gravity-wave period) near the crest of the gravity wave and produce a crest vortex. This in turn may significantly affect the dynamics of the parasitic capillaries (see Longuet-Higgins 1991).

We note that all of the above analysis applies to non-breaking and non-turbulent motions in which the kinematic viscosity $\nu$ represents the molecular viscosity. It is highly interesting to consider whether an analogous theory might be formulated for breaking waves, in which $\nu$ would be replaced by a turbulent eddy coefficient. A full discussion of this question is beyond the scope of the present note, except to remark that generally it will be necessary to include an exchange of mass between the vortical and non-vortical parts of the flow across the lower boundary of the vortical layer. For plunging breakers, a flux of mass and momentum across the upper boundary will also be required. A further requirement is that the vorticity in the surface layer should decay in a time interval of the order of a wave period at most. A residual mean vorticity may however be added in the form of a surface shear current.
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## Introductory Notes for Part G G. Radiation Stresses

## Papers G1 to G13

The flux of energy associated with progressive water is well recognized; see for example Lamb's classic work (Lamb 1932). The flux of momentum, on the other hand, has been little, if ever, discussed. The radiation stress, as defined in paper GI, is the additional fux of momentum associated with a train of waves, and it has many practical consequences. In Paper G1, it is used to explain the coupling between a short surface wave and the orbital motion of a longer wave on which it rides. Paper G2 extends the analysis to waves riding on an arbitrary surface current. Some specific examples are worked out. The radiation stress is in general a tensor $S_{i j}$, defining the additional transfer of i -momentum in the $j$-direction. In G3, it is shown that the concept explains the phenomenon of "surfbeats" and in G4 how it explains the wave "set-up", which is especially important during hurricanes near a shoreline. Paper G5, which could well be read first, is a simplified account of the theory, with a number of applications. It also extends the theory so as to include surface-tension.

Note that a subsequent paper by Bretherton and Garrett (1986) derived many of the foregoing results from the general principle of the conservation of wave action. While this supplies deep insight, the radiation stress remains a useful and easily visualized concept.

Papers G7 and G8 apply the theory to gravity waves approaching a shoreline obliquely, and show that it is the diagonal term in the radiation stress tensor that drives the observed "longshore currents" parallel to the shoreline.

Papers G9 and G10 were motivated by various proposals for extracting energy from sea waves. They point out that if some energy is extracted, by whatever means, then a corresponding quantity of wave momentum must be extracted at the same time. This will produce a mean horizontal force on the device, which must be taken into practical consideration. The principle is demonstrated by some simple experiments. It is shown also that radiation stresses may be used to propel a boat forwards.

Paper G12 is included in this section because of its involvement with the principle of action conservation. G13 is an experimental paper on short, windgenerated waves riding on longer waves. The theoretical results of Paper Gl are used in interpreting the observations.
G. Radiation Stresses

# Changes in the form of short gravity waves on long waves and tidal currents 

By M. S. LONGUET-HIGGINS<br>National Institute of Oceanography, Surrey<br>and R. W. STEWART<br>University of British Columbia

(Received 2 January 1980)
Short gravity waves, when superposed on much longer waves of the same type, have a tendency to become both shorter and steeper at the crests of the longer waves, and correspondingly longer and lower in the troughs. In the present paper, by taking into account the non-linear interactions between the two wave trains, the changes in wavelength and amplitude of the shorter wave train are rigorously calculated. The results differ in some essentials from previous estimates by Unna. The variation in energy of the short waves is shown to correspond to work done by the longer waves against the radiation stress of the short waves, which has previously been overlooked. The concept of the radiation stress is likely to be valuable in other problems.

## 1. Introduction

It is well known that when gravity waves of fairly short wavelength ride upon the surface of much longer waves such as ocean swell or tidal currents then the wavelength of the short waves is diminished at the crests of the long waves and increased in the troughs. The phenomenon was pointed out by Unna in a series of papers (1941, 1942, 1947). The relative shrinking of the short wavelength $L^{\prime}$ compared to its mean value $L$ was expressed by Unna (1947) as

$$
\begin{equation*}
\frac{L^{\prime}}{\widetilde{L}}=1-a_{2} k_{2} \operatorname{coth} k_{2} h \tag{1.1}
\end{equation*}
$$

at the crests of the long waves, where $a_{2}$ denotes the amplitude and $2 \pi / k_{2}$ the wavelength of the long waves; $h$ denotes the total mean depth.

Besides this contraction of the wavelength on the long-wave crests, the amplitude of the short waves can be expected to be correspondingly increased. On intuitive grounds Unna (1947) suggested the formula

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+a_{2} k_{8} \operatorname{coth} k_{2} h, \tag{1.2}
\end{equation*}
$$

where $a_{1}$ is the mean value of $a^{\prime}$.
Being unconvinced by Unna's reasoning, we carried out a systematic evaluation of the wave motion by Stokes's method of approximation, as far as the second order. This method allows one to calculate rigorously the change in
wavelength and amplitude arising from non-linear interactions between the two wave trains. The results are given in § 2 of the present paper. Equation (1.1) is verified, but in place of (1.2) we find

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+a_{2} k_{2}\left(\frac{3}{4} \operatorname{coth} k_{2} h+\frac{1}{4} \tanh k_{2} h\right) . \tag{1.3}
\end{equation*}
$$

In deep water (when $k_{2} h \rightarrow \infty$ ) both (1.2) and (1.3) tend to the same result

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+a_{2} k_{2} \tag{1.4}
\end{equation*}
$$

An interesting physical interpretation of (1.3) can be given. In §3 of this paper it is shown that when a train of gravity waves of amplitude a ride upon a steady current $U$, the transfer of energy across any vertical plane normal to the motion is the sum of four terms

$$
\begin{equation*}
E c_{a}+E U+S_{x} U+\frac{1}{2} \rho h U^{\prime 3} \tag{1.5}
\end{equation*}
$$

where $E$ denotes the mean energy density, $c_{g}$ denotes the group velocity and $U^{\prime}$ is a modified stream velocity. $S_{x}$ is defined below. The first two terms of (1.5) represent simply the bodily transport of energy by the group velocity $c_{\sigma}$ and by the stream velocity $U$. The last term in (1.5) represents the transport by the stream $U^{\prime}$ of its own kinetic energy. All these terms are to be expected. However, the third term $S_{x} U$ represents the work done by the current $U$ against the radiation stress of the waves. $S_{x}$ is given by

$$
\begin{equation*}
S_{x}=E\left(\frac{2 c_{g}}{c}-\frac{1}{2}\right) \tag{1.6}
\end{equation*}
$$

which for short waves reduces to $\frac{1}{2} E$. The quantity $S_{x}$ is one component of a two-dimensional stress tensor defined in §3. The presence of this term does not seem to have been pointed out previously.

If the short waves are riding not upon a uniform current but upon much longer waves, then the alternate contraction and expansion at the surface of the longer waves results in work being done against the radiation stress of the short waves. In $\S 5$ it is shown that if this work is assumed to appear as additional energy in the short waves, then there must be a change in the amplitude of the short waves precisely by (1.3) This confirms the conclusions of §2.

By the same method we are also able to calculate the change in the form of short waves riding on very long waves such as tidal currents. Setting $k_{2} h \ll 1$ in equation (1.3) gives

$$
\begin{equation*}
\frac{a^{\prime}}{a} \div 1+\frac{3 a_{2}}{4 h} \tag{1.7}
\end{equation*}
$$

This, however, is valid only when the ratio of the wave frequencies $\sigma_{2} / \sigma_{1}$ is still small compared with $k_{2} h$. If both $\sigma_{2} / \sigma_{1}$ and $k_{2} h$ are small but of the same order of magnitude we find, on the crests of the long waves,

$$
\begin{equation*}
\frac{a^{\prime}}{a}=1+a_{2} k_{2} \frac{3 k_{2} h-2 \sigma_{2} / \sigma_{1}}{\left(2 k_{2} h-\sigma_{2} / \sigma_{1}\right)^{2}} \tag{1.8}
\end{equation*}
$$

This reduces to (1.7) when $\sigma_{2} / \sigma_{1} \ll k_{2} h$.

The results of the present paper may be extended without difficulty to systems of waves crossing at an arbitrary angle, and to wavelengths short enough to be influenced by capillarity. In the latter case, however, viscosity probably plays a predominant role.

## 2. Determination of the wave profile

In this section we shall give a rigorous evaluation of the wave motion by the method of Stokes (1847) as far as the second approximation.

It is well known that in a real fluid the motion does not remain irrotational for long after it is generated from rest, and that a second-order vorticity ultimately penetrates the interior (Longuet-Higgins 1953). However, except in the boundary layers, which are very thin, the vorticity is quasi-steady and produces only second-order currents which, to the second approximation, are simply superposed upon the oscillatory motion. Since we shall be concerned only with the oscillatory part of the motion, it is therefore sufficient to assume the existence of a velocity potertial $\phi$; any steady second-order currents may be added afterwards.

## Infinite depth

Take rectangular axes with the $x$-axis horizontal in the mean surface and the $z$-axis vertically upwards. Let $\mathbf{u}, p, \rho, \zeta$ denote the velocity, pressure, density and surface elevation respectively. Within the fluid we have the following relations

$$
\left.\begin{array}{c}
\mathbf{u}=\nabla \phi  \tag{2.1}\\
\nabla^{2} \phi=0 \\
\frac{p}{\rho}+g z+\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}=0
\end{array}\right\}
$$

the second equation being the equation of continuity and the third being Bernoulli's integral with the arbitrary function of $t$ absorbed into $\phi$. The boundary conditions are

$$
\left.\begin{array}{r}
\left(\frac{p_{0}}{\rho}+g z+\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}\right)_{z=\zeta}=0, \\
\left(\frac{\partial \zeta}{\partial t}+\frac{\partial \phi}{\partial x} \frac{\partial \zeta}{\partial x}-\frac{\partial \phi}{\partial z}\right)_{z=\zeta}=0, \tag{2.2}
\end{array}\right\}
$$

and

$$
\begin{equation*}
\lim _{s \rightarrow-\infty} \nabla \phi=0 \tag{2.3}
\end{equation*}
$$

where $p_{0}$ denotes the pressure at the free surface (hereafter assumed to be zero). The surface conditions (2.2) may be replaced by conditions to be satisfied at $z=0$ by assuming the left-hand sides to be expansible in a power series in $z$

$$
\left.\begin{array}{r}
g \zeta+\left(\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}\right)_{z=0}+\zeta\left[\frac{\partial}{\partial z}\left(\frac{1}{2} \mathbf{u}^{a}+\frac{\partial \phi}{\partial t}\right)\right]_{s=0}+\ldots=0  \tag{2.4}\\
\frac{\zeta}{t t}+\left(\frac{\partial \phi}{\partial x} \frac{\partial \zeta}{\partial x}-\frac{\partial \phi}{\partial z}\right)_{\varepsilon=0}+\zeta\left[\frac{\partial}{\partial z}\left(\frac{\partial \phi}{\partial x} \frac{\partial \zeta}{\partial x}-\frac{\partial \phi}{\partial z}\right)\right]_{z=0}+\ldots=0
\end{array}\right\}
$$

Now let us assume expansions of the form

$$
\left.\begin{array}{rl}
\mathbf{u} & =\epsilon \mathbf{u}^{(1)}+\epsilon^{2} \mathbf{u}^{(2)}+\ldots,  \tag{2.5}\\
\phi & =\epsilon \phi^{(1)}+\epsilon^{2} \phi^{(2)}+\ldots, \\
\zeta & =\epsilon \zeta^{(1)}+\epsilon^{2} \zeta^{(2)}+\ldots, \\
\frac{p}{\rho}+g z & =\epsilon p^{(1)}+\epsilon^{2} p^{(2)}+\ldots,
\end{array}\right\}
$$

where $\epsilon$ is a small quantity.* On substituting in equations (2.1), (2.3), (2.4), we have

$$
\left.\begin{array}{r}
\mathbf{u}^{(1)}=\nabla \phi^{(1)}, \\
\frac{x^{(1)}}{\rho}+\frac{\partial \phi^{(1)}}{\partial t}=0, \\
\nabla^{2} \phi^{(1)}=0,  \tag{2.8}\\
\lim _{\varepsilon \rightarrow-\infty} \nabla \phi^{(1)}=0,
\end{array}\right\}
$$

Elimination of $\zeta^{(1)}$ from the last two equations gives

$$
\begin{equation*}
\left(\frac{\partial^{2} \phi^{(1)}}{\partial t^{2}}+g \frac{\partial \phi^{(t)}}{\partial z}\right)_{2=0}=0 . \tag{2.9}
\end{equation*}
$$

Equations (2.7) and (2.9) are equations for $\phi^{(1)}$ alone, while the remaining equations give $u^{(1)}, p^{(1)}$ and $\zeta^{(1)}$ in terms of $\phi^{(1)}$.

As a solution of these equations we select the first-order motion corresponding to two progressive surface waves of wave-numbers $k_{1}$ and $k_{2}$; that is

$$
\begin{equation*}
\phi^{(1)}=A_{1} e^{k_{1} \varepsilon} \cos \left(k_{1} x-\sigma_{1} t+\theta_{1}\right)+A_{2} e^{k_{2} z} \cos \left(k_{2} x-\sigma_{2} t+\theta_{2}\right) \tag{2.10}
\end{equation*}
$$

where $A_{1}, A_{2}, \sigma_{1}, \sigma_{2}, k_{1}, k_{2}$ are constants and

$$
\begin{equation*}
\sigma_{1}^{2}=g k_{1}, \quad \sigma_{2}^{2}=g k_{2} \tag{2.11}
\end{equation*}
$$

The corresponding free surface is given by

$$
\begin{equation*}
\zeta^{(1)}=a_{1} \sin \left(k_{1} x-\sigma_{1} t+\theta_{1}\right)+a_{2} \sin \left(k_{2} x+\sigma_{2} t+\theta_{2}\right), \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}=-\frac{A_{1} k_{1}}{\sigma_{1}}, \quad a_{2}=-\frac{A_{2} k_{2}}{\sigma_{2}} \tag{2.13}
\end{equation*}
$$

* $\epsilon$ is proportional roughly to the surface slope; here, however, $\epsilon$ will be used only as an ordering parameter.

Proceeding now to the second approximation, we have to satisfy

$$
\left.\begin{array}{c}
u^{(2)}=\nabla \phi^{(2)}, \\
\frac{p^{(2)}}{\rho}+\frac{1}{2} u^{(1) 2}+\frac{\partial \phi^{(2)}}{\partial t}=0, \\
\nabla^{2} \phi^{(2)}=0, \\
\lim _{z \rightarrow-\infty} \nabla \phi^{(2)}=0,  \tag{2.14}\\
g \zeta^{(2)}+\left(\frac{1}{2} \mathbf{u}^{(1) 2}+\frac{\partial \phi^{(2)}}{\partial t}+\zeta^{(1)} \frac{\partial^{2} \phi^{(1)}}{\partial z \partial t}\right)_{z=0}=0, \\
\frac{\partial \zeta^{(2)}}{\partial t}+\left(\frac{\partial \phi^{(1)}}{\partial x} \frac{\partial \zeta^{(2)}}{\partial x}-\frac{\partial \phi^{(2)}}{\partial z}+\zeta^{(1)} \frac{\partial^{2} \phi^{(2)}}{\partial z^{2}}\right)_{z=0}=0 .
\end{array}\right\}
$$

Elimination of $\zeta^{(2)}$ from the last two equations gives

$$
\begin{equation*}
\left(\frac{\partial^{2} \phi^{(2)}}{\partial t^{2}}+g \frac{\partial \phi^{(2)}}{\partial z}\right)_{z=0}=-\left[\frac{\partial}{\partial t}\left(\mathbf{u}^{(1) 2}\right)+\zeta^{(1)} \frac{\partial}{\partial z}\left(\frac{\partial^{2} \phi^{(1)}}{\partial t^{2}}+g \frac{\partial \phi^{(1)}}{\partial z}\right)\right]_{z=0} \tag{2.15}
\end{equation*}
$$

On substituting the special solution (2.10) in the right-hand side, we see that the last group of terms vanishes identically, and we have

$$
\begin{align*}
\frac{\partial^{2} \phi^{(2)}}{\partial t^{2}}+g \frac{\partial \phi^{(2)}}{\partial z} & =-\frac{\partial}{\partial t}\left(\mathbf{u}^{(2) 2}\right) \\
& =2 A_{1} A_{2} k_{1} k_{2}\left(\sigma_{1}-\sigma_{2}\right) \cos \left\{\left(k_{1}-k_{2}\right) x-\left(\sigma_{1}-\sigma_{2}\right) t+\left(\theta_{2}-\theta_{2}\right)+\frac{1}{2} \pi\right\} . \tag{2.16}
\end{align*}
$$

This and the above equations for $\phi^{(2)}$ are satisfied by

$$
\begin{equation*}
\phi^{(2)}=\left(A_{1} A_{2} k_{1} k_{2} / \sigma_{2}\right) e^{\left(k_{1}-k_{2}\right) x} \cos \left\{\left(k_{1}-k_{2}\right) x-\left(\sigma_{1}-\sigma_{2}\right) t+\left(\theta_{1}-\theta_{2}-\frac{1}{2} \pi\right)\right\}+C t \tag{2.17}
\end{equation*}
$$

where $C$ is an arbitrary constant to be determined by the condition that the origin is in the mean surface level. In fact $\zeta^{(2)}$ may be found from (2.14):

$$
\begin{equation*}
g \zeta^{(2)}=-\left(\frac{\partial \phi^{(2)}}{\partial t}+\frac{1}{2} \mathbf{u}^{(1) 2}+\zeta^{(1)} \frac{\partial^{2} \phi^{(1)}}{\partial z \partial t}\right)_{z=0} \tag{2.18}
\end{equation*}
$$

On making the substitutions and writing for short

$$
\begin{equation*}
k_{1} x-\sigma_{1} t+\theta_{1}=\psi_{1}, \quad k_{2} x-\sigma_{2} t+\theta_{2}=\psi_{2} \tag{2.19}
\end{equation*}
$$

we find

$$
\begin{equation*}
\zeta^{(2)}=-\frac{1}{2} a_{1}^{2} k_{1} \sin 2 \psi_{1}-\frac{1}{2} a_{2}^{2} k_{2} \sin 2 \psi_{2}, \quad-a_{1} a_{2}\left(k_{1} \cos \psi_{1} \cos \psi_{2}-k_{2} \sin \psi_{1} \sin \psi_{2}\right) \tag{2.20}
\end{equation*}
$$

Thus if the small parameter $e$ is absorbed into $a_{1}, a_{2}$ by writing $\epsilon=1$, we have

$$
\begin{align*}
\zeta= & \left(a_{1} \sin \psi_{1}-\frac{1}{2} a_{1}^{2} k_{1} \sin 2 \psi_{1}\right)+\left(a_{2} \sin \psi_{2}-\frac{1}{2} a_{2}^{2} k_{2} \sin 2 \psi_{2}\right) \\
& -a_{1} a_{2}\left(k_{1} \cos \psi_{2} \cos \psi_{2}-k_{2} \sin \psi_{1} \sin \psi_{2}\right)+\ldots . \tag{2.21}
\end{align*}
$$

It is supposed that one of the waves is short compared with the other, say $k_{1} \gg k_{2}$, and we wish to examine the influence of the second wave upon the first. For this purpose the terms in $a_{1}^{2}, a_{2}, a_{2}^{2}$ are irrelevant, and the remaining terms in (2.21) may be written

$$
\begin{equation*}
a_{2} \sin \psi_{1}\left(1+a_{2} k_{2} \sin \psi_{2}\right)-a_{2} \cos \psi_{1}\left(a_{2} k_{1} \cos \psi_{2}\right) \tag{2.22}
\end{equation*}
$$

Now if $P, Q$ are any small quantities (varying slowly compared to $\psi_{1}$ ), the expression

$$
\begin{equation*}
\zeta=a_{1}(1+P) \sin \psi_{1}+a_{1} Q \cos \psi_{1} \tag{2.23}
\end{equation*}
$$

represents a wave of slightly modified amplitude

$$
\begin{equation*}
a^{\prime}=c_{1}(1+P) \tag{2.24}
\end{equation*}
$$

and of slightly modified wave-number

Writing

$$
\begin{gather*}
k^{\prime}=k_{1}\left(1+\frac{1}{k_{1}} \frac{\partial Q}{\partial x}\right)  \tag{2.25}\\
P=a_{2} k_{2} \sin \psi_{2}, \quad Q=-a_{2} k_{1} \cos \psi_{2} \tag{2.26}
\end{gather*}
$$

we see that the amplitude of the small waves is increased by a factor

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+P=1+a_{2} k_{2} \sin \psi_{2} \tag{2.27}
\end{equation*}
$$

and the wave-number is increased by the same factor; the wavelength is therefore correspondingly reduced. This factor varies between ( $1+a_{2} k_{2}$ ) on the crests of the long wave and ( $1-a_{2} k_{2}$ ) in the troughs.

## Finite depth

We now suppose that the water is of uniform finite depth $h$ and that $k_{1} h, k_{2} h$ are not necessarily large. The boundary condition at the bottom ( $z=-h$ ) is that the vertical velocity vanishes
and so

$$
\begin{gather*}
\left(\frac{\partial \phi}{\partial z}\right)_{z=-h}=0  \tag{2,28}\\
\left(\frac{\partial \phi^{(1)}}{\partial z}\right)_{z=-h}=\left(\frac{\partial \phi^{(2)}}{\partial z}\right)_{z=-h}=0 \tag{2.29}
\end{gather*}
$$

In order that the elevation of the free surface may be given by

$$
\begin{equation*}
\zeta^{(1)}=a_{1} \sin \psi_{1}+a_{2} \sin \psi_{2} \tag{2.30}
\end{equation*}
$$

in the first approximation, we must have

$$
\begin{align*}
& \qquad \phi^{(1)}=-\frac{a_{1} \sigma_{1}}{k_{1} \sinh k_{1} h} \cosh k_{1}(z+h) \cos \psi_{1}-\frac{a_{2} \sigma_{2}}{k_{2} \sinh k_{2} h} \cosh k_{2}(z+h) \cos \psi_{2}  \tag{2.31}\\
& \text { where } \quad \sigma_{1}^{2}=g k_{1} \tanh k_{1} h, \quad \sigma_{2}^{2}=g k_{2} \tanh k_{2} h \tag{2.32}
\end{align*}
$$

The evaluation of the second approximation now proceeds exactly as before. The algebra is somewhat longer, but may be simplified by omitting all terms except those involving the product $a_{1} a_{2}$ in which alone we are interested. This being understood we have for the surface condition

$$
\begin{equation*}
\left(\frac{\partial^{2} \phi^{(2)}}{\partial t^{2}}+g \frac{\partial \phi^{(z)}}{\partial z}\right)_{z=0}=A \sin \left(\psi_{1}-\psi_{2}\right)+B \sin \left(\psi_{1}+\psi_{2}\right) \tag{2.33}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
A & =-\frac{1}{2} a_{1} a_{2}\left[2 \sigma_{1} \sigma_{2}\left(\sigma_{1}-\sigma_{2}\right)\left(1+\alpha_{1} \alpha_{2}\right)+\sigma_{1}^{3}\left(\alpha_{1}^{2}-1\right)-\sigma_{2}^{3}\left(\alpha_{2}^{2}-1\right)\right],  \tag{2.34}\\
B & =-\frac{1}{2} a_{1} a_{2}\left[2 \sigma_{1} \sigma_{2}\left(\sigma_{1}+\sigma_{2}\right)\left(1-\alpha_{1} \alpha_{2}\right)-\sigma_{1}^{3}\left(\alpha_{1}^{2}-1\right)-\sigma_{2}^{3}\left(\alpha_{2}^{2}-1\right)\right]
\end{array}\right\}
$$

and where we have written

$$
\begin{equation*}
\alpha_{1}=\operatorname{coth} k_{1} h, \quad \alpha_{2}=\operatorname{coth} k_{2} h \tag{2.35}
\end{equation*}
$$

for brevity. The solution of this equation satisfying Laplace's equation and equation (2.29) is

$$
\begin{align*}
\phi^{(2)}= & \frac{A \cosh \left(k_{1}-k_{2}\right)(z+h) \sin \left(\psi_{1}-\psi_{2}\right)}{-\left(\sigma_{1}-\sigma_{2}\right)^{2} \cosh \left(k_{1}-k_{2}\right) h+g\left(k_{1}-k_{2}\right) \sinh \left(k_{1}-k_{2}\right) h} \\
& +\frac{B \cosh \left(k_{1}+k_{2}\right)(z+h) \sin \left(\psi_{1}+\psi_{2}\right)}{-\left(\sigma_{1}+\sigma_{2}\right)^{2} \cosh \left(k_{1}+k_{2}\right) h+g\left(k_{1}+k_{2}\right) \sinh \left(k_{1}+k_{2}\right) h} . \tag{2.36}
\end{align*}
$$

On substituting this expression in (2.18) and using the period equations (2.32), we find

$$
\begin{equation*}
g \zeta^{(2)}=\frac{1}{2} a_{1} a_{2}\left[C \cos \left(\psi_{1}-\psi_{2}\right)-D \cos \left(\psi_{1}+\psi_{2}\right)\right] \tag{2.37}
\end{equation*}
$$

where

$$
\begin{align*}
& C=\frac{\left[2 \sigma_{1} \sigma_{2}\left(\sigma_{1}-\sigma_{2}\right)\left(1+\alpha_{1} \alpha_{2}\right)+\sigma_{1}^{2}\left(\alpha_{1}^{2}-1\right)-\sigma_{2}^{3}\left(\alpha_{2}^{2}-1\right)\right]\left(\sigma_{1}-\sigma_{2}\right)\left(\alpha_{1} \alpha_{2}-1\right)}{\sigma_{1}^{2}\left(\alpha_{1}^{2}-1\right)-2 \sigma_{1} \sigma_{2}\left(\alpha_{1} \alpha_{2}-1\right)}+ \\
&+\sigma_{2}^{2}\left(\alpha_{2}^{2}-1\right)  \tag{2.38}\\
&\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)-\sigma_{1} \sigma_{2}\left(\alpha_{1} \alpha_{2}+1\right)
\end{align*}
$$

and $D$ is given by a similar expression with the signs of $\alpha_{2}, \sigma_{2}$ reversed. A more convenient form for $\zeta^{(2)}$, equivalent to the above, is

$$
\begin{equation*}
\zeta^{(2)}=a_{1} a_{2} k_{1} / \alpha_{1}\left[E \cos \psi_{1} \cos \psi_{2}+F \cdot \sin \psi_{1} \sin \psi_{2}\right] \tag{2.39}
\end{equation*}
$$

where

$$
E=\frac{\begin{array}{c}
\alpha_{1} \alpha_{2}\left[\left(\alpha_{1}^{2}-1\right)^{2}-\lambda^{2}\left(3 \alpha_{1}^{2}+1\right)\left(\alpha_{2}^{2}-1\right)-\lambda^{4}\left(3 \alpha_{2}^{2}+1\right)\left(\alpha_{1}^{2}-1\right)+\lambda^{6}\left(\alpha_{2}^{2}-1\right)^{2}\right] \\
+2 \lambda^{3}\left(\alpha_{1}^{2} \alpha_{2}^{2}-1\right)\left(\alpha_{1}^{2}+\alpha_{2}^{2}\right) \tag{2.40}
\end{array}}{\left[\left(\alpha_{1}^{2}-1\right)-2 \lambda \alpha_{1} \alpha_{2}+\lambda^{2}\left(\alpha_{2}^{2}-1\right)\right]^{2}-4 \lambda^{2}},
$$

$F=\frac{-2 \alpha_{1} \alpha_{2}\left[\lambda\left(\alpha_{1}^{4}-1\right)+\lambda^{5}\left(\alpha_{2}^{4}-1\right)\right]+\left(\alpha_{1}^{2}+\alpha_{2}^{2}+2 \alpha_{1}^{2} \alpha_{2}^{2}\right)\left[\lambda^{2}\left(\alpha_{1}^{2}-1\right)+\lambda^{4}\left(\alpha_{2}^{2}-1\right)\right]}{\left[\left(\alpha_{1}^{2}-1\right)-2 \lambda \alpha_{1} \alpha_{2}+\lambda^{2}\left(\alpha_{2}^{2}-1\right)\right]^{2}-4 \lambda^{2}}$,
and where we have written

$$
\begin{equation*}
\sigma_{2} / \sigma_{1}=\lambda \tag{2.41}
\end{equation*}
$$

The quantities $P, Q$ of equation (2.23) are now given by

$$
\left.\begin{array}{l}
P=\left(a_{2} k_{1} / \alpha_{1}\right) F \sin \psi_{2},  \tag{2.43}\\
Q=\left(a_{2} k_{1} / \alpha_{1}\right) E \cos \psi_{2} .
\end{array}\right\}
$$

The case of deep water is easily retrieved from the above expressions by letting

$$
\begin{equation*}
\alpha_{1} \rightarrow 1, \quad \alpha_{2} \rightarrow 1 \tag{2.44}
\end{equation*}
$$

(in that order, since $\sigma_{1}>\sigma_{2}$ ). We then find

$$
\begin{equation*}
E \rightarrow-1, \quad F \rightarrow \lambda^{2}=k_{2} / k_{1} \tag{2.45}
\end{equation*}
$$

and the equations (2.43) for $P$ and $Q$ reduce to (2.26).
Let us now suppose that the shorter waves are effectively in deep water ( $e^{-k_{2} h}$ is negligible) but that the depth $h$ is not necessarily great compared with
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the wavelength of the long waves. Under these conditions $\alpha_{1}$ tends to 1 and $\lambda^{2}\left(\alpha_{2}^{2}-1\right)$ becomes a factor in both numerator and denominator of $E$ and $F$. Hence

$$
\left.\begin{array}{l}
E=\frac{-2 \alpha_{2}\left(2-\lambda \alpha_{2}\right)+2 \lambda-\lambda^{4} \alpha_{2}\left(\alpha_{2}^{2}-1\right)}{\left(2-\lambda \alpha_{2}\right)^{2}-\lambda^{2}}  \tag{2.46}\\
F=\frac{-2 \alpha_{2} \lambda^{3}\left(1+\alpha_{2}^{2}\right)+\lambda^{2}\left(1+3 \alpha_{2}^{2}\right)}{\left(2-\lambda \alpha_{2}\right)^{2}-\lambda^{2}}
\end{array}\right\}
$$

Of particular interest to us is the case when $\lambda$ is very small. Then

$$
\begin{equation*}
E=-\alpha_{2}, \quad F=\lambda^{2} \frac{1+3 \alpha_{2}^{2}}{4} \tag{2.47}
\end{equation*}
$$

and so

$$
\left.\begin{array}{l}
P=a_{2} k_{2} \frac{1+3 \alpha_{2}^{2}}{4 \alpha_{2}} \sin \psi_{2}  \tag{2.48}\\
Q=-a_{2} k_{2} \alpha_{2} \cos \psi_{2}
\end{array}\right\}
$$

Hence the wave amplitude is increased by a factor

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+a_{2} k_{2}\left(\frac{1}{4} \tanh k_{2} h+\frac{3}{4} \operatorname{coth} k_{2} h\right) \sin \psi_{2} \tag{2.49}
\end{equation*}
$$

and the wave-number is increased by a factor

$$
\begin{equation*}
\frac{k^{\prime}}{k_{1}}=1+a_{2} k_{2} \operatorname{coth} k_{2} h \sin \psi_{2} \tag{2.50}
\end{equation*}
$$

This is always assuming that $k_{2} h$ is not very small also.
The case when the longer waves are effectively in shallow water, that is

$$
\begin{equation*}
\tanh k_{2} h=\frac{1}{\alpha_{1}} \equiv \mu \ll 1 \tag{2.51}
\end{equation*}
$$

may also be studied. Such a situation may occur, for example, with waves riding on a tidal current. But the small quantities $\lambda, \mu$ may be of the same order of magnitude. In a typical situation we might have waves of period $T_{1}=10$ seconds riding on a tidal stream of period $T_{2}=12.4$ hours, in 50 fathoms of water. Then

$$
\begin{equation*}
\lambda=\frac{\sigma_{2}}{\sigma_{1}}=\frac{T_{1}}{T_{2}}=2.2 \times 10^{-4} \tag{2.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu \div k_{2} h=\frac{2 \pi h}{T_{2} \sqrt{(g h)}}=4.4 \times 10^{-4} \tag{2.53}
\end{equation*}
$$

Retaining the terms of lowest order in both $\lambda$ and $\mu$, we find from (2.46)
and so from (2.43)

$$
\left.\begin{array}{l}
E=-\frac{2}{2 \mu-\lambda}+\frac{\lambda^{4}}{\mu(2 \mu-\lambda)^{2}}  \tag{2.54}\\
F=\frac{\lambda^{2}(3 \mu-2 \lambda)}{\mu(2 \mu-\lambda)^{2}},
\end{array}\right\}
$$

$$
\left.\begin{array}{l}
P=a_{2} k_{2} \frac{3 \mu-2 \lambda}{(2 \mu-\lambda)^{2}} \sin \psi_{2}  \tag{2.55}\\
Q=-a_{2} k_{1}\left\{\frac{2}{2 \mu-\lambda}-\frac{\lambda^{4}}{\mu(2 \mu-\lambda)^{2}}\right\} \cos \psi_{2} \cdot
\end{array}\right\}
$$

The changes in wave amplitude and wave-number are therefore given by
and

$$
\begin{gather*}
\frac{a^{\prime}}{a_{1}}=1+a_{2} k_{2} \frac{3 \mu-2 \lambda}{(2 \mu-\lambda)^{2}} \sin \psi_{3},  \tag{2.56}\\
\frac{k^{\prime}}{k_{1}}=1+a_{2} k_{2}\left(\frac{2}{2 \mu-\lambda}-\frac{\lambda^{4}}{\mu(2 \mu-\lambda)^{2}}\right) \sin \psi_{2} . \tag{2.57}
\end{gather*}
$$

When $\lambda / \mu$ is small these equations reduce to
and

$$
\begin{align*}
& \frac{a^{\prime}}{a_{1}}=1+\frac{3 a_{2}}{4 h} \sin \psi_{2}  \tag{2.58}\\
& \frac{k^{\prime}}{k}=1+\frac{a_{2}}{h} \sin \psi_{2} \tag{2.59}
\end{align*}
$$

respectively.
The above results for shallow water may also be deduced directly starting from a velocity potential

$$
\begin{equation*}
\phi^{(1)}=-\frac{a_{1} \sigma_{1}}{k_{1}} e^{k_{1} x} \cos \psi_{1}-\frac{a_{2} \sigma_{2}}{\dot{k}_{2}^{2} h}\left[1+\frac{1}{2} k_{2}^{2}(z+h)^{2}\right] \cos \psi_{2} . \tag{2.60}
\end{equation*}
$$

The only other special cases of interest are when the longer waves are shallowwater waves and the shorter waves are either shallow-water or deep-water waves. However, the results are all contained in equation (2.41), and the appropriate simplifications may be left to the reader.

## Standing waves

So far we have considered only waves of progressive type riding on longer waves, also of progressive type, travelling in the same direction.

It is evident, however, that when $\lambda$ is very small $(\lambda \ll \mu)$ the expressions for the shortening or the steepening of the waves are unaffected if $\lambda$ is reversed in sign, that is if the direction of one of the waves is reversed. Hence the shortening and steepening of the waves are the same whether the second system of waves is travelling in the same or opposite direction to the first.

Further, the interaction terms, on which these effects depend, are evidently linear in the two wave amplitudes $a_{1}, a_{2}$ separately. It follows that, if two of the longer waves are superposed to give a standing wave, and if the short progressive waves ride on top of these, the relative shortening and steopening will be similar. More precisely if

$$
\begin{align*}
\zeta^{(1)} & =a_{1} \sin \left(k_{1} x-\sigma_{1} t+\theta_{1}\right)+a_{2} \sin \left(k_{2} x-\sigma_{2} t+\theta_{2}\right)+a_{2} \sin \left(k_{2} x+\sigma_{2} t+\theta_{2}\right) \\
& =a_{1} \sin \left(k_{1} x-\sigma_{1} t+\theta_{1}\right)+2 a_{2} \sin k_{2} x \cos \left(\sigma_{2} t+\theta_{2}\right) \tag{2.61}
\end{align*}
$$

then on the crests of the longer waves the amplitude of the shorter waves is found to increase by a factor

$$
\begin{equation*}
1+a_{2} k_{2}\left(\frac{1}{3} \tanh k_{2} h+\frac{3}{2} \operatorname{coth} k h\right) \tag{2.62}
\end{equation*}
$$

and the wavelength is diminished by a factor

$$
\begin{equation*}
1+2 a_{2} k_{2} \operatorname{coth} k_{2} h \tag{2.63}
\end{equation*}
$$

If $a_{2}$ is written for $2 a_{2}$ these formulae are similar to (2.49) and (2.50).









## 3. The radiation stresses
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In a non-vigcous fluid, the rate of transfer of encrgy acrass a surface fixed in sijacse is given by

$$
\begin{equation*}
R=\iint_{S}\left(p+\frac{z}{2} \rho \mathbf{u}^{2}+\rho g z\right) \mathbf{u} \cdot \mathbf{n} d S \tag{3.1}
\end{equation*}
$$

where $n$ denotes the unit normal to the surface, and $z$ is measured rertically upwards. Hence the mean rate of transfer across a vertical plane $x=$ const., per unit distance in the $y$-direction, is

$$
\begin{equation*}
R_{x}=\overline{\int_{-h}^{\zeta}\left(p+\frac{1}{2} \rho \mathbf{u}^{2}+\rho g z\right) u d z} \tag{3.2}
\end{equation*}
$$

where $z=\zeta(t)$ denotes the free surface, and the mean value with respect to time, indicated by a bar, is taken after performing the integration. We now express the velocity as the sum of two parts

$$
\begin{equation*}
\mathbf{u}=\mathbf{U}+\mathbf{u}^{\prime} \tag{3.3}
\end{equation*}
$$

where $\mathbf{U}=(U, 0,0)$ denotes the mean stream velocity and $\mathbf{u}^{\prime}$ is the additional velocity due to the wave motion. It may be assumed that the mean value of $\mathbf{u}^{\prime}$ at any point in the interior is zero $\quad \overline{\mathbf{u}^{\prime}}=0$
and further that $U$ is independent of z.* On substituting (3.3) into (3.2) and taking mean values, we have identically

$$
\begin{equation*}
R_{x}=R_{0}+R_{1}+R_{2}+R_{3} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \begin{array}{l}
R_{0}=\overline{\int_{-\hbar}^{6}\left(p+\frac{1}{2} \rho \mathbf{u}^{\prime 2}+\rho g z\right) u^{\prime} d z,} \\
R_{1}=\int_{-h}^{\overline{6}}\left(p+\frac{1}{2} \rho \mathbf{u}^{\prime 2}+\rho g z+\rho u^{\prime 2}\right) d z \quad U,
\end{array}  \tag{3.6}\\
& R_{2}=\overline{\int_{-\Lambda}^{6} \frac{3}{2} \rho u^{\prime} d z} U^{2} \text {, } \\
& R_{\mathrm{a}}=\overline{\int_{-\mathrm{K}}^{5} \frac{1}{2} \rho d z} U^{3} .
\end{align*}
$$

[^59]Let us consider these terms separately. The first term $R_{0}$ is simply equal to the energy transfer by the waves in the absence of a steady stream. Adapting the notation of § 2, we have
where

$$
\left.\begin{array}{l}
\zeta=a \cos (k x-\sigma t+\theta)+O\left(a^{2} k\right)  \tag{3.7}\\
\phi=\frac{a \sigma}{k \sinh k h} \cosh k(z+h) \sin (k x-\sigma t+\theta)+O\left(a^{2} \sigma\right),
\end{array}\right\}
$$

Hence it is easily found that, to second order,

$$
\begin{equation*}
R_{0}=\frac{1}{4} \rho g a^{2} c\left(1+\frac{2 k h}{\sinh 2 k h}\right)=E c_{0} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\frac{3}{2} \rho g a^{2} \tag{3.10}
\end{equation*}
$$

denotes the mean energy density per unit horizontal area and

$$
\begin{equation*}
c_{\sigma}=\frac{d \sigma}{d k}=\frac{1}{2} c\left(\bar{i}+\frac{2 k h}{\sinh 2 k h}\right) \tag{3.11}
\end{equation*}
$$

denotes the group velocity (cf. Lamb 1932, § 237).
The second term in (3.6) may be separated into two parts

$$
\begin{equation*}
R_{1}=R_{11}+R_{12} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{11}=\int_{--h}^{\zeta}\left(\frac{1}{2} \rho \mathrm{u}^{\prime 2}+\rho g z\right) d z U+\frac{i}{2} \rho g h^{2} U=E U, \\
& R_{12}=\overline{\int_{-\mathrm{A}}^{5}\left(p+\rho u^{\prime 2}\right) d z} U-\frac{1}{2} \rho g h^{2} U=S_{x} U . \quad \tag{3.13}
\end{align*}
$$

The term $R_{11}$ is self-explanatory; it is the bodily transport of kinetic and gravitational energy by the mean velocity $U$. The term $R_{12}$ is more interesting and its presence does not seem to have been previously noticed. It represents the work done by the mean velocity $U$ against the radiation stress defined by

$$
\begin{equation*}
S_{x}=\sqrt{\int_{-A}^{\zeta}\left(p+\rho u^{\prime 2}\right) d z}-\frac{1}{2} \rho g h^{2} \tag{3.14}
\end{equation*}
$$

To interpret this expression we divide it again into two parts: first take the integral with respect to $z$ up to a fixed point, say the mean level $z=0$. (If $\zeta<0$ then $p$ and $u$ may be extended analytically.) Thus we have

$$
\begin{equation*}
T_{x}=\int_{-\Lambda}^{0} \overline{\left(p+\rho u^{\prime 2}\right) d z}-\frac{1}{2} \rho g h^{2} \tag{3.15}
\end{equation*}
$$

say. In this expression the quantity $\rho \overline{u^{\prime 2}}$ represents the well-known Reynolds stress, which arises because the excess velocity $u^{\prime}$ transfers horizontal momentum $\rho u^{\prime}$ at a rate $\rho u^{\prime 2}$; even when $u^{\prime}$ is negative the contribution to the Reynolds stress is positive.

To obtain $S_{x}$ we have only to add to $T_{x}$ the quantity

$$
\begin{equation*}
Z_{x}=\overline{\int_{0}^{\zeta}\left(p+\rho u^{\prime 2}\right) d z} \tag{3.16}
\end{equation*}
$$

(the integral being interpreted in the usual way when $\zeta<0$ ). In this expression the term $\rho u^{\prime 2}$ contributes only a small quantity of the third order. The remaining term $p$ gives a positive contribution to $Z_{x}$ since when $\zeta$ is positive (the surface is above the mean level) so also is the pressure, and when $\zeta$ is negative so also is $p$; in fact near the mean level $p$ is given almost by the hydrostatic pressure term $\rho g(\zeta-z)$; hence

$$
\begin{equation*}
Z_{x} \div \overline{\int_{0}^{\zeta} \rho g(\zeta-z) d z}=\frac{1}{2} \rho g \overline{\zeta^{2}} \tag{3.17}
\end{equation*}
$$

It will be seen that this term arises essentially from the deformation of the free surface.

On the other hand, to evaluate $T_{x}$ we must express $\bar{p}$ to the second order in the wave amplitude $a$ : assuming $\bar{\zeta}=0$, we find

$$
\begin{equation*}
\bar{p}=-\rho g z-\frac{\rho g a^{2} k}{\sinh 2 k h} \cosh ^{2} k(z+h) . \tag{3.18}
\end{equation*}
$$

It will be seen that the second term on the right is negative, so that the mean pressure at a point is actually reduced by the presence of the waves. On substituting in (3.15) and (3.17) we have, to order $a^{2}$,

$$
\left.\begin{array}{l}
T_{x}=\frac{1}{2} \rho g a^{2} \frac{2 k h}{\sinh 2 k h}  \tag{3.19}\\
Z_{x}=\frac{1}{4} \rho g a^{2} .
\end{array}\right\}
$$

Combining these, we have

$$
\begin{equation*}
S_{x}=\frac{1}{2} \rho g a^{2}\left(\frac{2 k h}{\sinh 2 k h}+\frac{1}{2}\right)=E\left(\frac{2 c_{g}}{c}-\frac{1}{2}\right) \tag{3.20}
\end{equation*}
$$

Thus $S_{x}$ is an additional stress, due to the wave motion, per unit length across a plane normal to the direction of wave propagation. It is composed of the integrated Reynolds stress, plus the stress due to the correlation between surface elevation and pressure, less the effect of the reduction in the average pressure in the body of the fluid due to the presence of the waves. Altogether

$$
\begin{equation*}
R_{1}=\left(E+S_{x}\right) U=E\left(\frac{2 c_{g}}{c}+\frac{1}{2}\right) U \tag{3.21}
\end{equation*}
$$

The last two terms in (3.6) are easily evaluated. Since $\overline{u^{\prime}}$ vanishes everywhere in the interior of the fluid, and $\vec{\zeta}=0$, we have

$$
\begin{equation*}
R_{2}=\frac{3}{2} E U^{2} / c, \quad R_{3}=\frac{1}{2} \rho h U^{3} \tag{3.22}
\end{equation*}
$$

But since the motion is irrotational there is, owing to the mass-transport velocity, a net momentum $E / c$ in the direction of wave propagation (Stokes 1847), that is, a mean velocity $E / c \rho h$. Writing

$$
\begin{equation*}
U+E / c \rho h=U^{\prime} \tag{3.23}
\end{equation*}
$$

and substituting in (3.22) we have, to the present order of approximation,

$$
\begin{equation*}
R_{2}+R_{3}=\frac{1}{2} \rho h U^{\prime 3} \tag{3.24}
\end{equation*}
$$

which represents the transport of the kinetic energy of the current by itself.

Collecting together the various terms, we find

$$
\begin{equation*}
R_{x}=E c_{\sigma}+E U+S_{x} U+\frac{1}{2} p h U^{\prime a} \tag{3.25}
\end{equation*}
$$

where $S_{x}$ and $U^{\prime}$ are given by (3.20) and (3.23).
In an exactly similar way we may calculate the flow of energy in the $y$-direction in the presence of a steady transverse current $U=(0, \nabla, 0)$. This is given by the integral

$$
\begin{equation*}
R_{\nu}=\int_{-\Lambda}^{\zeta}\left(p+\frac{1}{2} \rho \mathbf{u}^{\prime 2}+\rho g z+\nabla^{2}\right) \nabla d z \tag{3.26}
\end{equation*}
$$

which is easily found to be

$$
\begin{gather*}
R_{\nu}=E \nabla+S_{y} \nabla+\frac{1}{2} \rho \hbar \nabla^{3},  \tag{3.27}\\
S_{y}=\frac{1}{4} \rho g a^{2} \frac{2 k h}{\sinh \overline{2 k h}}=E\left(\frac{c_{\rho}}{c}-\frac{1}{2}\right) . \tag{3.28}
\end{gather*}
$$

where
In the general case of a mean stream velocity $\mathbf{U}=(U, \nabla, 0)$ the transfer of energy across a vertical plane in direction $\mathrm{n}=(l, m, 0)$ is

$$
\begin{equation*}
\bar{R}=\overline{\int_{-\mathrm{K}}^{\zeta}\left(p+\frac{1}{2} \rho \mathbf{u}^{\prime 2}+\rho g z+\rho \mathbf{u}^{\prime} \cdot \mathbf{U}+\frac{1}{2} \rho \mathrm{U}^{2}\right)\left(\mathbf{u}^{\prime}+\mathbf{U}\right) \cdot \mathbf{n} d z} \tag{3.29}
\end{equation*}
$$

which by exactly similar analysis is found to be

$$
\begin{equation*}
\bar{R}=E \mathbf{c}_{g} \cdot \mathbf{n}+E \mathbf{U} \cdot \mathbf{n}+\mathbf{U} \cdot \mathbf{S} \cdot \mathbf{n}+\frac{1}{2} \rho h \mathbf{U}^{\prime 2}\left(\mathbf{U}^{\prime} \cdot \mathbf{n}\right) \tag{3.30}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\sigma}=\left(c_{0}, 0,0\right) \tag{3.31}
\end{equation*}
$$

denotes the vector group velocity,

$$
\begin{equation*}
\mathrm{U}^{\prime}=(U+E / \rho c h, \nabla, 0) \tag{3.32}
\end{equation*}
$$

denotes the modified stream velocity, and where $\mathbf{S}$ denotes the tensor

$$
\mathbf{S}=\left(\begin{array}{cc}
S_{x} & 0  \tag{3.33}\\
0 & S_{y}
\end{array}\right)
$$

$S$ may be called the stress tensor of the wave motion. In full it is

$$
\mathbf{S}=\left(\begin{array}{cc}
E\left(\frac{2 c_{g}}{c}-\frac{1}{2}\right) & 0  \tag{3.34}\\
0 & E\left(\frac{c_{g}}{c}-\frac{1}{2}\right)
\end{array}\right)
$$

In very deep water $\left(c_{\theta}=\frac{1}{2} c\right)$ it becomes

$$
\mathbf{S}=\left(\begin{array}{cc}
\frac{1}{2} E & 0  \tag{3.35}\\
0 & 0
\end{array}\right)
$$

and in shallow water $\left(c_{g}=c\right)$ it becomes

$$
\mathbf{S}=\left(\begin{array}{cc}
\frac{3}{2} E & 0  \tag{3.36}\\
0 & \frac{1}{2} E
\end{array}\right)
$$

It is interesting to note that there is also a transport of energy corresponding to a vertical component of velocity $W$ across the horizontal plane $z=$ constant. In fact the mean energy transport per unit horizontal area is

$$
\begin{equation*}
\left(\overline{p+\frac{1}{2} \rho \mathbf{u}^{\prime 2}+\rho g z+\rho w^{\prime} W}+\frac{1}{2} \rho W^{2}\right)\left(w^{\prime}+W\right) . \tag{3.37}
\end{equation*}
$$
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The terms independent of $W$ together vanish identically (there is no upwards transport of energy in an ordinary surface wave). The terms proportional to $W$ are

$$
\begin{equation*}
\left(p+\frac{1}{2} \rho \mathbf{u}^{\prime 2}+\rho g z+\rho w^{\prime 2}\right) W=\frac{\rho g a^{2} k}{2 \sinh 2 k h} \cosh 2 k(z+h) W \tag{3.38}
\end{equation*}
$$

In deep water $(k h \geqslant 1)$ this becomes

$$
\begin{equation*}
\frac{1}{2} W \rho g a^{2} k e^{-2 k z}, \tag{3.39}
\end{equation*}
$$

which is negligible below about half a wavelength.

## 4. The relation between wave amplitude and energy in an accelerated wave

In the preceding section we have calculated the transfer of energy horizontally when surface waves are superposed upon a steady, uniform current. We propose in the following to investigate the case when the surface waves ride not upon a steady current but upon a much longer wave, as in §2, that is to say in place of the steady current $U$ of $\S 3$ we have instead the orbital velocity of the long waves. (This latter velocity is however supposed small compared with the phase velocity of the short waves.)

If the wavelength of the longer waves is sufficiently great compared with that of the shorter waves, then it is permissible to regard the orbital velocity $U$ as being approximately constant and uniform over a period and wavelength, respectively, of the shorter waves. To a certain extent therefore we may make use of the formulae of $\S 3$. However, a significant factor is introduced by the presence of a vertical acceleration in the longer waves; this alters the relation between the amplitude and the energy of the short waves, as will now be shown.

We shall consider from a general point of view the relation between the potential and the kinetic energy of a system undergoing vertical movements.

The discussion of energy relations in frames of reference not moving with constant acceleration leads generally to complications. Therefore we sball agree from the start to refer all energies to a stationary frame of reference.

In the stationary frame of reference, a progressive wave train of amplitude $a^{\prime}$ will have a gravitational potential energy

$$
\begin{equation*}
\text { P.E. }=\frac{1}{4} \rho g a^{\prime 2} \tag{4.1}
\end{equation*}
$$

per unit horizontal distance (apart from terms independent of the wave amplitude $a^{\prime}$ and terms of higher order than the second).

Consider on the other hand the kinetic energy, measured in the same frame of reference. A very general theorem in dynamics states that the kinetic energy of a system of particles of mass $m_{i}$ and velocity $\mathbf{v}_{i}$ is given by

$$
\begin{equation*}
\text { K.E. }=\frac{1}{2} M V^{2}+\sum_{i} \frac{1}{2} m_{i}\left(\mathbf{V}_{i}-\mathbf{V}\right)^{2} \tag{4.2}
\end{equation*}
$$

where $M$ is the total mass and $V$ the velocity of the centre of mass. Now the vertical co-ordinate $Z$ of the centre of mass of a wave train differs from the vertical co-ordinate $Z_{B}$ of the mean free surface by an amount

$$
\begin{equation*}
Z-Z_{B}=\frac{1}{4} \rho a^{\prime 2} / M+\text { constant } \tag{4.3}
\end{equation*}
$$

(neglecting terms of higher order). Hence the vertical velocity of the centre of mass differs from that of the free surface by an amount

$$
\begin{equation*}
\mathbf{V}-\mathbf{V}_{S}=\left[0,0, \frac{\partial}{\partial t}\left(\frac{1}{4} \rho a^{\prime 2} / M\right)\right] \tag{4.4}
\end{equation*}
$$

The first term on the right of (4.2) can therefore be written

$$
\begin{equation*}
\frac{1}{2} M V_{S}^{2}+W_{S} \frac{\partial}{\partial b}\left(\frac{1}{4} \rho a^{\prime 2}\right) \tag{4.5}
\end{equation*}
$$

The last term in (4.2) represents simply the kinetic energy calculated with reference to a frame moving (nearly) with the free surface and is therefore given by

$$
\begin{equation*}
\ddagger \rho a^{\prime 2} \sigma^{\prime 2} / k^{\prime} \tag{4.6}
\end{equation*}
$$

where $2 \pi / \sigma^{\prime}$ and $2 \pi / k^{\prime}$ are the period and wavelength of the waves in the moving frame. But since this frame is accelerated these are related by the equations

$$
\begin{equation*}
\sigma^{\prime 2}=g^{\prime} k^{\prime} \tag{4.7}
\end{equation*}
$$

where $g^{\prime}$ is the apparent value* of gravity

$$
\begin{equation*}
g^{\prime}=g+\frac{\partial W_{S}}{\partial t} \tag{4.8}
\end{equation*}
$$

Altogether then we have

$$
\begin{equation*}
\text { K.E. }=\frac{1}{2} M V_{S}^{2}+\frac{4}{4} \rho g a^{\prime 2}+\frac{\partial}{\partial t}\left(\frac{1}{4} \rho a^{\prime 2} W_{S}\right) . \tag{4.9}
\end{equation*}
$$

The total wave energy $E^{\prime}$ may be defined as those parts of the kinetic-pluspotential energy which depend on the wave amplitude only, i.e.

$$
\begin{equation*}
E^{\prime}=\frac{1}{2} \rho g a^{\prime 2}+\frac{\partial}{\partial t}\left(\frac{1}{t} \rho a^{\prime 2} W_{S}\right) \tag{4.10}
\end{equation*}
$$

When $\partial a^{\prime 2} / \partial t$ and $W_{S}$ are both small quantities this expression becomes

$$
\begin{equation*}
E^{\prime}=\frac{1}{2} \rho g a^{\prime 2}\left(1+\frac{1}{2 g} \frac{\partial W_{S}}{\partial t}\right) \tag{4.11}
\end{equation*}
$$

## 5. A physical interpretation of the results of $\S 2$

In the situation described in §2 we may regard the shorter waves as being superposed upon the longer waves, whose orbital velocity near the free surface has the components

$$
\left.\begin{array}{l}
U=a_{2} \sigma_{2} \operatorname{coth} k_{2} h \sin \psi_{2}  \tag{5.1}\\
W=-a_{2} \sigma_{2} \cos \psi_{2} .
\end{array}\right\}
$$

Consider first the changes in wavelength of the shorter waves. We make the physical assumption that the wavelength of the short waves expands in proportion to the stretching of the surface by the long waves.

[^60]Now two particles in the surface which initially are separated by a distance $d x$ have a small relative velocity $(\partial U / \partial x) d x$. The separation of these particles after time $t$ is therefore given by

$$
\begin{equation*}
d x+\int_{0}^{t} \frac{\partial U}{\partial x} d x d t=d x\left[1+\int_{0}^{t} \frac{\partial U}{\partial x} d t\right], \tag{5.2}
\end{equation*}
$$

where to a first approximation $\partial U / \partial x$ may be evaluated at the original position $x$. The relative stretching of the surface is therefore given by

$$
\begin{equation*}
1+\int_{0}^{t} \frac{\partial U}{\partial x} d t=1-a_{2} k_{2} \operatorname{coth} k_{2} h \sin \psi_{2} . \tag{5.3}
\end{equation*}
$$

The relative increase in wave-number of the short waves is the reciprocal of this expression, or

$$
\begin{equation*}
1+a_{2} k_{2} \operatorname{coth} \dot{k}_{2} \tilde{h} \sin \dot{\psi}_{2} \tag{5.4}
\end{equation*}
$$

in agreement with (2.50).
Now to account for the change in the wave amplitude we shall make the following assumptions.
(a) The energy density of the short waves is given by (4.11) (despite the distortion caused by stretching of the surface).
(b) The rate of transfer of short-wave energy is given by

$$
\begin{equation*}
E^{\prime}\left(c_{q}+U\right)+S_{x} U \tag{5.5}
\end{equation*}
$$

as in § 3.
(c) The short-wave energy is conserved (and in particular that work done against the radiation stress appears as short-wave energy).

With these assumptions the equation for the budget of short-wave energy becomes

$$
\begin{equation*}
\frac{\partial E^{*}}{\partial t}=-\frac{\partial}{\partial x}\left[E^{\prime}\left(c_{g}+U\right)+S_{x} U\right] . \tag{5.6}
\end{equation*}
$$

To the order of approximation with which we are concerned we may take on the right-hand side of (5.6)

$$
\begin{equation*}
E^{\prime}=\text { const. }=\frac{1}{2} \rho g a_{1}^{2}-E_{1}, \tag{5.7}
\end{equation*}
$$

and similarly $S_{x}=$ const., so that (5.6) reduces to

$$
\begin{equation*}
\frac{\partial E^{\prime}}{\partial t}=-E_{1} \frac{\partial}{\partial x}\left(c_{a}+U\right)-S_{x} \frac{\partial U}{\partial x} . \tag{5.8}
\end{equation*}
$$

The physical interpretation of this last equation is that the rate of change of the short-wave content between $x$ and $x+d x$ is determined by the divergence of the energy transport due to the group velocity $c_{g}$ and the ambient flow $U$, plus the rate at which the convergence of the ambient flow, $(\partial U / \partial x)$, does work against the radiation stress $S_{x}$. Our assumption is that in this case the work done against the radiation stress appears as additional wave energy (although it is not possible to assert that such would be the case in other circumstances).

The term $S_{x} \partial U / \partial x$ appearing in (5.8) is closely analogous to the term $\overline{u_{i} u_{j}} \partial U_{1} / \partial x_{j}$ which appears in the equations for turbulent energy and the term $p \nabla . \mathrm{V}$ which occurs in the energy expression for turbulent flows.

Now, on relacing $S_{x}$ by (3.19) and $E$ by $E_{1}$, we have

$$
\begin{equation*}
\frac{\partial E^{\prime}}{\partial t}=-E_{1} \frac{\partial}{\partial x}\left[\left(c_{\sigma}+U\right)+\left(\frac{2 c_{Q}}{c_{1}}-\frac{1}{2}\right) U\right], \tag{5.9}
\end{equation*}
$$

or, since $\partial c_{\beta} / \partial x \ll \partial U / \partial x$,

$$
\begin{equation*}
\frac{\partial E^{\prime}}{\partial t}=-E_{1}\left(\frac{2 c_{0}}{c_{1}}+\frac{1}{2}\right) \frac{\partial U}{\partial x} . \tag{5.10}
\end{equation*}
$$

Since $U$ represents a progressive wave motion, the operation $\partial / \partial x$ may be replaced by $-\left(1 / c_{z}\right) \partial / \partial t$, giving

$$
\begin{equation*}
\frac{\partial E^{\prime}}{\partial t}=E_{1}\left(\frac{2 c_{g}}{c_{1}}+\frac{1}{2}\right) \frac{1}{c_{2}} \frac{\partial U}{\partial t} \tag{5.11}
\end{equation*}
$$

Integration with respect to $t$ (from an instant when the surface crosses the mean level and $U=0, E=E_{1}$ ) gives
or

$$
\begin{gather*}
E^{\prime}-E_{1}=E_{1}\left(\frac{2 c_{g}}{c}+\frac{1}{2}\right) \frac{U}{c_{2}}  \tag{5.12}\\
\frac{E^{\prime}}{E_{1}^{\prime}}=1+\left(\frac{2 c_{g}}{c_{1}}+\frac{1}{2}\right) \frac{U}{c_{2}} \tag{5.13}
\end{gather*}
$$

Substituting for $E^{\prime}$ from (4.11), we obtain

$$
\begin{equation*}
\frac{a^{\prime 2}}{a_{1}^{2}}=1+\left(\frac{2 c_{g}}{c_{1}}+\frac{1}{2}\right) \frac{U}{c_{2}}-\frac{1}{2 g} \frac{\partial W}{\partial t}, \tag{5.14}
\end{equation*}
$$

and so, since $U$ and $W$ are both of order $a_{2} \sigma_{2}$,

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+\left(\frac{c_{g}}{c_{1}}+\frac{1}{4}\right) \frac{U}{c_{2}}-\frac{1}{4 g} \frac{\partial W}{\partial t} \tag{5.15}
\end{equation*}
$$

In the case when the shorter waves are in deep water, $c_{d} / c_{1}=\frac{1}{2}$ and hence

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+\frac{3}{4} \frac{U}{c_{2}}-\frac{1}{4 g} \frac{\partial W}{\partial t} . \tag{6.16}
\end{equation*}
$$

Since, from (5.1) and (2.32),

$$
\left.\begin{array}{c}
\frac{U}{c_{2}}=a_{2} k_{2} \operatorname{coth} k_{2} h \sin \psi_{2},  \tag{5.17}\\
-\frac{1}{g} \frac{\partial \bar{W}}{\partial t}=\frac{a_{2} \sigma_{2}^{2}}{g} \sin \psi_{2}=a_{2} k_{2} \tanh k_{2} h \sin \psi_{2},
\end{array}\right\}
$$

equation (5.16) is equivalent to (2.49). Thus we have verified both equations (2.49) and (2.50) by alternative reasoning.

It will be seen that in shallow water, when the term ( $1 / g$ ) $\partial W / \partial t$ proportional to the vertical acceleration, is negligible, we have from (5.15) and (5.16)
and

$$
\begin{gather*}
\frac{a^{\prime}}{a_{1}}=1+\left(\frac{c_{a}}{c}+\frac{1}{4}\right) \frac{U}{c_{2}}  \tag{5.18}\\
\frac{a^{\prime}}{a_{1}}=1+\frac{3}{4} \frac{U}{c_{2}} \tag{5.19}
\end{gather*}
$$

respectively, the last equation being equivalent to (2.58).

The derivation of (5.16), (5.18) and (5.19) does not depend upon the sinusoidal character of the longer waves but only upon their being progressive. These formulae can therefore be expected to remain valid for short waves riding on cnoidal or solitary waves, or any other kind of progressive disturbance, provided it is sufficiently long.

Equation (5.16) can be further generalized to any disturbance consisting of the sum of a number of wave motions in which the velocities $c_{2}^{(i)}$ may be positive or negative. Thus we have

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+\left(\Sigma^{(+)}-\Sigma^{(-)}\right)\left(\frac{3}{4} \frac{U^{(i)}}{c_{2}^{(i)}}-\frac{1}{4 g} \frac{\partial W^{(i)}}{\partial t}\right) \tag{5.20}
\end{equation*}
$$

where $\Sigma^{(t)}$ denotes the sum over all values of $i$ for which $c_{2}^{(i)}$ is positive, and $\Sigma^{(-}$ the corresponding sum for $c_{2}^{(i)}$ negative. In shallow water, when $c_{2}^{(i)}= \pm \sqrt{ }(g h)$ we have

$$
\begin{equation*}
\frac{a^{\prime}}{a_{1}}=1+\frac{3}{4 \sqrt{(g h)}}\left(\Sigma^{(+)} U^{(i)}-\Sigma^{(-)} U^{(2)}\right) . \tag{5.21}
\end{equation*}
$$

It should be noted that the present method is not capable of yielding in a simple way the more refined formulae (2.56) and (2.57) which are applicable when the ratio of the wave frequencies is no longer small compared with $k_{2} h$. For deriving these, the longer but more rigorous method of $\S 2$ is to be preferred.

## 6. On a result of Unna

As mentioned in § 1 , a formula for the change in amplitude essentially different from that which we have found was suggested by Unna (1941, 1947); his result is stated in equation (1.2).

Unna apparently did not work out the wave interactions exactly but relied on a physical argument. His reasoning differs from ours in two respects. First, he neglects entirely the work done by the longer waves against the radiation stress $S_{x}$, which we have taken into account. Secondly, he calculates the potential energy of the waves in the accelerated frame of reference, replacing $g$ by $g+\partial W_{S} / \partial t$ in equation (4.1). He then assumes that kinetic and potential energy are conserved in the accelerated system.

It is not difficult to show that the kinetic-plus-potential energy is not generally conserved in an accelerated frame of reference, even when the acceleration is slow compared to the natural period of oscillation of the system. As examples we may quote a simple pendulum hinged at a point which is accelerated vertically, or the oscillations of water in a U-tube likewise accelerated.

The argument from conservation of energy therefore fails unless it is applied in a fixed or inertial frame of reference, as in §§4 and 5. If an accelerated frame of reference is used it must be supposed that there is some kind of interaction between the dynamical system and the accelerating forces.

In the case of deep water ( $k_{2} h \gg 1$ ) it happens that Unna's two mistakesneglect of the radiation stress and assumption of energy conservation in the accelerated system-exactly cancel. But that they do not generally cancel is shown by the difference between equations (1.2) and (1.3).

## 7. Conclusions

The change in wavelength of short waves on the crests of longer waves can be interpreted as being due simply to the contraction of the particles in the longer wave.

However, to account for the increase in the amplitude of the short waves it is necessary to allow for the work done by the longer waves against the radiation stress of the short waves. This work is converted into short-wave energy, and produces a steepening of the short waves beyond what was previously expected.

The radiation stress is likely to play an important part in other situations, for example in waves riding on steady but non-uniform currents. Without close examination it cannot be assumed that work done against the radiation stress must necessarily appear as additional wave energy. But we have shown that in the present situation at least this assumption proves correct.
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The common assumption that the energy of waves on a non-uniform current $U$ is propagated with a velocity ( $\mathrm{U}+\mathrm{c}_{g}$ ) where $\mathrm{c}_{g}$ is the group-velocity, and that no further interaction takes place, is shown in this paper to be incorrect. In fact the current does additional work on the waves at a rate $\gamma_{i j} S_{i j}$ where $\gamma_{i j}$ is the symmetric rate-of-strain tensor associated with the current, and $S_{i j}$ is the radiation stress tensor introduced earlier (Longuet-Higgins \& Stewart 1960).

In the present paper we first obtain an asymptotic solution for the combined velocity potential in the simple case (1) when the non-uniform current $U$ is in the direction of wave propagation and the horizontal variation of $U$ is compensated by a vertical upwelling from below. The change in wave amplitude is shown to be such as would be found by inclusion of the radiation stress term.

In a second example (2) the current on the $x$-axis is assumed to be as in (1), but thehorizontal variation in $U$ is compensated by a small horizontal inflow from the sides. It is found that in that case the wave amplitude is also affected by the horizontal advection of wave energy from the sides.

From cases (1) and (2) the general law of interaction between short waves and non-uniform currents is inferred. This is then applied to a third example (3) when waves encounter a current with vertical axis of shear, at an oblique angle. The change in wave amplitude is shown to differ somewhat from the previously accepted value.

The conclusion that non-linear interactions affect the amplification of the waves has some bearing on the theoretical efficiency of hydraulic and pneumatic breakwaters.

## 1. Introduction

When short surface waves of any kind are propagated over the surface of a medium in steady but non-uniform motion, they tend to undergo refractive changes in length, direction and amplitude. The changes in length and direction depend on kinematical considerations only; a quite general treatment applicable to water waves has been given, for example, by Ursell (1960). But changes in the wave amplitude are less straightforward. Commonly (see Unna 1942; Suthons 1945; Johnson 1947; Evans 1955; Groen \& Dorrestein 1958) it has been
assumed without justification that no coupling between the waves and current takes place, and that the wave energy is simply propagated with a velocity equal to ( $\mathrm{U}+\mathrm{c}_{g}$ ), where $\mathrm{c}_{g}$ is the vector group-velocity and U the local stream velocity. On the contrary, in a recent paper (Longuet-Higgins \& Stewart 1960; this paper will be referred to as I), it was found that short gravity waves, riding on the backs of longer waves, are modified to a much greater extent than would be predicted if there were no interchange of energy between the short and the long waves. The discrepancy may be attributed to a term in the equation of energy transfer, called by us the radiation stress, and previously overlooked. The stress term occurs quite generally, and must give rise to changes in the wave amplitude in other situations besides the particular one that was considered.

The purpose of the present paper is to study the changes in amplitude of gravity waves riding on steady but non-uniform currents. The subject is of special interest owing to its possible application to bubble-breakwaters, whose action is probably to be ascribed largely to the stopping power of a horizontal current opposing the waves (Taylor 1955; Evans 1955; Straub, Bowers \& Tarrapore 1959). Ocean waves entering tidal streams or crossing river flows are known to be subject to a similar effect (Unna 1942; Johnson 1947). The following discussion will be limited to the case of deep currents, that is to say, those for which the change in current velocity in a vertical distance equal to the wavelength is small compared with the wave velocity itself. But quite similar results would apply to waves on shearing currents which penetrated to a depth of only a fraction of a wavelength.

In our first example we consider a system of waves superposed on a current which varies gradually in the $x$-direction (the direction of wave propagation), and in which the variation in surface current is made up by a vertical upwelling (or downwelling). The modification which the currents produce in the wave form is calculated rigorously by a perturbation method. It is found that, while the variation in the wave-number $k$ is given by the expeoted formula

$$
\begin{equation*}
\frac{1}{k} \frac{\partial k}{\partial x}=-\frac{1}{c+2 U} \frac{\partial U}{\partial x} \tag{1.1}
\end{equation*}
$$

the variation in the wave amplitude, on the other hand, is given by

$$
\begin{equation*}
\frac{1}{a} \frac{\partial a}{\partial x}=-\frac{2 c+3 U}{(c+2 U)^{2}} \frac{\partial U}{\partial x}, \tag{1.2}
\end{equation*}
$$

which is a higher rate of change than if there were no interaction between waves and ourrents. It is shown that this last result is consistent with the assumption that the equation governing the growth of wave energy $E$ is

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(c_{0}+U\right)\right]+S_{x} \frac{\partial U}{\partial x}=0 \tag{1.3}
\end{equation*}
$$

where $S_{x}$ is the radiation stress mentioned earlier. (In deep water, $S_{x}=\frac{1}{2} E$.) This is to say that in addition to the transport of energy by the group-velocity and stream velocity, the current does work on the waves at a rate $S_{x} \partial U / \partial x$ per unit distance. In §4, this conclusion is shown also to be consistent with our earlier
results in I concerning the steepening of surface waves on long waves or tidal streams. Integration of (1.3) leads to the result

$$
\begin{equation*}
a \propto[c(c+2 U)]^{-\frac{1}{2}} \tag{1.4}
\end{equation*}
$$

In our second example we consider a situation very similar to the first, but in which the increase in surface current $U$ is made up, not by a vertical upwelling from below, but by a horizontal inflow from the sides. The results are strikingly different. Although the variation in wave-number is the same as in (1.1), the variation in amplitude is now given by

$$
\begin{equation*}
\frac{1}{a} \frac{\partial a}{\partial x}=-\frac{c+U}{(c+2 U)^{2}} \frac{\partial U}{\partial x} \tag{1.5}
\end{equation*}
$$

This is accounted for by including in the energy balance the advection of wave energy by the transverse current $V$, as well as the work done against the corresponding stress component (equation (6.4)). The amplitude $a$ is now found to be

$$
\begin{equation*}
a \propto[(c+2 U) / c]^{-\frac{1}{2}}, \tag{1.6}
\end{equation*}
$$

which is a weaker variation than in the previous case.
The appropriate generalization of the equation of energy balance is shown to be

$$
\begin{equation*}
\nabla \cdot\left[E\left(\mathbf{c}_{\sigma}+\mathbf{U}\right)\right]+\frac{1}{2} S_{i j}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)=0 \tag{1.7}
\end{equation*}
$$

where $S_{i j}$ denotes the radiation stress tensor. In §8 this is applied to a third example, that of waves crossing a shearing current obliquely. The changes in wavelength and direction of propagation $\theta$ are as found by Johnson (1947), but the law governing the wave amplitude is shown to be

$$
\begin{equation*}
a \propto(\sin 2 \theta)^{-\frac{1}{2}} \tag{1.8}
\end{equation*}
$$

which differs from Johnson's result.

## 2. Two-dimensional current: an asymptotic solution

In this section we shall obtain a formal solution for surface waves on a nonuniform current $U(x)$ which has no transverse component. The solution is to be valid when

$$
\begin{equation*}
\sigma^{-1} \frac{\partial U}{\partial x} \ll 1 \tag{2.1}
\end{equation*}
$$

where $\sigma$ is the wave frequency; in other words, the change in stream velocity $U$ over one wavelength $L$ (that is, $L \partial U / \partial x$ ) is assumed small compared with the wave velocity $L \sigma / 2 \pi$.

## General equations

It will be supposed that the velocity field $\mathbf{u}$ is irrotational:

$$
\begin{equation*}
\mathbf{u}=\nabla \phi \tag{2.2}
\end{equation*}
$$

that the fluid is incompressible:

$$
\begin{equation*}
\nabla . \mathbf{u}=\nabla^{2} \phi=0 \tag{2.3}
\end{equation*}
$$

and that viscous effects are negligible. Then we have Bernoulli's integral

$$
\begin{equation*}
\frac{p}{\rho}+g z+\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}=C \tag{2,4}
\end{equation*}
$$

where $p, \rho, g$ denote the pressure, density and acceleration of gravity, and $z$ is the vertical co-ordinate, directed upwards. $C$ is a constant. If $z=\zeta$ is the equation of the free surface, then for the two boundary conditions there are the kinematical condition

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}+\left(\frac{\partial \phi}{\partial x} \frac{\partial \zeta}{\partial x}+\frac{\partial \phi}{\partial y} \frac{\partial \zeta}{\partial y}-\frac{\partial \phi}{\partial z}\right)_{z=\zeta}=0 \tag{2.5}
\end{equation*}
$$

and the condition of constant pressure, which by (2-4) may be written

$$
\begin{equation*}
g \zeta+\left(\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}\right)_{z=\zeta}=C \tag{2,6}
\end{equation*}
$$

It is convenient to replace these last two equations by conditions to be satisfied at the mean surface level $z=0$; this may be done by assuming the potential $\phi$ to be analytic and by expanding in a Taylor series in $z$ :

$$
\left.\begin{array}{c}
\frac{\partial \zeta}{\partial t}+\left(\frac{\partial \phi}{\partial x} \frac{\partial \zeta}{\partial x}+\frac{\partial \phi}{\partial y} \frac{\partial \zeta}{\partial y}-\frac{\partial \phi}{\partial z}\right)_{z=0}+\zeta\left[\frac{\partial}{\partial z}\left(\frac{\partial \phi}{\partial x} \frac{\partial \zeta}{\partial x}+\frac{\partial \phi}{\partial y} \frac{\partial \zeta}{\partial y}-\frac{\partial \phi}{\partial z}\right)\right]_{z=0}+\ldots=0,  \tag{2.7}\\
g \zeta+\left(\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}\right)_{z=0}+\zeta\left[\frac{\partial}{\partial z}\left(\frac{1}{2} \mathbf{u}^{2}+\frac{\partial \phi}{\partial t}\right)\right]_{z=0}+\ldots=C .
\end{array}\right\}
$$

Lastly, we assume that the waves are effectively in deep water, so that as $z \rightarrow-\infty$ the periodic part of the motion tends to zero.

## Form of the solution

We seek a solution having the character of a time-periodic wave-motion superimposed upon a non-uniform steady flow. Let us then substitute

$$
\left.\begin{array}{cc}
\phi=U_{0} x+\left(\alpha \phi_{10}+\beta \phi_{01}\right)+\left(\alpha^{2} \phi_{20}+\alpha \beta \phi_{11}+\beta^{2} \phi_{02}\right)+\ldots,  \tag{2.8}\\
\zeta= & \left(\alpha \zeta_{10}+\beta \zeta_{01}\right)+\left(\alpha^{2} \zeta_{20}+\alpha \beta \zeta_{11}+\beta^{2} \zeta_{12}\right)+\ldots,
\end{array}\right\}
$$

where $U_{0}$ is a steady uniform velocity, the velocity of the stream at $x=0 ; \phi_{01}$ represents a steady non-uniform current, zero at $x=0$; and $\phi_{10}$ represents an undisturbed surface wave; $\alpha$ and $\beta$ are arbitrary small parameters proportional to wave steepness and to the velocity gradient of the current respectively. The terms $\alpha^{2} \phi_{20}$, etc., are correction terms of higher order, necessary in order to satisfy the boundary conditions at the free surface. We are particularly interested in evaluating the second-order term $\alpha \beta \phi_{11}$, whioh is the lowest-order interaction potential between the waves and the current.

It may be worth remarking that to eliminate the uniform current $U_{0}$ by taking axes moving with velocity $U_{0}$ would not be convenient, since in the new frame of reference the motion would no longer be perfectly periodic in time. This is because the modified wavelength is generally a function of $x$, as will be seen below. Clearly the choice of axes must be made so as to correspond with the physical problem; if the source of the wave-motion is periodic this determines the appropriate frame of reference uniquely.

Retaining terms as far only as $\alpha \beta$, we have from (2.8)

$$
\left.\begin{array}{rlr}
\nabla \phi & =\left(U_{0}, 0,0\right)+\alpha \nabla \phi_{10}+\beta \nabla \phi_{01}+\alpha \beta \nabla \phi_{11}  \tag{2.9}\\
\frac{\partial \phi}{\partial t} & = & \alpha \frac{\partial \phi_{10}}{\partial t} \\
\zeta & =\alpha \beta \frac{\partial \phi_{11}}{\partial t}, \\
& \alpha \zeta_{10}+\beta \zeta_{01}+\alpha \beta \zeta_{11},
\end{array}\right\}
$$

and so

$$
\left.\begin{array}{rl}
\frac{1}{2} \mathbf{u}^{2}= & \frac{1}{2} U_{0}^{2}+U_{0}\left(\alpha \frac{\partial \phi_{10}}{\partial x}+\beta \frac{\partial \phi_{01}}{\partial x}\right) \\
& +\alpha \beta\left(U_{\mathrm{t}} \frac{\partial \phi_{11}}{\partial x}+\frac{\partial \phi_{10}}{\partial x} \frac{\partial \phi_{01}}{\partial x}+\frac{\partial \phi_{10}}{\partial y} \frac{\partial \phi_{01}}{\partial y}+\frac{\partial \phi_{10}}{\partial z} \frac{\partial \phi_{01}}{\partial z}\right)+\ldots,  \tag{2.10}\\
\frac{\partial}{\partial z}\left(\frac{1}{2} \mathbf{u}^{2}\right)= & U_{0}\left(\alpha^{\partial^{2} \phi_{10}} \frac{\partial x}{\partial x}+\beta \frac{\partial \phi_{01}}{\partial x \partial z}\right)+\ldots
\end{array}\right\}
$$

Substitution in (2.7) shows at once that

$$
\begin{equation*}
C=\frac{1}{2} U_{0}^{2} \tag{2.11}
\end{equation*}
$$

The terms in $\alpha$ now give

$$
\left.\begin{array}{l}
\left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right) \zeta_{10}-\frac{\partial \phi_{10}}{\partial z}=0,  \tag{2.12}\\
g \zeta_{10}+\left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right) \phi_{10}=0
\end{array}\right\}
$$

to be satisfied at $z=0$. On eliminating $\zeta_{10}$, we have

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right)^{2} \phi_{10}+g \frac{\partial \phi_{10}}{\partial z}=0 \quad(z=0) \tag{2.13}
\end{equation*}
$$

If we choose for $\phi_{10}$ the wave potential

$$
\begin{equation*}
\phi_{10}=A e^{k_{0} q-i 01}, \tag{2.14}
\end{equation*}
$$

where $A$ and $k_{0}$ are constants and

$$
\begin{equation*}
q=z+i x \tag{2.15}
\end{equation*}
$$

then $\phi_{10}$ satisfies Laplace's equation (2.3), and from (2.13)

$$
\begin{equation*}
\left(\sigma-U_{0} k_{0}\right)^{2}=g k_{0} \tag{2.16}
\end{equation*}
$$

Introducing the reference velocity

$$
\begin{equation*}
c_{0}=\sqrt{ }\left(g / k_{0}\right) \tag{2.17}
\end{equation*}
$$

and the non-dimensional parameter
we have from (2.16)

$$
\begin{gather*}
\gamma=U_{0} / c_{0}  \tag{2.18}\\
\sigma=c_{0} k_{0}(1+\gamma) \tag{2.19}
\end{gather*}
$$

(To ensure continuity as $\gamma$ (or $U_{0}$ ) tends to zero, we have adopted the positive sign in the square root.) From (2.12) and (2.19), we have also

$$
\begin{equation*}
\zeta_{10}=-\frac{1}{g}\left[\left(\frac{\partial}{\partial t}+\gamma c_{0} \frac{\partial}{\partial x}\right) \phi_{10}\right]_{z=0}=\frac{i}{c_{0}}\left(\phi_{10}\right)_{z=0} \tag{2.20}
\end{equation*}
$$

Returning to equation (2.7), we see that the terms in $\beta$ give equations for $\phi_{01}$ formally identical with (2.12) except that the time derivatives are now zero:
whence

$$
\left.\begin{array}{rl}
U_{0}=\frac{\partial \zeta_{01}}{\partial x}-\frac{\partial \phi_{01}}{\partial z}=0 \\
g \zeta_{01}+U_{0} \frac{\partial \phi_{01}}{\partial x}=0 \tag{2.22}
\end{array}\right\} \quad(z=0),
$$

We require a potential $\phi_{01}$ to represent a steady flow having no transverse component $\partial \phi_{01} / \partial y$, which satisfies Laplace's equation, and also the condition $\left(\partial \phi_{01} / \partial x\right)_{x=0}=0$. Such a potential is

$$
\begin{equation*}
\phi_{01}=c_{0} k_{0}\left(x^{2}-z^{2}\right)+D c_{0} z \tag{2.23}
\end{equation*}
$$

where $D$ is a constant to be determined. From (2.22),

$$
\begin{equation*}
D=-2 \gamma^{2} \tag{2.24}
\end{equation*}
$$

Therefore

$$
\left.\begin{array}{rl}
\phi_{01} & =c_{0} k_{0}\left(x^{2}-z^{2}\right)-2 \gamma^{2} c_{0} z,  \tag{2.25}\\
\zeta_{01} & =-2 \gamma x
\end{array}\right\}
$$

also

$$
\begin{equation*}
\frac{\partial U}{\partial x}=\beta \frac{\partial^{2} \phi_{01}}{\partial x^{2}}=2 \beta c_{0} k_{0}=2 \beta \sigma(1+\gamma)^{-1} \tag{2.26}
\end{equation*}
$$

in accordance with (2.1), since $\beta$ is assumed small.

## The interaction potential

In equations (2.7) the terms in $\alpha \beta$ yield

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right) \zeta_{11}-\frac{\partial \phi_{11}}{\partial z}+\left(\frac{\partial \phi_{10}}{\partial x} \frac{\partial \zeta_{01}}{\partial x}+\frac{\partial \phi_{01}}{\partial x} \frac{\partial \zeta_{10}}{\partial x}\right)-\left(\zeta_{10} \frac{\partial^{2} \phi_{01}}{\partial z^{2}}+\zeta_{02} \frac{\partial^{2} \phi_{10}}{\partial z^{2}}\right)=\tilde{0}, \\
& g \zeta_{11}+\left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right) \phi_{11}+\left(\frac{\partial \phi_{10}}{\partial x} \frac{\partial \phi_{01}}{\partial x}+\frac{\partial \phi_{10}}{\partial z} \frac{\partial \phi_{01}}{\partial z}\right)+\zeta_{01}\left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right) \frac{\partial \phi_{10}}{\partial z}=0, \tag{2.27}
\end{align*}
$$

to be satisfied when $z=0$. (Note that $\partial^{2} \phi_{01} / \partial t \partial z=\partial^{2} \phi_{01} / \partial x \partial z=0$.) From these equations $\zeta_{11}$ may be eliminated by applying the operator $g^{-1}\left(\partial / \partial t+U_{0} \partial / \partial x\right)$ to the second equation and then subtracting the first. Without substituting explicit expressions for $\phi_{10}, \phi_{01}, \zeta_{10}$ and $\zeta_{01}$ but using (2.12) and (2.21) and the fact that $\partial \phi_{10} / \partial z=k_{0} \phi_{10}$, we obtain*

$$
\begin{align*}
& \frac{1}{g}\left(\frac{\partial}{\partial t}+U_{0} \frac{\partial}{\partial x}\right)^{2} \phi_{11}+\frac{\partial \phi_{11}}{\partial z} \\
&=2\left(\frac{\partial \phi_{10}}{\partial x} \frac{\partial \zeta_{01}}{\partial x}+\frac{\partial \phi_{01}}{\partial x} \frac{\partial \zeta_{10}}{\partial x}+k_{0} \zeta_{10} \frac{\partial \phi_{01}}{\partial z}\right)-\zeta_{10} \frac{\partial^{2} \phi_{01}}{\partial z^{2}} \quad(z=0) \tag{2.28}
\end{align*}
$$

Now, after substitution from (2.20) and (2.25), the right-hand side of this equation becomes

$$
\begin{equation*}
\left[2 i k_{0}\left(1-2 \gamma-2 \gamma^{2}\right)-4 k_{0}^{2} x\right] \phi_{10} \tag{2.29}
\end{equation*}
$$

* In the calculation of $\phi_{11}$ the complex form of $\phi_{10}$ can be used, since on the right of (2.28) only products involving $\phi_{10}$ and $\phi_{01}$ occur, and $\phi_{01}$ is real.

As a trial solution let us write

$$
\begin{equation*}
\phi_{11}=i\left(k_{1} q+l_{1}^{2} q^{2}\right) \phi_{10} \tag{2.30}
\end{equation*}
$$

where $q=z+i x$ and $k_{1}, l_{1}$ are constants to be determined. Then the left-hand side of (2.28), when $z=0$, reduces to

$$
\begin{equation*}
\left[(1+2 \gamma) i\left(k_{1}+2 i l_{1}^{2} x\right)-2 i \gamma^{2} l_{1}^{2} / k_{0}\right] \phi_{10} \tag{2.31}
\end{equation*}
$$

On equating coefficients of $\phi_{10}$ and $x \phi_{10}$ in (2.29) and (2.31) we obtain

$$
\left.\begin{array}{l}
k_{1}=2 k_{0} \frac{1-4 \gamma^{2}-4 \gamma^{3}}{(1+2 \gamma)^{2}}  \tag{2.32}\\
l_{1}^{2}=2 k_{0}^{2} \frac{1}{(1+2 \gamma)} .
\end{array}\right\}
$$

The second of equations (2.27) also gives

$$
\begin{equation*}
g \zeta_{11}=\left[\left(\gamma k_{1}+2 \gamma^{2} k_{0}\right)-i x\left(2 k_{0}^{2}+2 \gamma k_{0}^{2}-2 \gamma l_{1}^{2}+k_{0} k_{1}\right)+k_{0} l_{1}^{2} x^{2}\right] c_{0} \phi_{10} \tag{2.33}
\end{equation*}
$$

This then is a formal solution of our problem.

## Interpretation

Combining (2.33) with (2.20), we have

$$
\begin{equation*}
\alpha \zeta_{10}+\alpha \beta \zeta_{11}=\alpha \zeta_{10}\left[1-i \beta\left(\frac{\gamma k_{1}}{k_{0}}+2 \gamma+l_{1}^{2} x^{2}\right)-2 \beta k_{0} x\left(1+\gamma-\frac{\gamma l_{1}^{2}}{k_{0}^{2}}+\frac{k_{1}}{2 k_{0}}\right)\right] . \tag{2.34}
\end{equation*}
$$

Correct to order $\beta$, this expression may be written

$$
\begin{align*}
& \alpha \zeta_{10}+\alpha \beta \zeta_{11}=\alpha i\left(\frac{A}{c_{0}}\right) \exp \left\{i\left[k_{0} x-\beta\left(\frac{\gamma k_{1}}{k_{0}}+2 \gamma+l_{1}^{2} x^{2}\right)\right]\right\} \\
& \times\left[1-2 \beta k_{0} x\left(1+\gamma-\frac{\gamma l_{1}^{2}}{k_{0}^{2}}+\frac{k_{1}}{2 k_{0}}\right)\right] \tag{2.35}
\end{align*}
$$

Now this represents a wave of slowly varying amplitude and wavelength. The local wave-number $k$ is given by the $x$-derivative of the exponent:

$$
\begin{equation*}
k=k_{0}-2 \beta l_{1}^{2} x \tag{2.36}
\end{equation*}
$$

The proportional rate of change of the wave-number at $x=0$ is therefore

$$
\begin{equation*}
\left(\frac{1}{k} \frac{\partial k}{\partial x}\right)_{x-0}=-\frac{2 \beta l_{1}^{2}}{k_{0}}=-\frac{4 \beta k_{0}}{1+2 \gamma} \tag{2.37}
\end{equation*}
$$

by (2.32). From (2.19) this may be written

$$
\begin{equation*}
\left(\frac{1}{k} \frac{\partial k}{\partial x}\right)_{x=0}=-\frac{2}{1+2 \gamma} \frac{1}{c_{0}} \frac{\partial U}{\partial x} \tag{2.38}
\end{equation*}
$$

The amplitude $a$ of the wave is given by

$$
\begin{equation*}
a=\alpha\left(\frac{A}{c_{0}}\right)\left[1-2 \beta k_{0} x\left(1+\gamma-\frac{\gamma l_{1}^{2}}{k_{0}^{2}}+\frac{k_{1}}{2 k_{0}}\right)\right], \tag{2.39}
\end{equation*}
$$

so that the proportional rate of increase is

$$
\begin{equation*}
\left(\frac{1}{a} \frac{\partial a}{\partial x}\right)_{x=0}=-2 \beta k_{0}\left(1+\gamma-\frac{\gamma l_{1}^{2}}{k_{0}^{\circ}}+\frac{k_{1}}{2 k_{0}}\right)=-2 \beta k_{0} \frac{2+3 \gamma}{(1+2 \gamma)^{2}} \tag{2.40}
\end{equation*}
$$

by equation (2.32), or, from (2.26),

$$
\begin{equation*}
\left(\frac{1}{a} \frac{\partial a}{\partial x}\right)_{x=0}=-\frac{2+3 \gamma}{(1+2 \gamma)^{2}} \frac{1}{c_{0}} \frac{\partial U}{\partial x} . \tag{2.41}
\end{equation*}
$$

The mean surface level
Equation (2.25) shows that there is a small change in the mean surface level given by

$$
\begin{equation*}
\beta \zeta_{01}=-2 \beta \gamma x \tag{2.42}
\end{equation*}
$$

corresponding to a mean gradient $-2 \beta \gamma$, as we should expect in a non-uniform flow. The additional terms $\alpha \zeta_{10}+\alpha \beta \zeta_{11}$ give no change in the mean level. Therefore to order $\alpha \beta$ the mean surface level is unaffected; only at higher approximations is any ohange apparent.

## 3. A physical discussion

We have seen that the interaction between the waves and the current can be interpreted as a distortion of the waves, resulting in a change of wavelength and amplitude. In this section we shall try to interpret these changes on the basis of rough physical reasoning.

As before, we denote by $\sigma$ the angular frequency of the waves (constant over the whole field of motion) and by $a, k, U, c$ the local wave amplitude, wavenumber, stream velocity, and wave velocity relative to the stream. Our object is to obtain $a, k$ and $c$ as functions of $U$ and of their values $a_{0}, k_{0}, U_{0}, c_{0}$ in some fixed plane $x=0$.

## The change in wavelength

Consider first the variation in wavelength. Now, the apparent velocity of the waves relative to a fixed plane $x=$ constant is equal to $(c+U)$. The apparent angular frequency of the waves is therefore $k(c+U)$. But by hypothesis this quantity is equal to $\sigma$ at all points, so that

$$
\begin{gather*}
k(c+U)=\sigma=k_{0}\left(c_{0}+U_{0}\right) .  \tag{3.1}\\
\frac{k}{k_{0}}=\frac{c_{0}+U_{0}}{c+U} . \tag{3.2}
\end{gather*}
$$

Thus
But the waves being in deep water we expect that their velocities $c, c_{0}$ relative to the ourrent will be given by the olassical formulae

$$
\begin{equation*}
c^{2}=g / k, \quad c_{0}^{2}=g / k_{0} \tag{3.3}
\end{equation*}
$$

Combining (3.2) and (3.3), we have

$$
\begin{equation*}
\frac{c^{2}}{c_{0}^{2}}=\frac{k_{0}}{k}=\frac{c+U}{c_{0}+\bar{U}_{0}}=\frac{1}{1+\gamma}\left(\frac{c}{c_{0}}+\frac{U}{c_{0}}\right), \tag{3.4}
\end{equation*}
$$

## Short gravity waves on non-uniform currents

where $\gamma=U_{0} / c_{0}$ as before. On differentiation with respect to $x$, we have

$$
\begin{equation*}
\frac{2 c}{c_{0}^{2}} \frac{\partial c}{\partial x}=\frac{1}{1+\gamma} \frac{1}{c_{0}}\left(\frac{\partial c}{\partial x}+\frac{\partial U}{\partial x}\right), \tag{3.5}
\end{equation*}
$$

and hence at $x=0$, where $c=c_{0}$,

$$
\begin{equation*}
\frac{\partial c}{\partial x}=\frac{1}{1+2 \gamma} \frac{\partial U}{\partial x} . \tag{3.6}
\end{equation*}
$$

Since by (3.4) $k$ varies as $c^{-2}$, we have (by logarithmic differentiation)

$$
\begin{equation*}
\frac{1}{k} \frac{\partial k}{\partial x}=-\frac{2}{c} \frac{\partial c}{\partial x}=-\frac{2}{1+2 \gamma} \frac{1}{c} \frac{\partial U}{\partial x} \tag{3.7}
\end{equation*}
$$

in agreement with (2.38).
It will be seen that equation (3.4) is a quadratic in $c / c_{0}$, and has the solution

$$
\left.\frac{c}{c_{0}}=\frac{1}{2(1+\gamma)}\left\{1+\sqrt{\left[1+\frac{4(1+\gamma) U}{c_{0}}\right.}\right]\right\}
$$

(see Unna (1942), for the case $\gamma=0$ ). In the square root, the positive sign has been taken to ensure continuity as $x \rightarrow 0$. It is interesting to note that no solution can exist when
or

$$
\begin{gather*}
1+\frac{4(\overline{1}+\gamma) U}{c_{0}}<0  \tag{3.9}\\
-U>\frac{c_{0}}{4(1+\gamma)} \tag{3.10}
\end{gather*}
$$

that is to say, when the stream velocity is in the opposite direction and exceeds in magnitude about one-quarter of the initial phase velocity of the waves. At the critical point, when the radical vanishes, equation (3.8) shows that
and so

$$
\begin{align*}
& \frac{c}{c_{0}}=\frac{1}{2(1+\gamma)}  \tag{3.11}\\
& \frac{U}{c}=\frac{U}{c_{0}} \frac{c_{0}}{c}=-\frac{1}{2} \tag{3.12}
\end{align*}
$$

In other words the stream velocity becomes equal and opposite to the local group-velocity $\frac{1}{2} c$; the wave energy can no longer be propagated against the stream. We shall see below that the waves tend to break before this point is reached. From (3.8) we have also

$$
\begin{equation*}
\frac{k}{k_{0}}=\left(\frac{c}{c_{0}}\right)^{-2}=\left(\frac{2(1+\gamma)}{1+\sqrt{\left[1+4(1+\gamma) U / c_{0}\right]}}\right)^{2} . \tag{3.13}
\end{equation*}
$$

The changes in wave amplitude
The change in wave amplitude is interesting, for it enables us to decide between various conflicting hypotheses.
It was shown in I that if waves of amplitude $a$ are propagated over a stream of uniform velocity $U$, the mean rate of energy transfer across a plane $x=$ const. is given (to order $a^{2}$ ) by

$$
\begin{equation*}
\bar{R}_{x}=E\left(c_{8}+U\right)+S_{x} U+\frac{3}{2} E U^{2} / c+\frac{1}{2} \rho h U^{3}, \tag{3.14}
\end{equation*}
$$

where $E$ denotes the wave energy per unit horizontal area:

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2} \tag{3.15}
\end{equation*}
$$

$c_{g}$ denotes the group-velocity of the waves; in 'deep' water,

$$
\begin{equation*}
c_{g}=\frac{1}{\frac{1}{2}} c=\frac{1}{2} \sigma / k ; \tag{3.16}
\end{equation*}
$$

$h$ is the mean depth of the stream, and $S_{x}$ is defined by

$$
\begin{equation*}
S_{x}=E\left(\frac{2 c_{g}}{c}-\frac{1}{2}\right) \tag{3.17}
\end{equation*}
$$

The first term $E\left(c_{g}+U\right)$ on the right-hand side of (3.14) represents simply the transfer of wave energy by the group-velocity plus the stream velocity, and is to be expected. The last two terms may be written together as $\frac{1}{2} \rho h U^{\prime 3}$, where

$$
\begin{equation*}
U^{\prime}=U+E \mid \rho c \hbar \tag{3.18}
\end{equation*}
$$

represents the mean stream velocity modified by the presence of the mass transport. The intermediate term $S_{x} U$ has been discussed in I. It represents a kind of coupling between the waves and the current. By analogy with the Reynolds stress, $S_{x}$ has been called the 'radiation stress'.

Now, in the present problem of waves on a non-uniform stream, let us suppose that the transfer of total energy is given with sufficient accuracy by equation (3.14) and further that between the planes $x=0$ and $x=$ const. there is no reflexion of wave energy. It follows then that

$$
\begin{gather*}
\bar{R}_{x}=\bar{R}_{0}=\text { const. }  \tag{3.19}\\
\frac{\partial}{\partial x} \bar{R}_{x}=0 . \tag{3.20}
\end{gather*}
$$

and so
Equation (3.20) is merely an expression of the conservation of the energy, when dissipative mechanisms are ignored. However, it is possible to regard it as the sum of two equations, one representing the balance of wave energy and the other the balance of mean flow energy.

For the exact form of this division, no unique answer is given by physical intuition. (At least our initial intuition, as well as that of Unna (1942), Evans (1955), Suthons (1945), Groen \& Dorrestein (1958) and Drent (1959) yielded results which sometimes differed from one another but which were all, it as appears, incorrect.) Now, however, we have an arbiter for conflicts of intuition, for the correct division of (3.20) must yield results consistent with § 2.

The first five of the authors just named made the assumption that there was no interchange of energy between waves and current and thus obtained

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(c_{\theta}+U\right)\right]=0 \tag{3.21}
\end{equation*}
$$

It is clear both from the results of $I$ and from § 2 of the present paper that this assumption cannot be correct.

One might then argue that all the terms dependent on $E$ belong properly to the wave-energy equation, and write

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(c_{\theta}+U\right)+S_{x} U+\frac{\frac{3}{2} E U^{2}}{c}\right]=0 \tag{3.22}
\end{equation*}
$$

or, since the last term may be included with the mean flow,

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(c_{\theta}+U\right)+S_{x} U\right]=0 \tag{3.23}
\end{equation*}
$$

Each of these equations (3.21), (3.22) and (3.23) yields results in conflict with § 2.
If, on the other hand, it is argued that the effect of the current variation on the wave energy is through the work done by the rate of strain against the radiation stress, then we have

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(c_{\sigma}+U\right)\right]+S_{x} \frac{\partial U}{\partial x}=0 \tag{3.24}
\end{equation*}
$$

Thus, in deep water,

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(\frac{1}{2} c+U\right)\right]+\frac{1}{2} E \frac{\partial U}{\partial x}=0 \tag{3.25}
\end{equation*}
$$

Carrying out the differentiation at $x=0$, where $U=\gamma c$, and using equation (3.6), we have
whence

$$
\begin{gather*}
\frac{\partial E}{\partial x}\left[\frac{1}{2} c(1+2 \gamma)\right]+E\left[\frac{1}{2(1+2 \gamma)}+\frac{3}{2}\right] \frac{\partial U}{\partial x}=0  \tag{3.26}\\
\left(\frac{1}{E} \frac{\partial E}{\partial x}\right)_{x=0}=-\frac{4+6 \gamma}{(1+2 \gamma)^{2}} \frac{1}{c} \frac{\partial U}{\partial x} \tag{3.27}
\end{gather*}
$$

or, since $E$ is proportional to $a^{2}$,

$$
\begin{equation*}
\left(\frac{1}{a} \frac{\partial a}{\partial x}\right)_{x=0}=-\frac{2+3 \gamma}{(1+2 \gamma)^{2}} \frac{1}{c} \frac{\partial U}{\partial x} \tag{3.28}
\end{equation*}
$$

in exact agreement with equation (2.41).
It appears then that the correct assumption to make is equation (3.24), rather than the alternatives (3.21) to (3.23). We interpret this as follows:

In a non-uniform current the energy of the waves may be regarded as being transported with the group-velocity plus stream velocity, provided in addition we suppose that the mean stream does work on the waves at a rate $S_{x} \partial U / \partial x$ per unit distance, where $S_{x}$ is the radiation stress. Equation (3.24) is then the expression of the energy balance for the waves.

## An integral for the wave amplitude

An exact integral of equation (3.25) is

$$
\begin{equation*}
E\left(\frac{1}{2} c+U\right) c=\text { const. } \tag{3.29}
\end{equation*}
$$

for on differentiating the above and dividing by $c$, we have

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(\frac{1}{2} c+U\right)\right]+E\left(\frac{1}{2} c+U\right) \frac{1}{c} \frac{\partial c}{\partial x}=0 \tag{3.30}
\end{equation*}
$$
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which by (3.6) is equivalent to (3.25). From equation (3.29) we deduce
and thence

$$
\begin{gather*}
\frac{E}{E_{0}}=\frac{c_{0}\left(c_{0}+2 U_{0}\right)}{c(c+2 U)}  \tag{3.31}\\
\left.\frac{a}{a_{0}}=\left[\frac{c_{0}\left(c_{0}+2 U_{0}\right)}{c(c+2 U}\right)\right]^{\frac{1}{2}} \tag{3.32}
\end{gather*}
$$

This law of amplification is illustrated by curve (1) of figure 1. At the critical
 infinite. In practice the waves may be expected to break, but the present smallamplitude theory becomes inapplicable before this point is reached.


Figure 1. The amplification factor $a / a_{0}$ for weves on a current $U$ in the direction of wave propagation: (1) with vertical upwelling from below; (2) with horizontal inflow from the sides. [ $a_{0}$ and $c_{0}$ denote the values of $a$ and $c$ when $U=0$.]

We are indebted to a referee for pointing out that a result similar to (3.29) was derived in an unpublished report by Kreisel (c. 1944, pp. 23-24). Kreisel started from the energy integral

$$
\overline{\int_{-\infty}^{\zeta} \frac{\partial \phi}{\partial t} \frac{\partial \phi}{\partial x} d z}=\text { const., }
$$

and assumed that (in our notation)

$$
\begin{aligned}
\phi & =U x-a c e^{k s} \cos (k x-\sigma t) \\
\zeta & =a \sin (k x-\sigma t)
\end{aligned}
$$

where

$$
c^{2}=g k=(\sigma-k U)^{2}
$$

Substituting in the integral and treating $U, c, a$ and $k$ as constants during differentiation, one finds eventually

$$
\frac{1}{2} \sigma a^{2} c(c+2 U)=\text { const. }
$$

(higher powers of $a$ being neglected). Since $\sigma$ is constant this agrees with (3.29), and indeed provides a physical explanation of that equation. The crux of Kreisel's argument is the assumption that $\partial \phi / \partial t$ contains no constant terms proportional to $a^{2}$. This is true for deep water, but not in water of finite depth.

The rules for the variation of wave-number and wave amplitude expressed by (3.13) and (3.32) may be regarded as generalizations of the results found in § 2, the only additional assumptions being that $k^{-1} \partial k / \partial x$ and $a^{-1} \partial a / \partial x$ depend on the local values of $U, c$ and $\partial U / \partial x$ and are linearly proportional to $\partial U / \partial x$.
The analysis of $\S 2$ is correct as far as the first power of $\beta k_{0} x$ only. In order to verify that (3.13) and (3.32) are correct to this order we write
so that

$$
\begin{gather*}
\frac{U-U_{0}}{U_{0}}=\epsilon,  \tag{3.33}\\
\frac{U}{\bar{U}_{0}}=1+\varepsilon, \quad \frac{U}{\epsilon_{0}}=\gamma(1+\varepsilon) . \tag{3.34}
\end{gather*}
$$

Substituting in equations (3.13) and (3.32) and neglecting $\varepsilon^{2}$ we find, after some reduction,

$$
\left.\begin{array}{l}
\frac{k}{k_{0}}=1-\frac{2 \gamma}{1+2 \gamma} \epsilon  \tag{3.35}\\
\frac{a}{a_{0}}=1-\frac{\gamma(2+3 \gamma)}{(1+2 \gamma)^{2}} \epsilon,
\end{array}\right\}
$$

of which (2.36) and (2.39) will be seen to be special cases.

## 4. An application to tidal currents

As an example of the application of the general formulae, and as an independent check, we apply the formulae to the case of surface waves on a tidal current, for which a solution was obtained independently in I.

A short wave of mean amplitude $a_{1}$, mean wave-number $k_{1}$ and frequency $\sigma$ is assumed to be superposed upon a long (shallow-water) wave of amplitude $a_{2}$, wave-number $k_{2}$ and frequency $\sigma_{2}$, travelling in the same direction as the first. The conditions of the problem are that

$$
\left.\begin{array}{rl}
\sigma_{2} / \sigma_{1} & =\lambda \ll 1,  \tag{4.1}\\
k_{2} h & =\mu \ll 1,
\end{array}\right\}
$$

where $h$ is the mean depth of water; also

$$
\begin{equation*}
e^{-k_{1} h} \ll 1 . \tag{4.2}
\end{equation*}
$$

This last assumption ensures that the short waves are effectively in deep water, so that

$$
\begin{equation*}
\sigma_{1}=\left(g k_{1}\right)^{\frac{1}{2}}, \quad \sigma_{2}=(g h)^{\frac{1}{2}} k_{2} ; \quad k_{1} h=(\mu \mid \lambda)^{2} . \tag{4,3}
\end{equation*}
$$

In the case of tidal currents both $\lambda$ and $\mu$ may be of order $10^{-4}$ in a typical case, but the ratio $\mu / \lambda,=\left(k_{1} h\right)^{\frac{1}{2}}$, need not be greater than about 2 in order for the condition (4.2) to be satisfied.

Now let us reduce the long wave to a steady current $U$ by superposing on the whole system a uniform stream $-(g h)^{\frac{1}{2}}$. Choosing the origin of $x$ at a node of the longer wave, we have

$$
\begin{equation*}
U=-(g h)^{\frac{1}{2}}\left(1-\frac{a_{2}}{h} \sin k_{2} x\right)+O\left(a^{2}\right) \tag{4.4}
\end{equation*}
$$

At $x=0$ the stream velocity and the velocity of the short waves are given by

Thus,

$$
\begin{equation*}
U_{0}=-(g h)^{\frac{1}{2}} ; \quad c_{0}=\left(g / k_{1}\right)^{\frac{1}{2}} \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\gamma=\frac{U_{0}}{c_{0}}=-\left(k_{1} h\right)^{\frac{1}{2}}=-\frac{\mu}{\lambda} . \tag{4.6}
\end{equation*}
$$

Also

$$
\begin{equation*}
\epsilon=\frac{U-U_{0}}{U_{0}}=-\frac{a_{2}}{\grave{h}} \sin k_{2} x \tag{4.7}
\end{equation*}
$$

On substitution in (3.35), we find

$$
\left.\begin{array}{l}
\frac{k}{\bar{k}_{0}}=1-\frac{2 \mu}{\lambda-2 \mu} \frac{a_{2}}{h} \sin k_{2} x  \tag{4.8}\\
\frac{a}{a_{0}}=1-\frac{(2 \lambda-3 \mu) \mu}{(\lambda-2 \mu)^{2}} \frac{a_{2}}{h} \sin \tilde{k}_{3} x,
\end{array}\right\}
$$

in agreement with equations (2.56) and (2.57) of $I$.* When $\mu / \lambda$ is sufficiently large, then

$$
\left.\begin{array}{l}
\frac{k}{k_{0}}=1+\frac{a_{2}}{h} \sin k_{2} x  \tag{4.9}\\
\frac{a}{a_{n}}=1+\frac{3}{4} \frac{a_{2}}{\grave{h}} \sin k_{2} x
\end{array}\right\}
$$

## 5. Waves on a converging current: no upwelling

In the last three sections we have been concerned with an entirely two-dimensional motion in which the transverse component of the mean current was zero; the increase in the stream velocity with horizontal distance was made up by a compensating current upwelling from below. We now study a somewhat different situation in which the vertical component of current vanishes and the increase in the horizontal $x$-component $U$ is compensated entirely by a horizontal in-flow $V$ from the sides:

$$
\begin{equation*}
\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}=0 \tag{5.1}
\end{equation*}
$$

The analysis for the asymptotic solution is identical with that in the previous case, § 2, as far as equation (2.22). Now, however, instead of the potential (2.23) we must choose a potential $\phi_{01}$ to represent a flow having zero vertical component, and satisfying the equation of continuity (5.1). We take

$$
\begin{equation*}
\phi_{01}=c_{0} k_{0}\left(x^{2}-y^{2}\right)+D c_{0} z, \tag{5.2}
\end{equation*}
$$

and from (2.22) we see that the constant $D$ has to be $-2 \gamma^{2}$ as before. Thus,

$$
\left.\begin{array}{l}
\phi_{01}=c_{0} k_{0}\left(x^{2}-y^{2}\right)-2 \gamma^{2} c_{0} z,  \tag{5.3}\\
\zeta_{01}=-2 \gamma x
\end{array}\right\}
$$

and (2.26) still applies.
In the equations (2.27) for the interaction potential, the additional terms all vanish identically, so that (2.28) is still valid; the only difference is that the last term $\zeta_{10} \partial^{2} \phi_{01} / \partial z^{2}$ vanishes, and so in place of (2.29) we have

$$
\begin{equation*}
\left[2 i k_{0}\left(-2 \gamma-2 \gamma^{2}\right)+4 k_{0}^{2} x\right] \phi_{10} \tag{5.4}
\end{equation*}
$$

* In equation (2.57) of $I$, the second term in the curly bracket can be negleoted, since $\lambda<\mu \ll 1$.

Now, on equating coefficients between (2.31) and (5.4), we find

$$
\begin{align*}
& k_{1}=-4 k_{0} \frac{\gamma+2 \gamma^{2}+2 \gamma^{3}}{(1+2 \gamma)^{2}}  \tag{6.5}\\
& l_{1}^{2}=2 k_{0}^{2} \frac{1}{1+2 \gamma} .
\end{align*}
$$

Since the value of $l_{1}^{2}$ is still the same, equations (2.34) to (2.38) are still applicable and in particular (2.38) shows that we have the same rate of change of the wave-number $k$ as in the previous case.

But, since $k_{1}$ has a different value, equation (2.41) must now be replaced by

$$
\begin{equation*}
\left(\frac{1}{a} \frac{\partial a}{\partial x}\right)_{x=0}=-\frac{1+\gamma}{(1+2 \gamma)^{2}} \frac{1}{c_{0}} \frac{\partial U}{\partial x}, \tag{5.6}
\end{equation*}
$$

showing that the change in amplitude of the waves is different from the previous case.

## 6. Physical interpretation

The current $U$ along the $x$-axis being as in § 3 , the changes in wave velocity and wave-number which were derived in that section (by arguments depending only on kinematical considerations) are still given by (3.6) and (3.7). This confirms what was found in § 5 concerning the change in wave-number.

The change in wave amplitude, however, must be related to the equation of energy transfer. Now it was found in I that in the presence of a horizontal stream $\mathbf{U}=(U, V, 0)$ not necessarily in the $x$-direction, the mean transfer of energy across a vertical plane whose normal is $\mathbf{n}=(l, m, 0)$ is given by

$$
\begin{equation*}
\bar{R}=E\left(\mathbf{c}_{g}+\mathbf{U}\right) \cdot \mathbf{n}+\mathbf{U} \cdot \mathbf{S} \cdot \mathbf{n}+\frac{1}{2} \rho h \mathbf{U}^{\prime 2}\left(\mathbf{U}^{\prime} \cdot \mathbf{n}\right) \tag{6.1}
\end{equation*}
$$

where $c_{g}$ denotes the vector group-velocity, $U^{\prime}$ denotes the stream velocity as modified by the mass-transport and $\mathbf{S}$ is a stress tensor. If the $x$-direction is the direction of wave propagation, then $\mathbf{c}_{p}=\left(c_{g}, 0,0\right), \mathbf{U}^{\prime}=\mathbf{U}+(E / \rho c h, 0,0)$, and

$$
\mathbf{S}=\left(\begin{array}{ccc}
S_{x} & 0 & 0  \tag{6.2}\\
0 & S_{y} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $S_{x}$ is given by (3.17) and

$$
\begin{equation*}
S_{y}=E\left(\frac{c_{g}}{c}-\frac{1}{2}\right) \tag{6.3}
\end{equation*}
$$

Therefore a natural generalization of equation (3.14) is to assume

$$
\begin{equation*}
\nabla \cdot\left[E\left(\mathbf{c}_{0}+\mathrm{U}\right)\right]+\left[S_{x}^{\prime} \frac{\partial U}{\partial x}+S_{y} \frac{\partial V}{\partial y}\right]=0 \tag{6.4}
\end{equation*}
$$

In other words, the divergence of the energy flux is exactly compensated by work done by the mean current against the radiation stress. In deep water this becomes

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(\frac{1}{2} c+U\right)\right]+\frac{\partial}{\partial y}[E \nabla]+\frac{1}{2} E \frac{\partial \widetilde{U}}{\partial x}=0 . \tag{6.5}
\end{equation*}
$$
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By the symmetry of the flow about the plane $y=0$, we see that, on the $x$-axis, $\partial E / \partial y$ vanishes identically, and so making use of (5.1) we have

$$
\begin{equation*}
\frac{\partial E}{\partial x}\left(\frac{1}{2} c+U\right)+\frac{1}{2} E\left(\frac{\partial c}{\partial x}+\frac{\partial U}{\partial x}\right)=0 \tag{6.6}
\end{equation*}
$$

On substituting for $\partial c / \partial x$ from (3.6), we find

$$
\begin{align*}
& \left(\frac{1}{E} \frac{\partial E}{\partial x}\right)_{x=0}=-\frac{2(1+\gamma)}{(1+2 \gamma)^{2}} \frac{1}{c} \frac{\partial U}{\partial x}  \tag{6.7}\\
& \left(\frac{1}{a} \frac{\partial x}{\partial x}\right)_{x=0}=-\frac{1+\gamma}{(1+2 \gamma)^{2}} \frac{1}{c} \frac{\partial U}{\partial x} \tag{6.8}
\end{align*}
$$

in exact agreement with (5.7).
Equation (6.5) may also be written as

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(\frac{1}{2} c+U\right)\right]-\frac{1}{2} E \frac{\partial U}{\partial x}=0 \tag{6.9}
\end{equation*}
$$

which has the integral

$$
\begin{equation*}
E\left(\frac{1}{2} c+U\right) / c=\text { const., } \tag{6.10}
\end{equation*}
$$

as may be verified in the same way as (3.28). Hence, in the present situation,
and

$$
\begin{equation*}
\frac{E}{E_{0}}=\frac{c\left(c_{0}+2 U_{0}\right)}{c_{0}(c+2 U)} \tag{6.11}
\end{equation*}
$$

It will be seen that as the critical point is approached, $a / a_{0} \rightarrow \infty$ as before.
The amplitude variation corresponding to equation (6.12) is shown in figure 1 , curve (2), compared with the corresponding variation in the case of no lateral flow.

## 7. Waves on currents of arbitrary form

To generalize our previous results, we note that $S$ is a Cartesian tensor of rank 2 , which we may write $S_{i j}$; equation (6.2) gives $S_{i j}$ in diagonal form, when referred to axes perpendicular and parallel to the local wave front.

The velocity gradients $\partial D / \partial x$ and $\partial V / \partial y$ are also components of the symmetrio rate-of-strain tensor

$$
\begin{equation*}
\gamma_{i j}=\frac{1}{2}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right), \tag{7.1}
\end{equation*}
$$

and the generalization of the interaction term in the wave-energy equation is $S_{i j} \gamma_{i j}$, which is, of course, an invariant.

Hence the correct generalization of equation (6.4) for steady currents of arbitrary form is

$$
\begin{equation*}
\nabla \cdot\left[E\left(\mathrm{c}_{\sigma}+\mathrm{U}\right)\right]+\frac{1}{2} S_{i j}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)=0 \tag{7.2}
\end{equation*}
$$

For time-varying currents we assume

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\nabla \cdot\left[E\left(\mathbf{c}_{\sigma}+\mathbf{U}\right)\right]+\frac{1}{2} S_{i j}\left(\frac{\partial U_{i}}{\partial x_{j}}+\frac{\partial U_{j}}{\partial x_{i}}\right)=0 \tag{7.3}
\end{equation*}
$$

In the case of purely two-dimensional motion ( $\partial / \partial y=0$ ), this reduces to

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\frac{\partial}{\partial x}\left[E\left(\mathrm{c}_{g}+\mathrm{U}\right)\right]+S_{x} \frac{\partial U}{\partial x}=0 \tag{7.4}
\end{equation*}
$$

an equation that was verified approximately in § 5 of I. In that paper it was not possible to distinguish between equation (7.4) and the same equation with $\partial\left(S_{x} U\right) / \partial x$ replacing $S_{x} \partial U / \partial x$, since the difference, $\left(\partial S_{x} / \partial x\right) U$, was negligibly small. However, the technique adopted in $\S 4$ of the present paper, whereby the long wave was reduced to rest by superposing a finite negative velocity, removes the ambiguity in the final term.

Given the appropriate boundary conditions, equation (7.3) is generally sufficient to determine the variation in the wave-energy density $E$. From this the variation in wave amplitude may be deduced on the assumption that the relation between amplitude and energy-density is

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2}(1+W / 2 g), \tag{7.5}
\end{equation*}
$$

where $\dot{W}$ denotes the vertical acceleration of a particle carried by the mean current.* (See § 4 of I.) For steady currents we have

$$
\begin{equation*}
\dot{W}=\kappa\left(U^{2}+V^{2}\right) \tag{7.6}
\end{equation*}
$$

where $\kappa$ is the curvature of the path of the particle. If $W$ is small compared with $g$ then we may take

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2} \tag{7.7}
\end{equation*}
$$

as has been assumed throughout this paper.
It may be mentioned that some experiments have recently been performed by Hughes (1960) on the interaction of waves and shear flows. These he has analysed using an assumption equivalent to (7.2), and his results tend to confirm the theory.

## 8. Waves on a shearing current

As a final example we shall apply the general equation (7.2) to the interesting case of waves traversing a simple horizontal current with vertical axis of shear. This was previously considered by Johnson (1947) without taking into account the transfer of energy between the waves and the current. $\dagger$

The stream velocity $(0, V, 0)$ is supposed to be everywhere parallel to the $y$-axis, and also

$$
\begin{equation*}
\frac{\partial V}{\partial y}=\frac{\partial V}{\partial z}=0 \tag{8.1}
\end{equation*}
$$

The wavelength and amplitude of the waves are supposed also to be independent of $y$. The angle which the waves make locally with the $x$-axis is denoted by $\theta$ (see figure 2).

Purely kinematical considerations yield the following: since the wavenumber in the $y$-direction ( $k \sin \theta$ ) must be independent of $x$, we have

$$
\begin{equation*}
k \sin \theta=m, \tag{8.2}
\end{equation*}
$$

[^61]a constant. Since the apparent velocity of the waves at right-angles normal to their orests is $(c+V \sin \theta)$ and their wave-number is $k$, the apparent angular frequency of the waves relative to a fixed point is
\[

$$
\begin{equation*}
k(c+V \sin \theta)=\sigma \tag{8.3}
\end{equation*}
$$

\]

also a constant. Thirdly, we have the relation connecting local wave-number and velocity:

$$
\begin{equation*}
k c^{2}=g \tag{8.4}
\end{equation*}
$$


(a)

(b)

Figure 2. Definition diagram for waves on a ehearing current, showing the qualitative effect of the current (a) when $V>0$, (b) when $\nabla<0$.

From equation (8.3), by use of (8.4) and (8.2), it follows that
or

$$
\begin{align*}
& \frac{g}{c}+m V=\sigma  \tag{8.5}\\
& c=\frac{g}{\sigma-m V} \tag{8.6}
\end{align*}
$$

Then, from (7.4),

$$
\begin{equation*}
k=\frac{(\sigma-m \nabla)^{2}}{g} \tag{8.7}
\end{equation*}
$$

and, from (7.2),

$$
\begin{equation*}
\sin \theta=\frac{m g}{(\sigma-m \nabla)^{2}} \tag{8.8}
\end{equation*}
$$

If $c_{0}, k_{0}, \theta_{0}$ denote the values of $c, k, \theta$ when the transverse velocity $\nabla$ vanishes, then we have

$$
\left.\begin{array}{rl}
\frac{c}{c_{0}} & =\frac{1}{1-\left(\nabla / c_{0}\right) \sin \theta_{0}}, \\
\frac{k}{k_{0}} & =\left[1-\left(V / c_{0}\right) \sin \theta_{0}\right]^{2}  \tag{8.9}\\
\sin \theta & =\frac{\sin \theta_{0}}{\left[1-\left(\bar{V} / c_{0}\right) \sin \theta_{0}\right]^{2}}
\end{array}\right\}
$$

Since $\sin \theta$ cannot exceed unity, there is clearly an upper limit to $V$ for which a solution exists:

$$
\begin{equation*}
V / c_{0} \leqslant \frac{1-\left(\sin \theta_{0}\right)^{\frac{1}{2}}}{\sin \theta_{0}} \tag{8,10}
\end{equation*}
$$

At this upper limit $\theta$ becomes equal to $\frac{1}{2} \pi$, and the waves are totally reflected by the current.
On the other hand, for negative currents $V<0$, there is no kinematic limit to $\nabla$. However, as $V \rightarrow-\infty, k$ becomes very large, that is to say the wavelength becomes very small (figure $2(b)$ ). The angle $\theta$ approaches zero, that is, the direction of propagation becomes nearly normal to the current.
Now the vector group-velocity is given by

$$
\begin{equation*}
\mathbf{c}_{g}=\frac{1}{2} \mathbf{c}=\left(\frac{1}{2} c \cos \theta, \frac{1}{2} c \sin \theta\right) . \tag{8.11}
\end{equation*}
$$

Hence equation (7.2) becomes in this case

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E \cdot \frac{1}{2} c \cos \theta\right]+\frac{\partial}{\partial y}\left[E\left(\frac{1}{2} c \sin \theta+V\right)\right]+\frac{1}{2} E \frac{\partial V}{\partial x} \cos \theta \sin \theta=0 . \tag{8.12}
\end{equation*}
$$

Since all derivatives with respect to $y$ vanish identically, we find, on substitution from (8.6) and (8.8),

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{E \cos \theta}{\sigma-m \bar{V}}\right)+\frac{E m \cos \theta}{(\sigma-m V)^{2}} \frac{\partial V}{\partial x}=0 \tag{8.13}
\end{equation*}
$$

of which the integral is
or, from (8.8),

$$
\begin{equation*}
\frac{E \cos \theta}{(\sigma-m \bar{V})^{2}}=\text { const., } \tag{8.14}
\end{equation*}
$$

The relative amplification of the waves is therefore given by

$$
\begin{equation*}
\frac{a}{a_{0}}=\left(\frac{E}{E_{0}}\right)^{\frac{1}{2}}=\left(\frac{\sin 2 \theta_{0}}{\sin 2 \theta}\right)^{\frac{1}{2}} . \tag{8.16}
\end{equation*}
$$

This ratio is shown graphically in figure 3 as a function of $\nabla / c_{0}$, for various values of the initial angle $\theta_{0}$.
Evidently the amplification of the waves becomes infinite both when $\theta \rightarrow 90^{\circ}$ and when $\theta \rightarrow 0$. In the first case the infinity is not significant: it is due to the fact that the ray-paths intersect, and the corresponding line $x=$ const. is a caustic. To the left of this line there are essentially two systems of waves, the incident and transmitted systems, while to the right of it there is a 'shadow zone'. In the neighbourhood of such a line the ordinary approximations of ray optics do not apply; a higher-order theory, generally involving Airy functions, must be used. One may expect that the wave amplitude in fact remains finite even in the neighbourhood of the critical line.
The second case, when $\theta \rightarrow 0$, corresponds to the limit $V \rightarrow-\infty$. In that case the infinity is genuine and is due mainly to the fact that the wavelength and wave velocity are so much reduced that, in order to maintain the energy flux in the $x$-direction, the amplitude must increase. In practice the waves may break; but for no finite velocity $V<0$ is the ratio $a / a_{0}$ theoretically infinite.
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We may note that it is possible for the component of stream velocity opposite to the waves to exceed the group-velocity:

$$
\begin{equation*}
\frac{1}{2} c+\nabla \sin \theta<0 . \tag{8.17}
\end{equation*}
$$

The waves are not thereby stopped, for the wave amplitude tends to be diminished by a lateral stretching of the wave crests.


Figure 3. The amplification factor for waves crossing a shearing current $V$ at an oblique angle $\theta$, for various angles of entry $\theta_{0}$.

## 9. Conclusions

The amplitude of surface waves on non-uniform currents is affected by a nonlinear interaction between the waves and the components of the currents; the coupling terms are proportional to the radiation stresses, and the general equation governing the transfer of wave energy is equation (7.3).

Waves travelling on a non-uniform current $U$ that varies in the direction of wave propagation undergo an amplification that is greater than previously supposed, and is dependent on whether the variation in current is made up by a small vertical upwelling from below or by a small horizontal inflow from the sides; this difference is illustrated by the two curves in figure 1 .

The amplification of waves on a transverse shearing current has also been calculated. Here the interaction between waves and current also produces an amplification different from that obtained by neglecting the interaction terms.

The results show that the efficiency of a hydraulic or pneumatic breakwater should be affected not only by the surface currents directly opposing the waves but also by the transverse or vertical components of the secondary circulating flow, for these produce different effects on the wave steepening. The absolute limits to the wavelengths that can be transmitted are still set by Taylor's kinematical theory (1955). But for waves longer than the oritical wavelength,
whether breaking occurs must depend on the amplification factor. We suggest that differences in the secondary circulation may account for some of the anomalies in past experimental work, both on models and on prototypes.

Since the currents have been seen to do work on the waves, then we would expect the waves also to react on the currents. From (6.1), by conservation of the total energy, one would expect for steady currents

$$
\begin{equation*}
\nabla \cdot\left[E\left(\mathbf{c}_{g}+\mathbf{U}\right)+\mathbf{S} \cdot \mathbf{U}+\left(\frac{1}{2} \rho h \mathbf{U}^{\prime 2}\right) \mathbf{U}^{\prime}\right]=0 \tag{9.1}
\end{equation*}
$$

Hence, on subtracting (7.2) and using the fact that $S_{i j}$ is symmetric, we have

$$
\begin{equation*}
\nabla \cdot\left[\left(\frac{1}{2} \rho h \mathbf{U}^{\prime 2}\right) \mathrm{U}^{\prime}\right]+U_{i} \frac{\partial S_{i j}}{\partial x_{j}}=0 . \tag{9.2}
\end{equation*}
$$

A fuller account of equation (9.2) will be given subsequently.
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# Radiation stress and mass transport in gravity waves, with application to 'surf beats' 
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This paper studies the second-order currents and changes in mean surface level which are caused by gravity waves of non-uniform amplitude. The effects are interpreted in terms of the radiation stresses in the waves.

The first example is of wave groups propagated in water of uniform mean depth. The problem is solved first by a perturbation analysis. In two special cases the second-order currents are found to be proportional simply to the square of the local wave amplitude: ( $a$ ) when the lengths of the groups are large compared to the mean depth, and (b) when the groups are all of equal length. Then the surface is found to be depressed under a high group of waves and the mass-transport is relatively negative there. In case (a) the result can be simply related to the radiation stresses, which tend to expel fluid from beneath the higher waves.

The second example considered is the propagation of waves of steady amplitude in water of gradually varying depth. Assuming no loss of energy by friction or reflexion, the wave amplitude must vary horizontally, to maintain the flux of energy constant; it is shown that this produces a negative tilt in the mean surface level as the depth diminishes. However, if the wave height is limited by breaking, the tilt is positive. The results are in agreement with some observations by Fairchild.

Lastly, the propagation of groups of waves from deep to shallow water is studied. As the mean depth decreases, so the response of the fluid to the radiation stresses tends to increase. The long waves thus generated may be reflected as free waves, and so account for the 'surf beats' observed by Munk and Tucker.

Generally speaking, the changes in mean sea level produced by ocean waves are comparable with those due to horizontal wind stress. It may be necessary to allow for the wave stresses in calculating wind stress coefficients.

## 1. Introduction

In two previous papers in this series (Longuet-Higgins \& Stewart 1960, 1961) we have studied the non-linear action between water waves and steady or fluctuating currents, when the latter are non-uniform in space. It was shown that the currents generally do work on the waves, and that the coupling between them depends on a stress tensor associated with the waves, called the radiation stress
tensor. (The component corresponding to two-dimensional waves propagated in the $x$-direction is denoted by $S_{x}$.)

Correspondingly, one may expect that the waves will do work on the surrounding medium. The change in current velocity should be proportional, like the radiation stresses, to the square of the wave amplitude. The purpose of the present paper is to investigate some examples where the effects may be appreciable.

It is known that the currents produced by a steady train of waves of uniform amplitude are largely affected by the viscosity (Longuet-Higgins 1953, 1960). In the first part of this paper, however, we deal with waves of non-uniform amplitude (the variations of amplitude being due to the presence of more than one frequency) in water of uniform depth. In this situation, the groups of high and low waves are found to cause fluctuations in the mass-transport currents more rapid than the slow effects of viscosity, and the two effects may be treated independently.

Our initial approach to the problem is to solve systematically the field equations and boundary conditions by the method of Stokes as far as the second order in the wave amplitude. For the first approximation we assume a linear sum of waves of nearly equal wavelength and frequency; these of course form 'beats' or wave groups in the usual way. In the second approximation the 'difference frequencies' give rise to currents and ohanges in surface level having wavelengths comparable to the length of the groups. These are the currents in which we are interested.

In two special cases, the currents are very simply related to the local amplitude of the wave groups: ( $a$ ) when the groups are long compared to the mean depth, and (b) when there are only two first-order waves present, so that the wave groups are all of equal length. Associated with the currents are fluctuations in the mean level of the sea surface. Contrary to expectation, it is found that in a group of high waves the mass-transport tends to be negative (i.e. opposite to the direction of wave propagation) and the mean level tends to be depressed.

In the special cases (a) and (b) a simplified method of solution can be given, which confirms these results.

A third approach, in some ways the most interesting, applies only in case (a), when the length of the wave groups is long compared to the depth. Then it is shown that changes in the mean level and in the mass-transport are such as would be produced by a horizontal force $-\partial S_{x} / \partial x$ applied to the fluid. $\dagger$ In terms of this force, a simple physical explanation can be given as to why the surface tends to be depressed below a group of high waves: the radiation stress, being greater in a group of high waves, tends to expel fluid from that region. However, in general, when the groups are not long compared to the depth, the situation is complicated by the existence of a mean vertical acceleration which is no longer negligible.

In §§ 4-6 the results are extended to waves in water of non-uniform depth. It is well known that even a steady train of waves undergoes changes in amplitude in water of gradually varying depth, in order to maintain a constant flux of energy. But the variations in depth and wave amplitude also cause a variation in the

[^62]transfer of momentum, and it is shown that this causes a tilt in the mean level $\bar{\xi}$ such as would be produced by a constant horizontal force $-\partial S_{x} / \partial x$ applied to the fluid.

Moreover, it appears that the equation for $\partial \bar{\xi} / \partial x$ may be integrated, so that the mean level $\zeta$ can be found as a function only of the local depth and of conditions at infinity. If there is no loss of energy then as the depth becomes shallower the mean level is depressed. If, on the other hand, the wave amplitude is limited by breaking, it appears that the mean level must rise.

These results account qualitatively for some observations of Fairchild (1958) in wave-tank experiments, and for the observed rise in level shorewards sometimes produced by ocean waves.

Consideration of wave groups in water of non-uniform depth suggests that these may account for the 'surf beata' observed by Tucker (1950). For many years it remained a puzzle why a high group of incoming swell was associated with a negative pulse of pressure reflected from the shore. But this now appears as a natural consequence.

## 2. The Stokes approximation

In the usual notation, let $(x, y, z)$ be rectangular co-ordinates with the $x$-axis horizontal and in the direction of wave propagation and with the $z$-axis vertically upwards. Let $\mathbf{u}=(u, v, w)$ denote the velocity vector; $p, \rho$ and $g$ the pressure, density and gravitational acceleration; $z=\zeta(x, y, t)$ the equation of the free surface and $z=-h$ the equation of the rigid bottom.

Now the fluid motion in a periodic train of waves, outside boundary layers at the bottom and free surface, contains generally a second-order vorticity (see Longuet-Higgins 1953, 1960) which, on the time-scale that we are considering, can be considered as independent of the time $t$. This vorticity is associated with a steady second-order current. However, to the second approximation this current does not affect the distribution of pressure, and may be simply added to the field of motion. Hence, to the second approximation we may regard the fluid motion outside the boundary-layers as irrotational, afterwards adding the second-order current so as to satisfy the special conditions just inside the boundary-layers.

The equations to be satisfied by $\mathbf{u}, p$ and $\zeta$ are then the field equations

$$
\left.\begin{array}{rl}
\mathbf{u} & =\nabla \phi,  \tag{2.1}\\
\nabla^{2} \phi & =0, \\
p / \rho+g z+\frac{1}{2} \mathbf{u}^{2}+\partial \phi / \partial t & =0,
\end{array}\right\}
$$

with the boundary conditions

$$
\left.\begin{array}{r}
(\boldsymbol{a} \cdot \nabla \phi)_{\mathrm{fxad} \text { boandary }}=0, \\
(p)_{z=\zeta}=0,  \tag{2.2}\\
{\left[\left(\frac{\partial}{\partial t}+\mathbf{u} \cdot \nabla\right)(z-\zeta)\right]_{z=\zeta}=0 .}
\end{array}\right\}
$$

M. S. Longuet-Higgins and R. W. Stewart

In Stokes's method of approximation an expansion of $\mathbf{u}, \phi, \zeta$ and $p$ is made in the form

$$
\left.\begin{array}{r}
\mathbf{u}=\mathbf{u}^{(1)}+\mathbf{u}^{(2)}+\ldots,  \tag{2.3}\\
\phi=\phi^{(1)}+\phi^{(2)}+\ldots, \\
\zeta=\zeta^{(1)}+\zeta^{(2)}+\ldots, \\
p+\rho g z=p^{(1)}+p^{(2)}+\ldots,
\end{array}\right\}
$$

where $u^{(1)}, \phi^{(1)}$, etc. satisfy the linearized equations and boundary conditions; $u^{(1)}+u^{(2)}, \phi^{(1)}+\phi^{(2)}$, etc. satisfy the equations as far as the quadratic terms, and so on. The equations for $\phi^{(1)}$ are:

$$
\left.\begin{array}{rl}
\nabla^{2} \phi^{(1)} & =0,  \tag{2.4}\\
\left(\partial \phi^{(1)} / \partial z\right)_{g=-h} & =0, \\
\left(\frac{\partial^{2} \phi^{(1)}}{\partial z^{2}}+g \frac{\partial \phi^{(1)}}{\partial z}\right)_{z=0} & =0,
\end{array}\right\}
$$

and then $u^{(1)}, p^{(1)}$ and $\zeta^{(1)}$ may be found from the further relations

$$
\left.\begin{array}{rl}
\mathbf{u}^{(1)} & =\nabla \phi^{(2)}  \tag{2.5}\\
p^{(1)} / \rho & =-\partial \phi^{(1)} / \partial t, \\
g \zeta^{(1)} & =-\left(\partial \phi^{(1)} / \partial t\right)_{z=0} .
\end{array}\right\}
$$

For the present it is assumed that the mean values of $\mathbf{u}^{(1)}$ and $\zeta^{(1)}$ are zero, that is to say in the first approximation there is no mean current, and the origin of $z$ is in the mean surface level.

The equations for the second approximation $\phi^{(2)}$ are

$$
\left.\begin{array}{rl}
\nabla^{2} \phi^{(2)} & =0 \\
\left(\partial \phi^{(2)} / \partial z\right)_{z=-h} & =0 \\
\left(\frac{\partial^{2} \phi^{(2)}}{\partial t^{2}}+g \frac{\partial \phi^{(2)}}{\partial z}\right)_{z=0} & =-\left[\frac{\partial}{\partial t}\left(\mathbf{u}^{(2) 2}\right)+\zeta^{(2)} \frac{\partial}{\partial z}\left(\frac{\partial^{2} \phi^{(1)}}{\partial t^{2}}+g \frac{\partial \phi^{(2)}}{\partial z}\right)\right]_{z=0} \tag{2.6}
\end{array}\right\}
$$

(see for example Longuet-Higgins \& Stewart 1960). The remaining quantities $u^{(2)}, p^{(2)}$ and $\zeta^{(2)}$ may then be found from

$$
\left.\begin{array}{rl}
u^{(2)} & =\nabla \phi^{(2)},  \tag{2.7}\\
p^{(2)} / \rho & =-\left(\partial \phi^{(2)} / \partial t+\frac{1}{2} u^{(1) 2}\right), \\
g \zeta^{(2)} & =-\left(\partial \phi^{(2)} \partial t+\frac{1}{2} u^{(1) 2}+\zeta^{(1)} \partial^{2} \phi^{(1)} \partial z \partial t\right)_{z=0}
\end{array}\right\}
$$

The classical first-order solution for a wave of constant amplitude $a$, frequency $\sigma$ and wave-number $k$ is

$$
\left.\begin{array}{l}
\phi^{(1)}=\frac{a \sigma \cosh k(z+h)}{k \sinh k h} \sin (k x-\sigma t),  \tag{2.8}\\
\zeta^{(1)}=a \cos (k x-\sigma t),
\end{array}\right\}
$$

provided that $\dagger$

$$
\begin{equation*}
\sigma^{2}=g k \tanh k h . \tag{2.9}
\end{equation*}
$$

$\dagger$ If approximations higher than the second are considered, $\sigma$ must also be expanded in powers of (ak). Thus strictly we should write $\sigma^{(1)}$ for $\sigma$.

This determines the phase velocity

$$
\begin{equation*}
c=\frac{\sigma}{k}=(g h)^{\frac{1}{2}}\left(\frac{\tanh k h}{\operatorname{lin}}\right)^{\frac{1}{2}} \tag{2.10}
\end{equation*}
$$

and the group velocity

$$
\begin{equation*}
c_{0}=\frac{d \sigma}{d k}=\frac{1}{2} c\left(1+\frac{2 k h}{\sinh 2 k h}\right) \tag{2.11}
\end{equation*}
$$

Also

$$
\begin{equation*}
w=\frac{1}{2}\left(\overline{u^{(1) 2}-w^{(1) 2}}\right)=\frac{a^{2} g k}{2 \sinh 2 k h}=\frac{a^{2} g}{2 h}\left(\frac{c_{g}}{c}-\frac{1}{2}\right) \tag{2.12}
\end{equation*}
$$

which is independent of $z$.
The next approximation, found by solving equations (2.6), is

$$
\begin{equation*}
\phi^{(2)}=\frac{3 a^{2} \sigma}{8 \sinh ^{4} k h} \cosh 2 k(z+h) \sin 2(k x-\sigma t)+C x+D t \tag{2.13}
\end{equation*}
$$

where $C$ and $D$ are arbitrary constants, of the second order. From (2.7) it can be seen that these constants are related to the average values of $u^{(2)}$ and $\zeta^{(2)}$; in fact

$$
\left.\begin{array}{rl}
\bar{u}^{(2)} & =C,  \tag{2.14}\\
g \bar{\zeta}^{(2)} & =-(D+w) .
\end{array}\right\}
$$

The last equation follows from (2.7) on replacing $\partial \phi^{(1)} / \partial z$ by $\partial \zeta^{(1)} / \partial t$ and noting that
so that

$$
\begin{aligned}
& \overline{\zeta^{(1)}} \overline{\frac{\partial^{2} \zeta^{(1)}}{\partial t^{2}}}+\overline{\left(\frac{\partial \zeta^{(1)}}{\partial t}\right)^{2}}=\overline{\frac{\partial}{\partial t}\left(\zeta^{(1)} \frac{\partial \zeta^{(\alpha)}}{\partial t}\right)}=0 \text {, } \\
& \overline{\zeta^{(1)}} \frac{\partial^{2} \phi^{(1)}}{\partial z \partial t}=-\overline{\left(\frac{\partial \zeta^{(1)}}{\partial t}\right)^{2}}=-\overline{w^{(1) 2}} .
\end{aligned}
$$

Hence a change in $C$ corresponds to the superposition of a small, uniform horizontal current, i.e. to a different choice of the frame of reference. A change in $D$ corresponds to a small addition to the vertical co-ordinate, in other words a different choice of origin for $z$. It can easily be verified that the mean pressure on the bottom always equals the hydrostatic pressure:

$$
\begin{equation*}
\bar{p}_{z-h}=\rho g(h+\bar{\zeta}) . \tag{2.15}
\end{equation*}
$$

As in Lamb (1932) it is found that the mean energy density of the waves is given by

$$
E=\frac{1}{2} \rho g a^{2}
$$

correot to second order, and the horizontal flux of energy, also to second order, is given by

$$
F=E c c_{g}
$$

## 3. Propagation of a wave group

In this section we shall treat the problem of a group of waves propagated freely in water of uniform depth, using three different methods. The first method is a systematic application of the perturbation procedure outlined above; this is valid irrespective of the length of the wave groups relative to the depth $h$. The second method is a simplified version of the first, valid only when the wave
groups are long compared to $h$, or when the groups are of uniform length. The third method is an application of the conservation of momentum, similar to that of Whitham (1962), but is valid only for long wave groups.

## Method 1

Consider a wave disturbance containing a narrow range of frequencies, for example a disturbance represented, to first order, by the expression

$$
\begin{equation*}
\zeta^{(1)}=\sum_{n} a_{n} \cos \left(k_{n} x-\sigma_{n} t+\chi_{n}\right) \tag{3.1}
\end{equation*}
$$

where $a_{n}$ and $\chi_{n}$ are amplitude and phase constants, and all the ware-numbers $k_{n}$ lie close to a fixed ware-number $k$. The frequency and wave-number of each component are related by

$$
\begin{equation*}
\sigma_{n}^{2}=g k_{n} \tanh k_{n} h \tag{3.2}
\end{equation*}
$$

Equation (3.1) may also be written

$$
\begin{equation*}
\left.\zeta^{a}\right)=a \cos (k x-\sigma t+\chi), \tag{3.3}
\end{equation*}
$$

where $a$ and $\chi$ are slowly varying functions of $x$ and $t$, representing the envelope of the waves; in fact

$$
\begin{equation*}
a e^{i x}=\sum_{n} a_{n} \exp i\left\{\left(k_{n}-k\right) x-\left(\sigma_{n}-\sigma\right) t+\chi_{n}\right\} . \tag{3.4}
\end{equation*}
$$

The square of the amplitude $a$ is given by

Since

$$
\begin{equation*}
a^{2}=\sum_{n, m} a_{n} a_{m} \exp i\left\{\left(k_{n}-k_{m}\right) x-\left(\sigma_{n}-\sigma_{m}\right) t+\left(\chi_{n}-\chi_{m}\right)\right\} . \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\sigma_{n}-\sigma_{m}}{k_{n}-k_{m}} \bumpeq \frac{d \sigma}{d k}=c_{\sigma} \tag{3.6}
\end{equation*}
$$

the whole envelope (3.4) progresses with the group velocity $c_{o}$.
The first-order potential corresponding to (3.1) is

$$
\begin{equation*}
\phi^{(1)}=\sum_{n} \frac{a_{n} \sigma_{n} \cosh k_{n}(z+h)}{k_{n} \sinh k_{n} h} \sin \left(k_{n} x-\sigma_{n} t+\chi_{n}\right) . \tag{3.7}
\end{equation*}
$$

The equations for the second approximation are equations (2.6). Now the right-hand side is a quadratic expression in $\zeta^{(a)}$ and $\phi^{(1)}$, and so may be expressed as the sum of terms with wave-numbers $\left(k_{n}+k_{m}\right)$ and $\left(k_{n}-k_{m}\right)$ respectively. Hence $\oint^{\prime(2)}$ and $\zeta^{(2)}$ will contain terms with sum and difference ware-numbers also. Since we are interested only in average values taken over several wavelengths, only the terms which depend on the difference wave-numbers will be retained. Thus we have

$$
\begin{aligned}
& \mathbf{u}^{(1) 2}=\sum_{n, m} \frac{a_{n} a_{m} \sigma_{n} \sigma_{m} \cosh \left(k_{n}+k_{m}\right) h}{2 \sinh k_{n} h \sinh k_{m} h} \cos \left\{\left(k_{n}-k_{m}\right) x-\left(\sigma_{m}-\sigma_{m}\right) \ell+\left(\chi_{n}-\chi_{m}\right)\right\} . \\
& \text { Writing } \quad\left(k_{n}-k_{m}\right),\left(\sigma_{n}-\sigma_{m}\right),\left(\chi_{n}-\chi_{m}\right)=\Delta k, \Delta \sigma, \Delta \chi,
\end{aligned}
$$

and neglecting squares of $\Delta k$ and $\Delta \sigma$ we have

$$
\frac{\hat{\partial}}{\partial \theta} \mathbf{u}^{(1) 2}=\sum_{n, m} \frac{a_{n} a_{m} \sigma^{2} \cosh 2 k h}{2 \sin h^{2} k h} \sin (\Delta k x-\Delta \sigma t+\Delta X) .
$$

Similarly, using (3.2) we find
and hence

$$
\frac{\partial}{\partial z}\left(\frac{\partial^{2}}{\partial t^{2}}+g \frac{\partial}{\partial z}\right) \phi_{z=0}^{(2)}=\sum_{n} \frac{a_{n} \sigma_{n}^{3}}{\sinh k_{n} h} \sin \left(k_{n} x-\sigma_{n} t+\chi_{n}\right),
$$

$$
\zeta^{(1)} \frac{\partial}{\partial z}\left(\frac{\partial^{2}}{\partial t^{2}}+g \frac{\partial}{\partial z}\right) \phi_{t=0}^{(1)}=\sum_{n, m} \frac{a_{n} a_{m} \sigma_{n}^{3}}{2 \sinh ^{2} k_{n} h} \sin (\Delta l k x-\Delta \sigma t+\Delta \chi)
$$

(only the difference terms being retained). By reversing $m$ and $n$ in the summation and taking one half of the sum, the right-hand side becomes

$$
\sum_{n, m} \frac{a_{n} a_{m}}{4}\left(\frac{\sigma_{n}^{3}}{\sinh ^{2} k_{n} h}-\frac{\sigma_{m}^{3}}{\sinh ^{2} k_{m} h}\right) \sin (\Delta k x-\Delta \sigma t+\Delta \chi)
$$

which, to the first order in $\Delta \sigma$, can be written

$$
\sum_{n, m} \frac{a_{n} a_{m}}{4} \Delta \sigma \frac{d}{d \sigma}\left(\frac{\sigma^{s}}{\sinh ^{2} k h}\right) \sin (\Delta k x-\Delta \sigma t+\Delta \chi)
$$

Altogether, then, the last of equations (2.6) becomes
where

$$
\begin{gather*}
\left(\frac{\partial^{2} \phi^{(2)}}{\partial t^{2}}+g \frac{\partial \phi^{(2)}}{\partial z}\right)_{z=0}=-\sum_{m, n}\left(K a_{m} a_{n} \Delta \sigma\right) \sin (\Delta k x-\Delta \sigma t+\Delta \chi) \\
K=\frac{\sigma^{2} \cosh 2 k h}{2 \sinh ^{2} k h}+\frac{1}{4} \frac{d}{d \sigma}\left(\frac{\sigma^{3}}{\sinh ^{2} k h}\right) \tag{3.8}
\end{gather*}
$$

It will be noted that $K$ is independent of $\Delta k$ and $\Delta \sigma$. The solution of equations (2.6) is

$$
\begin{equation*}
\phi^{(2)}=-\sum_{m \neq n} \frac{K a_{m} a_{n} \Delta \sigma \cosh \Delta k(z+h)}{g \Delta k \sinh \Delta k h-(\Delta \sigma)^{2} \cosh \Delta k h} \sin (\Delta k x-\Delta \sigma t+\Delta \chi)+C x+D t \tag{3.9}
\end{equation*}
$$

where $C$ and $D$ are arbitrary constants. To the same order in $\Delta k, \Delta \sigma$ this may be written
where

$$
\begin{gather*}
\phi^{(2)}=-K \sum_{m, n} \frac{a_{m} a_{n} c_{g}}{g h \theta-c_{0}^{2}} \frac{\cosh \Delta k(z+h)}{\cosh \Delta k h} \frac{\sin (\Delta k x-\Delta \sigma t+\Delta \chi)}{\Delta k}  \tag{3.10}\\
\theta=\frac{\tanh \Delta k h}{\Delta k \hbar} \tag{3.11}
\end{gather*}
$$

In the summation in (3.10) we have included terms corresponding to $m=n$. These are taken to be the limits of the terms under the summation as $\Delta k \rightarrow 0$; in other words we have chosen

$$
\begin{equation*}
C x+D t=-K \sum_{n} \frac{a_{n}^{2} c_{o}}{g h-c_{0}^{a}}\left(x-c_{0} t\right) \tag{3.12}
\end{equation*}
$$

Further terms of the type ( $C^{\prime} x+D^{\prime} t$ ) may of course be added. From (3.10) we have immediately

$$
\begin{equation*}
u^{(2)}=-K \sum_{m, n} \frac{a_{m} a_{n} c_{g}}{g h \theta-c_{\sigma}^{2}} \frac{\cosh \Delta k(z+h)}{\cosh \Delta k h} \cos (\Delta k x-\Delta \sigma t+\Delta \chi), \tag{3.13}
\end{equation*}
$$

and for the mean velocity with respect to $z$,

$$
\begin{equation*}
\left\lvert\, u^{(2)}=-K \sum_{m, n} \frac{a_{m} a_{n} c_{p}}{g h \hat{\theta}-c_{g}^{2}} \theta \cos (\Delta k x-\Delta \sigma t+\Delta \chi)\right. \tag{3.14}
\end{equation*}
$$

The mean surface elevation $\zeta^{(2)}$ is found from equations (2.7):

$$
\begin{align*}
g \zeta^{(2)}= & -K \sum_{m, n} \frac{a_{m} a_{n} \varepsilon_{\sigma}^{2}}{g h \theta-c_{\theta}^{2}} \cos (\Delta k x-\Delta \sigma t+\Delta \chi) \\
& -\sum_{m_{n} n} \frac{a_{m} a_{n} \sigma^{\bar{z}}}{4 \sinh ^{2} k h} \cos (\Delta k x-\Delta \sigma t+\Delta \chi) . \tag{3.15}
\end{align*}
$$

The constant $K$ may be evaluated from (3.8) and (2.9); we find

$$
\begin{equation*}
K=\frac{\sigma^{2}}{4 \sinh ^{2} k h} \frac{\sinh 4 k h+3 \sinh 2 k h+2 k h}{\sinh 2 k h+2 k h} \tag{3.16}
\end{equation*}
$$

We may distinguish two principal cases:
(a) The wave groups are long compared to the depth $h$. Then

$$
\Delta k h \ll 1, \quad \cosh \Delta k(z+h) \div 1, \quad \theta \div 1 .
$$

The factor $\left(g h \theta-c_{g}^{2}\right)^{-1}$ may be taken outside the summations and we have simply

$$
\left.\begin{array}{l}
\left\lvert\, u^{(2)}=-\left(\frac{K c g}{g h-c_{\square}^{2}}\right) a^{2}\right.,  \tag{3.17}\\
g \zeta^{(2)}=-\left(\frac{K c_{g}^{2}}{g h-c_{0}^{2}}+\frac{\sigma^{2}}{4 \sinh ^{2} k \hbar}\right) a^{2},
\end{array}\right\}
$$

where
as in (3.5).
(b) The wave groups are not long compared with the depth. There is no such convenient simplification as in $(a)$, since the factor $\left(g h \theta-c_{q}^{2}\right)^{-1}$ is generally different for each sinusoidal component in the summations. However, since $k \gg \Delta k$ and $\Delta k h$ is at least of order 1 , one may assume that $e^{-k h} \ll 1$, i.e. the individual waves are effectively deep-water waves. From (3.14) $K=\sigma^{2}=g k$, and equations (3.14) and (3.15) reduce to

$$
\left.\begin{array}{l}
\left\lvert\, u^{(2)}=-2 \sigma k \sum_{m, n} \frac{a_{m} u_{n}}{4 \theta k h-1} \theta \cos (\Delta k x-\Delta \sigma t+\Delta \chi)\right.,  \tag{3.18}\\
g \zeta^{(2)}=-\sigma^{2} \sum_{m, n} \frac{a_{m} a_{n}}{4 \theta k h-1} \cos (\Delta k x-\Delta \sigma t+\Delta \chi)
\end{array}\right\}
$$

$\theta$ being given by (3.11). These solutions are not generally expressible in terms of the local wave amplitude $a$. However, in the special case when only one pair of waves is present, with amplitudes $a_{1}$ and $a_{2}$, then we have

Since

$$
\left.\begin{array}{c}
\left\lvert\, \bar{u}=2 \sigma k\left[\frac{a_{1}^{2}+a_{2}^{2}}{4 k h-1}+\frac{2 a_{1} a_{2}}{4 \theta k h-1} \theta \cos (\Delta k x-\Delta \sigma t+\Delta \chi)\right]\right., \\
g \zeta^{(2)}=\sigma^{2}\left[\frac{a_{1}^{2}+a_{2}^{2}}{4 k h-1}+\frac{2 a_{1} a_{2}}{4 \theta k h-1} \cos (\Delta k x-\Delta \sigma t+\Delta \chi)\right] .
\end{array}\right\}
$$

this can be written

$$
\left.\begin{array}{l}
\left\lvert\, u^{(2)}=\frac{2 \theta \sigma k a^{2}}{4 \theta k h-1}+\right.\text { const. }  \tag{3.19}\\
g \zeta^{(2)}=\frac{\sigma^{2} a^{2}}{4 \theta k h-1}+\text { const. }
\end{array}\right\}
$$

Moreover, since an expression of the form ( $C^{\prime} x+D^{\prime}$ ) may still be added to the potential, the constants of integration can be taken as vanishing.

## Method 2

This method is more indirect than method 1 , but avoids the lengthy calculations. It also leads to an interpretation of some of the algebraic expressions which occur in the solution.

From the form of equations (2.11) it will be seen that the potential $\phi^{(2)}$ corresponds to the motion that would be generated by a 'virtual pressure'

$$
p_{s}=\rho\left[\mathbf{u}^{(1) 2}+\int d t\left\{\zeta^{(1)} \frac{\partial}{\partial z}\left(\frac{\partial^{2}}{\partial t^{2}}+g \frac{\partial}{\partial z}\right) \phi^{(1)}\right\}\right]
$$

applied at the upper surface of the fluid. Without evaluating this complex expression, we note that it can be expressed as the sum of terms containing both sum and difference frequencies, the latter travelling with the group velocity $c_{0}$. Thus $\phi^{(2)}$ will contain a part $\phi_{d}$ such that

$$
\frac{\partial \phi_{d}}{\partial x}=-\frac{1}{c_{g}} \frac{\partial \phi_{d}}{\partial t}
$$

Added to this there will in general be a potential of the form $(C x+D t)$ where $C$ and $D$ are arbitrary constants. Since $\partial \phi / \partial t$ occurs only in the Bernouilli integral, we may, by a suitable choice of origin for 2 , make $D=-c_{q} C$. The constant $C$ is still arbitrary. So if $\bar{\phi}$ denotes the average of $\phi$ over one wave cycle we have

$$
\bar{\phi}=\dot{\phi}_{d}+C\left(x-c_{d} t\right),
$$

and clearly

$$
\frac{\partial \bar{\phi}}{\partial x}=-\frac{1}{c_{g}} \frac{\partial \bar{\phi}}{\partial t}
$$

If $\bar{u}, \bar{\zeta}$ and $\overline{\boldsymbol{w}}$ denote similar averages of $u, \zeta$ and $\varpi$ we have analogously to (2.14)

Hence

$$
\begin{gather*}
\bar{u}=\partial \bar{\phi} / \partial x, \quad g \bar{\zeta}=-(\partial \bar{\phi} / \partial t)_{x=0}-\bar{w} . \\
c_{0}(\bar{u})_{m=0}-g \bar{\zeta}=\bar{w} . \tag{3.20}
\end{gather*}
$$

Since the wave amplitude is a gradually varying funotion of $x$ we may assume that locally the waves are given by (2.8) and so

$$
\begin{equation*}
\left.\bar{w}=\frac{1}{\frac{1}{u^{(1) 2}}-w^{(1) 2}}\right)=\frac{E}{\rho h}\left(\frac{c_{g}}{c}-\frac{1}{2}\right) . \tag{3.21}
\end{equation*}
$$

The mean horizontal momentum $M$ is defined by

$$
M=\overline{\int_{-h}^{\zeta} \rho u d z}
$$

Correct to the second order we have

$$
\begin{equation*}
M=m+\rho h \mid \bar{u} \quad(m=E / c) \tag{3.22}
\end{equation*}
$$

(Stokes 1847; for an alternative proof see the Appendix). The equation of continuity of mass is then

$$
\frac{\partial}{\partial t}(\rho \bar{\zeta})+\frac{\partial M}{\partial x}=0
$$

or, since $\bar{\zeta}$ and $M$ are both functions of $\left(x-c_{g} t\right)$,

$$
\frac{\partial}{\partial x}\left(M-c_{0} \rho \bar{\zeta}\right)=0
$$

Substituting for $M$ and integrating we have

$$
m+\rho h \mid \bar{u}-\rho c_{g} \bar{\zeta}=\text { const } .
$$

By a suitable choice of axes (or of the constant $C$ ) we may ensure that the constant of integration vanishes, and then

$$
\begin{equation*}
h \mid \bar{u}-c_{g} \bar{\zeta}=-m / \rho \tag{3.23}
\end{equation*}
$$

Equations (3.20) and (3.23) can now be solved for $\bar{\zeta}$, provided we have some relation between $\mid \bar{u}$ and $\bar{u}_{x=0}$, i.e. between the mean horizontal velocity and the velocity at the surface.
(a) The wave groups are long compared to the depth. Then the potential $\bar{\phi}$ represents a shallow water wave, so that $\bar{u}$ is independent of depth. Equations (3.20) and (3.23) become simply

$$
\left.\begin{array}{l}
c_{g} \bar{u}-g \bar{\zeta}=\bar{w},  \tag{3.24}\\
k \bar{u}-c_{\sigma} \bar{\zeta}=-m / \rho,
\end{array}\right\}
$$

of which the solution is

$$
\left.\begin{array}{c}
\bar{u}=-\frac{c_{0} \bar{\varpi}+g m / \rho}{g h-c_{0}^{2}}  \tag{3.2б}\\
\bar{\zeta}=-\frac{h \varpi+c_{g} m / \rho}{g h-c_{0}^{\mathrm{z}}}
\end{array}\right\}
$$

Substitution for $\overline{\mathrm{w}}$ and $m$ gives

$$
\left.\begin{array}{rl}
\bar{u} & =-\frac{1}{2} \frac{a^{2} g}{h c\left(g h-c_{\rho}^{2}\right)}\left(g h+c_{\theta}^{2}-\frac{1}{2} c c_{0}\right),  \tag{3.26}\\
\bar{\zeta} & =-\frac{1}{2} \frac{g a^{2}}{g h-c_{0}^{2}}\left(\frac{2 c_{g}}{c}-\frac{1}{2}\right) .
\end{array}\right\}
$$

These solutions will be seen to be identical with (3.17) in view of the identity

$$
K \equiv \frac{g}{2 h c c_{\rho}}\left(g h+c_{\rho}^{2}-\frac{1}{2} c c_{q}\right)
$$

which can be verified at some length.
From equations (3.25) one can also derive a simple expression for the virtual pressure $\bar{p}_{s}$. Since $\bar{\partial} \bar{\phi} / \partial z$ vanishes at $z=-h$ we have

$$
\left(\frac{\partial \bar{\phi}}{\partial z}\right)_{z=0}=-\int_{-h}^{0} \frac{\partial^{2} \bar{\phi}}{\partial z^{2}} d z=\int_{-h}^{0} \frac{\partial^{2} \bar{\phi}}{\partial x^{2}} d z=-h \frac{\partial^{2} \bar{\phi}}{\partial x^{2}}
$$

for $\partial^{2} \bar{\phi} / \partial x^{2}=\partial \bar{u} / \partial x$, which is independent of $z$. Hence

$$
\left(\frac{\partial^{2} \bar{\phi}}{\partial t^{2}}+g \frac{\partial \bar{\phi}}{\partial z}\right)_{s=0}=\left(c_{\theta}^{2}-g h\right) \frac{\partial^{2} \bar{\phi}}{\partial x^{2}}=\frac{g h-c_{g}^{2}}{c_{0}} \frac{\partial \bar{u}}{\partial \iota} .
$$

The right-hand side equals - $(1 / \rho) \partial p_{s} / \partial t$ and so

$$
\bar{p}_{s}=-\frac{g h-c_{g}^{2}}{c_{\sigma}} \rho \bar{u}+\text { const. }
$$

Substituting from the first of (3.25) gives

$$
\begin{equation*}
\bar{p}_{s}=\rho \overline{x_{0}}+g m / c_{g}+\text { const. } \tag{3.27}
\end{equation*}
$$

In the case when $e^{-k h} \ll 1$ then $\bar{w}$ vanishes and we have

$$
\begin{equation*}
p_{s}=g m / c_{g}+\text { const. } \tag{3.28}
\end{equation*}
$$

This has a simple physical interpretation. $m$ represents the additional mass transport due to the waves which, because it is non-uniform in $x$, tends to produce a piling-up of mass near the free surface:

$$
-\int \frac{\partial m}{\partial x} d t=\int \frac{1}{c_{\sigma}} \frac{\partial m}{\partial t} d t=\frac{m}{c_{\sigma}}+\text { const. }
$$

The virtual pressure $\bar{p}_{s}$ is simply this quantity multiplied by $g$.
(b) The wave groups are not long compared to the depth. The problem can still be solved by the simple method provided only two wave components are present. For then $\phi$ has a single wave-number $\Delta k$, and from Laplace's equation, together with the condition at the bottom, it follows that $\bar{u}$ depends on $z$ through the factor $\cosh \Delta k(z+h)$. Therefore

$$
\frac{\mid \bar{u}}{(\bar{u})_{z=0}}=\frac{\tanh \Delta k h}{\Delta k h}=\theta
$$

In equation (3.20) we may therefore substitute $(\bar{u})_{s=0}=\theta^{-1} \mid \bar{u}$ and also $\bar{w}=0$, since $e^{-k h} \ll 1$. Together with (3.23) we have

$$
\left.\begin{array}{rl}
c_{g} \mid \bar{u}-\theta_{g} \bar{\zeta} & =0, \\
h \mid \bar{u}-c_{g} \bar{\zeta} & =-m / \rho,
\end{array}\right\}
$$

where $c_{g}=g / 2 \sigma$. Solving these equations we find

$$
\begin{align*}
\mid \bar{u} & =-\frac{\theta g m / \rho}{g h-\theta c_{\theta}^{2}}=-\frac{2 \theta a^{3} \sigma k}{4 \theta k h-1}  \tag{3.29}\\
\bar{\zeta} & =-\frac{c_{0} m / \rho}{\theta g h-c_{\theta}^{2}}=-\frac{a^{2} k}{4 \theta k h-1}
\end{align*},
$$

which are equivalent to (3.19).
When more than two sine-waves are present it is obvious that $\mid \bar{u}$ and $\bar{\zeta}$ cannot be simply related to the local wave amplitude, for then the fluid has a different response to each of the harmonic components of the virtual pressure $\bar{p}_{g}$.

M. S. Longuet-Higgins and R.W. Stewart

## Method 3

This is essentially the method given by Whitham (1962); as will be seen, it is valid only when the groups are long compared to the depth.

Let $S$ denote the flux of momentum across a vertical plane $x=$ constant:

$$
\begin{equation*}
S=\int_{-h}^{\zeta}\left(p+\rho u^{2}\right) d z \tag{3.30}
\end{equation*}
$$

and let $S_{x}$ denote the difference between this and the part due to the hydrostatic pressure:

$$
\begin{align*}
S_{x} & =\int_{-h}^{\bar{\zeta}}\left(p+\rho u^{2}\right) d z \\
& =S-\frac{1}{2} \rho g(h+\bar{\zeta})_{-h}{ }^{\bar{\zeta}} \rho g(\bar{\zeta}-z) d z \\
& \doteqdot S-\rho g\left(\frac{1}{2} h^{2}+h \bar{\zeta}\right) . \tag{3.31}
\end{align*}
$$

$S_{x}$ is the radiation stress introduced by Longuet-Higgins \& Stewart (1960), and may be thought of as the excess transfer of momentum due to the waves (Whitham 1962). When the vertical acceleration is negligible we find, correct to the second order of approximation,

$$
\begin{equation*}
S_{x}=E\left(\frac{2 c_{g}}{c}-\frac{1}{2}\right) \tag{3.32}
\end{equation*}
$$

(Longuet-Higgins \& Stewart 1960, §3).
Now from the continuity of mass and momentum
and

$$
\begin{gather*}
\partial(\rho \bar{\zeta}) / \partial t+\partial M / \partial x=0  \tag{3.33}\\
\partial M / \partial t+\partial S / \partial x=0 \tag{3.34}
\end{gather*}
$$

But the last equation may be written

$$
\begin{equation*}
\frac{\partial M}{\partial t}+g h \frac{\partial}{\partial x}(\rho \tilde{\zeta})=-\frac{\partial S_{x}}{\partial x} . \tag{3.35}
\end{equation*}
$$

Equations (3.33) and (3.35) together show that $\bar{\zeta}$ and $M$ are equivalent to the surface elevation and horizontal momentum in a long (shallow-water) wave when a horizontal force $-\partial S_{x} / \partial x$ per unit distance is applied to the fluid. Since $S_{x}$ is proportional to $a^{2}$, the applied force travels with the group velocity, so that $\partial / \partial t$ may be replaced by $-c_{g} \partial / \partial x$. Then we have

$$
\begin{aligned}
-\rho c_{0} \partial \bar{\zeta} / \partial x+\partial M / \partial x & =0 \\
\rho g h \partial \bar{\zeta} / \partial x-c_{0} \partial M / \partial x & =-\partial S_{x} / \partial x
\end{aligned}
$$

of which the solution is

$$
\begin{aligned}
\rho \frac{\partial \bar{\zeta}}{\partial x} & =-\frac{1}{g h-c_{\sigma}^{2}} \frac{\partial S_{x}}{\partial x}, \\
\frac{\partial M}{\partial x} & =-\frac{c_{g}}{g h-c_{g}^{2}} \frac{\partial S_{x}}{\partial x} .
\end{aligned}
$$

Thus on integration

$$
\left.\begin{array}{l}
\rho \bar{\xi}=-\frac{S_{x}}{g h-c_{q}^{2}},  \tag{3.36}\\
M=-\frac{c_{\rho} S_{x}}{g h-c_{g}^{2}}
\end{array}\right\}
$$

the constants of integration being at our disposal. The mean velocity $\bar{u}$ may be found from the relation (3.22) between $M$ and $\bar{\zeta}$. Hence

$$
\bar{u}=\frac{1}{\rho h}(M-E / c)=-\frac{c_{0}}{h\left(g h-c_{0}^{2}\right)} S_{x}-\frac{E}{\rho h c} .
$$

This will be seen to be equivalent to (3.26).


Figure 1. The effect of the radiation atress in depressing the mean level in a group of high waves.

It will be noticed that beneath a group of high waves, where $S_{x}$ and $E$ are both large, $\bar{\zeta}$ and $\bar{u}$ are more negative, that is to say there is a relative depression in the mean surface level, coupled with a mean flow opposite to the direction of wave propagation. Beneath a group of low waves, on the other hand, the mean surface level is raised and the flow is positive.
The sign of the response may be accounted for in the following way (see figure 1). In a group of high waves $S_{x}$ is large, so that the applied force $-\partial S_{x} / \partial x$ is positive in advance of the group and negative behind it. Now the wave groups are travelling with a velocity $c_{g}$ which is generally less than the free-wave velocity $(g h)^{\frac{1}{2}}$, and so the response of the system to the applied force is in the same direction as if the groups were stationary; in other words, the applied force acts in opposition to the restoring force arising from the deformation of the surface. So the restoring force is negative in advance of the high wave group, implying an upwards mean tilt, and positive behind the group. Directly beneath the group, therefore, there is a depression.

More graphically, we may say that the greater stress in the high waves tends to force the water apart there, and so to produce a depression in the surface level.
In the more general case, when the groups are not long compared to the depth, the above argument breaks down, on account of vertical accelerations in the mean motion. For to retain the form (3.32) of $S_{x}$ one would have to add to the righthand side of (3.31) a term depending on the vertical acceleration $D \bar{w} / D t$ :

$$
S_{x}=\overline{\int_{-h}^{5}\left(p+\rho u^{2}\right) d z-\int_{-h}^{\zeta} d z\left[\rho g(\bar{\zeta}-z)+\int_{0}^{\bar{\zeta}} \rho \frac{D \bar{w}}{D t} d z\right] . . . . . . . .}
$$

'I'hun, tas lihes neseromid orilar,
'Thes offect of thin is to suld a further term to the left-tiand side of (3.3.5). Hence the simplos argamonti no longer buffices.

## Wanses culoancing ines still voder

Thin problem may bo treatod by the same methods as we have outlined, except that the representation of $\zeta^{(1)}$ as a sum of sine-waves muat be replaced by the Fourier integral representation:

$$
\zeta^{(1)}=\int_{0}^{\infty} A(k) \cos \{k x-\sigma t+\chi(k)\} d k
$$

$\sigma$ being the function of $k$ defined by (2.9). The analysis proceeds along exactly similar lines, Fourier integrals replacing the Fourier sums. The choice of the arbitrary constants $C^{\prime}$ and $D^{\prime}$, however, is naturally determined by the consideration that the mean level $\zeta^{(2)}$ and the mean velocity $\mid u^{(2)}$ each be zero in the undisturbed part of the fluid.

If the transition from the undisturbed to the disturbed zone is sufficiently gradual, and if the breadth of the transition zone is large compared with $h$, then we may suppose that the conclusions previously found for long ware groups will apply. In particular, $\mid u^{(2)}$ and $\zeta^{(2)}$ will be related to the local wave amplitude as in equation (3.17). Moreover, the constants of integration are as chosen, namely zero, for both $\mid u^{(2)}$ and $\zeta^{(2)}$ vanish in the undisturbed region, where the wave amplitude is also zero. In this special instance then, the solution (3.17) is applicable. However, if the transition is more abrupt, compared to the depth, then the solution is more complicated.

In very deep water, where the length of a group is small compared to the depth, the effect of the radiation stress can be seen very simply. Consider a group of waves, of energy density $E$, advancing through still water. Letting $\Delta k h \rightarrow \infty$ in (3.13) we see that the mean velocity $u^{(2)}$ tends to zero. So if $M I^{\prime}$ denotes the mean horizontal momentum in the uppermost layer (say within a wavelength of the free surface) we have

$$
M^{\prime}=m=E / c
$$

Hence

$$
\begin{gathered}
\frac{\partial M^{\prime}}{\partial t}=\frac{1}{c} \frac{\partial E}{\partial t}=\frac{1}{2 c_{g}} \frac{\partial E}{\partial t}=-\frac{1}{2} \frac{\partial E}{\partial x} \\
\frac{\partial M^{\prime}}{\partial t}=-\frac{\partial S_{x}}{\partial x}
\end{gathered}
$$

i.e.
since $S_{x}=\frac{1}{2} E$. In such deep water, then, we see that the radiation stress gradient provides just the acceleration required to give the uppermost layer of water its known momentum.

The total momentum $M$, on the other hand, tends to vanish in deep water. For on letting $\Delta k h \rightarrow \infty$ in (3.18) we find

$$
\rho h \left\lvert\, u^{(2)} \sim-\frac{1}{2} \rho \sigma a^{2}=-E / c\right., \quad g \zeta^{(2)}=O\left(\sigma^{2} a^{2} \Delta k / k\right),
$$

and so $M \rightarrow 0$ by (3.22). Thus the fluid responds so as to keep the mean surface level almost constant and the total momentum zero. With shallower depths the water is unable to do this. There is a resulting change in the value of $M$ and an additional stress gradient due to the mean surface slope.

## 4. Water of variable depth. (1) Steady wave trains

So far the mean depth $h$ has been assumed to be independent of $x$. In this and the following section we shall extend the previous results to include the case when $h$ varies rather gradually with horizontal distance, so that $d h / d x$ and higher derivatives of $h$ are small. In this section it is assumed that the wave amplitude is steady, i.e. independent of the time. In § 5 we discuss the effect of a wave amplitude which fluctuates in time.

Again, use is made of the small-amplitude wave theory. It turns out that considerations of energy are sufficient to determine the local wave amplitude; then the momentum equation will determine the mean surface elevation or depression, if the mean pressure on the bottom can be evaluated. One of the crucial steps is to show that the mean pressure on the bottom is in fact equal to the mean hydrostatic pressure, correct to the second order of approximation.

To fix the ideas, suppose that a regular train of waves advances into water of gradually diminishing depth $h(x)$. If there is no loss of energy by breaking of the waves and internal friction, and if the reflexion of energy is negligible, then the wave amplitude $a(x)$ may be determined by the consideration that the flux of energy $F$ towards the shore is a constant (see Burnside 1915). So to the second order

$$
\begin{equation*}
E c_{g}=F=\text { const. } \tag{4.1}
\end{equation*}
$$

where $E=\frac{1}{2} \rho g a^{2}$. As is well known, $\dagger c_{0}$ at first increases slightly above the deepwater value $g / 2 \sigma$ and then diminishes asymptotically to $(g h)^{\frac{1}{2}}$. So the wave amplitude $a$ at first decreases slightly, and then increases asymptotically like $k$ - $t$. The wavelength, on the other hand, steadily decreases with $h$, and also the ratio $c / c_{\sigma}$.

Consider now the balance of momentum between two fixed vertical planes $x=x_{0}, x=x_{0}+d x$. The fluxes of momentum across these planes are $S$ and ( $S+\partial S / \partial x d x$ ) respectively. Across the bottom there is no normal component of velocity, but the pressure $\bar{p}_{h}$ contributes a normal force $-p_{h} d l$ where $d l$ is the distance between the two planes, measured along the bottom. The horizontal component of this force is $-p_{h} d l(d h / d l)$ or $-p_{h} d h$. In the quasi-steady state this must equal $-\partial S / \partial x d x$ and hence

$$
\begin{equation*}
\frac{\partial S}{\partial x}=\bar{p}_{h} \frac{d h}{d x} \tag{4.2}
\end{equation*}
$$

Our next task is to evaluate $\bar{p}_{h}$. Since both $\nabla u$ and $\nabla(\partial u / \partial t)$ vanish by continuity, the equation of vertical motion

$$
-\frac{1}{\rho} \frac{\partial p}{\partial z}=g+\frac{\partial w}{\partial t}+\left(u \frac{\partial w}{\partial x}+w \frac{\partial w}{\partial z}\right)
$$

[^63] figure 5 of Longuet-Higgins (1956).
may also be written
$$
-\frac{1}{\rho} \frac{\partial p}{\partial z}=g+\frac{\partial}{\partial z}\left(2 \frac{\partial w}{\partial t}+w^{2}\right)+\frac{\partial}{\partial x}\left(z \frac{\partial u}{\partial t}+u w\right) .
$$

On integrating over the range $-h<z<\zeta$ we have

$$
\frac{1}{\rho}\left(p_{h}-p_{s}\right)=g(\zeta+h)+\left[z \frac{\partial w}{\partial t}+w^{2}\right]_{-h}^{\zeta}+\int_{-h}^{\zeta} \frac{\partial}{\partial x}\left(z \frac{\partial u}{\partial t}+u w\right) d z
$$

where $p_{s}$ is the surface pressure, assumed zero. Now

$$
\left(z \frac{\partial w}{\partial t}+w\right)_{s=\zeta}=\zeta \frac{\partial^{2} \zeta}{\partial t^{2}}+\left(\frac{\partial \zeta}{\partial t}\right)^{2}+O\left(a^{3}\right)
$$

and hence, neglecting terms of order $a^{3}$, we have

$$
\begin{equation*}
\frac{p_{h}}{\rho}=g(\zeta+h)+\frac{\partial^{2}}{\partial t^{2}}\left(\frac{1}{2} \zeta^{2}\right)-\left(z \frac{\partial w}{\partial t}+w^{2}\right)_{s--h}+\int_{-h}^{0} \frac{\partial}{\partial x}\left(z \frac{\partial u}{\partial t}+u w\right) d z \tag{4.3}
\end{equation*}
$$

On taking mean values with respect to $t$, the time-derivatives vanish, by periodicity, and we have

$$
\frac{1}{\rho} \bar{p}_{h}=g(\bar{\zeta}+h)-\left(\overline{w^{2}}\right)_{z=-h}+\int_{-h}^{0} \frac{\partial}{\partial x}(\overline{u w}) d z
$$

Now on the bottom $w$ is of order $u d h / d x$, and so $\overline{w^{2}}$ is proportional to $a^{2}(d h / d x)^{2}$, which we neglect, since it involves the square of $d h / d x$. Further, since in uniform depth $\overline{u w}$ vanishes, in general it is of order $a^{2} d h / d x$ at most, and $\partial(\overline{u w}) / \partial x$ is of order $a^{2}(d h / d x)^{2}$ or $a^{2} d^{2} h / d x^{2}$, which again we neglect. To this order of approximation, then, the previous equation gives simply

$$
\begin{equation*}
\bar{p}_{h}=\rho g(h+\bar{\zeta}), \tag{4.4}
\end{equation*}
$$

i.e. the mean pressure on the bottom equals the mean hydrostatic pressure, as in the case of uniform depth (equation (2.15)).

So from (4.2) we have

$$
\begin{equation*}
\partial S / \partial x=\rho g(h+\bar{\zeta}) d h / d x \tag{4.5}
\end{equation*}
$$

But by the definition of $S_{x}$ in (3.31) we have

$$
\frac{\partial S_{x}}{\partial x}=\frac{\partial S}{\partial x}-\rho g(h+\bar{\zeta}) \frac{d h}{d x}-\rho g h \frac{\partial \bar{\zeta}}{\partial x}
$$

and therefore altogether
or

$$
\begin{equation*}
\partial S_{x} / \partial x=-\rho g \hbar \partial \bar{\zeta} / \partial x \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \bar{\zeta}}{\partial x}=-\frac{1}{\rho g h} \frac{\partial S_{x}}{\partial x} \tag{4.7}
\end{equation*}
$$

This is just the equation for the gradient of the surface level $\bar{\zeta}$ when a constant, small horizontal force $-\partial S_{x} / \partial x$ is applied.

## Integration of equation (4.7)

Let us assume at first that no energy is lost by wave breaking, bottom friction, etc. Then equation (4.7) admits an exact integral. For from (3.31) and (4.1) we have

$$
\begin{equation*}
S_{x}=F\left(\frac{2}{c}-\frac{1}{2 c_{\rho}}\right)=\sigma F\left[\frac{2 k}{\sigma^{2}}-\left(\frac{\partial k}{\partial \sigma^{2}}\right)_{h}\right], \tag{4.8}
\end{equation*}
$$

where $F$ is a constant and the subscript indicates that $h$ is to be held constant in the differentiation. Now if we introduce the non-dimensional quantities $k h=\xi$, $\sigma^{2} h / g=\eta$ then the period equation (2.9) may be written

$$
\begin{equation*}
\xi \tanh \xi=\eta \tag{4.9}
\end{equation*}
$$

and we have

$$
\left(\frac{\partial k}{\partial \sigma^{2}}\right)_{h}=\left(\frac{\partial(\xi / h)}{\partial(\eta g / h)}\right)_{h}=\frac{1}{g} \frac{d \xi}{d \eta} .
$$

Substituting in (4.8) we have

$$
\begin{equation*}
S_{x}=\frac{\sigma F}{g}\left(\frac{2 \xi}{\eta}-\frac{d \xi}{d \eta}\right) \tag{4,10}
\end{equation*}
$$

In equation (4.7), $h$ and hence $\xi$ and $\eta$ may be regarded as functions of $x$ only, and we have

$$
d \bar{\zeta}=-\frac{1}{\rho g h} d S_{x}=\frac{\sigma^{3} F}{\rho g^{3}} \frac{1}{\eta} d\left(\frac{d \xi}{d \eta}-\frac{2 \xi}{\eta}\right)
$$

Integration by parts yields

$$
\bar{\zeta}=\frac{\sigma^{-3} F}{\rho g^{3}} \frac{d}{d \eta}\left(\frac{\xi}{\eta}\right)+\text { const } .
$$

But $\xi / \eta=$ coth $\xi$, which tends to unity in deep water ( $\xi \gg 1$ ). So if $\bar{\zeta}$ is measured relative to the deep-water level the constant of integration vanishes:

$$
\begin{equation*}
\bar{\zeta}=\frac{\sigma^{3} F}{\rho g^{3}} \frac{d}{d \eta}(\operatorname{coth} \xi) \tag{4.11}
\end{equation*}
$$

Now

$$
F=E c_{\sigma}=E\left(\frac{\partial \sigma}{\partial k}\right)_{h}=\frac{E}{2 \sigma}\left(\frac{\partial \sigma^{2}}{\partial k}\right)_{h}=\frac{E g}{2 \sigma} \frac{d \eta}{d \xi} .
$$

Thus

$$
\bar{\zeta}=\frac{\sigma^{2} E}{2 \rho g^{2}} \frac{d}{d \xi}(\operatorname{coth} \xi)
$$

or, on substituting $E=\frac{1}{2} \rho g a^{2}$ and performing the differentiation,

$$
\begin{equation*}
\bar{\zeta}=-\frac{1}{2} \frac{a^{2} k}{\sinh 2 k h} . \tag{4.12}
\end{equation*}
$$

As the water becomes shallow ( $k h>1$ ) we have the asymptotic expression

$$
\begin{equation*}
\bar{\zeta} \sim-\frac{a^{2}}{4 h} . \tag{4.13}
\end{equation*}
$$

Equation (4.12) shows that when there is no loss of energy the surface is depressed relative to the deep-water level. The values of $a$ in that equation, however, depend on the local depth. To obtain the actual profile of $\bar{\zeta}$ we return to equation (4.11) in which $F$ is assumed constant and equal to $4 p g^{2} a_{0}^{2} / \sigma$, where $a_{0}$ is the wave amplitude in deep water. Substituting for $F$ in that equation we find
where

$$
\begin{align*}
\bar{\zeta} & =-a_{0}^{2} k_{0} f(\eta),  \tag{4.14}\\
f(\eta) & =-\frac{1}{4} \frac{d}{d \eta}(\operatorname{coth} \xi)=\frac{\operatorname{coth}^{2} \xi}{4(\xi+\sinh \xi \cosh \xi)},
\end{align*}
$$

and $\xi$ is related to $\eta$ by (4.11). $f(\eta)$ is plotted in figure 2. The very sharp down-turn in level at around $\eta=0.5$ will be noted. In shallow water ( $\eta \ll 1$ ) we have

$$
\begin{equation*}
f(\eta) \sim \frac{1}{8} \xi^{-3} \sim \frac{1}{8} \eta^{-\frac{1}{1}} \tag{4.15}
\end{equation*}
$$

This asymptote is indicated by the broken line in figure 2: it lies remarkably close to $f(\eta)$ when $\eta<0.5$. From equation (4.15) we have

$$
\begin{equation*}
\bar{\zeta} \sim-\frac{a_{0}^{2} k_{0}}{8\left(\sigma^{2} h / g\right)^{\frac{3}{2}}}=-\frac{a_{0}^{2} g^{\frac{1}{2}}}{8 \sigma h^{\frac{3}{2}}} . \tag{4.16}
\end{equation*}
$$



Frgure 2. Graph of $f(\eta)$, giving the depression of the mean surface level in water of finite depth, relative to the level in deep water. The broken curve represents the asymptote $1 /\left(8 \eta^{\mathrm{Y}}\right)$.

Thus the surface depression is inversely proportional to the three-halves power of the depth.

The above formulae apply only so long as there is no appreciable loss of energy and so long as the small-amplitude theory is valid. A necessary condition for the latter is that

$$
\begin{equation*}
a k \ll(k h)^{3} \tag{4.17}
\end{equation*}
$$

(see Stokes 1847). The theory is certainly not precisely valid when the waves are so steep as to be breaking.

However, one may perhaps expect a qualitative result from the observation that swell in shallow water tends to break when the depth is about 1.3 times the crest-to-trough height (Munk 1949b). In shallow water $c_{g} / c=1$ so that from (3.32)

$$
S_{x}=\frac{3}{2} E=\frac{3}{4} \rho g a^{2} .
$$

If we now write $2 a=h / 1 \cdot 3$ equation (4.5) gives

$$
\begin{equation*}
\partial \bar{\zeta} / \partial x=-0 \cdot 22 \partial h / \partial x . \tag{4.18}
\end{equation*}
$$

Since for shoaling water $\partial h / \partial x$ is negative, the mean level tends now to rise towards the shore. In fact, (4.18) suggests that the mean gradient of $\bar{\zeta}$ may be practically independent of the initial wave amplitude and period under these conditions.

Some confirmation of these conclusions is to be found in the experiments of Fairchild (1958). These were made on a $1: 75$ model of the beach profile off Narragansett pier, with wave amplitudes $a=\frac{1}{2} H$, ranging from 15 ft . down to $2 \frac{1}{2} \mathrm{ft}$., and periods of 15 and 9 sec . With the larger wave amplitudes, where breaking might be expected, there was a positive 'set-up' (rise in level) towards the shoreline. The difference in $\bar{\zeta}$ between say 200 and 400 ft . from the shoreline is remarkably independent of wave amplitude and period. The mean value is $\Delta \zeta=-0.75 \mathrm{ft}$., corresponding to a difference in depth $\Delta h=6 \mathrm{ft}$. Thus

$$
\frac{\Delta \bar{\zeta}}{\Delta x}=-0.12 \frac{\Delta h}{\Delta x}
$$

which is in order-of-magnitude agreement with (4.18).
Significantly also, at the smaller wave amplitudes, where breaking is delayed, the observations show that $\bar{\zeta}$ can be negative. The author states: "Other tests in the Beach Erosion Board laboratory have shown that for considerably steeper beach slopes ( 1 on 3 and 1 on 6 ) and wave of somewhat lesser height ( $2-4 \mathrm{ft}$.), there is no wave set-up but rather there is wave set-down". This is to be expected, for under the conditions described the breaking of the waves would be delayed. If there is little loss of energy apart from wave breaking, then our analysis suggests that the greatest depression of the mean level will be at about the point where breaking first occurs.

The magnitude of the change in level is of the same order as that caused by wind stress over the water surface. At first glance this appears anomalous since the momentum of the waves is only a small proportion of the total momentum transferred from the wind into the water. However, the increase in surface level caused by the wind stress produces an increased pressure effective through the full depth of the basin. On the other hand, the momentum associated with the waves produces a ohange in level only when the water becomes shallow, and so the force is exerted over only a small depth. As has been shown by Taylor (1962) the wave momentum may be transferred directly to the boundaries by the radiation stress, with only a depression of mean level resulting. This occurs when the bottom slope is sufficiently abrupt.

## 5. Water of variable depth. (2) Groups of waves

We now generalize to the case of a train of waves of fluctuating amplitude.
It can be assumed that at each point the wavelength and velocity of the waves correspond to the local depth of water, and that the wave groups advance towards the shore with a velocity equal to the local group-velocity. To determine the amplitude, suppose first that there is no loss of energy due to breaking or friction. Then we may assume that the flux of energy $\vec{F}$ across any (fixed) vertical plane with co-ordinate $x$, at time $t$, is constant for an observer advancing with the group-velocity $c_{o}$.

On the other hand, if breaking occurs then the amplitude of the higher waves may be limited by the local depth $h$.

To find the effect on the mean surface level $\bar{\zeta}$ we generalize the analysis of the preceding section so as to include the effect of a time-varying mass-transport $M$. In place of equation (4.2) we obtain

$$
\begin{equation*}
\partial M / \partial t+\partial S / \partial x=\bar{p}_{h} d h / d x . \tag{5.1}
\end{equation*}
$$

Equation (4.2) is the special case of this equation when $\partial M / \partial t=0$, and (3.34) is the special case when $d h / d x=0$. On the other hand, by taking local averages in (4.3) we have,

$$
\frac{\bar{p}_{h}}{\rho}=g(h+\bar{\zeta})-\left(z \frac{\partial \bar{w}}{\partial t}\right)_{z=-h}+\int_{-h}^{0}\left(z \frac{\partial^{2} \bar{u}}{\partial z \partial t}\right) d z
$$

(compared with equation (4.4)). Substituting $-\partial^{2} \bar{w} / \partial z \partial t$ for $\partial^{2} \bar{u} / \partial z \partial t$ in the integral and integrating by parts we find

$$
\begin{equation*}
\frac{\bar{p}_{h}}{\rho}=g(h+\bar{\zeta})+\int_{-\Lambda}^{0} \frac{\partial \bar{w}}{\partial t} d z . \tag{5.2}
\end{equation*}
$$

Suppose now that the wave groups are long, so that $\partial \bar{w} / \partial t$ is negligible. Then $\bar{p}_{h}$ is given simply by $\bar{p}_{h}=\rho g(h+\bar{\zeta})$. Combining this with (5.1) we obtain equation (3.35) as before. Moreover, the equation of continuity of mass is still valid also. So we have shown that for long wave groups, even when the depth is variable, the mean surface $\bar{\zeta}$ responds as though a horizontal stress $-\partial S_{x} / \partial x$ were applied at the surface.

The explicit calculation of $\bar{\zeta}$ must depend upon the entire form of bottom profile $h(x)$ and not merely on the local depth if, as is generally true, there is an appreciable change of depth $h$ within a horizontal distance equal to the length of a wave group. A detailed calculation will not be attempted here. However, it may be noted that as the depth diminishes, and the group-velocity $c_{n}$ approaches $(g h)^{\frac{1}{2}}$, so the response of the surface to the applied stress will increase. For example, the surface elevation $\bar{\zeta}$, which in the case of uniform depth $h$ is given by

$$
\begin{equation*}
\xi=-\frac{S_{x} / \rho}{g h-c_{g}^{2}}+\text { const. } \tag{5.3}
\end{equation*}
$$

will become large on account of the vanishing of the denominator. From (2.10) and (2.11) we have

$$
\begin{equation*}
c_{o}^{2}=\frac{4}{4} g h \frac{\tanh k h}{k h}\left(1+\frac{2 k h}{\sinh 2 k h}\right)^{2}=g h\left[1-(k h)^{2}+O(k h)^{4}\right], \tag{5.4}
\end{equation*}
$$

so that, if the resonant response had time to develop fully,

$$
\begin{equation*}
\zeta \sim-\frac{S_{x}}{\rho g \bar{h}(k h)^{2}} \sim-\frac{S_{x}}{\rho \sigma^{2} h^{2}} . \tag{5.5}
\end{equation*}
$$

When there is no loss of energy, we should have from (4.6)

$$
\begin{equation*}
\bar{\zeta} \sim-\frac{3}{2} \frac{f}{\rho \sigma^{2} h^{2}(g h)^{\frac{1}{2}}} \tag{5.6}
\end{equation*}
$$

which is increasingly negative as $h$ diminishes. However, the validity of these formulae is limited by the condition (4.10) and by the fact that the resonant response needs time to build up. In practice, the waves are often limited by breaking, so that $\bar{\zeta}$ may not increase towards the shore to the extent indicated by (5.6).

## 6. Surf beats

Off-shore records of wave pressure on the sea-bed when there is an incoming swell often show the existence of longer waves, of $2-3 \mathrm{~min}$ period, very similar to the envelope of the visual swell (Munk 1949a; Tucker 1950); but the long waves


Figure 3. Correlation of long waves with the envelope of incoming awell, as a function of the time difference between them: mean of the five best correlograms. (From Tucker 1850.)
are delayed relative to the envelope of the swell by several minutes. Munk and Tuoker have both suggested that the long waves may be caused by an excess of mass carried forward by thegroups of high swell; the swell waves, it is assumed, are destroyed on the beach, but the mass-transport associated with them is reflected back and is measured as a long wave by the pressure recorder after an appreciable time delay.
To demonstrate this, Tucker correlated the long waves with the envelope of the swell, at varying time shifts (see figure 3) and found a maximum (negative) correlation at a time shift of about 5 min-about the time required for the groups of waves to reach shore with velocity $c_{d}$ and for the long waves to travel back with velocity ( $g h)^{\frac{1}{t}}$. Tucker also compared the height of the long waves with the height of the corresponding groups of swell (see figure 4).

Tucker made the following remark: "Such a simple explanation disagrees with the observations in two major respects: according to theory, the mass-transport
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within a wave (in a given depth) is proportional to the square of the height, whereas the observations show that the long wave height is approximately linearly proportional to the ordinary wave height. The simple explanation also requires that the long wave should be an elevation, whereas figure 2 shows that the outstanding feature of the observed wave is a depression in water level."


Figure 4. Relation between the height of the long waves and the height of the corresponding swell. (From Tucker 1950.)
The reader will at once perceive that the second objection is immediately answered, for we have shown that in fact, contrary to expectation, a group of high waves is associated with a depression of the mean surface level and a consequent reduction of pressure on the bottom.

To account for Tucker's first point, however, we shall now try to construct a very crude theory of surf beats, on the lines previously suggested.

Since long waves are more readily reflected by non-uniformities in the transmitting medium than are shorter waves, it is reasonable to suppose that at some depth $h_{0}$ the long wave associated with the mass-transport undergoes partial reflexion while the shorter waves are allowed to pass on and be destroyed in shallower water. If $C_{R}$ denotes the coefficient of reflexion of the long wave, then its amplitude at the point of reflexion would, according to (5.6) be given by

$$
\bar{\zeta}_{R}=-\frac{3}{2} \frac{C_{R} F}{\rho \sigma^{2} h_{0}^{2}\left(g h_{0}\right)^{\frac{1}{2}}} .
$$

On propagation outwards the height of the reflected wave will be diminished like $\left(h_{0} / h\right)^{t}$, so that at any other depth $h$, and after the appropriate lapse of time,

$$
\bar{\zeta}_{R}=-\frac{3}{2} \frac{C_{R} F}{\rho \sigma^{2} h_{0}^{2}\left(g h_{0}\right)^{\frac{1}{2}}}\left(\frac{h_{0}}{h}\right)^{\frac{1}{2}},
$$

which represents also the long-wave pressure, in feet of water, recorded on the bottom.
Since $\bar{\zeta}_{R}$ is proportional to $F$ and hence to $a^{2}$, it would seem that the amplitude of the long waves is proportional to the square of the envelope of the incoming swell. On the other hand, if breaking has taken place before the point of reflexion, the higher waves at least will have been reduced in amplitude, and so one expects in fact a law of variation rather weaker than $a^{2}$. This is not inconsistent with Tucker's observations.
It should be said that the choice of one particular depth $h_{0}$ for reflexion of the long wave is probably not realistic, and that reflexion may take place at more than one place, depending also on the length of the wave groups. Further reflexion by deep water (Isaacs, Williams \& Eckart 1951) is also not out of the question. All such possibilities would tend to lower the correlation between the wave envelope and the subsequent surf beat.

Finally it may be worth mentioning that Munk (1949a) has attempted a comparison of the observed long waves with the time-integral of (breaker height) ${ }^{2}$, using a fixed time lag. However, from our point of view this time-integral would be $90^{\circ}$ out of phase with the appropriate quantity for a periodic wave envelope. The fact that Munk obtains reasonable coincidence over four cycles of the envelope is not evidence against our hypothesis, for with a slightly different time lag, the evidence could equally well be used in support of our hypothesis. The appropriate time-lag was not certain "in view of the 1000 ft . distance separating the swell and tsunami records and of other uncertainties" (see p. 853). The procedure adopted by Tucker, namely to plot the correlation coefficient between the surf envelope and the long waves as a function of the time lag, a ppears to be the most convincing.

## Appendix: the momentum integral

The relation

$$
\begin{equation*}
M=\rho \hbar \mid \bar{u}+E / c \tag{A.I}
\end{equation*}
$$

used in $\S 3$ is due essentially to Stokes (1847), and in the case $\mid \bar{u}=0$ was rediscovered by Starr (1959) as a hydrodynamical analogy to Einstein's law $M=E / c^{2}$. The method of derivation given by Whitham (1962) is similar to Stokes's. Here we give a simple way of deriving the relation, which avoids the explicit evaluation of integrals.
The mean horizontal momentum $M$ may be expressed as

$$
\begin{equation*}
M=\int_{-\hbar}^{\zeta} \rho D d z \tag{A2}
\end{equation*}
$$

where $U$ denotes the mean velocity of a particle, in the Lagrangian sense: in othor words the mass-transport velocity. Now the displacement of a particle due to its orbital motion is, to the first order,

$$
\Delta \mathbf{x}=\int \mathbf{u}^{(1)} d t
$$

and so the horizontal velocity of the particle in the neighbourhood of a fixed point $x$ is

$$
u+\Delta \mathbf{x} \cdot \nabla u .
$$
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The mass-transport velocity, to second order, is the mean value of this expression:

$$
U=\bar{u}+\overline{\int \mathbf{u}^{(1)} d t . \nabla u^{(1)}}
$$

Now $u^{(1)}$ is periodic in time and so

$$
\overline{\int \mathbf{u}^{(1)} d t . \nabla u^{(1)}}+\overline{\mathbf{u}^{(1)} \cdot \nabla \int u^{(1)} d t}=\overline{\frac{\partial}{\partial t} \int \mathbf{u}^{(1)} d t . \nabla \int u^{(1)} d t}
$$

which vanishes by periodicity. So we have

$$
\begin{aligned}
U & =\bar{u}-\overline{\mathbf{u}^{(1)} \cdot \nabla \int u^{(1)} d t} \\
& =\bar{u}-\overline{u^{(1)} \int \frac{\partial u^{(1)}}{\partial x} d t+w^{(1)} \int \frac{\partial u^{(1)}}{\partial z} d t}
\end{aligned}
$$

Since the motion is progressive, $\partial u^{(1)} / \partial x$ may be replaced by $-(1 / c) \partial u^{(1)} / \partial t$; and $\partial u^{(1)} / \partial z$, which equals $\partial w^{(1)} / \partial x$, may be replaced by $-(1 / c) \partial w^{(1)} / \partial t$. Hence

$$
U=\bar{u}+\frac{1}{c} \overline{\left(u^{(1) 2}+u^{(1) 2}\right)}=\bar{u}+\overline{u^{(1) 2}} / c
$$

Substituting in (A 2) gives $\quad M=\rho h \mid \bar{u}+2$ к.е. $/ c$
where K.E. denotes the density of kinetic energy. Since K.E. equals half the total energy $E$, the result (A 1) follows.
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## ABSTRACT

Seaward of the breaker zone, the observations of Saville are in good qualitative agreement with the prediction that the mean surface level is incrasingly depressed towards the shoreline, proportionally to $F(\eta)$, i.e., to ( $\left.\sigma^{2} h / g\right)^{-3 / 2}$, very nearly. The observed depressions are on the average greater than the theoretical by a factor of about i.7. Between the breaker zone and the still-water level the surface tends to rise again in the way described by $d \bar{\zeta} / d x=$ $Q(d h / d x)$, with the factor $Q$ equal to 0.15 .
I. Introduction. It was found experimentally by Fairchild (1958), and confirmed more recently by Saville (1961), that when a steady train of waves is propagated in water of non-uniform depth, the mean level of the water surface may differ appreciably from the still-water level. An effect of this kind was also recently suggested on theoretical grounds (Longuet-Higgins and Stewart, 1962). This note compares the theory with the experimental results.
2. Definitions. Regular, two-dimensional waves, of constant period and amplitude, are supposed advancing into a region of non-uniform depth. Let $\sigma=$ radian frequency $=2 \pi /$ wave period; $k=$ wavenumber $=2 \pi /$ wave length; $a=$ wave amplitude, $=1 / 2$ wave height; $h=$ local still-water depth; $x=$ horizontal co-ordinate in direction of wave propagation.

It is assumed that the depth varies only gradually, so that $(d h / d x)^{2}$ is negligible. When the waves originate in deep water ( $k h \gg \mathrm{I}$ ) their amplitude and wavenumber there are denoted by $a_{\infty}$ and $k_{\infty}$ respectively. We have simply $k_{\infty}=\sigma^{2} / g$.
: At present visiting the Institute of Geophysics, UCSD, La Jolla, California.
2 A similar prediction, in less explicit form, is made by Dorrestein (1962). See also a report by Fortak (r962).
3. Theoretical Predictions. In the paper by Longuet-Higgins and Stewart (1962; henceforward referred to as [I]), two types of prediction were made:
(I) Assuming that there is no loss of energy in the waves, either by friction, breaking or reflection, then the mean surface level at any point is lowered by an amount

$$
\begin{equation*}
-\bar{\zeta}=a_{\infty} k_{\infty} F(\eta), \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\sigma^{2} h / g, \tag{2}
\end{equation*}
$$

and $F(\eta)$ is a dimensionless function defined as follows:

$$
\left.\begin{array}{c}
F(\eta)=-\frac{1}{4} \frac{d}{d \eta} \operatorname{coth} \xi  \tag{3}\\
\xi \tanh \xi=\eta
\end{array}\right\}
$$

The function $F(\eta)$ is plotted in [I]: fig. I. For values of $\eta$ less than I (i.e, in moderately deep water), $F(\eta)$ lies close to the asymptote

$$
\begin{equation*}
F(\eta) \sim \frac{1}{8 \eta 3^{3 / 2}}, \quad \eta \ll 1 . \tag{4}
\end{equation*}
$$

For the validity of this result it is necessary that the conditions

$$
\begin{equation*}
a k \lll 1, \quad a k \ll(k h) 3 \tag{5}
\end{equation*}
$$

for the small-amplitude theory of water waves be satisfied.
If the waves do not originate in deep water, but in a long channel of depth $h_{0}$, then the generalization of eq. ( 1 ) is

$$
\begin{equation*}
-\bar{\zeta}=a_{\infty} k_{\infty}\left[F(\eta)-F\left(\eta_{0}\right)\right], \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{0}=\sigma^{2} h_{0} / g \tag{7}
\end{equation*}
$$

and $a_{\infty}$ is a virtual amplitude at infinity, which may be calculated by the condition that the energy flux ( $1 / 2 \varrho g a^{2} \times$ group velocity) is a constant. A graph giving the ratio of $a_{0}$, the amplitude in water of depth $h_{0}$, to $a_{\infty}$, is given, for example, in Longuet-Higgins (1956).
(2) The second result of [I] applies to the altogether different situation in which the waves are in shallow water ( $k h\langle<1$ ) and are limited in height by breaking. A rough argument suggested that

$$
\begin{equation*}
\frac{d \bar{\zeta}}{d x}=Q \frac{d h}{d x}, \tag{8}
\end{equation*}
$$

where $Q$ is a quantity of the order of 0.2 .
Finally, we note that, according to the theory of solitary waves (Munk, 1949), the depth $h_{b}$ at the initial breaking point is related to the wave amplitude in deep water by

$$
\begin{equation*}
\frac{h_{b}}{a_{\infty}}=1.14\left(a_{\infty} k_{\infty}\right)^{-1 / 3} . \tag{9}
\end{equation*}
$$

4. Experimental Data. For comparison with eq. (6), the most suitable and extensive data are those given by Saville (1961: table 4). These are the observed differences in level $\bar{\zeta}$ when waves approached a ramp of slope $1: 10$, topped by another ramp of slope $1: 6$ or $1: 3$. The wave amplitude $a_{0}$ was measured in a depth of water equal to 10 feet (on the model scale), and the mean levels at four different distances from the shoreline. By reconstructing the beach graphically, one finds for the mean depth $h$ at these positions the following:

$$
\text { Upper slope } 1: 6 \quad \text { Upper slope } 1: 3
$$

| Position: | 1 | 2 | 3 | 4 | I | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Distance from shoreline: | 18.5 | 23.6 | 30.8 | 51.0 | 6.5 |  |  | 39.0 feet |
| Depth $h$ : | 3.1 | 3.9 | 4.6 | 6.6 | 2.2 | 3.9 | 4.6 | 6.7 |

In order to plot all of the experimental points on the same diagram we have calculated $a_{\infty}, k_{\infty}$ and $\eta_{0}$ as defined in $\$ \S 2$ and 3 , and plotted

$$
\begin{equation*}
\frac{-\bar{\zeta}}{a_{\infty} k_{\infty}}+\boldsymbol{F}\left(\eta_{0}\right) \tag{ı0}
\end{equation*}
$$

against $F(\eta)$, the above expression being the value of $F(\eta)$ given by eq. (6). The result is shown in Fig. x. The circles refer to the I: 6 slope (scale model $\mathrm{I}: 10$ ); the triangles refer to the $\mathrm{I}: 3$ slope (prototype tank data), and the squares to the $1: 3$ slope (scale model $1: 10$ ).

In Fig. I a distinction has been made between whether the breaking point had or not had been reached, according to eq. (9). If $h>h_{b}$ i. e., the waves had not yet broken, the plotted symbols have been filled in solidly. At the largest value of $h$ for which $h \leq h_{b}$ (at any fixed value of $a_{\infty}$ and $\sigma$ ), a line has been drawn through the center of the symbol; these presumably correspond to waves on the point of breaking. All other plotted symbols in Fig. i are left empty; these represent waves which had almost certainly broken.


Figure 1. Observations of the surface depression [in the form of eq. (ro)] compared with the theoretical function $F(\eta)$ (solid line). The horizontal co-ordinate is proportional to the local mean depth. Data are from Saville (196r): table 4.

The full curve in Fig. I represents the theoretical value of $F(\eta)$, and the broken curve is the asymptote, eq. (4).

It is seen that generally the trend of the observations is very similar to that of the theoretical curve, over a range of $1: 1000$. The plotted points corresponding to waves which had not broken lie generally above the theoretical


Figure 2. As in Fig. s. Data also from Saville (1961): table 1.
curve, i. e., the depression of the mean level is greater than predicted, by an average factor of about 1.7 .

A second set of data, derived from Saville (1961: table 1), is shown in Fig. 2. These measurements were made on uniform slopes of $1: 30$ and $1: 15$ (indicated by circles and triangles respectively). Only those data are shown for which the waves had not yet broken (full plots) or had only just broken (plots with horizontal lines). Also the plots have been confined to those cases
when the waves did not over-top the slope. The agreement with the theoretical curve is comparable to that in Fig. I, if anything somewhat better. This may be because the waves had lost more energy on the less inclined slope.

Saville's observations were, in the latter case, continued well beyond the breaking point of the waves, so that the gradient of the set-up in the region of breaking can be compared with the theoretical prediction of eq. (8) above. The observations, which are shown graphically by Saville (196r: figs. 4, 5), do indeed suggest that the gradient of the set-up is practically constant in this region. The magnitude of the set-up is shown in Table i. Here $\Delta \zeta$ denotes the difference in set-up between the still-water line and the first break-point (as computed by Saville3), and $\Delta x$ is the horizontal distance between them. $\Delta h$ is the consequent difference in height, i.e., $\Delta x$ times the bottom gradient.

TABLE I. Observations of set-up in the breaker zone.

| Wave <br> period <br> (sec) | Wave <br> height <br> $(\mathrm{ft})$ | Bottom <br> gradient | $\Delta \zeta$ <br> $(\mathrm{ft})$ | $\Delta \boldsymbol{x}$ <br> $(\mathrm{ft})$ | $\Delta h$ <br> $(\mathrm{ft})$ | $\frac{\Delta \zeta}{\Delta h}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 9.25 | 10 | $1: 30$ | 1.7 | 390 | 13 | 0.13 |
| 9.25 | 20 | $1: 30$ | 4.2 | 780 | 26 | 0.16 |
| 9.25 | 30 | $1: 30$ | 4.1 | 1180 | 39 | 0.11 |
| 15.0 | 10 | $1: 30$ | 1.8 | 390 | 13 | 0.14 |
| 15.0 | 20 | $1: 30$ | 4.7 | 780 | 26 | 0.18 |
| 15.0 | 30 | $1: 30$ | 4.0 | 900 | 30 | 0.13 |
| 9.25 | 10 | $1: 15$ | 2.0 | 200 | 13 | 0.15 |
| 9.25 | 20 | $1: 15$ | 5.7 | 390 | 26 | 0.22 |
| 9.25 | 30 | $1: 15$ | 5.9 | 580 | 39 | 0.15 |
|  | Measured from the lowest availabie observation. |  |  |  |  |  |

In the last column of Table I the ratio $\Delta \zeta / \Delta h$ is shown. It is seen that this ratio is virtually independent of wave period and bottom slope, and also of wave amplitude. The observed values differ little from the mean value 0.15 . This indicates that the quantity $Q$ in eq. (8) is in fact about 0.15 .

Saville's observations include other interesting features, such as the effect of a breakwater and of overtopping at a berm. These are not covered by the presently available theory.
5. Conclusions. Seaward of the breaker zone, the observations of Saville are in good qualitative agreement with the prediction of eq. (6); that is to say, the mean surface level is increasingly depressed towards the shoreline, proportionally to $F(\eta)$, i.e., to $\left(\sigma^{2} h / g\right)^{-3 / 2}$ very nearly. The observed depressions are on the average greater than the theoretical by a factor of about 1.7 Between the breaker zone and the still-water level the surface tends to rise again in the way described by eq. (8), with the factor $Q$ equal to 0.15 .
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#### Abstract

The radiation stresses in water waves play an important role in a variety of oceanographic phenomena, for example in the change in mean sea level due to storm waves (wave "set-up"); the generation of "surf-beats"; the interaction of waves with steady currents; and the steepening of short gravity waves on the crests of longer waves. In previous papers these effects have been discussed rigorously by detailed perturbation analysis. In the present paper a simplified exposition is given of the radiation stresses and some of their consequencies. Physical reasoning, though less rigorous, is used wherever possible. The influence of capillarity on the radiation stresses is fully described for the first time.


## INTRODUCTION

In a series of recent papers (1960, 1961, 1962, see also Taylor 1962, Whitham 1962) we have attempted to elucidate some of the non-linear properties of surface gravity waves in terms of what we have called the " radiation stress." Some of these non-linear properties have turned out to be unexpected (or at least to differ from properties widely assumed previously in the literature). For this reason a major part of the above mentioned papers has been used for a careful check of the results obtained by using the radiation stress concept, by means of detailed perturbation analysis to the required order of approximation.

One effect of this approach (which we believe to have been necessary) has been that the papers are somewhat analytical, and the straightforward simplicity of the concept may have been partly obscured for some readers. It is the purpose of the present paper to attempt a simple exposition, setting forth the nature and uses of the radiation stress. In many cases results will be stated without proof; readers dissatisfied with any of these are referred to the previous papers. (We shall refer to Longuet-Higgins and Stewart, 1960, 1961, and 1962 as I, II and III). At the same time we shall extend some of our previous results for pure gravity waves so as to include effects of capillarity.

In the first sections of the paper we describe a simple derivation of the radiation stress, both for gravity waves and for capillary waves. In the second part we shall describe the application of these results to a number of interesting phenomena observed in the oceans; in particular to wave " set-up," " surf beats," the steepening of short waves on adverse currents or tidal streams, and the generation of capillary waves by steep gravity waves.

[^64]
## PART ——THE RADIATION STRESSES; A PHYSICAL DISCUSSION

It is well known that electromagnetic radiation impinging on a surface, or originating on a surface, produces a force which is referred to as the "radiation pressure." It is perhaps less well known that a similar phenomenon occurs in the case of acoustic waves and of waves on the surface of fluids (or indeed of internal waves in a stratified fluid). In each case the force is principally in the direction of wave propagation. It is therefore not an isotropic one unless the waves themselves are isotropically distributed (as is the case for electromagnetic waves in an isothermal enclosure). In fluid mechanics it has become customary to use the term " pressure " for the isotropic stress which figures in the equation of state. We have therefore considered it wise to coin the term radiation stress as a more general one which does not carry any implication of isotropy $\ddagger$.

Qualitatively§, the following argument may serve to introduce the concept :
It is well known (Lamb, 1932, Section 250) that surface waves possess momentum which is directed parallel to the direction of propagation and is proportional to


Fig. 1. The momentum flux in a stationary fluid.
the square of the wave amplitude. Now if a wave train is reflected from an obstacle, its momentum must be reversed. Conservation of momentum then requires that there be a force exerted on the obstacle, equal to the rate of change of a wave momentum. This force is a manifestation of the radiation stress.

A stress is by definition equivalent to a flow of momentum. The radiation stress may thus be defined as the excess flow of momentum due to the presence of the waves. Let us consider in detail how this stress arises in gravity waves.

## 1. Progressive waves in water of uniform depth

Consider first an undisturbed body of water of uniform depth $h$ (Fig. 1). The pressure $p$ at any point is equal to the hydrostatic pressure :
$\ddagger \ddagger$ might be argued that "radiative stress" would be grammatically more correct, but we wish to retain the implied analogy to the well established term "radiation pressure"-and in any case the use of nouns as adjectives is widespread in English.
§Quantitatively, in some special cases, it leads to difficulties and to errors, because some phenomena are incompletely described by the discussion in this paragraph.

$$
\begin{equation*}
p=-\rho g z \tag{1}
\end{equation*}
$$

where $\rho, g$ and $z$ denote density, gravity, and distance measured upwards from the mean surface. If we denote the above expression by $p_{0}$ then the flux of horizontal momentum across any vertical plane $x=$ constant is simply $p_{0}$ per unit vertical distance. Thus the total flux of horizontal momentum between surface and bottom ( $z=-h$ ) is

$$
\begin{equation*}
\int_{-h}^{0} p_{0} d z \tag{2}
\end{equation*}
$$

Since this quantity is independent of $x$, the flux of momentum across an adjacent plane ( $x+d x$ ) just balances the flux across the first plane, and there is no net change of momentum between the two planes (Fig. 1).

Now consider the momentum flux in the presence of a simple progressive wave motion (Fig. 2). The surface elevation $z=\zeta$ is given approximately by

$$
\begin{equation*}
\zeta=a \cos (k x-\sigma t) \tag{3}
\end{equation*}
$$



Fig. 2. The momentum flux in a progressive wave.
where $a$ is the amplitude, $k=2 \pi /$ wavelength and $\sigma=2 \pi /$ wave period. The particle orbits are roughly ellipses, with the major axes horizontal in general. (In deep water the orbits are circular). The corresponding components of velocity are given by

$$
\left.\begin{array}{l}
u=\frac{a_{\sigma}}{\sinh k h} \cosh k(z+h) \cos (k x-\sigma t)  \tag{4}\\
w=\frac{a \sigma}{\sinh k h} \sinh k(z+h) \sin (k x-\sigma t) .
\end{array}\right\}
$$

A quite general expression for the instantaneous flux of horizontal momentum across unit area of a vertical plane in the fluid is

$$
\begin{equation*}
p+\rho u^{2} . \tag{5}
\end{equation*}
$$

In this expression the second term $\rho u^{2}$ represents a bodily transfer of momentum $\rho u$ (per unit volume) at a rate $u$ per unit time (Fig. 3). The term $\rho u^{2}$ is evidently analogous to a pressure. Even if the mean value of $u$ itself is zero, the mean value $\overline{u^{2}}$ is of course generally positive.
(Similarly, fluid crossing the plane $x=$ constant possesses $z$-momentum associated with the velocity component $w$. A mean product such as $\rho \overline{u w}$, which represents the mean transport of $z$-momentum across a plane $x=$ constant-or vice versa-is equivalent to a shear stress. In turbulence theory, such mean values are known collectively as Reynolds stresses, and it will be appreciated that the above


Fig. 3. Bodily transport of momentum across a plane $x=$ constant. In time $t$ a volume $u d t$ per unit area has been transported across the plane. The momentum transported is thus pu udt.
concepts are also similar physically to those used to explain the origin of pressure and viscosity in the kinetic theory of gasses. If due to turbulent fluctuations, the Reynolds shear stress is frequently parameterised by the concept of " eddy viscosity." Reynolds stresses also occur in waves, but in this case we must seek a different kind of description. For a discussion of the Reynolds stresses particularly appropriate in the present context, see Stewart, (1956)).

To find the total flux of horizontal momentum across a plane $x=$ constant we have to integrate (5) between the bottom $z=-h$ and the free surface $z=\zeta$ :

$$
\begin{equation*}
\int_{-h}^{\zeta}\left(p+\rho u^{2}\right) d z \tag{6}
\end{equation*}
$$

We now define the principal component $S_{x x}$ of the radiation stress as the mean value of the function (6) with respect to time, minus the mean flux in the absence of the waves, that is to say

$$
\begin{equation*}
S_{x x}=\int_{-h}^{b}\left(p+\rho u^{2}\right) d z-\int_{-h}^{0} p_{0} d z \tag{7}
\end{equation*}
$$

Special care must be taken to take the mean value after integration, since the fluctuation of the free surface itself contributes to the momentum flux. We can see this best by separating the right-hand side of (7) into three parts, that is by writing

$$
\begin{equation*}
S_{x x}=S_{x x^{(1)}}+S_{x x^{(2)}}+S_{x x^{(3)}}^{(3)} \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{x z^{(1)}}=\int_{-h}^{\zeta} \rho u^{2} d z \\
& S_{x x^{(2)}}=\int_{-h}^{0}\left(p-p_{0}\right) d z  \tag{9}\\
& S_{x z x^{(3)}}=\int_{0}^{\zeta} p d z
\end{align*}
$$

Consider the first contribution $S_{x x}{ }^{(1)}$. Since the integrand is of second order, the upper limit $z=\zeta$ may be replaced effectively by the mean level $z=0$, since the additional range $0<z<\zeta$ contributes only a third-order term. Now, both the limits of integration $0, h$, being constant, we can transfer the mean value to the integrand. Thus

$$
\begin{equation*}
S_{x x^{(1)}}=\overline{\int_{-h}^{0} \rho u^{2} d z}=\int_{-h}^{0} \rho \overline{u^{2}} d z \tag{10}
\end{equation*}
$$

The contribution $S_{x x}{ }^{(1)}$, then, is effectively the Reynolds stress $\rho u^{2}$ integrated from the bottom up to the free surface. It is obviously positive in general.

Consider now the contribution $S_{x x}{ }^{(2)}$. As in equation (10), we may take the mean value inside the limits of integration :

$$
\begin{equation*}
S_{x x^{(2)}}=\int_{-h}^{0}\left(\bar{p}-p_{0}\right) d z . \tag{11}
\end{equation*}
$$

In other words $S_{x x^{(2)}}$ arises from the change in mean pressure within the fluid. Now the pressure $\bar{p}$ generally contains terms proportional to $a^{2}$, which can be found by a second order analysis. However, we do not need to calculate all the second-order terms explicitly since $\bar{p}$ may be found directly from a consideration of the vertical flux of vertical momentum as follows.

We know that the mean flux of vertical momentum across any horizontal plane, which is $\overline{p+\rho w^{2}}$, must be just sufficient to support the weight of the water above it. Since the mean level of the water is at $z=0$, we have then

$$
\begin{equation*}
\overline{p+\rho w^{2}}=-\rho g z=p_{0} \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{p}-p_{0}=-\rho \overline{w^{2}} \tag{13}
\end{equation*}
$$

Thus $\bar{p}$ is generally less than the hydrostatic pressure $p_{0}$. Substitution in equation (11) gives

$$
\begin{equation*}
S_{x x^{(2)}}=\int_{-h}^{\overline{0}}\left(-\rho \bar{w}^{2}\right) d z \tag{14}
\end{equation*}
$$

This contribution is then negative in general.
Combining equations (10) and (14) we have

$$
\begin{equation*}
S_{x x^{(1)}}+S_{x x^{(2)}}=\int_{-h}^{0} \rho\left(\overline{u^{2}-w^{2}}\right) d z \geqslant 0 . \tag{15}
\end{equation*}
$$

For, since the major axes of the particle orbits are horizontal we have $\overline{u^{2}} \geqslant \overline{w^{2}}$. After substituting for the velocities from equations (4) and carrying out the integration we find in fact*

$$
\begin{equation*}
S_{x x^{(1)}}+S_{x x}{ }^{(2)}=\frac{1}{2} \frac{\rho a^{2} \sigma^{2} h}{\sinh ^{2} k h}=\frac{\rho g a^{2} k h}{\sinh 2 k h} \tag{16}
\end{equation*}
$$

having used in the last step the frequency relation

$$
\begin{equation*}
\sigma^{2}=g k \tanh p h \tag{17}
\end{equation*}
$$

for waves of small amplitude.
In deep water the particle orbits are circles, and $\overline{u^{2}}$ equals $\overline{w^{2}}$; the Reynolds stresses are isotropic in $x$ and $z$. The positive contribution $\rho \overline{u^{2}}$ from the horizontal Reynolds stress is then exactly cancelled by the pressure defect - $f \overline{v^{2}}$ arising from the vertical Reynolds stress. On the other hand in shallow water the particle orbits are elongated horizontally, and $\overline{w^{2}}$ becomes small compared with $\overline{u^{2}}$. Then $\rho \overline{\left(u^{2}-w^{2}\right)}$ becomes simply $\rho \overline{u^{2}}$. Since, for the same reason, the kinetic energy is then just $\frac{1}{2} \rho u^{2}$ per unit volume, we see that $S_{x x^{(1)}}+S_{x x^{(2)}}$ is then twice the kinetic energy density, that is, the total energy density of the waves.

There remains the important contribution $S_{x x}{ }^{(3)}$. This is equal to the pressure $p$ integrated $\dagger$ between 0 and $\zeta$ and then averaged with respect to time. It is easily evaluated, for near to the free surface $p$ is neariy equal to the hydrostatic pressure below the free surface :

$$
\begin{equation*}
p=p g(\zeta-z) \tag{18}
\end{equation*}
$$

Thus the pressure at any point near the surface fluctuates in phase with the surface elevation $\zeta$. Substitution in the integral gives

$$
\begin{equation*}
S_{x x^{(3)}}=\frac{1}{2} \rho g \overline{\zeta^{2}} \tag{19}
\end{equation*}
$$

So $S_{x x}{ }^{(3)}$ is generally positive and is in fact equal to the density of potential energy, that is to say half the total energy density $E$ :

$$
\begin{equation*}
S_{x x} x^{(3)}=\frac{4}{} \rho g a^{2}=\frac{1}{2} E \tag{20}
\end{equation*}
$$

*It may be noted that $\overline{\left(u^{2}-w^{2}\right)}$ is independent of $z$, for using the incompressible, irrotational and progressive character of the motion we have:

$$
\frac{\partial}{\partial z}\left(\overline{\left.u^{2}-w^{2}\right)}=2 \overline{\left(u \frac{\partial u}{\partial z}-w \frac{\partial w}{\partial z}\right)}=2 \overline{\left(u \frac{\partial w}{\partial x}+w \frac{\partial u}{\partial x}\right)}=2 \overline{\frac{\partial}{\partial x}(u w)}=0 .\right.
$$

When the free surface is below the mean level, the velocity field is assumed to be extended analytically up to the mean level. This device leads to the simplest algebra. If preferred, however, the upper limit of integration may be taken at any arbitrary fixed level in the fluid, within a distance of order a from the mean level; the final result is the same.
where

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2} . \tag{2l}
\end{equation*}
$$

Altogether we have from equations (15) and (19)

$$
\begin{equation*}
S_{x x}=S_{x x^{(1)}}+S_{x x^{(2)}}+S_{x x^{(3)}} \geqslant 0 \tag{22}
\end{equation*}
$$

or on inserting the values found in equations (16) and (20)

$$
\begin{equation*}
S_{x x}=E\left(\frac{2 k h}{\sin H 2 k h}+\frac{1}{2}\right) \tag{23}
\end{equation*}
$$

The ratio $2 k h / \sinh 2 k h$ lies always between 0 and 1 . In deep water ( $k h \geqslant 1$ ) the ratio tends to 0 and so

$$
\begin{equation*}
S_{x x}=\frac{1}{2} E \tag{24}
\end{equation*}
$$

while the shallow water ( $k h<1$ ) it tends to 1 and so

$$
\begin{equation*}
S_{x x}=\frac{3}{2} E \tag{25}
\end{equation*}
$$

The transverse components of the radiation stress. Now let us consider in a similar way the flow of $y$-momentum (momentum parallel to the wave crests) across a plane $y=$ constant. Denoting this by $S_{y y}$ we have corresponding to equation (7) the relation

$$
\begin{equation*}
S_{y y}=\overline{\int_{-h}^{\zeta}\left(p+\rho v^{2}\right) d z}-\int_{-h}^{0} p_{0} d z \tag{26}
\end{equation*}
$$

where $v$ is the transverse component of velocity. Just as for $S_{x x}$ we can consider $S_{y y}$ as the sum of three parts :
where

$$
\begin{equation*}
S_{y y}=S_{y y^{(1)}}+S_{y y}^{(2)}+S_{y y}^{(3)} \tag{27}
\end{equation*}
$$

In gravity waves the transverse velocity vanishes everywhere and so

$$
\begin{equation*}
S_{y y}{ }^{(1)}=0 \tag{29}
\end{equation*}
$$

while $S_{y y}{ }^{(2)}$ and $S_{y y}{ }^{(3)}$ are equal to $S_{x x^{(2)}}$ and $S_{x x}{ }^{(3)}$ respectively. Thus

$$
\begin{gather*}
S_{y y}^{(2)}=\int_{-h}^{0}\left(-\rho \overline{w^{2}}\right) d z \leqslant 0,  \tag{30}\\
S_{y y}{ }^{(3)}=\frac{1}{2} \rho g \bar{\zeta}^{2} \geqslant 0 . \tag{31}
\end{gather*}
$$

Substitution for $w$ from equations (4) and use of the frequency relation equation (17) leads to

$$
\begin{equation*}
S_{y y}=E \times \frac{k h}{\sinh 2 k h} \tag{32}
\end{equation*}
$$

In deep water, $\overline{w^{2}}=\overline{u^{2}}=\frac{1}{2} \overline{\left(u^{2}+v^{2}+w^{2}\right)}$; then $S_{y y}{ }^{(2)}$ is equal to minus the density of kinetic energy, which is $-\frac{1}{3} E$. Thus $S_{y y}{ }^{(2)}$ just cancels $S_{y y}{ }^{(3)}$ and $S_{y y}$ vanishes:

$$
\begin{equation*}
S_{y y}=0 \quad(k h>1) \tag{33}
\end{equation*}
$$

In other words, the deficiency in the mean pressure $\bar{p}$ arising from the Reynolds stress $\rho \overline{w^{2}}$ is exactly cancelled, in deep water, by the surface deformation effect. In shallow water, on the other hand, the mean square vertical velocity $\overline{w^{2}}$ is small. Hence $S_{y y}{ }^{(2)}$ is negligible and

$$
\begin{equation*}
S_{y y}=S_{y y}{ }^{(3)}=\frac{1}{2} E . \tag{34}
\end{equation*}
$$

Lastly the flow of $x$-momentum across the plane $y=$ constant is given by

$$
S_{x y}=\int_{-h}^{\zeta} \rho u v d z
$$

there is no contribution from the mean pressure. Since $\bar{u} v$ vanishes identically we have always

$$
\begin{equation*}
S_{x y}=0 \tag{35}
\end{equation*}
$$

provided, of course, that the $x$-direction is the direction of wave propagation. If for some reason we choose a co-ordinate system at an angle (other than a right angle), then there will be a non-zero shear stress $S_{x y}$. Its magnitude may be calculated by the ordinary tensor transformation rules from the two-dimensional tensor $S$, which in diagonal form is given by

$$
S=E\left(\begin{array}{cc}
\frac{2 k h}{\sinh 2 k h}+\frac{1}{2} & 0  \tag{36}\\
0 & \frac{k h}{\sinh 2 k h}
\end{array}\right)
$$

## 2. Standing gravity waves

Let us combine two progressive waves of equal amplitude $a$ and wavelength $2 \pi / k$ so as to produce a standing wave. The free surface is then described by

$$
\begin{equation*}
\zeta=2 a \cos k x \cos \sigma t \tag{1}
\end{equation*}
$$

and the components of velocity by

$$
\left.\begin{array}{rl}
u & =\frac{2 a \sigma}{\sinh 2 k h} \cosh k(z+h) \sin k x \sin \sigma t  \tag{2}\\
w & =\frac{2 a \sigma}{\sinh 2 k h} \sinh k(z+h) \cos k x \sin \sigma t .
\end{array}\right\}
$$

The surface elevation has antinodes at $k x=n \pi$ (where $n$ is an integer) and nodes ta $k x=\left(n+\frac{1}{2}\right) \pi$, as in Fig. 4. The two components of velocity fluctuate in-phase,
proportionally to $\sin \sigma t$, so that the particle orbits are straight lines. Beneath the antinodes the orbits are vertical, beneath the nodes they are horizontal, and at intermediate positions the orbits are inclined generally to the horizontal. The mean product $\overline{u w}$ and also the shearing stress $\rho \overline{u w}$ do not vanish in general, and are functions of the horizontal co-ordinate $x$. The horizontal variation of $\rho \overline{u w}$ supports a difference in mean surface level between node and antinode. We can use the radiation stress to calculate this difference.


Fig. 4. Particle velocities in a standing wave. The components $\|$ and $w$ fluctuate in-phase, and the mean product $\bar{u} \bar{w}$ is non-zero in general.

Consider the stress $S_{x x}$, representing the flux of horizontal momentum parallel to the $x$-axis. This is given by the general relation in equation (7), Section 1, (in which an overbar denotes the average with respect to time). As before we may consider the right-hand side as the sum of three parts $S_{x x^{(1)}}, S_{x x}{ }^{(2)}, S_{x x^{\prime}}{ }^{(3)}$ given approximately by

$$
\begin{align*}
& S_{x x^{(1)}}=\int_{-h}^{0} \rho \overline{u^{2}} d z \\
& S_{x x^{(2)}}=\int_{-h}^{0}\left(\bar{p}-p_{0}\right) d z  \tag{3}\\
& S_{x x^{(3)}}=\int_{0}^{\zeta} p d z
\end{align*}
$$

where $p_{0}=-p g z$. The third component $S_{x x^{(3)}}$ is found to be

$$
\begin{equation*}
S_{x x^{(3)}}=\frac{1}{2} \rho g \overline{\zeta^{2}} \tag{4}
\end{equation*}
$$

as before. In the second component $S_{x x}{ }^{(2)}$, the time-mean pressure $\bar{p}$ cannot be deduced quite so simply as in the progressive wave, being no longer independent of $x$. However, it can be found from the more general relation for the vertical flux of vertical momentum :

$$
\begin{equation*}
\overline{p+\rho w^{2}}-\frac{\partial}{\partial x} \int_{z}^{0} \rho \overline{u w} d z=p_{0}+\rho g \zeta \tag{5}
\end{equation*}
$$

in which the terms on the right represent the total weight (per unit cross-section) of a vertical column of water from $z$ to $\xi$ (Fig. 5); the terms on the left show how this weight is supported : the first two terms represent the mean flux of vertical momentum through the base of the column, while the third term is the resultant of the fluxes of vertical momentum through the vertical sides of the column. Taking


Fig. 5. The balance of momentum in a vertical column of unit cross-section.
$\bar{p}-p_{0}$ to the left-hand side and the other terms to the right, we have after integration with respect to $z$ :

$$
\begin{equation*}
S_{x x^{(2)}}=\rho g h \bar{\zeta}-\int_{-h}^{0} \rho \bar{w}^{2}+\frac{\partial}{\partial x} \int_{-h}^{0} \int_{z^{\prime}}^{0} \rho \overline{w w} d z d z^{\prime} . \tag{6}
\end{equation*}
$$

Adding this to $S_{x x^{(1)}}$ and $S_{x x}{ }^{(2)}$ we deduce

$$
\begin{equation*}
\left.S_{x x}=\rho g h \bar{\zeta}+\int_{-h}^{0} \rho \overline{\left(u^{2}-w^{2}\right.}\right) d z+\frac{\partial}{\partial x} \int_{-h}^{0} \int_{z^{\prime}}^{0} \rho \overline{u w} d z d z^{\prime}+\frac{1}{2} \rho g \overline{\zeta^{2}} . \tag{7}
\end{equation*}
$$

Now clearly $S_{x x}$ must be a constant, independent of $x$, for otherwise horizontal momentum would accumulate at some parts of the wave*. Therefore $S_{x x}$ is equal to its horizontal average, that is to say its average with respect to $x$ over a wavelength. Among the terms on the right of equation (7), the horizontal average of $\xi$ is identically zero, while the horizontal average of the third term also vanishes by the periodicity (the momentum fluxes across two vertical walls a wavelenth apart just cancel). So we have simply

$$
\begin{equation*}
S_{x . \varepsilon}=\int_{-h}^{0} \rho \overline{\left(u^{2}-w^{2}\right)} d z+\frac{1}{2} \rho g \underline{\overline{\zeta^{2}}} \tag{8}
\end{equation*}
$$

where an underbar denotes the horizontal mean value. Substituting from equations (1) and (2) we find

$$
\begin{equation*}
S_{x x}=p g a^{2}\left(\frac{2 k h}{\sinh 2 k h}+\frac{1}{2}\right) \tag{9}
\end{equation*}
$$

Comparison with equation (23) Section 1 shows that the radiation stress in a
*This follows from the conservation equation for $x$-momentum: $\partial S_{x x} / \partial x+\partial S_{x y} / \partial y=0$, and the fact that $S_{x y}=0$ in these co-ordinates.
standing wave is exactly twice the value in each progressive wave; it represents the sum of the stresses in the incident and reflected waves, as we should expect.

The local mean level $\xi$ can now be found from equation (7) since all other terms in the equation are known to the required approximation. In this way we find $\dagger$

$$
\begin{equation*}
\xi=a^{2} k \operatorname{coth} 2 k h \cos 2 k x \tag{10}
\end{equation*}
$$

This shows that the mean surface level is slightly raised at the antinodes and correspondingly lowered at the nodes.

The various terms on the right of equation (7) do not all give contributions in the same sense; some tend to raise the level at the antinodes and others to lower it. A simpler way to estimate $\bar{\xi}$ is to return to the momentum flux equation (5) and set $z=0$. This gives us

$$
\begin{equation*}
{\left.\overline{\left(p+\rho w^{2}\right.}\right)_{z=0}}^{\prime}=\rho g \zeta \tag{11}
\end{equation*}
$$

(the flux of vertical momentum across the vertical sides of the column is of third order only). But on taking time averages in the Bernoulli equation

$$
\left[\rho+\frac{1}{2} \rho\left(u^{2}+w^{2}\right)+\frac{\partial \phi}{\partial t}\right]_{x=0}=f(t)
$$

we have also

$$
\begin{equation*}
\left[\overline{p+\frac{1}{2} \rho\left(u^{2}+w^{2}\right)}\right]_{z=0}=C, \tag{12}
\end{equation*}
$$

where $C$ is a constant, not necessarily zero. From equations (11) and (12) we deduce

$$
\begin{equation*}
g \xi=-\frac{1}{2}\left(u^{2}-w^{2}\right)_{z=0}-C \tag{13}
\end{equation*}
$$

The constant $C$ is determined by the condition that $\underline{\xi}=0$. Substitution for $u$ and $w$ now gives us equation (10) as before. We note in particular that in deep water ( $k h>1$ ) equation (10) becomes

$$
\begin{equation*}
\bar{\zeta}=a^{2} k \cos 2 k x \tag{14}
\end{equation*}
$$

and in shallow water ( $k h \ll 1$ )

$$
\begin{equation*}
\bar{\zeta}=\frac{a^{2}}{2 h} \cos 2 k x . \tag{15}
\end{equation*}
$$

As the depth $h$ diminishes, $a$ and $k$ being fixed, the changes in mean level which are represented by $\zeta$ become accentuated.

The evaluation of the transverse stress $S_{y y}$ follows exactly similar lines; it is necessary only to replace $\overline{u^{2}}$ by $\overline{v^{2}},=0$ throughout. Hence

$$
\begin{align*}
S_{y y} & =S_{x x}-\int_{-h}^{0} \rho \overline{u^{2}} d z \\
& =S_{x x}-\rho g a^{2}\left(\frac{2 k h}{\sinh 2 k h}+1\right) \sin ^{2} k x \\
& =\frac{1}{2} \rho g a^{2}\left[\frac{2 k h}{\sinh 2 k h}+\left(\frac{2 k h}{\sinh 2 k h}+1\right) \cos 2 k x\right] . \tag{16}
\end{align*}
$$

Hence $S_{y y}$, unlike $S_{x x}$, is a function of $x$ in a standing wave. Perhaps surprisingly, tThis result is in agreement with Tadjbakhsh and Keller (1960) provided that account is taken of a misprinted sign in their equation (30).
it will be noted that the maximum values of $S_{y y}$ occur at the nodes of the surface elevation. The mean value of $S_{y y}$ is given by

$$
\begin{equation*}
\underline{S_{y y}}=\rho g a^{2} \frac{k h}{\sinh 2 k h} \tag{17}
\end{equation*}
$$

which is just twice the value for the progressive wave (equation (32) Section 1) as we should expect.

The radiation shear stress is given by

$$
\begin{equation*}
S_{x y}=S_{y x}=0 \tag{18}
\end{equation*}
$$

as in the progressive wave.

## 3. Capillary-gravity waves

The effect of capillarity is equivalent to the stretching of a thin membrane over the surface with constant tension $T$ per unit length. This modifies the previous calculations in the following ways.

First, the tension produces a flux of $x$-momentum across the plane $x=$ constant given by $-T \cos \theta$, where $\theta$ is the inclination of the surface to the horizontal. The difference between this flux and the equivalent flux in the absence of waves is therefore

$$
\begin{equation*}
-T \cos \theta+T=T(1-\cos \theta)=\frac{1}{2} T \theta^{2} \tag{1}
\end{equation*}
$$

when $\theta$ is small. Hence the mean additional flux of momentum due to the presence of the wave is equal to $\frac{1}{2} T \overline{\theta^{2}}$, which must be added to equation (7) Section 1 . Since $\theta=\partial \zeta / \partial x$ we have

$$
\begin{equation*}
S_{x x}=\int_{-h}^{\bar{\zeta}}\left(p+\rho u^{2}\right) d z-\int_{-h}^{0} p_{0} d z+\frac{1}{2} T \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}} \tag{2}
\end{equation*}
$$

For a progressive wave, the evaluation of $S_{x x^{(1)}}$ and $S_{x x^{(2)}}$ can be carried out as before, up to equation (15). However in calculating $S_{x x^{(3)}}$ the pressure $p$ near the surface is to be decreased by an amount $K T$, where $K$ is the curvature of the free surface, that is by an amount $T \partial^{2} \zeta / \partial x^{2}$. This adds to $S_{x x^{(3)}}$ the amount

$$
\begin{equation*}
-T \overline{\zeta \frac{\partial^{2} \zeta}{\partial x^{2}}} \tag{3}
\end{equation*}
$$

which, because the wave is progressive, is equal to

$$
\begin{equation*}
T \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}} \tag{4}
\end{equation*}
$$

For a progressive wave,

$$
\begin{equation*}
\overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}}=\frac{1}{2} a^{2} k^{2} \tag{5}
\end{equation*}
$$

Therefore altogether we have

$$
\begin{equation*}
S_{x x}=\frac{1}{2} \rho g a^{2}\left(\frac{a^{9} h}{g \sinh ^{2} k h}+\frac{1}{2}+\frac{3}{2} \frac{T k^{2}}{\rho g}\right) . \tag{6}
\end{equation*}
$$

Secondly, the stretching of the surface by the waves stores additional energy $T$ per unit extension of the surface, that is to say

$$
\begin{equation*}
T \sec \theta-T, \quad=\frac{1}{2} T \theta^{2} \tag{7}
\end{equation*}
$$

per unit horizontal area. The mean density of potential energy is therefore increased by an amount.

$$
\begin{equation*}
\frac{1}{2} T \overline{\theta^{2}}=\frac{1}{2} T \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}}=\frac{1}{4} T a^{2} k^{2} \tag{8}
\end{equation*}
$$

Hence the total energy density $E$, being twice the potential energy density, becomes

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2}\left(1+\frac{T k^{2}}{\rho g}\right) \tag{9}
\end{equation*}
$$

Thirdly, surface tension modifies the relation between $\sigma$ and $k$, so that

$$
\begin{equation*}
\sigma^{2}=g k \tanh k h \cdot\left(1+\frac{T k^{2}}{\rho g}\right) . \tag{10}
\end{equation*}
$$

On combining the last two equations with equation (6) we find

$$
\begin{equation*}
S_{x x}=E\left(\frac{2 k h}{\sinh 2 k h}+\frac{1+3 \epsilon}{2(1+\epsilon)}\right) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\frac{T k^{2}}{\rho g} \tag{12}
\end{equation*}
$$

This of course reduces to equation (23) Section 1 when $\epsilon=0$. In the opposite limit when $\epsilon>1$, that is to say for pure capillary waves, we have

$$
\begin{equation*}
S_{x x}=E\left(\frac{2 k h}{\sinh 2 k h}+\frac{3}{2}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\frac{1}{2} T a^{2} k^{2} \tag{14}
\end{equation*}
$$

and in particular in deep water $(k h>1)$

$$
\begin{equation*}
S_{x x}=\frac{3}{2} E \tag{15}
\end{equation*}
$$

in the shallow-water case ( $k h<1$ )

$$
\begin{equation*}
S_{x x}=\frac{5}{2} E \tag{16}
\end{equation*}
$$

To find the transverse stress $S_{y y}$ we note that although the surface has no inclination in the $y$-direction nevertheless the corrugations of the wave system produce a greater surface area per unit distance in the $y$-direction and therefore more tensile stress. Hence equation (26) Section 1 is replaced by

$$
\begin{equation*}
S_{y y}=\overline{\int_{-h}^{\zeta}\left(p+\rho \nu^{2}\right) d z}-\int_{0}^{h} p_{0} d z-\frac{1}{2} T \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}} \tag{17}
\end{equation*}
$$

This may be split up as before. Since $v$ vanishes, $S_{y y}^{(1)}=0$. Further since $\overline{w^{2}}$ is related to the kinetic energy we have

$$
\begin{equation*}
S_{y y}^{(2)}=\int_{-h}^{0}\left(-\rho \overline{w^{2}}\right) d z=\frac{1}{2} E\left(\frac{2 k h}{\sinh 2 k h}-1\right) \tag{18}
\end{equation*}
$$

as for pure gravity waves. The third component $S_{y y}{ }^{(3)}$ is equal to $S_{x x}{ }^{(3)}$ :

$$
\begin{equation*}
S_{y y}^{(3)}=\frac{1}{4} p g a^{2}\left(1+\frac{2 T k^{2}}{\rho g}\right) \tag{19}
\end{equation*}
$$

However

$$
\begin{equation*}
-\frac{1}{2} T \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}}=-\frac{1}{4} T a^{2} k^{2} \tag{20}
\end{equation*}
$$

so that the sum of the last two terms is

$$
\begin{equation*}
S_{y y}{ }^{|3|}-\frac{1}{2} T \overline{\left(\frac{\partial \zeta}{\partial x}\right)^{2}}=\frac{1}{2} \rho g a^{2}\left(1+\frac{T k^{2}}{\rho g}\right)=\frac{1}{2} E . \tag{21}
\end{equation*}
$$

Altogether then

$$
\begin{equation*}
S_{y y}=E \frac{k h}{\sinh 2 k h} \tag{22}
\end{equation*}
$$

the form of which is independent of the surface tension. In deep water

$$
\begin{equation*}
S_{y y}=0 \tag{23}
\end{equation*}
$$

as for pure gravity waves, and in shallow water

$$
\begin{equation*}
S_{y y}=\frac{1}{2} E . \tag{24}
\end{equation*}
$$

The radiation shear stress is unaffected by surface tension :

$$
\begin{equation*}
S_{x y}=S_{y x}=0 \tag{25}
\end{equation*}
$$

## PART II APPLICATIONS

We propose now to describe some of the effects of the radiation stresses upon phenomena observable in the oceans.

First we shall consider instances where the radiation stresses either generate or modify motions on a scale larger than the waves themselves. As will be seen, such effects are liable to occur where there are horizontal gradients of the radiation stresses. Such gradients may arise in a variety of ways.

## 4. Wave "set-up"

One of the most important of these wave-driven effects occurs when deep water waves encounter a sloping beach. The waves shorten, steepen, and eventually break -but continue to advance with decreasing amplitude after breaking. The resulting changes in radiation stress lead to changes in the level of the mean surface.

In the steady state, the shoreward flux of momentum must be independent of $x$, which we take perpendicular to the shore. Let us now consider the momentum balance in a slice of water bounded by the (sloping) surface $z=\xi$, the sloping bottom $z=-h$ and two vertical planes $x=x_{0}$ and $x=x_{0}+d x$ (see Fig. 6). If the bottom slope is sufficiently small that $\overline{u w}$ and $\overline{w^{2}}$ at the bottom* are negligible, then the flux of momentum into the slice, crossing the plane $x=x_{0}$ is

[^65]\[

$$
\begin{equation*}
S_{x x}+\int_{-h}^{\bar{\zeta}} \rho g(\xi-z) d z=S_{x x}+\frac{1}{2} \rho g(\xi+h)^{2} \tag{1}
\end{equation*}
$$

\]

Across the plane $x=x_{0}+d z$ the flow out of the slice will be greater than this by

$$
\begin{equation*}
\frac{d}{d x}\left[S_{x x}+\frac{1}{2} \rho g(\bar{\zeta}+h)^{2}\right] d x \tag{2}
\end{equation*}
$$



Fig. 6. The balance of horizontal momentum for waves entering shallow water.

There is an additional flux of horizontal momentum due to the bottom pressure, since the bottom is not horizontal, amounting to

$$
\begin{equation*}
\rho g(\xi+h) \frac{d h}{d x} d x \tag{3}
\end{equation*}
$$

(The validity of the approximations used here is discussed in III). Momentum balance then gives

$$
\begin{equation*}
\frac{d S_{x x}}{d x}+\rho g(\xi+h) \frac{d^{\prime} \xi}{d x}=0 \tag{4}
\end{equation*}
$$

and so, since $\zeta \ll h$,

$$
\begin{equation*}
\frac{d \xi}{d x}=-\frac{1}{\rho g h} \frac{d S_{x x}}{d x} \tag{5}
\end{equation*}
$$

Wave energy approaching a shore may either be reflected or dissipated to heat. If the beach slope is very abrupt, for example like a sea wall, almost all of the energy will be reflected. Alternatively, the slope may be very gradual, so that almost no reflection takes place.

Here we shall consider in detail only the case of slopes sufficiently gentle that reflection is of negligible importance. Two distinct regions can be identified : seawards and shorewards of the line of breakers.

Seawards of the breaker line, in the absence of reflection, we can obtain an expression for the wave energy density as a function of water depth from the requirement that the shoreward flux of energy be independent of the distance from shore, e.g. if we take the simple but important case of wave crests normal to the direction of beach slope :

$$
\begin{equation*}
E c_{g}=\text { constant } \tag{6}
\end{equation*}
$$

As the depth $h$ changes, $c_{g}$ changes and so $E$ also changes. The radiation stress
$S_{x x}$ thus varies because both $k h$ and $E$ vary. It is shown in III that with these conditions equation (5) may be integrated $\dagger$ to yield

$$
\begin{equation*}
\bar{\zeta}=-\frac{1}{2} \frac{a^{2} k}{\sinh 2 k h} . \tag{7}
\end{equation*}
$$

In deep water, $\bar{\zeta}$ vanishes, while in shallow water $(k h \ll 1)$ we have

$$
\begin{equation*}
\xi=-\frac{a^{2}}{4 h} . \tag{8}
\end{equation*}
$$

Formula (7) and (8) express the wave set-up in terms of the local wave amplitude, wavenumber and depth. However by using equation (6) it is also possible to express $\bar{\zeta}$ as a function of the (constant) wavenumber $k_{0}$ and amplitude $a_{0}$ in deep water, together with the local depth $h$, so that we gain an idea of the dependence of $\bar{\zeta}$ on the depth $h$ for a given wave train. Thus if we substitute in equation (6) the known value of the group-velocity:

$$
\begin{equation*}
c_{g}=\frac{\sigma}{2 k}\left(\frac{2 k h}{\sinh 2 k h}+1\right) \tag{9}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{a^{2} \sigma}{2 k}\left(\frac{2 k h}{\sinh 2 k h}+1\right)=\text { constant }=\frac{a_{0}{ }^{2} \sigma}{2 k_{0}} \tag{10}
\end{equation*}
$$

and so

$$
\begin{equation*}
a^{2} k=a_{0}{ }^{2} k_{0}\left(\frac{k}{k_{0}}\right)^{2}\left(\frac{2 k h}{\sinh 2 k h}+1\right)^{-1} \tag{II}
\end{equation*}
$$

But from the frequency relation equation (17) Section 1,

$$
\begin{equation*}
k / k_{0}=\operatorname{coth} k h . \tag{12}
\end{equation*}
$$

So we have from equation (7)

$$
\begin{equation*}
\bar{\zeta}=-\frac{1}{2} a_{0}^{2} k_{0} \frac{\operatorname{coth}^{2} k h}{2 k h+\sinh 2 k h} . \tag{13}
\end{equation*}
$$

Since from equation (17) Section 1

$$
\begin{equation*}
k h \tanh k h=\frac{\sigma^{2} h}{g}=k_{0} h \tag{14}
\end{equation*}
$$

it follows that we may write

$$
\xi=-a_{0}^{2} k_{0} f\left(k_{0} h\right)
$$

where $f$ is a function solely of the non-dimensional depth $k_{0} h$. The form of $f$ is shown in Fig. 7. It will be seen that as the depth diminishes, the depression of the mean surface level increases very sharply. In shallow water, we have from equations (13) and (14) that

$$
f \sim \frac{1}{8}(k h)^{-3} \sim \frac{1}{8}\left(k_{0} h\right)^{-\%}
$$

in agreement with equation (8), since in shallow water $a^{2} \propto h^{-4}$ by energy conservation. It will be noted that as $h$ decreases the mean water level is actually lowered by the presence of unbreaking waves, i.e. there is a "set-down." This is because, with no loss of energy, the radiation stress steadily increases.
$\dagger$ Alternatively equation (7) can be derived from equation (13) Section 2 , by substituting for $u$ and $w$ from equations (4) Section 1.

On the other hand, inside the line of breakers the wave energy decreases shorewards leading to a decrease in radiation stress. No adequate theory exists for this situation, but we are nevertheless able to draw some approximate conclusions using a semi-empirical argument.


Fig. 7. (from Longuet-Higgins and Stewart, 1963). The non-dimensional form of the wave set-up outside the breaker zone, compared with the observations of Saville (1961).

The theory of similarity suggests that the amplitude of a breaking wave remains an approximately fixed proportion of the mean water depth, i.e.

$$
\begin{equation*}
a=\alpha h \tag{15}
\end{equation*}
$$

where $\alpha$ is a constant of proportionality. Although the waves are now far too steep for our second-order treatment to remain valid, it is probably a not unreasonably inaccurate assumption to continue to assume that $S_{x x}=\frac{3}{2} E$. This gives

$$
\begin{equation*}
S_{x x}=\frac{3}{4} \rho g a^{2}=\frac{3}{4} \rho g \alpha^{2} h^{2} . \tag{16}
\end{equation*}
$$

If we insert this expression in equation (5) we get

$$
\begin{equation*}
\frac{d \xi}{d x}=-\frac{3}{2} \alpha^{2} \frac{d h}{d x} . \tag{17}
\end{equation*}
$$

The observations of Saville (1961) confirm that a rise in level starts to occur at about the point where the waves first break (Fig. 8). Moreover in the breaker zone it has been shown that $d \bar{\zeta} / d x$ was roughly proportional to $d h / d x$, with a constant of proportionality equal to about -0.15 : (Longuet-Higgins and Stewart, (1963)). We therefore estimate $\alpha$ to be about 0.32 .


Fig. 8. (from Saville, 1961). Observed wave set-up on beaches of different slope. The vertical tick marks the breaker point.

Munk (1949) observed that swell tends to break when the depth is about 1.3 times the crest to trough height, i.e.

$$
\begin{equation*}
h=1.3 \times 2 a \tag{18}
\end{equation*}
$$

This corresponds to $\alpha=0 \cdot 39$, so the two sets of observations are entirely consistent.
The importance of waves in producing set-up seems only recently to have been realized. Contemporary with our work, contributions to the topic have been made by Dorrestein (1962), Fortak (1962) and Lundgren (1963). Harris (1963) points out that since waves are subject to modification by refraction and diffraction, variations in wave set-up are to be expected even over short distances. He describes the observed variations in the height of storm surges to this effect. Since these variations may amount to " two to four feet in the peak water level within a distance
of half a mile" it can be seen that wave set-up produces very far from negligible contributions to storm surges.

Another practically important effect of wave set-up is its influence on the apparent " tilt" due to wind stress on the surface of an enclosed body of water. Measurement of such tilts is one of the standard techniques for determining the magnitude of the wind stress. In his well-known critical article on "Wave Generation by Wind," Ursell (1956) speculated upon the possible importance of "radiation pressure" effects upon measured water levels.

As we have seen, such effects do occur, and are important. They may well account for much of the variability and unreliability which have beset efforts to determine the laws governing wind stress upon water.

## 5. Groups of waves advancing in deep water

Horizontal gradients of radiation stress can also arise when the waves have amplitudes which vary in time, and therefore in space. The simplest illustrative example is one where we have sinusoidal wave trains of nearly the same frequency and wavelength propagated in the same direction, resulting in the formation of " groups " of waves.

We shall assume that the groups are such that the energy density, rather than the envelope of the amplitude, varies sinusoidally. By this artifice we avoid some problems with non-linearities which are irrelevant to our present purpose. The energy density is then given by

$$
\begin{equation*}
E=E_{0}\left\{1+b \cos \Delta k\left(x-c_{g} t\right)\right\} \tag{1}
\end{equation*}
$$

where $\Delta k$ is a measure of the " band width " of wavenumbers making up the groups, which propagate with speed $c_{g}$.

Let us assume also that the depth $h$ is large relative to the lengths of the individual waves, but not necessarily large relative to the length of the groups themselves, i.e. $k h>1$, but not necessarily $\Delta k h>1$. Accordingly, the radiation stress will be

$$
\begin{equation*}
S_{x x}=\frac{1}{2} E_{0}\left\{1+b \cos \Delta k\left(x-c_{g} t\right)\right\} . \tag{2}
\end{equation*}
$$

We may now divide the depth into two regions : an upper one with thickness $D \sim k^{-1}$, in which virtually all of the radiation stress is concentrated, and a lower one which responds only to any variations in mean surface level produced by the radiation stresses. The problem is now analagous to that which arises in the study of flow induced by horizontal variations of surface tension.

Within the upper region, the horizontal momentum equation is :

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\frac{1}{D_{\rho}} \frac{\partial S_{x x}}{\partial x}-g \frac{\partial \zeta}{\partial x}, \tag{3}
\end{equation*}
$$

where $u$ and $\zeta$ are associated with the groups, i.e. the average is over one wavelength of the individual waves. Since $D$ is small, it is not unreasonable to assume that the first term on the right of equation (3) is much larger than the second. We shall be able to check the validity of this assumption post hoc. We therefore put

$$
\begin{equation*}
D \frac{\partial \bar{u}}{\partial t}=-\frac{1}{\rho} \frac{\partial S_{x x}}{\partial x} \tag{4}
\end{equation*}
$$

Now if we integrate the equation of continuity over our upper region, we find

$$
\begin{equation*}
m_{D}=-D \frac{\partial \bar{u}}{\partial x}+\frac{\partial \bar{\zeta}}{\partial t} \tag{5}
\end{equation*}
$$

where $m_{D}$ is the mean vertical velocity at the depth $D$, the mean being taken over the individual waves as with $\bar{u}$ and $\xi$. These last two equations may be combined to give

$$
\begin{equation*}
\frac{\partial \varpi_{D}}{\partial t}-\frac{\partial^{2} \bar{\zeta}}{\partial t^{2}}=\frac{1}{\rho} \frac{\partial^{2} S_{x x}}{\partial x^{2}} . \tag{6}
\end{equation*}
$$

Equation (6) may be interpreted as follows : variations in the radiation stress produce convergences in the upper layer. Continuity is preserved by pushing water up, thus producing variations in the surface elevation, and by pushing water down, resulting in an induced flow in the deeper region. Our equations are closed by the fact that these deep induced flows must be dynamically driven by pressure gradients produced by the variations in surface elevation.

The flow in the deep region is a periodic irrotational flow and so must be of the form of equation (4) Section 1, and derivable from a velocity potential :

$$
\begin{equation*}
\phi=\frac{A c_{g}}{\sinh k / h} \cosh \Delta k(z+h) \sin \Delta k\left(x-c_{g} t\right) . \tag{7}
\end{equation*}
$$



Fig. 9. Groups of waves in deep water. The radiation stress acts in a shallow layer near the surface.

For this flow we have, at $z=-D \rightleftharpoons 0$, two requirements on the pressure $\bar{p}_{D}$ : First, it must be given by the hydrostatic equation,

$$
\begin{equation*}
\frac{1}{\rho} \bar{p}_{D}=g(\xi+D) \tag{8}
\end{equation*}
$$

Second it must satisfy the linearized Bernoulli equation.

$$
\begin{equation*}
\frac{\partial \bar{\phi}_{D}}{\partial t}+\frac{1}{\rho} \bar{p}_{D}-g D=0 \tag{9}
\end{equation*}
$$

Together, these conditions give us

$$
\begin{equation*}
\bar{\zeta}=-\frac{1}{g} \frac{\partial \bar{\phi}_{D}}{\partial t} \tag{10}
\end{equation*}
$$

We may now substitute for $w_{D}, \xi$ and $S_{x x}$ in equation (6), remembering that $D \Delta k<1$ :

$$
\begin{equation*}
-A c_{g}{ }^{2}+\frac{A}{g} \Delta k c_{g}^{4} \operatorname{coth} h \Delta k=-\frac{E_{0} b}{2 \rho} . \tag{11}
\end{equation*}
$$

Since $k h>1, c_{g}{ }^{2}=g / 4 k$, so we can write equation (11) as

$$
\begin{equation*}
A=\frac{E_{0} b k}{2 \rho g\{1-(\Delta k / k) \operatorname{coth} h \Delta k\}} \tag{12}
\end{equation*}
$$

We are now able to find $\bar{\zeta}$; from equation (10)

$$
\begin{equation*}
\zeta=\frac{-E_{0} b \Delta k \sin \Delta k\left(x-c_{g} t\right)}{2 \rho g\{\tanh h \Delta k-\Delta k / k\}}=-\frac{\left(E-E_{0}\right) \Delta k}{2 \rho g\{\tanh h \Delta k-\Delta k / k\}} \tag{13}
\end{equation*}
$$

Since $E=\frac{1}{2} \rho g a^{2}$, where $a$ is the individual wave amplitude,

$$
\begin{equation*}
\zeta=-\frac{\left(a^{2}-a_{0}^{2}\right) \Delta k}{4\{\tanh h \Delta k-\Delta k / k\}} \tag{14}
\end{equation*}
$$

This expression is in agreement with the result (3.19) of III, which was obtained by perturbation analysis. We note that $\xi$ is always out of phase with $a^{2}$, that is, the mean level is depressed under the largest waves.

Equation (14) simplifies to some extent at the two extreme cases $h \Delta k \ll 1$ and $h \Delta k>1$. For $h \Delta k<1$, when the group length is great compared with the depth, we find

$$
\begin{equation*}
\xi=-\frac{\left(a^{2}-a_{0}{ }^{2}\right) k}{4 k h-1} \tag{15}
\end{equation*}
$$

or, since we have already assumed $k h \gg 1$,

$$
\begin{equation*}
\xi=-\frac{\left(a^{2}-a_{0}{ }^{2}\right)}{4 h} \tag{16}
\end{equation*}
$$

For $h \Delta k>1$, if we assume $\Delta k / k<1$, equation (14) becomes

$$
\begin{equation*}
\xi=-\frac{1}{4}\left(a^{2}-a_{0}^{2}\right) \Delta k \tag{17}
\end{equation*}
$$

To get a numerical order of magnitude, we might take ( $a^{2}-a_{0}{ }^{2}$ ) to be about $10 \mathrm{~m}^{2}$. If the individual waves are about 100 m long, and the groups about 1 km long, we have $k \neq 0.06 \mathrm{~m}^{-1}, \Delta k \div 0.006 \mathrm{~m}^{-1}$. In deep water ( $h \geqslant 500 \mathrm{~m}$ ) this results in a surface depression of about 1.5 cm , while the water 100 m deep the depression would be 2.5 cm . These figures, of course, increase rapidly as the individual wave amplitude increases*.
*We are now in a position to make the post hoc. check of our assumption that

Since $\Delta k \ll k$ and $k h>1$,

$$
g \frac{\partial \xi}{\partial x}<\frac{1}{\rho D} \frac{\partial S_{x x}}{\partial x} .
$$

$$
\frac{\partial \zeta}{\partial x} \div \frac{\left(a^{2}-a_{0}^{2}\right)(\Delta k)^{2}}{4 \tanh h \Delta k}
$$

Also

$$
\left.\frac{\partial S_{x x}}{\partial x} \sim \frac{1}{2}\left(E-E_{0}\right) \Delta k=\right\} \rho g\left(a^{2}-a_{0}^{2}\right) \Delta k .
$$

Then

Since

$$
g \frac{\partial \xi}{\partial x} / \frac{1}{\rho D} \frac{\partial S_{x x}}{\partial x} \div \frac{D \Delta k}{\tanh h \Delta k}
$$

our assumption is seen to be justified.

It is worth noting that the frequency of the induced motions is the group frequency -in practice periods are of the order of one minute. This may be important since often it is assumed that there is little motion in the ocean with such periods, and buoys are sometimes designed with a natural period of this order, in the hope that their free oscillations will not be excited.
6. Wave groups in shallow water; surf beat

Let us now consider the situation when waves enter water which is shallow enough so that $k h$ is no longer large compared with unity. In this case we can no longer assume that the radiation stress acts in a thin layer near the surface. On the other hand since the length of the wave groups is certainly large compared to $k^{-1}$ we may certainly assume that the groups are long compared to the depth, i.e. that $h \Delta k<1$.


Fig. 10. Groups of waves entering shallow water, when the wavelength is no longer small compared to the depth.

Figure 10 illustrates the situation. Groups of waves (whose energy need not vary exactly sinusoidally) are propagated to the right with the group-velocity $c_{g}$. The depth $h$ is at first assumed uniform. In regions of high energy the radiation stress $S_{x x}$ is greater than in regions of low energy. Hence there is a tendency for fluid to be expelled from under regions of high energy density. The medium responds to the stress as to a horizontal force $-\partial S_{x x} / \partial x$ per unit distance, progressing with the group-velocity $c_{g}$.

The response of the system can be calculated as follows. The additional mean pressure due to a displacement $\zeta$ of the free surface is $\rho g \xi$. Hence if $M$ is the mean horizontal momenturn we have for the rate of change of momentum

$$
\begin{equation*}
\frac{\partial M}{\partial t}=-\frac{\partial}{\partial x}\left(S_{x x}+\rho g h \bar{\zeta}\right) \tag{1}
\end{equation*}
$$

On the other hand by continuity we have

$$
\begin{equation*}
\frac{\partial}{\partial l}(\rho \bar{\zeta})=-\frac{\partial M}{\partial x} . \tag{2}
\end{equation*}
$$

Since the pattern progresses with velocity $c_{g}$, we may replace $\partial / \partial t$ by $-c_{g} \partial / \partial x$ in each equation, giving

$$
\left.\begin{array}{c}
c_{g} \frac{\partial M}{\partial x}+\rho g h \frac{\partial \bar{\zeta}}{\partial x}=-\frac{\partial S_{x x}}{\partial x}  \tag{3}\\
\frac{\partial M}{\partial x}+c_{g} \rho \frac{\partial \bar{\zeta}}{\partial x}=0
\end{array}\right\}
$$

Solving these simultaneous equations for $\partial M / \partial x$ and $\partial \xi / \partial x$ and integrating with respect to $x$ we find

$$
\left.\begin{array}{l}
M=-\frac{c_{g} S_{x x}}{g h-c_{g}^{2}}+\text { constant }  \tag{4}\\
\rho \xi=-\frac{S_{x x}}{g h-c_{g}^{2}}+\text { constant. }
\end{array}\right\}
$$

Now the group-velocity $c_{g}$ cannot exceed the free-wave velocity $\sqrt{g h}$ of the long waves, so that $\left(g h-c_{g}{ }^{2}\right)>0$, i.e. the response of the free surface is in the same sense as if the group pattern were stationary ( $c_{g}=0$ ); below a group of high waves $\xi$ tends to be negative, and below a group of lower waves it is relatively positive. Since the groups are long, the mean pressure $\bar{p}$ on the bottom fluctuates in the same way as $\rho g \bar{\zeta}$, i.e. it tends to be negative under the higher waves. This is in agreement with some recent observations in swell off the Californian coast (see Hasselman, Munk and MacDonald 1962).

In very shallow water, $c_{g}$ approaches $\sqrt{g h}$ and hence the denominator in equation (4) becomes small. Since in that case

$$
\begin{equation*}
c_{g}{ }^{2} \div g h\left[1-(k h)^{2}\right] \tag{5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\zeta \div-\frac{S_{x x}}{\rho \sigma^{2} h^{2}}=-\frac{3 g a^{2}}{2 \sigma^{2} h^{2}} \tag{6}
\end{equation*}
$$

If we now suppose that the depth is not quite uniform, but changes with $x$ so slowly that dynamical equilibrium has time to be established, then, with no loss of energy, $a^{2} \propto h^{-\frac{3}{2}}$ and so $\zeta \alpha h^{-4 / 2}$. Thus there will be a tendency for the displacement $\bar{\zeta}$ to be amplified as the waves enter shallower water.

It is possible that such an effect accounts for the occurrence of "surf-beats," as observed by Munk (1949a) and Tucker (1950). These are waves of long period associated with groups of high waves entering shallow water. TUcker (1950) showed that in his observations there was a correlation between the surf beats at a point some way off-shore and the envelope of the incoming swell; but with a time-lag of a few minutes. The time-lag just corresponded with the time required for the swell to be propagated into the breaker zone and for the associated long wave to be reflected back as a free wave. If we suppose that, at some point shorewards of the wave recorder, the swell is destroyed by breaking but that the longer waves associated with the groups are reflected back as free waves (with relatively little attenuation in amplitude) then it seems possible to account for Tucker's observations. Tucker found that a group of high waves tended to be associated (after a time-lag) with a negative pressure pulse, which would accord with the present hypothesis.

## 7. Interaction of waves and currents

In the theory of elasticity and rheology, where stress is measured in force per
unit area, it is well known that the product stress times rate of strain yields power per unit volume. Similarly, in our case of radiation stress (which is a force per unit length) stress times rate of strain is power per unit area. We expect that if a fluid, upon which are surface waves, is strained due to some other flow, the radiation stress due to the waves will interact with the rate of strain due to the other flow. In general, we argue that the straining flow must do work against the radiation stress. Energy must then be lost by the straining flow. In many cases we have been able to show that this energy is transferred to the waves. Indeed, if the sign of the interaction is changed, so that the stress does work against the rate of strain there seems to be no source for the energy added to the straining motion other than that residing in the waves. It thus seems legitimate to argue that the energy transfer will always be to or from the waves.


Fig. 11. Waves on a non-uniform current (a) with upwelling from below and (b) with horizontal inflow from the sides.

Interaction with irrotational plane strains. The simplest motions to deal with analytically are irrotational plane strains. They also serve as valuable examples of the nature of the interaction phenomenon.

Let us consider first a situation in which a contraction of the surface along the $x$-axis is combined with a vertical extension, i.e.

$$
\begin{equation*}
\frac{\partial U}{\partial x}=-\frac{\partial W}{\partial z} \tag{1}
\end{equation*}
$$

where $U$ and $W$ are the mean straining velocities in the $x$ and $z$ directions (Fig. 11). For the moment we shall assume that the mean motion is not time-dependent. The situation we envisage is approximately that which occurs when a stream flows along a bed of fixed width but varying depth. The only component of radiation stress which is of consequence in this flow is $S_{x x}$. It interacts with the rate of strain $\partial U / \partial x$, which describes an extension of the surface, in such a way that work is done by the stress at the rate

$$
\begin{equation*}
S_{x x} \frac{\partial U}{\partial x} \tag{2}
\end{equation*}
$$

per unit surface area. It seems that the only source of energy for this work is the energy residing in the waves. Since wave energy is propagated with celerity $c_{g}$ and transported with velocity $U$, we postulate a "continuity " equation for wave energy in the form*

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(U+c_{g}\right)\right]+S_{x x} \frac{\partial U}{\partial x}=0 \tag{3}
\end{equation*}
$$

We also have another general expression which might be called an expression for " conservation of phase." It states that in the steady state the rate at which wave crests enter a region must be equal to the rate at which they leave. Another way of stating it is that the apparent frequency observed is independent of the position of the observer. This general expression is

$$
\begin{equation*}
(U+c) k=\text { constant }=c_{0} k_{0} \tag{4}
\end{equation*}
$$

where the subscript 0 refers to some position, perhaps hypothetical, where $U=0$.
Since when the depth is known, $c$ and $c_{g}$ are determined by $k$ and $S_{x x}$ by $E$, evidently equations (3) and (4) are sufficient for the determination of $E$ as a function of $U$. In the general case this relation is analytically rather complex, but all the important features may be demonstrated by the example of the deep water case, which is simple. In deep water, we may assume

$$
\begin{equation*}
c=(g / k)^{\frac{1}{2}}, \quad c_{g}=\frac{1}{2} c, \quad S_{x x}=\frac{1}{2} E . \tag{5}
\end{equation*}
$$

Thus equation (3) becomes

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(U+\frac{1}{2} c\right)\right]+\frac{1}{2} E \frac{\partial U}{\partial x}=0 \tag{6}
\end{equation*}
$$

Equation (4), in view of (5), can be expressed as

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[\frac{U+c}{c^{2}}\right]=0 \tag{7}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial c}{\partial x}=\frac{\frac{1}{2} c}{U+\frac{1}{2} c} \frac{\partial U}{\partial x} \tag{8}
\end{equation*}
$$

Equation (6) has the exact integral

$$
\begin{equation*}
E\left(U+\frac{1}{2} c\right) c=\text { constant }=E_{0} \cdot \frac{1}{2} c_{0}{ }^{2}, \tag{9}
\end{equation*}
$$

as may be demonstrated by differentiating :

$$
\begin{equation*}
c \frac{\partial}{\partial x}\left[E\left(U+\frac{1}{2} c\right)\right]+E\left(U+\frac{1}{2} c\right) \frac{\partial c}{\partial x}=0 \tag{10}
\end{equation*}
$$

If equation (8) is substituted into (10), we obtain the differential equation (6). The corresponding variation in amplitude $a, \propto E^{\}}$, is shown as a function of $U$ by curve (1) in Fig. 12. The result (9) was also obtained by perturbation methods in II.

Laterally converging current. Another illustrative example of waves superimposed on a plane strain occurs when the mean motion is two-dimensional and horizontal (Fig. 11b). Such a situation may arise, for example, at a river mouth. For simplicity,

[^66]let us take the waves moving in one of the directions of principal rate of strain, so that if they are propagating in the $x$-direction
\[

$$
\begin{equation*}
\frac{\partial U}{\partial x}+\frac{\partial V}{\partial y}=0 \tag{11}
\end{equation*}
$$

\]

$V$ being the mean motion in the $y$-direction, which is parallel to the wave crests.


Fig. 12. (from Longuet-Higgins and Stewart, 1961). The relative amplitude of waves propagated on a steady, non-uniform current $U$, (1) with upwelling from below (2) with horizontal inflow from the sides.

Equation (3) must now be modified to take account of the lateral divergence of wave energy and the work done by the lateral radiation stress $S_{y \nu}$, and so becomes

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E\left(U+c_{g}\right)\right]+\frac{\partial}{\partial y}\left(E V^{\prime}\right)+S_{x x} \frac{\partial U}{\partial x}+S_{y y} \frac{\partial V}{\partial y}=0 . \tag{12}
\end{equation*}
$$

If we assume $\partial E / \partial y=0$ and employ equation (II) this simplifies to

$$
\begin{equation*}
\frac{\partial E}{\partial x} U+E \frac{\partial c_{g}}{\partial x}+\left(S_{x x}-S_{y y}\right) \frac{\partial U}{\partial x}=0 . \tag{13}
\end{equation*}
$$

If we once more consider the simple deep water case, then $S_{y y}=0$ and equation (8) is valid. Equation (13) can then be integrated, as demonstrated in II, to obtain

$$
\begin{equation*}
E\left(U+\frac{1}{2} c\right) / c=\text { constant }=E_{0} \tag{14}
\end{equation*}
$$

The corresponding change in amplitude ( $\propto E^{3}$ ) is shown as a function of $U$ by curve (2) in Fig. 12.

At the other extreme of very shallow water we have :

$$
\begin{equation*}
c_{g}=c=\text { constant }, \quad S_{x x}-S_{y y}=E \tag{15}
\end{equation*}
$$

It is then readily seen that (13) can be integrated to

$$
\begin{equation*}
E(U+c)=\text { constant }=E_{0} c_{0} \tag{16}
\end{equation*}
$$

It will be noted that in every case so far considered, $E$ must diverge when $U=-c_{g}$. In practice, of course, the waves break. This result is to be expected since it is merely a statement of the fact that no energy can be propagated upstream against a current faster than $c_{g}$. Apart from this common property, it can be seen that the behaviour of wave energy differs from case to case.

TAylor (1962) has discussed a slightly different case, where a standing wave is compressed longitudinally, thus both reducing the wave length and increasing the frequency. There also work is done against the radiation stress. Taylor shows that in this situation, too, the energy used in the compression appears as increased wave energy.

Waves on a shear flow. We may use the same kind of arguments to discuss the interaction of a wave train with a shear flow. In this case, however, the waves will generally be refracted, so that it is not possible to use the direction of wave propagation as a fixed Cartesian co-ordinate direction. It is therefore necessary to put our radiation stress tensor into general, non-diagonalized form.

To keep the discussion as simple as possible we shall again confine ourselves to the case of waves on deep water. The diagonalized form of the radiation stress tensor is then

$$
S=\frac{1}{2} E\left(\begin{array}{ll}
1 & 0  \tag{17}\\
0 & 0
\end{array}\right)
$$

For a co-ordinate system orientated at an angle $\theta$ from the direction of propagation, the tensor transformation formula gives us

$$
S=\frac{1}{2} E\left(\begin{array}{cc}
\cos ^{2} \theta & \cos \theta \sin \theta  \tag{18}\\
\cos \theta \sin \theta & \sin ^{2} \theta
\end{array}\right)
$$

The rate-of-strain tensor for the mean flow is

$$
Y=\left(\begin{array}{cc}
\frac{\partial U}{\partial x} & \frac{1}{2}\left(\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}\right)  \tag{19}\\
\frac{1}{2}\left(\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}\right) & \frac{\partial V}{\partial y}
\end{array}\right) .
$$

Equations of the form (3) and (12) may thus be generalized to

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\nabla \cdot\left[E\left(U+c_{g}\right)\right]+S: \mathbf{y}=0 \tag{20}
\end{equation*}
$$

As a simple illustrative example we choose the case of a mean flow with velocity in the $y$-direction only. If we assume steady state (except for the periodic motion) we have

$$
\begin{equation*}
U=0, \quad V=V(x) \tag{2I}
\end{equation*}
$$

Putting in the appropriate value for the radiation stress, we get from (20):

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[E \cdot \frac{1}{2} c \cos \theta\right]+\frac{1}{2} E \frac{\partial V}{\partial x} \cos \theta \sin \theta=0 \tag{22}
\end{equation*}
$$

since the component of $c_{g}$ in the $x$-direction is $\frac{1}{2} c \cos \theta$.
In order to solve (22) we require some relation between $V$ and $c$. One is available from the "wave kinematics," because the wavenumber in the $y$-direction must be independent of $x$. Otherwise $\theta$ would be a function of $y$. Thus

$$
\begin{equation*}
k \sin \theta=\text { constant }=k_{0} \sin \theta_{0} \tag{23}
\end{equation*}
$$

As is shown in II, we are then able to integrate (22), getting

$$
\begin{equation*}
E \cos \theta \sin \theta=\mathrm{constant}=E_{0} \cos \theta_{0} \sin \theta_{0} \tag{24}
\end{equation*}
$$

In less special cases, (20) can be integrated numerically. This was the procedure adopted by Hughes and Stewart (1961), who studied the interaction of a wave train with a stable Couette shear flow. They found that their experimental observations were in quite good agreement with numerical calculations made from (20). However, Hughes and Stewart were unaware of the full effect of capillarity on the radiation stress. (The influence of capillarity is given for the first time in the present paper). Since their waves were short enough to be influenced by surface tension, the actual effect of the radiation stress is greater than that which they assumed. It is noteworthy that the observations of Hughes and Stewart indicated a somewhat greater influence of the radiation stress than was obtained from their calculations.

It should be emphasized that the changes in wave energy which are due to the non-linear interaction of waves with shear flow are of the same order of magnitude as those which occur due to the geometrical focussing effects produced by the currents. At first glance this may seem surprising, since the radiation stresses are a second order phenomenon, while the focussing effects appear to be first order. The fact is, however, that the focussing effects are first order in the energy, i.e. of second order in the amplitude and comparable with the radiation stresses.

## 8. Non-linear interaction between waves

In recent years there has been a considerable amount of interest shown in the problem of the non-linear interaction of surface waves. For some aspects of the problem, in particular in the study of the irreversible redistribution of energy over the wave spectrum (Phillips, 1960; Hasselmann, 1962, 1963), the interaction must be taken to the third or higher order. For such purposes the radiation stress concept is not particularly useful.

On the other hand there are cases where the radiation stress idea is valuable conceptually and, in some limiting situations, sufficient for calculations. These cases are ones in which one wave is much shorter than the other with which it interacts. Then it becomes reasonable to treat the long wave as a straining motion interacting with the radiation stress due to the short waves.

As a concrete example, we consider here the case of the long waves upon which are superimposed waves short enough that they are uninfluenced by the bottom. Most of the important features are illustrated by this example.

In any non-linear interaction between one Fourier component of wavenumber and frequency $k_{1}, \sigma_{1}$, and another specified by $k_{2}, \sigma_{2}$, the second-order terms describe
the generation of components $k_{1} \pm k_{2}, \sigma_{1} \pm \sigma_{2}$. However, if one of the wave numbers, say $k_{1}$, is very much greater than the other, then the generated wave numbers will all be in the neighbourhood of $k_{1}$. The second-order interaction can thus be considered to describe the influence of the long waves on the shorter ones. For the reverse interaction of the shorter waves on the longer ones, higher order terms are needed.

If both short and long waves are progressing in the same direction, the problem is two-dimensional. Equation (20) Section 8 then becomes

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\frac{\partial}{\partial x}\left[E\left(U+c_{g}\right)\right]+S_{i x x} \frac{\partial U}{\partial x}=0 \tag{1}
\end{equation*}
$$

where we interpret $E$ and $c_{g}$ as pertaining to the short waves and $L$ as the horizontal component of the orbital (particle) velocity of the long wave.

The motion due to the long wave will be described by (4) Section 1. We are concerned only with motion near the surface, so that the horizontal and vertical velocities are given by

$$
\left.\begin{array}{l}
U=A \sigma_{2} \operatorname{coth} k_{2} h \cos \left(k_{2} x-\sigma_{2} t\right)  \tag{2}\\
W=A \sigma_{2} \sin \left(k_{2} x-\sigma_{2} t\right)
\end{array}\right\}
$$

The horizontal variation of $E$ and $c_{g}$ arises only because of the interaction, and so is irrelevant to (1) if the equation is taken only to the lowest order. Since the short waves are uninfluenced by the bottom, $S_{x x}=\frac{1}{2} E$. Hence (1) becomes

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\frac{3}{2} E \frac{\partial U}{\partial x}=0 \tag{3}
\end{equation*}
$$

or, since $U$ is due to a wave motion and so $\partial / \partial x=-\left(1 / c_{2}\right) \partial / \partial t$,

$$
\begin{equation*}
\frac{\partial E}{\partial t}-\frac{1}{2} \frac{E}{c_{2}} \frac{\partial U}{\partial t}=0 \tag{4}
\end{equation*}
$$

where $c_{2}$ is the phase speed of the long wave. This may be integrated to give

$$
\begin{equation*}
E\left(1-\frac{3}{2} \frac{U}{c_{2}}\right)=\text { constant }=E_{0} \tag{5}
\end{equation*}
$$

or, considering that $U<c_{2}$,

$$
\begin{equation*}
E=E_{0}\left[1+\frac{3}{2} A k_{2} \operatorname{coth} k_{2} h \cos \left(k_{2} x-\sigma_{2} t\right)\right] \tag{6}
\end{equation*}
$$

Although (6) describes the energy variation, the noticeable feature will be the amplitude variation. As shown in I, here the relation between amplitude and energy is not quite so straight-forward as it is in most cases. The water surface upon which the short waves are running is subject to vertical acceleration due to the presence of the long wave. This results in a distribution of $E$ between potential energy and kinetic energy which differs from that which obtains in the absence of the vertical acceleration.

The question is discussed in some detail in I. In the present paper we shall be content with an outline. To an observer moving in an (accelerated) frame of reference tied to one point on the surface of the long wave, the apparent value of
$g$ is $g^{\prime}=g+\partial W / \partial t$. To this observer, the short wave energy is equally distributed between kinetic and potential, i.e.

$$
\begin{equation*}
K . E .^{\prime}=P \cdot E . .^{\prime}=\frac{1}{4} \rho g^{\prime} a^{2} \tag{7}
\end{equation*}
$$

where $a$ is the short wave amplitude. An observer in an inertial frame of reference finds himself in agreement with the accelerated observer as to the kinetic energy, but calculates a different potential energy. Thus

$$
\left.\begin{array}{l}
K . E .=\frac{1}{4} \rho g^{\prime} a^{2}=K . E^{\prime}  \tag{8}\\
P . E .=\frac{1}{4} \rho g a^{2} \neq P . E .
\end{array}\right\}
$$

so

$$
\begin{equation*}
E=K . E .+P . E .=\frac{1}{2} \rho g a^{2}\left(1+\frac{1}{2 g} \frac{\partial W}{\partial t}\right) \tag{9}
\end{equation*}
$$

Since $\partial W / \partial r<g$, we can write this as

$$
\begin{equation*}
a=\left(\frac{2 E}{\rho g}\right)^{\frac{1}{2}}\left(1-\frac{1}{4 g} \cdot \frac{\partial W}{\partial t}\right) \tag{10}
\end{equation*}
$$

After using (2) and (6) this becomes

$$
\begin{equation*}
a=a_{0}\left[1+A\left(\frac{3}{4} k_{2} \operatorname{coth} k_{2} h+\frac{\sigma_{2}^{2}}{4 g}\right) \cos \left(k_{2} x-\sigma_{2} t\right)\right] . \tag{11}
\end{equation*}
$$

if the long waves are also effectively in deep water, the expression simplifies to

$$
\begin{equation*}
a=a_{0}\left[1+A k_{2} \cos \left(k_{2} x-\sigma_{2} t\right)\right] \tag{12}
\end{equation*}
$$

It will be noted that the maximum small-wave amplitude occurs on the crests of the long waves. Such amplification of short waves on the crests of the long wave is a matter of common observation.

These effects may be of some consequence in the spectrum of wind-raised waves. It is generally considered (Prillips, 1957) that on a wind swept sea all waves shorter than a certain length are " saturated." That is, they possess as much energy as they are statistically able to. If they gain more energy, wave breaking becomes so widespread in both time and space that the energy rapidly reverts to the "saturated" level.

We see from the above discussion, however, that for waves riding on the backs of longer waves peak amplitudes occur at the crests of the longer waves. It is there that the shorter waves break, and there that the overall energy of these shorter waves is controlled. Since the average short wave energy will be less than that at the crests of the long waves, it seems entirely possible that the average energy of short waves may be somewhat less when they are superimposed upon longer waves than when the long waves are absent.

Long waves develop only after high winds have blown for long times over long fetches. If we envisage a situation where the wind speed increases to a high level and then remains constant for some time, it seems possible that the spectral energy density corresponding to the short waves will first rise to the saturation level and then actually decrease as the long waves grow to significant amplitude. Similarly it seems possible that the short wave energy may be less at longer fetches than at shorter fetches.

Another point is worthy of consideration: The excess energy in the short waves at the crests of the long ones must have been gained at the expense of the long waves. If these short waves then loose their energy due to breaking at the crest, it is no longer available to be fed back into the long waves during their next half cycle. The net result is a mechanism for the dissipation of long wave energy. This has been discussed in detail by Phullips (1963). A similar, and equally important, mechanism involving capillary waves is described in the next section.

## 9. Damping of gravity waves by capillary waves

Capillary waves on the surface of the sea can be generated by at least two mechanisms. One is instability of the shearing flow of wind over water, as described by Miles (1962). Capillaries generated in this way can occur, in theory, on any part of the sea surface which is exposed to a sufficiently strong wind. A second cause of capillaries is the sharp curvature near the crests of steep gravity waves which produces a local accentuation of the surface tension forces. If the waves are progressive, these forces act like any other travelling disturbance to produce capillary waves ahead of the disturbance. Capillaries generated this second way are observed only on the forward face of steep gravity waves; they may occur in the absence of wind. Their steepness has been shown theoretically to be given approximately by

$$
\begin{equation*}
\frac{2 \pi}{3} \exp \left(-\frac{p g}{6 T K^{2}}\right) \tag{i}
\end{equation*}
$$

where $K$ is the maximum curvature at the crest of the gravity wave (Longuet-Higgins, 1963*), a result in agreement with observations made by Cox (1958).

Whatever their origin, however, capillary waves will subsequently undergo rapid modification from two causes : damping by viscosity and non-linear interaction with the surrounding velocity field. The interactions with gravity waves may be especially strong owing to the relatively short wavelength of the capillaries.

Consider pure capillary waves, of energy density $E$ and wavelength $2 \pi / k$, riding on the surface of a two-dimensional flow $U=(U, V, W)$ where $V=0$ and $U, W$ are independent of $y$. We suppose that $x$ is measured along the surface of the free gravity flow, and $z$ normal to it, and we assume that the curvature of the mean surface is always small compared to $k$. Now the rate of dissipation of energy by viscosity in a capillary wave is $4 \nu k^{2} E$ (Lamb 1932, Section 347). Hence, as in Section 7 , we have the following equation for the capillary wave energy :

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\frac{\partial}{\partial x}\left[E\left(U+c_{g}\right)\right]+S_{x x} \frac{\partial U}{\partial x}+4 v k^{2} E=0 . \tag{2}
\end{equation*}
$$

Since for capillary waves

$$
\begin{equation*}
c_{g}=\frac{3}{2} c, \quad S_{x x}=\frac{3}{2} E, \quad c^{2}=T k \tag{3}
\end{equation*}
$$

this can also be written

$$
\begin{equation*}
\frac{\partial E}{\partial t}+\frac{\partial}{\partial x}\left[E\left(U+\frac{3}{2} c\right)\right]+\frac{3}{2} E \frac{\partial U}{\partial x}+4\left(\nu / T^{2}\right) E c^{4}=0 \tag{4}
\end{equation*}
$$

To apply this equation in any particular case we need a further relation between $U$ and $c$. As an example let us take the case of capillary waves propagated on the
*This paper will be referred to as (IV).
forward face of a gravity wave (as described above) and sufficiently far from the wave crest that the curvature of the gravity wave profile is small compared to $k$. The gravity wave being progressive, we may take axes moving with the wave and so reduce the motion to a steady state. The velocity $U$ will have one component due to the orbital velocity in the gravity wave and another due to the negative velocity associated with the forwards motion of the frame of reference. Since the capillary waves originate at the (stationary) crest of the gravity wave, they will appear stationary in the new frame of reference. Hence their phase velocity $c$ must be equal to $-U$. In the steady state $\partial E / \partial t$ vanishes and (4) becomes now

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(-\frac{1}{2} E U\right)+\frac{3}{2} E \frac{\partial U}{\partial x}+4\left(v / T^{2}\right) E U^{4}=0 \tag{5}
\end{equation*}
$$

Ignoring for one moment the viscous term in (5) we have

$$
\begin{equation*}
\frac{1}{E} \frac{\partial E}{\partial x}=\frac{2}{U} \frac{\partial U}{\partial x} \tag{6}
\end{equation*}
$$

and so

$$
\begin{equation*}
E \propto U^{2} . \tag{7}
\end{equation*}
$$

In other words the energy of the capillaries increases proportionally to the square of the opposing current. This increase is due not only to the shortening of the wavelength by the contracting current but also to the work done by the current against the radiation stress. The same result (7) was derived also by a perturbation analysis in (IV).

If we take full account of the viscous damping in (5) we have now

$$
\begin{equation*}
\frac{1}{E} \frac{\partial E}{\partial x}=\frac{2}{U} \frac{\partial U}{\partial x}+\frac{8 v}{T^{2}} U^{3} \tag{8}
\end{equation*}
$$

which has the integral

$$
\begin{equation*}
E \propto U^{2} \exp \left[\frac{8 v}{T^{2}} \int_{0}^{x} U^{3} d x\right], \quad(U<0) \tag{9}
\end{equation*}
$$

We see that $E$ may at first increase, owing to the radiation stresses, but ultimately the waves are damped out by viscosity. From (8) it follows that the maximum amplitude is attained where

$$
\begin{equation*}
\frac{1}{U^{4}} \frac{\partial U}{\partial x}=-\frac{4 v}{T^{2}} \tag{10}
\end{equation*}
$$

the law of energy variation (9) was shown in (IV) to be in good agreement with observation.

All the energy in the capillary waves is ultimately dissipated by viscosity, including any work done against the radiation stresses by contraction of the current $U$. Even without the radiation stresses, the energy lost in the capillary waves could be several times that in the basic gravity wave (see IV, Section 10), so that the capillaries must be important in damping the gravity waves when they are near to their maximum steepness. The effect is enhanced by the action of the radiation stresses.

Moreover, capillary waves of any origin, whether due to sharp crests or direct wind action, may dissipate energy derived from the gravity waves through the radiation stresses.

## CONCLUSION

As has been shown in the series of examples outlined above, the radiation stress concept permits straightforward calculation of a range of important phenomena. In every case the same results could have been obtained by a detailed perturbation analysis, but comparison with the original papers (I, II, III \& IV) in which such analyses were carried out will reveal the considerable reduction of effort required and gain in clarity achieved.

It is our belief that the radiation stress should be regarded not as a "virtual" effect but as real, at least in the same sense as the radiation pressure in electromagnetic theory and the Reynolds stress in turbulence theory are real. Viewed thus, such phenomena as wave set-up (and set-down), where the stress must be balanced by hydrostatic pressure, become entirely natural and expected. Also the non-linear energy exchanges between waves and currents and among waves can, with this concept, be regarded as strictly analogous to corresponding cases in the theory of elasticity and the theory of turbulence, where the rate of energy exchange is given by the product stress times rate of strain.

Radiation stresses will arise not only due to surface waves, but due to internal waves. In the oceans the interaction of internal waves and currents may be considerably more important than interaction involving surface waves, because of the much lower propagation speeds. Small propagation speeds tend to increase the strength of the interaction, as can be seen from two points of view : First, in any wave current interaction, the energy exchange can be written so as to be seen to be proportional to $U / c$ or $U / c_{0}$, so small values of $c$ lead to large interactions. From the other point of view, we note that for almost all species of wave the ratio of energy density : momentum density equals the phase speed. Surface and internal waves are no exception, so internal waves, with their low propagation speed, are particularly efficient at transferring momentum.
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## ABSTRACT

Very simple formulae are derived for the difference in mean level between the two sides of a submerged breakwater when waves are incident on it at an arbitrary angle. The formulae apply also to waves undergoing refraction due to changes in depth and to waves in open channel transitions.

When sea waves approach a submerged breakwater or an offshore sand bar, the mean level of the water on the far side of the bar or breakwater is commonly observed to be higher than on the side from which the waves are incident. The purpose of this note is to show that the difference in mean water level can be calculated very simply in certain circumstances, once the height of the incident waves and the coefficient of reflection are both known.

The situation is as shown in Fig. r. A submerged "breakwater" separates two uniform regions in which the undisturbed depths are $h_{1}$ and $h_{2}$, say. Waves of amplitude $a_{1}$ are propagated from the left and are incident (not necessarily normally) on the "breakwater." There is a transmitted wave of amplitude $a_{2}$ and a reflected wave of amplitude $a_{1}^{\prime}$.

If the steepness of the waves is sufficiently small everywhere, then the coefficients of transmission and reflection, namely

$$
T=a_{2} / a_{1} \text { and } R=a_{1}^{\prime} / a_{1},
$$

are nearly independent of $a_{1}$. The coefficients $R$ and $T$ may be determined by experiment or, in some ideal cases, by the linear theory of water waves. (For some examples, see the References.) In the neighborhood of the breakwater

[^67]

Figure 1.
itself the waves are not generally sinusoidal; nevertheless, the motion everywhere fluctuates harmonically with time, say with period $2 \pi / \sigma$. The wavelength, $2 \pi / k_{r}$, of the waves on the near side of the breakwater is related to the frequency $\sigma$ and to the local depth by the usual relationship

$$
\sigma^{2}=g k_{\mathrm{I}} \tanh k_{\mathrm{I}} h_{\mathrm{I}}
$$

and similarly for the waves on the far side.
These results can be derived from the well-known small-amplitude theory of water waves. However, on the two sides of the barrier there will be a difference, $\Delta \bar{\zeta}$, in mean surface level that is of second order in the wave amplitude. We shall see that $\Delta \bar{\zeta}$, though of second order, can be determined directly from the first approximation in the following way.

Let $x$ and $y$ be horizontal coordinates and $z$ be measured vertically upward from the still-water level. Let $u, v$, and $w$ denote the corresponding components of velocity and $p$ the pressure. Let $\varrho$ and $g$ denote the density and the acceleration of gravity, both assumed constant. The free surface is denoted by $z=\zeta(x, y, t)$. Neglecting viscous forces, we then have two simple relationships (cf Longuet-Higgins and Stewart 1964).

First, consider the flux of vertical momentum into a vertical column of water of unit cross section contained between $\boldsymbol{z}=0$ and $\boldsymbol{z}=\zeta$. The flux upward through the base of the column equals $\left(p+\varrho w^{2}\right)$ evaluated at $z=0$. The fux through the upper surface of the column is zero. The flux of vertical momentum through the sides of the column, which is $\varrho u w$ per unit area, is of third order when integrated over the height $\zeta$ of the column. Hence this can be neglected. The total flux of vertical momentum into the column is therefore

$$
\left(p+\varrho w^{2}\right)_{z=0}
$$

This is opposed by gravity, which produces a downward force, eg $\zeta$. But since the motion is periodic, the vertical momentum within the column remains, on average, unchanged. Thus, on taking mean values we have

$$
\begin{equation*}
\left(\overline{p+\varrho w^{2}}\right)_{z=0}-\varrho g \bar{\zeta}=0, \tag{A}
\end{equation*}
$$

where a bar denotes the average with respect to time. This is our first equation.

Second, if the motion everywhere is assumed irrotational (which excludes wave breaking, for example), then we have the Bernoulli integral

$$
p+\frac{1}{2} \varrho\left(u^{2}+v^{2}+w^{2}\right)+\varrho g z+\varrho \frac{\partial \varphi}{\partial t}=0 .
$$

Here $\varphi$ denotes the velocity potential, which includes an arbitrary function of the time, $t$. If we take time-averages in this equation and set $\boldsymbol{z}=0$, we have

$$
\begin{equation*}
\bar{p}_{z=0}+\frac{1}{2} \varrho\left(\overline{u^{2}+v^{2}+w^{2}}\right)_{z=0}+C=0, \tag{B}
\end{equation*}
$$

$C$ being at most a constant.
From the two equations (A) and (B) we may eliminate the pressure to obtain the basic relationship

$$
\begin{equation*}
g \bar{\zeta}=-\frac{1}{2} \varrho\left(\overline{u^{2}+v^{2}-w^{2}}\right)_{z=0}+C . \tag{C}
\end{equation*}
$$

From this relationship it is very easy to determine the difference in mean surface level, $\bar{\zeta}$, at two different points ( $x_{1}, y_{1}, 0$ ) and ( $x_{2}, y_{2}, 0$ ), say. Clearly the constant $C$ is immaterial, so we have

$$
\varrho g\left(\bar{\zeta}_{\mathrm{I}}-\bar{\zeta}_{2}\right)=-\frac{1}{2} \varrho\left[\left(\overline{u^{2}+v^{2}-u^{2}}\right)_{z=0}\right]_{2}^{\mathrm{X}} .
$$

Thus, in the present problem, $\Delta \bar{\zeta}$ is given by

$$
\begin{equation*}
\Delta \bar{\zeta}=\frac{1}{2 g}\left[\left(\overline{u^{2}+v^{2}-w^{2}}\right)_{z=0}\right]_{2}^{1} \tag{D}
\end{equation*}
$$

This is the simple relationship promised earlier.
Now, in a wave of amplitude a traveling in some direction that makes an angle $\theta$ with the $x$-axis, the components of orbital velocity are given by

$$
\begin{aligned}
& u=\frac{a \sigma \cos \theta}{\sinh k h} \cosh k(z-h) \cos \left(k x^{\prime}-\sigma t+\varepsilon\right) \\
& v=\frac{a \sigma \sin \theta}{\sinh k h} \cosh k(z-h) \cos \left(k x^{\prime}-\sigma t+\varepsilon\right) \\
& w=\frac{a \sigma}{\sinh k h} \sinh k(z-h) \sin \left(k x^{\prime}-\sigma t+\varepsilon\right),
\end{aligned}
$$

where $x^{\prime}=x \cos \theta+y \sin \theta$ and $\varepsilon$ denotes a constant phase. On squaring the velocities and taking averages with respect to time, we find

$$
\begin{aligned}
& \overline{u^{2}}=\frac{1}{2} \frac{a^{2} \sigma^{2} \cos ^{2} \theta}{\sinh ^{2} k h} \cosh ^{2} k(z-k) \\
& \overline{v^{2}}=\frac{1}{2} \frac{a^{2} \sigma^{2} \sin ^{2} \theta}{\sinh ^{2} k h} \cosh ^{2} k(z-h) \\
& \overline{w^{2}}=\frac{x}{2} \frac{a^{2} \sigma^{2}}{\sinh ^{2} k h} \sinh ^{2} k(z-h),
\end{aligned}
$$

so

$$
\begin{equation*}
\overline{u^{2}+v^{2}-w^{2}}=\frac{1}{2} \frac{a^{2} \sigma^{2}}{\sinh ^{2} k h} . \tag{EI}
\end{equation*}
$$

Using the relationship that $\sigma^{2}=g k \tanh k h$ locally, we then have

$$
\begin{equation*}
\frac{1}{2 g}\left(\overline{u^{2}+v^{2}-w^{2}}\right)=\frac{a^{2} k}{2 \sinh 2 k h} . \tag{2}
\end{equation*}
$$

If two systems of waves are present (as on the seaward side of the breakwater), then in place of $a^{2}$ we shall have ( $a_{1}^{2}+a_{1}^{2}$ ). There will also be a contribution from the product terms, proportional to $a_{1} a_{1}^{\prime}$. However, on averaging with respect to the horizontal coordinates, $x, y$, as well as with respect to $t$, we find that these product terms vanish.

From equations (D) and (E r), ( $\mathrm{E}_{2}$ ) we deduce that in the present situation

$$
\begin{equation*}
\Delta \bar{\zeta}=\frac{\sigma^{2}}{4 g}\left(\frac{a_{1}^{2}+a_{1}^{\prime 2}}{\sinh ^{2} k_{1} h_{1}}-\frac{a_{2}^{2}}{\sinh ^{2} k_{2} h_{2}}\right), \tag{Fi}
\end{equation*}
$$

or alternatively,

$$
\begin{equation*}
\Delta \bar{\zeta}=\frac{\left(a_{1}^{2}+a_{x}^{\prime 2}\right) k_{1}}{2 \sinh 2 k_{1} h_{1}}-\frac{a_{1}^{2} k_{2}}{2 \sinh 2 k_{2} h} . \tag{F2}
\end{equation*}
$$

When the depths $h_{1}$ and $h_{2}$ on the two sides of the breakwater are equal, then we have simply

$$
\begin{equation*}
\Delta \bar{\zeta}=\frac{\left(a_{1}^{2}+a_{1}^{\prime 2}-a_{2}^{2}\right) k}{2 \sinh 2 k h}, \tag{G}
\end{equation*}
$$

where $k=k_{1}=k_{2} ; h=h_{1}=h_{2}$. Since $a_{2}^{2} \leq a_{1}^{2}$, the right-hand side is nonnegative, showing that the difference in level is then positive in general.

The outstanding feature of this result is that in deep water, if both $k_{1} h_{1}$ and $k_{2} h_{2}$ are large,

$$
\Delta \bar{\zeta}=0
$$

In other words, the difference in level is essentially a finite-depth effect.
In shallow water, where both $k_{1} h_{1}$ and $k_{2} h_{2}$ are small, equation ( $\mathrm{F}_{2}$ ) becomes

$$
\begin{equation*}
\Delta \bar{\zeta}=\frac{a_{1}^{2}+a_{1}^{\prime 2}}{4 h_{1}}-\frac{a_{2}^{2}}{4 h_{2}}, \tag{H}
\end{equation*}
$$

and, if $h_{1}=h_{2}=h$, then

$$
\begin{equation*}
\Delta \bar{\zeta}=\frac{a_{1}^{2}+a_{1}^{2}-a_{2}^{2}}{4 h} . \tag{I}
\end{equation*}
$$

Of course these results are subject to the usual limitations of the smallamplitude theory of surface waves, in particular that

$$
a k \ll 1 \text { and } a k \ll(k h)^{3}
$$

in each particular region. In addition, the loss of energy by friction or other means (such as breaking) must not be so great as to affect the results.

Nevertheless, the formulae are so simple and their application so straightforward that it would seem worthwhile to check their range of validity by experiments in the laboratory.
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#### Abstract

By using known results on the radiation stress associated with gravity waves, the total lateral thrust exerted by incoming waves on the beach and in the nearshore zone is rigorously shown to equal ( $E_{0} / 4$ ) $\sin 2 \theta_{0}$ per unit distance parallel to the coastline, where $E_{0}$ denotes the energy density of the waves in deep water and $\theta_{0}$ denotes the waves' angle of incidence. The local stress exerted on the surf zone in steady conditions is shown to be given by $(D / C) \sin \theta$ per unit area, where $D$ is the local rate of energy dissipation and $c$ is the phase velocity. These relations are independent of the manner of the energy dissipation, but, because breaker height is related to local depth in shallow water, it is argued that ordinarily most of the dissipation is due to wave breaking, not to bottom friction. Under these conditions the local mean longshore stress in the surf zone will be given by (5/4) $\rho u_{\text {max }}{ }^{3} \delta \sin \theta$, where $\rho$ is the density, $u_{\text {max }}$ is the maximum orbital velocity in the waves, $s$ is the local beach slope, and $\theta$ is the angle of incidence. It is further shown that, if the friction coefficient $C$ on the bottom is assumed constant and if horizontal mixing is neglected, the mean longshore component of velocity is given by $(5 \pi / 8)(s / C) u_{\max } \sin \theta$. This value is proportional to the longshore component of the orbital velocity. When the horizontal mixing is taken into account, the longshore currents observed in field observations and laboratory experiments are consistent with a friction coefficient of about 0.010 .


## 1. Introduction

It is well known [Wiegel, 1963; Inman and Bagnold, 1963] that when sea waves or swell approach a straight coastline at an oblique angle (Figure 1) a mean current tends to be set up parallel to the coastline. Such longshore currents and the associated longshore transport of sand or other sedimentary material are of prime importance for both the coastal engineer and the submarine geologist.

Many hypotheses, of a very rough kind, have been advanced to account for this phenomenon. However, a recent review of the subject by Golvin [1967] arrives at the justifiable conclusion that, 'A proven prediction of longshore current velocity is not available, and reliable data on longshore currents are lacking over a significant range of possible flows.'

It has often been suggested [e.g., Putnam et al., [1949] that the magnitude of the longshore current is related in some way to the

[^68][^69]energy or the momentum of the incoming waves. Of these two approaches, that employing momentum is the more promising since momentum is conserved, whereas energy can be dissipated by breaking and other processes not immediately associated with sediment transport.
It goes without saying that any momentum theory must be correctly formulated. The estimate of the momentum made by Putnam et al. [1949] has been already criticized on theoretical grounds by Galvin [1967]. Moreover, Inman and Quinn [1952] showed that, in order to make the theory fit the observations, the friction coefficient $C$ would have to be assumed to vary over a wide range of $31 / 2$ orders of magnitude. A version of the theory of Putnam et al. modified by Galvin and Eagleson [1965] also requires a large variation in $C$.

The aim of this paper is to introduce a more satisfactory estimate of the momentum of the incoming waves, which is based on the concept of the radiation stress as developed by LonguetHiggins and Stewart [1960, 1961, 1962, 1963, 1964]. This estimate of the excess transfer of momentum due to the waves has already proved remarkably successful in the prediction of several wave phenomena, particularly the setup, or change in mean level of the sea sur-


Fig. 1. Definition diagram for waves approaching a straight shoreline at an oblique angle.
face in the breaker zone [Longuet-Higgins and Stewart, 1983, 1984; Bowen, 1967].
In the present paper it is pointed out, first, that there exists a simple and precise relationship between the total longshore thrust exerted by the incoming waves on the one hand and their direction and amplitude in deep water on the other (see equation 10 ). This result can be derived either from the concept of the radiation stress mentioned earlier, or by a direct evaluation of the momentum flux due to the waves.

Next it is shown that the local longshore stress due to the waves is very simply related to the local rate of dissipation of wave energy, regardless of whether the dissipation is due to wave breaking or to bottom friction. Hence, using the known relation of breaker height to local depth in the surf zone, one can estimate accurately the local longshore stress due to the waves (section 4).

When the local longshore wave stress is known, it is possible to write an equation of motion for the longshore current that involves in general both the bottom friction and the horizontal mixing by turbulent eddies. If the horizontal mixing is negligible, the momentum balance gives an exceedingly simple expression for the longshore current $\langle v\rangle$. The addition of
horizontal mixing generally reduces the current, although not drastically.
A comparison with the available data (section 7) shows that even without the assumption of mixing there is already an order- ofmagnitude agreement between the observed and the theoretical current if one takes an a prion estimate of the friction coefficient (about 0.010) based on experiments with flow in rough pipes [Prandtl, 1952]. The comparison indicates also that horizontal mixing is significant, though not dominant, in most circumstances.
Note added in processing. Since this paper was prepared, a somewhat similar approach to the theory of longshore currents has been published by Bowen [1989]. Besides containing new results, the present treatment differs both in the derivation of equation 34 (since Bowen takes $\theta$ to be constant during differentiation) and in the assumed form of the bottom friction. For further comparisons see the companion paper.

## 2. Waves Approaching Coastline

Imagine a straight coastline, as in Figure 1, in which the local still water depth $h$ is some function of the coordinate $x$ normal to the shoreline and is independent of the distance $y$ along the shore. The shoreline itself is at $x=0$. A train of two-dimensional waves of amplitude $a$ is advancing from deep water toward the coast, the local direction of propagation being inclined at an angle of incidence 8 to the normal, as shown.
Both $\theta$ and $a$ will vary with the distance $|x|$ from the shoreline. If $\sigma$ denotes the frequency of the waves and $k$ denotes the local wave number, Snell's lew, which expresses the constancy of the wave number in the direction parallel to the shoreline, can be written as

$$
\begin{equation*}
k \sin \theta=\text { constant } \tag{1}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
(\sin \theta) / c=\text { constant } \tag{2}
\end{equation*}
$$

where $c=\sigma / k$ denotes the local phase velocity. If the bottom slope is gradual, so that the proportional change in depth over one wavelength is small, it is reasonable to assume that $\sigma$ and $k$ are related to the local depth $h(x)$ by the Stokes relation for waves of small ampli-
tude:

$$
\begin{equation*}
\sigma^{2}=g k \tanh k h \tag{3}
\end{equation*}
$$

The phase velocity $c$ is then given by

$$
\begin{equation*}
c=\sigma / k=[(g / k) \tanh k h]^{1 / 2} \tag{4}
\end{equation*}
$$

and the group velocity, or velocity of energy propagation, is given by

$$
\begin{equation*}
c_{\theta}=\frac{d \sigma}{d k}=\frac{\sigma}{2 k}\left(1+\frac{2 k h}{\sinh 2 k h}\right) \tag{5}
\end{equation*}
$$

With the local energy density per unit horizontal area being given by

$$
\begin{equation*}
E=\frac{1}{2} \rho g a^{2} \tag{6}
\end{equation*}
$$

correct to second order, the flux of energy toward the coast, per unit distance parallel to the shoreline, is given by

$$
\begin{equation*}
F_{x}=E c_{a} \cos \theta \tag{7}
\end{equation*}
$$

If the waves are losing no energy by breaking, bottom friction, or otherwise, we have

$$
\begin{equation*}
F_{z}=\text { constant } \tag{8}
\end{equation*}
$$

independently of $x$, from which one can deduce the law of pariation of the wave amplitude a with distance offshore [Burnside, 1915; Lon-guet-Higgins, 1956]. Inside the breaker zone, however, some energy will be lost, and hence a will diminish toward the shoreline and become zero at or near $x=0$. If $D$ denotes the rate of dissipation of wave energy, either by breaking or friction, we have identically

$$
\begin{equation*}
\partial F_{z} / \partial x=-D \tag{9}
\end{equation*}
$$

## 3. Radiation Stresses

So much is well accepted. We propose now to calculate the force exerted on the nearshore region by the incoming waves, by using the notion of the radiation stress, as introduced by Longuet-Higgins and Stewart [1960, 1961, 1962, 1963, 1964].

It can be shown [Longuet-Higgins and Stewart, 1960] that the presence of a wave train of amplitude $a$ in water of depth $h$ increases the flux of momentum parallel to the direction of propagation across any plane normal to that direction by an amount

$$
\begin{equation*}
S_{11}=E\left(\frac{1}{2}+\frac{2 k h}{\sinh 2 k h}\right) \tag{10}
\end{equation*}
$$

Similarly the flux of momentum normal to the direction of wave propagation across a plane parallel to the direction of propagation is increased by an amount

$$
\begin{equation*}
S_{22}=E(k h / \sinh 2 k h) \tag{11}
\end{equation*}
$$

where $E=1 / 2 p g a^{2}$. In general the momentum flux tensor, referred to coordinates ( $\xi_{1}, \xi_{8}$ ) parallel and perpendicular to the direction of wave propagation, is given by
$S_{i i}=\left[\begin{array}{cc}E\left(\frac{1}{2}+\frac{2 k h}{\sinh 2 k h}\right) & 0 \\ 0 & E \frac{k h}{\sinh 2 k h}\end{array}\right]$
the off-diagonal elements being zero.
Now let us calculate the flux of $y$ momentum parallel to the shoreline across a plane $x=$ constant, parallel to the shoreline. Since the axes ( $x, y$ ) are inclined at an angle $\theta$ to the principal axes ( $\xi_{1}, \xi_{2}$ ) of the waves, we have

$$
\begin{align*}
S_{x y} & =\sum_{i, i} S_{i i} \frac{\partial x}{\partial \xi_{i}} \frac{\partial y}{\partial \xi_{i}} \\
& =S_{11} \sin \theta \cos \theta+S_{22} \cos \theta(-\sin \theta) \\
& =E\left(\frac{1}{2}+\frac{k h}{\sinh 2 k h}\right) \cos \theta \sin \theta \\
& =E\left(c_{0} / c\right) \cos \theta \sin \theta \tag{13}
\end{align*}
$$

By (7) this relation can be written as

$$
\begin{equation*}
S_{x y}=F_{x}(\sin \theta) / c \tag{14}
\end{equation*}
$$

or, if we make use of Snell's law in the form of (2), we then have

$$
\begin{equation*}
S_{x y}=F_{x}\left(\sin \theta_{0}\right) / c_{0} \tag{15}
\end{equation*}
$$

where $\theta_{0}$ and $c_{0}$ refer to the (constant) values of $\theta$ and $c$ in deep water.
This very simple and exact relation states that the flux of $y$ momentum across the plane $x=$ constant is proportional, by a fixed, known constant, to the energy flux across the same plane.
Because of the simplicity and fundamental importance of relation 15 we give here an alternative proof.
The flux of $y$ momentum across any vertical plane $x=$ constant is simply equal to $\rho u v$,
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where $u$ and $v$ are the components of velocity in the $x$ and $y$ directions. On integrating this with respect to the vertical coordinate $z$ we find

$$
\begin{equation*}
S_{z y}=\left\langle\int_{-A}^{t} \rho w v d z\right\rangle \tag{16}
\end{equation*}
$$

The angle brackets denote the mean value with respect to time. Now for waves traveling at an angle $\theta$ to the $x$ axis we have

$$
\begin{equation*}
u=u_{1} \cos \theta \quad v=u_{1} \sin \theta \tag{17}
\end{equation*}
$$

where $u_{\mathrm{z}}$ denotes the horizontal component of the orbital velocity in the direction of wave propagation. Also in (18) the upper limit of integration can be replaced by the mean value $z$ $=0$, since the difference $\int_{0}^{5} \rho u v d z$ is only of the third order at most in the wave amplitude. (The mean value is actually of fourth order.) We have then, correct to second order,

$$
\begin{equation*}
S_{z y}=\int_{-i h}^{0} \rho\left\langle u_{1}^{2}\right\rangle d z \cos \theta \sin \theta \tag{18}
\end{equation*}
$$

Now the flux of energy in the direction of wave propagation is given by

$$
\begin{equation*}
F=\left\langle\int_{-\lambda}^{t}\left[p+\frac{1}{2} \rho\left(u_{1}^{2}+v_{1}^{2}\right)\right] u_{1}\right\rangle d z \tag{19}
\end{equation*}
$$

So to the same order of approximation

$$
\begin{equation*}
F=\int_{-A}^{0}\left\langle p u_{2}\right\rangle d z \tag{20}
\end{equation*}
$$

From the linearized equation of horizontal momentum, however, we have

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial t}=-\frac{1}{\rho} \frac{\partial p}{\partial \xi_{1}}=\frac{1}{\rho c} \frac{\partial p}{\partial t} \tag{21}
\end{equation*}
$$

since in progressive wave motion $\partial / \partial t \sim c$ $\partial / \partial \xi_{1}$. Then on integration with respect to time we have

$$
\begin{equation*}
u_{1}=(p / p c)+\text { constant } \tag{22}
\end{equation*}
$$

On substituting in (18) and noting that for irrotational waves $\left\langle u_{3}\right\rangle=0$ correct to second order we obtain from (18) and (20)

$$
\begin{equation*}
S_{\mathrm{xv}}=(1 / c) F \cos \theta \sin \theta \tag{23}
\end{equation*}
$$

The energy fux $F$, being equal to $F \cos \theta$, we obtain (14) and hence (15) as before.

From (15) we can at once calculate the total longshore thrust of the waves, as follows.

Outside the breaker line (or the line at which energy losses become significant) we have

$$
\begin{equation*}
F_{z}=\text { constant }=E_{0}\left(\frac{1}{2} c_{0}\right) \cos \theta_{0} \tag{24}
\end{equation*}
$$

$c_{0}$ being the phase velocity in deep water, where the group velocity $c_{d}=1 / 2 c_{0}$, and $E_{0}$ being the energy density in deep water. Therefore from (15)

$$
\begin{equation*}
\left(S_{x y}\right)_{\infty}=\frac{1}{2} E_{0} \cos \theta_{0} \sin \theta_{0} \tag{25}
\end{equation*}
$$

On the other hand, at the shoreline $x=8>$ 0 (just beyond the reach of the waves) we have

$$
\begin{equation*}
F_{z}=0 \quad S_{z y}=0 \quad x=\delta \tag{26}
\end{equation*}
$$

Therefore, by considering the balance of momentum of the water between the breaker line and the shoreline, we see that the total external force $G_{y}$ parallel to the shoreline acting on the water and sediment inside the breaker zone is given by

$$
\begin{equation*}
\left(S_{z v}\right)_{\omega}+G_{v}=0 \tag{27}
\end{equation*}
$$

In the absence of wind or other suriace stresses the only external force must come from bottom friction. Hence the total lateral littoral force exerted by the waves on the bottom is given by $H_{y}=-G_{v}$, that is to say

$$
\begin{equation*}
H_{y}=\frac{1}{6} E_{0} \sin 2 \theta_{0} \tag{28}
\end{equation*}
$$

It is interesting that the force is a maximum, for a given wave amplitude at infinity, when $\sin 2 \theta_{0}=1$ or $\theta_{0}=45^{\circ}$.

## 4. Local Wave Stress

Inside the breaker zone $F$, gradually diminishes toward the shoreline. A consideration of the momentum balance between two planes $x=$ $x_{1}$ and $x_{1}+d x$ parallel to the shoreline and separated by a distance $d x$ shows at once that the net stress $\tau_{p}$ per unit area exerted by the waves on the water in the surf zone is given by

$$
\begin{equation*}
\tau_{y}=-\partial S_{x y} / \partial x \tag{29}
\end{equation*}
$$

and by (15) this equation becomes

$$
\begin{equation*}
r_{1}=-\frac{\partial F_{x}}{\partial x}\left(\frac{\sin \theta_{0}}{c_{0}}\right)=D\left(\frac{\sin \theta_{0}}{c_{0}}\right) \tag{30}
\end{equation*}
$$

where $D$ denotes the local rate of energy dissipation. In other words, the local stress exerted by the waves is directly proportional to the local rate of dissipation of wave energy. Outside the
breaker zone the mean bottom stress vanishes.
In some situations the loss of wave energy can be attributed to bottom friction (due mainly to the orbital velocity of the waves). However, the observation by Munk [1949] that in the surf zone the breaker height is proportional to the mean depth suggests that under normal circumstances most of the loss of wave energy is due to wave breaking, not to bottom friction.

It is found that the rule

$$
\begin{equation*}
a=\alpha h \tag{31}
\end{equation*}
$$

where $\alpha$ is a constant between 0.3 and 0.6 is in agreement both with direct observations (see Table 1 below) and with laboratory measurements of wave setup [Longuet-Higgins and Stewart, 1963, 1964 ; Bowen, 1967] the approximate linear shallow-water theory is used. On the basis of this theory we have from section 2 , when $k h \ll 1$,

$$
\begin{equation*}
c=(g h)^{1 / 2}=c_{a} \tag{32}
\end{equation*}
$$

If it is assumed that in the breaker zone $\theta$ is small enough that $\cos \theta$ can be approximated

TABLE 1. Observed and Theoretical Values of $\alpha$

| Investigator | 8 | $\alpha$ | $\left\langle{ }^{\text {a }}\right.$ ) |
| :---: | :---: | :---: | :---: |
| Observed Values |  |  |  |
| Putnam et al.[1949] | 0.066 | $0.37{ }^{\prime}$ | 0.35 |
|  | 0.098 | 0.36 |  |
|  | 0.100 | 0.33 |  |
|  | 0.139 | 0.32 |  |
|  | 0.143 | 0.37 |  |
|  | 0.144 | 0.32 |  |
|  | 0.241 | 0.35 |  |
|  | 0.260 | 0.36 |  |
| Iverson [1952] | 0.020 | 0.41 | 0.44 |
|  | 0.033 | 0.38 |  |
|  | 0.050 | 0.42 ? |  |
|  | 0.100 | 0.52 ] |  |
| Larras [1952] | 0.010 | $0.34)$ | 0.39 |
|  | 0.020 | 0.37 \% |  |
|  | 0.091 | 0.43 |  |
| Ippen and Kulin [1955] | 0.023 | 0.60 | 0.60 |
| Eagleson [1956] | 0.067 | 0.56 | 0.56 |
| Galvin and Eagleson |  |  |  |
| Bowen [1988] | 0.082 | 0.45-0.62 | 0.56 |
| Values Determined from Solitary Wave Theory |  |  |  |
| McCowan [1894] | 0.000 | 0.39 |  |
| Davies [1952] | 0.000 | 0.41 |  |
| Long [1956] | 0.000 | 0.408 |  |

by unity, we have from (7), (31), and (32)

$$
\begin{equation*}
F_{z}=\frac{1}{2} \rho g a^{2} c_{\theta}=\frac{1}{2} \alpha^{2} \rho \theta^{3 / 2} h^{5 / 2} \tag{33}
\end{equation*}
$$

and so from (30)

$$
\begin{align*}
\tau_{v}= & -\alpha^{2} \rho(g h)^{2 / 2} \frac{d h}{d x} \frac{\sin \theta}{c} \\
& =\frac{5}{8} \alpha^{2} \rho g h(s \sin \theta) \tag{34}
\end{align*}
$$

where $s=-d h / d x$ denotes the local bottom slope.
Some values of $\alpha$ as determined by various authors are shown in Table 1. Though the later determinations of $\alpha$ tend to be higher than the earlier ones, no determination departs by more than $50 \%$ from the theoretical value of 0.41 calculated by Davies and Long for the solitary wave.

Using (31) and the linear shallow-water theory, we can also express (34) in terms of the maximum horizontal orbital velocity given by
$u_{\text {max }}=(a \sigma) /(k h)=\alpha(\sigma / k)=\alpha(g h)^{1 / 2}$
Then we have simply

$$
\begin{equation*}
\tau_{v}=\frac{5}{4} \rho u_{\max }^{2}(s \sin \theta) \tag{38}
\end{equation*}
$$

where $s$ denotes the bottom slope and $\theta$ denotes the local angle of incidence.

We note that in this simple relation there are no adjustable parameters.

Beyond the breaker line, i.e. where the energy dissipation is negligibly small, $D$ vanishes, and so by (31)

$$
\begin{equation*}
\tau_{y}=0 \tag{37}
\end{equation*}
$$

## 5. Bottom Friction

The tangential stress $\mathbf{B}$ excited by the water on the bottom will be assumed to be given adequately by a relation of the form

$$
\begin{equation*}
\mathbf{B}=C \rho|\mathbf{u}| \mathbf{u} \tag{38}
\end{equation*}
$$

where $u$ is the instantaneous velocity vector near the bottom and $C$ is a constant coefficient.

If there were no longshore velocity, and if the amplitude of the motion were small and the bottom impermeable, the horizontal orbital velocity would be expected to be to-and-fro in the same straight line, making an angle $\theta$ with the normal to the shoreline (see Figure 2a).
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(a)

Fig. 2. Schematic representation of particle orbits (a) with zero mean littoral velocity and (b) with positive littoral velocity (v).

The frictional stress $\mathbf{B}$ given by

$$
\begin{equation*}
\mathbf{B}=C_{\rho}\left|u_{\mathrm{orb}}\right| u_{\mathrm{orb}} \tag{39}
\end{equation*}
$$

would then vanish in the mean (according to linear theory).

Now suppose that a small component of velocity $\langle\nu\rangle$ in the longshore direction is added to the orbital velocity (Figure 2b). When $\theta$ is small, this component of velocity is almost perpendicular to the orbital velocity. Therefore the magnitude of the velocity $u=u_{\text {orb }}+(0,\langle\nu\rangle)$ is unchanged, to first order, but the direction of
the bottom stress is changed by a small angle $\langle\nu\rangle / / u_{\text {orb }} \mid$ approximately. Hence there is an additional stress in the $y$ direction given by
$B_{v}=C \rho\left|u_{\mathrm{arb}}\right|^{2}\left(\langle\nu\rangle /\left|u_{v \mathrm{rb}}\right|\right)=C \rho\left|\mathbf{u}_{\mathrm{arb}}\right|\langle\nu\rangle$

Physically, when the orbital velocity is onshore, the direction of the bottom stress is inclined more toward the positive $y$ direction (if $(v)$ is positive); when the orbital velocity is offshore, the bottom stress, now almost in the opposite direction, is again more toward the positive $y$ direction. Taking mean values in (40), we have the relation

$$
\begin{equation*}
\left\langle B_{v}\right\rangle=C \mathcal{P}\left(\left|u_{\mathrm{orb}}\right|\right\rangle\langle v\rangle \tag{41}
\end{equation*}
$$

Assuming $\mathbf{u}_{\text {orb }}$ to be sinusoidal, we have

$$
\begin{equation*}
\langle | u_{\mathrm{orb}}| \rangle=(2 / \pi) u_{\max } \tag{42}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\left\langle B_{v}\right\rangle=(2 / \pi\rangle C_{\rho u_{\max }}\langle\nu\rangle \tag{43}
\end{equation*}
$$

As a guide to the appropriate value of the friction coefficient we consider first the values for a rough horizontal plate in uniform flow, as given for example by Prandtl [1952] and based on Nikuradse's experiments with roughened pipes. For convenience we reproduce Prandtl's [1952, p. 195] diagram as Figure 3 below. The friction coefficient appears to depend on just two parameters. The first is the Reynolds number

$$
\begin{equation*}
R e=U l / \nu \tag{44}
\end{equation*}
$$



Fig. 3. Values of the friction coefficient $C$ for flow over rough plates, as deduced from the experiments of Nikuradse [from Prandtl, 1962]. (Figure reprinted by permission of Hatiner Co.)
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where $U$ denotes the horizontal velocity, $l$ denotes the length of the plate, and $v$ is the kinematic viscosity. The second parameter is the ratio ( $l / K$ ), where $K$ denotes a typical scale for a roughness element. Here we can take as an appropriate value of $U$ the horizontal component of the orbital velocity, $u_{\text {max }}$, and for $l$ the horizontal excursion of a water particle from its mean position, that is $l=u_{\text {max }} / \sigma$. Thus we have

$$
\begin{equation*}
R e=u_{\max }^{2} / \nu \sigma=\alpha^{2} g h / \nu \sigma \tag{45}
\end{equation*}
$$

As typical values for field data we can take

$$
\begin{align*}
& \alpha=0.4 \quad g=10 \mathrm{~m} / \mathrm{sec}^{2}  \tag{46}\\
& h=1 \text { meter } \quad \sigma=1 \mathrm{rad} / \mathrm{sec}
\end{align*}
$$

corresponding to 6 -sec waves 0.8 meter high. With the approximate value $\nu=1.3 \times 10^{-6}$ $\mathrm{m}^{2} / \mathrm{sec}$ and with a sand grain diameter of 1 mm we obtain
$R e=1.3 \times 10^{0} \quad l / K=1.3 \times 10^{8}$
and so from Figure $3 C, \div 0.007$. On the other hand, for laboratory data more typical values are

$$
\begin{equation*}
\bar{h}=0.1 \mathrm{~meter} \quad \sigma=5 \mathrm{rad} / \mathrm{sec} \tag{48}
\end{equation*}
$$

With the same values of $\alpha, g$, and $v$, this leads to

$$
\begin{equation*}
R e=2.5 \times 10^{4} \quad l / K=20 \tag{49}
\end{equation*}
$$

if the roughness scale $K$ is the same. In that case Figure 3 suggests that $C_{t}$ is somewhat larger, about 0.010 .

Bretschneider [1954] has found that the observed damping of swell which is propagated over a smooth, level, impermeable sea bed is consistent with a friction coefficient lying between 0.034 and 0.097 . These values appear to agree well with Prandtl's values. On the other hand, Bretschneider also found that the spectral limitation of wave growth under the action of wind suggested higher values of $C$, between 0.01 and 0.02 . These coefficients may include other significant effects such as bottom percolation. R. E. Mayer (personal communication) has found, however, that the theory of run-up of surf on beaches [Shen and Meyer, 1963; Freeman and Le Mêhauté, 1964] can be made to agree fairly well with the model experiments of Miller [1968] over a hard sloping concrete bot-
tom by assuming that $C$ lies between 0.01 and 0.02 . These values cannot be the result of bottom percolation, but might be attributable in part to turbulence arising from the breaking of the waves as they run up the slope.
Taken together, the above data suggest that it is not unreasonable to expect a friction coefficient $C$ of the order of 0.01 .

## 6. Equations for Longshore Current

To estimate the longshore current $\langle v\rangle$, let us assume first that the mean current is steady and two-dimensional, being independent of the time $t$ and of the longshore coordinate $y$. Then the equation of motion in the longshore direction can be written as

$$
\begin{equation*}
0=\tau_{v}+\frac{\partial}{\partial x}\left(N \frac{\partial\langle\nu\rangle}{\partial x}\right)-\left\langle B_{v}\right\rangle \tag{50}
\end{equation*}
$$

where in the surf zone $\tau_{\boldsymbol{r}}$ and $\left\langle B_{\nu}\right\rangle$ are given by (37) and (43), respectively. The second term represents the exchange of momentum due to horizontal turbulent eddies, with eddy coefficient $N$.

In this equation the magnitude of $N$ is unknown. Suppose first that the exchange of momentum by turbulence is negligible in comparison with that due to the waves; then in general the second term on the right of (50) can be neglected in comparison with the first. There remains a balance between the first and third terms:

$$
\begin{equation*}
\left\langle B_{\nu}\right\rangle=\tau_{v} \tag{51}
\end{equation*}
$$

Substituting from equations (36) and (43), we bave in the breaker zone

$$
\begin{equation*}
\frac{2}{x} C \rho u_{\max }\langle v\rangle=\frac{5}{9} \rho u_{\max }^{2}(s \sin \theta) \tag{52}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\langle\nu\rangle=(5 \pi / 8 C) u_{\max }(s \sin \theta) \tag{53}
\end{equation*}
$$

This very simple relation implies that for constant values of $C$ and $s$ the longshore current is simply proportional to $u_{m a x} \sin \theta$, or to the longshore component of the orbital velocity.

The proportionality of $\langle v\rangle$ and $u_{\text {mox }}$ has been inferred on quite different grounds by P. Komar (personal communication, 1969).

Using (36) the relation between $u_{\text {max }}$ and the local phase velocity $c$, we can also write (52) in
the form

$$
\langle v\rangle=\frac{5 \pi}{8} \frac{\alpha}{C} g h s\left(\frac{\sin \theta}{c}\right)
$$

where $c=(g h)^{1 /}$. Now by Snell's law the last factor is a constant. Equation (53') then states that in a given wave situation, if both $C$ and $s$ are constant, the longshore velocity $\langle\nu\rangle$ is simply proportional to the local depth $h$.
If we assume that the shallow-water theory is valid as far out as the breaker line where the depth $h$ is equal to $h_{8}$, the mean longshore current, in the absence of horizontal mixing, can be written as

$$
\langle\nu\rangle=\left(\frac{h}{h_{B}}\right) \times \begin{cases}v_{0} & h<h_{B}  \tag{54}\\ 0 & h>h_{B}\end{cases}
$$

where

$$
\begin{equation*}
v_{0}=\frac{5 \pi}{8} \frac{\alpha}{C}\left(g h_{B}\right)^{1 / 2}\left(g \sin \theta_{B}\right) \tag{55}
\end{equation*}
$$

This relation is shown in Figure 4 by the dashed line (corresponding to $\gamma=0$ ). The total longshore flux in the surf zone is given by

$$
\begin{align*}
Q & =\int_{\Lambda-\Lambda_{A}}^{\lambda-\dot{u}} h(\nu\rangle d x \\
& =\int_{0}^{\lambda_{B}} h\left(h / h_{B}\right) v_{0} d h / B \\
& =\frac{1}{3} h_{B}^{2} v_{0} / 8=\xi h_{B}\left|x_{B}\right| \nu_{0} \tag{56}
\end{align*}
$$

We have so far neglected the horizontal mixing entirely. In this idealized model there is a sharp discontinuity in the velocity profile at the breaker line. The presence of any horizontal


Fig. 4. Schernatic representation of the longshore velocity profle as a function of distance offshore. Broken line denotes values without horizontal mixing; full line, with horizontal mixing.

TABLE 2. Theoretical Values of $\beta$

| $\gamma=L /\left\|x_{\boldsymbol{B}}\right\|$ | $\beta$ |
| :---: | :---: |
| 0.00 | 0.500 |
| 0.25 | 0.386 |
| 0.50 | 0.290 |
| 0.75 | 0.218 |
| 1.00 | 0.167 |

mixing, as well as any variability in wave height and position of breaker line, will tend to smooth out the discontinuity at the breaker line and produce a smoother velocity profile; this shifts the maximum velocity closer to shore, as in Figure 4.

A very rough estimate of the effect of mixing on the velocity $v_{s}$ at the breaker line can be obtained by taking the average of the momentum $h(v)$ over a distance $L$ on either side of the breaker line, where $L$ represents a mixing length. When $L$ is small in comparison with the width $\left|x_{3}\right|$ of the surf zone, the velocity $v_{s}$ is equal to the mean value of the velocities on the two sides of the discontinuity in Figure 4. Hence $\nu_{D}=$ $1 / 2 v_{0}$. More generally if we take

$$
\begin{equation*}
L=\gamma\left|x_{B}\right| \quad 0<\gamma<1 \tag{57}
\end{equation*}
$$

we obtain for constant bottom gradient

$$
\begin{equation*}
v_{B}=\beta v_{0} \tag{58}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{1-\gamma}{2}+\frac{\gamma^{2}}{6} \tag{59}
\end{equation*}
$$

As $y$ increases from 0 to $1, \beta$ decreases from $1 / 2$ to $1 / 6$. Then we can write

$$
\begin{equation*}
y_{B}=\frac{5 \pi}{8} \frac{\alpha \beta}{C}\left(g h_{B}\right)^{1 / 2}\left(s \sin \theta_{B}\right) \tag{60}
\end{equation*}
$$

where $\theta_{n}$ denotes the angle of incidence at the breaker line and $\beta$ is a constant between 0.5 and about 0.167. The dependence of $\beta$ on $\gamma$ is shown in Table 2.

## 7. Comparison with Observation

Because of the dependence of the longshore velocity on the distance from the shoreline it is particularly important to define precisely the position of the point of observation relative to the shoreline and breaker line.

TABLE 3. Laboratory Data by Brebner and Kamphuis from Galvin and Nelson [1965, p. 12]

| $H_{B}$, feet | $\theta_{B}$, deg | 8 | $v_{B}, \mathrm{ft} / \mathrm{sec}$ | $\left(g H_{B}\right)^{1 / 2} / v_{B}$ | $\theta \sin \theta_{B}$ | r |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.092 | 7.0 | 0.10 | 0.44 | 3.92 | 0.012 | 0.048 |
| 0.097 | 7.5 | 0.10 | 0.47 | 3.77 | 0.013 | 0.048 0.049 |
| 0.110 | 9.0 | 0.10 | 0.67 | 2.81 | 0.016 | 0.045 |
| 0.118 | 10.0 | 0.10 | 0.82 | 2.38 | 0.017 | 0.041 |
| 0.118 | 7.5 | 0.10 | 0.49 | 3.97 | 0.013 | 0.052 |
| 0.138 | 8.0 | 0.10 | 0.67 | 3.15 | 0.014 | 0.044 |
| 0.153 | 10.0 | 0.10 | 0.83 | 2.68 | 0.017 | 0.047 |
| 0.159 | 12.0 | 0.10 | 0.99 | 2.29 | 0.021 | 0.047 |
| 0.157 | 9.0 | 0.10 | 0.63 | 3.57 | 0.016 | 0.056 |
| 0.159 | 9.5 | 0.10 | 0.80 | 2.83 | 0.016 | 0.047 |
| 0.200 | 12.0 | 0.10 | 0.96 | 2.65 | 0.021 | 0.055 |
| 0.203 0.177 | 13.0 | 0.10 | 1.07 | 2.39 | 0.022 | 0.054 |
| 0.220 | 9.0 11.0 | 0.10 0.10 0.10 | 0.63 | 3.79 | 0.016 | 0.059 |
| 0.228 | 12.5 | 0.10 | 1.04 | 3.02 2.60 | 0.019 0.022 | 0.058 |
| 0.231 | 14.0 | 0.10 | 1.16 | 2.35 | 0.024 | 0.057 |
| 0.092 | 10.0 | 0.10 | 0.60 | 2.87 | 0.017 | 0.050 |
| 0.112 | 11.0 | 0.10 | 0.81 | 2.35 | 0.019 | 0.045 |
| 0.110 | 13.0 | 0.10 | 0.84 | 2.24 | 0.022 | 0.050 |
| 0.118 | 15.0 | 0.10 | 0.91 | 2.14 | 0.026 | 0.055 |
| 0.118 | 11.0 | 0.10 | 0.83 | 2.35 | 0.019 | 0.145 |
| 0.133 | 12.5 | 0.10 | 0.97 | 2.14 | 0.022 | 0.046 |
| 0.153 | 15.0 | 0.10 | 1.04 | 2.14 | 0.026 | 0.055 |
| 0.159 | 17.0 | 0.10 | 1.14 | 1.99 | 0.029 | 0.058 |
| 0.170 | 13.0 | 0.10 | 0.94 | 2.49 | 0.022 | 0.056 |
| 0.158 | 14.0 | 0.10 | 1.12 | 2.01 | 0.024 | 0.049 |
| 0.200 | 17.0 | 0.10 | 1.25 | 2.03 | 0.029 | 0.059 |
| 0.194 | 18.0 | 0.10 | 1.32 | 1.89 | 0.031 | 0.058 |
| 0.184 | 13.0 | 0.10 | 1.07 | 2.28 | 0.022 | 0.051 |
| 0.204 | 16.0 | 0.10 | 1.25 | 2.05 | 0.027 | 0.056 |
| 0.231 | 18.0 | 0.10 | 1.29 | 2.12 | 0.031 | 0.065 |
| 0.234 | 21.0 | 0.10 | 1.32 | 2.08 | 0.036 | 0.074 |
| 0.085 0.097 | 12.0 14.0 | 0.10 0.10 | 0.70 0.83 | 2.36 | 0.021 | 0.049 |
| 0.110 | 17.0 | 0.10 | 0.83 0.88 | 2.13 2.14 | 0.024 0.029 | 0.052 0.062 |
| 0.112 | 18.0 | 0.10 | 1.05 | 1.81 | 0.031 | 0.056 |
| 0.118 | 14.0 | 0.10 | 0.91 | 2.14 | 0.024 | 0.052 |
| 0.133 | 16.0 | 0.10 | 0.96 | 2.16 | 0.027 | 0.059 |
| 0.141 | 18.0 | 0.10 | 1.10 | 1.94 | 0.031 | 0.060 |
| 0.147 | 21.0 | 0.10 | 1.22 | 1.79 | 0.038 | 0.064 |
| 0.151 0.153 | 17.0 18.0 | 0.10 | 1.08 | 2.04 | 0.029 | 0.060 |
| 0.176 | 22.0 | 0.10 0.10 | 1.18 1.36 | 1.88 | 0.031 | 0.059 |
| 0.187 | 24.0 | 0.10 | 1.53 | 1.60 | 0.041 | 0.065 |
| 0.177 | 17.0 | 0.10 | 1.21 | 1.97 | 0.029 | 0.057 |

The profiles of velocity versis offshore distance measured by Galvin and Eagleson [1965] show a maximum velocity about halfway between the mean shoreline (not the still water level) and the breaker line, as one would expect from section 6 if horizontal mixing were important. In the above instance, however, the flow was being accelerated downstream from a side wall, so that the compensating inflow would also contribute to the redistribution of longshore
momentum and could have an effect similar to the presence of a large horizontal eddy viscosity.
A useful summary of the available field and laboratory data has been compiled by Galvin and Nelson [1967]; these data have been critically discussed by Gaivin [1967]. It seems that the most commonly observed parameters of the wave field are the breaker height

$$
\begin{equation*}
H_{B}=2 \alpha h_{B} \tag{61}
\end{equation*}
$$

and the angle of incidence $\theta_{z}$ at the breaker line, though in some instances these quantities must be deduced from the wave height and angle of incidence as measured in deep water. Gaivin and Eagleson [1965] have shown that there is considerable uncertainty in the measurement of $H_{B}$ and $\theta_{\text {a }}$ (especially $\theta_{B}$ ) even under laboratory conditions.
Now substituting for $h_{B}$ in (60) we have for the longshore velocity $v_{s}$ at the breaker line
$\nu_{B}=\frac{\sigma T}{8 \sqrt{2}} \frac{\sqrt{\alpha} \beta}{C}\left(\sigma H_{B}\right)^{1 / 2}\left(8 \sin \theta_{B}\right)$
In other words, if we write

$$
\begin{equation*}
\frac{\left(g H_{B}\right)^{1 / 2}}{v_{B}}\left(8 \sin \theta_{B}\right)=r \tag{63}
\end{equation*}
$$

a dimensionless ratio, we have

$$
\begin{equation*}
C=1.39 \sqrt{\alpha} \beta r \tag{84}
\end{equation*}
$$

With little uncertainty we can take $\alpha$ to be the mean value of the entries in the last column of Table 1, namely $\alpha=0.42$; then (64) further simplifies to

$$
\begin{equation*}
C=0.90 \beta r \tag{65}
\end{equation*}
$$

For each entry in the data compiled by Galvin and Nelson [1967] we have computed the quantity $r$ as given by (63). The results of these computations for a typical page of laboratory data [Brebner and Kamphuis, 1963] are shown in Table 3 and for the field data of Inman and Quinn [1952] in Table 4. Despite the great range in the values of the breaker height $H_{z}$ it will be seen that the computed value of $r$ remains remarkably consistent. There is somewhat more scatter in the field data than

TaBLE 4. Field Data by Inman and Quinn from Galuin and Nelson [1965, p. 17]

| $H_{B}$, feet | $\theta_{B}$, deg | ${ }^{8}$ | $v_{B}, \mathrm{ft} / \mathrm{sec}$ | $\left(\square_{B}\right)^{1 / 2} / v \mathrm{~B}$ | $8 \sin \theta_{B}$ | $\boldsymbol{T}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.8 | 6.5 | 0.027 | 0.38 | 25.0 | 0.0030 | 0.076 |
| $3.1 *$ | $1.5{ }^{\text {* }}$ | 0.027 | 0.04 | 25.0 | 0.0007 | $0.018{ }^{*}$ |
| 3.7 | 4.0 | 0.027 | 0.22 | 49.6 | 0.0019 | 0.093 |
| 3.6* | $0 . *$ | 0.027 | 0.04 | 269.0 | 0.0000 | $0.00{ }^{*}$ |
| 4.9 | 5.0 | 0.027 | 0.84 | 14.9 | 0.0024 | 0.035 |
| 3.8 | 5.0 | 0.027 | 0.21 | 52.6 | 0.0024 | 0.124 |
| $3.4 *$ | 0 . ${ }^{\text {c }}$ | 0.027 | 0.55 | 19.0 | 0.0000 | $0.000{ }^{*}$ |
| 2.6 * | 0 . | 0.035 | 0.04 | 22.9 | 0.0000 | $0.000{ }^{\text {* }}$ |
| 3.0 * | $1.0 *$ | 0.035 | 0.01 | 98.2 | 0.0006 | $0.600{ }^{\text {* }}$ |
| $2.7 *$ | 0 . | 0.035 | 0.15 | 62.1 | 0.0000 | $0.000 *$ |
| $3.5 *$ | 0 . | 0.035 | 0.09 | 117.9 | 0.0000 | $0.000 *$ |
| 4.9 * | 0 . | 0.035 | 0.21 | 59.8 | 0.0000 | $0.000{ }^{*}$ |
| $2.9 *$ | 0 . ${ }^{\text {a }}$ | 0.035 | 0.50 | 19.3 | 0.0000 | $0.000 *$ |
| 4.6* | 0. | 0.035 | 0.88 | 13.8 | 0.0000 | $0.000{ }^{*}$ |
| 3.7* | 0 . | 0.028 | 0.20 | 54.5 | 0.0000 | $0.000{ }^{*}$ |
| 5.1 | 6.0 | 0.027 | 0.29 | 44.1 | 0.0028 | 0.124 |
| 4.7 | 7.0 | 0.027 | 0.53 | 23.2 | 0.0033 | 0.076 |
| 4.5 | 4.0 | 0.027 | 0.70 | 17.2 | 0.0019 | 0.032 |
| 4.8 | 4.0 | 0.027 | 1.19 | 10.4 | 0.0019 | 0.020 |
| 4.2 | 4.5 | 0.027 | 0.40 | 29.1 | 0.0021 | 0.062 |
| 2.0 | 4.0 | 0.027 | 0.36 | 22.3 | 0.0019 | 0.042 |
| 1.7 | 7.0 | 0.027 | 0.23 | 31.2 | 0.0033 | 0.103 |
| 2.9 | 5.0 | 0.027 | 0.56 | 17.2 | 0.0023 | 0.041 |
| 1.6 | 5.0 | 0.027 | 0.11 | 65.2 | 0.0023 | 0.153 |
| 6.2 | 5.0 | 0.014 | 0.54 | 26.1 | 0.0012 | 0.032 |
| 3.1 | 7.0 | 0.014 | 0.62 | 16.1 | 0.0017 | 0.028 |
| 4.5 | 3.0 | 0.014 | 0.49 | 24.6 | 0.0007 | 0.018 |
| 3.5 | 4.0 | 0.014 | 0.17 | 62.4 | 0.0010 | 0.061 |
| 2.7 | 3.5 | 0.014 | 0.13 | 71.7 | 0.0009 | 0.061 |
| 4.7 | 7.0 | 0.014 | 1.37 | 9.0 228 | 0.0017 | 0.015 * |
| 2.6 * | $2.0 *$ | 0.014 | 0.04 | 228.6 | 0.0005 | 0.116* |
| 2.0 | 4.0 | 0.014 | 0.11 | 72.9 126.8 | 0.0010 0.0006 | 0.071 0.077 |
| 1.8 | 2.5 | 0.014 | 0.06 | 126.8 | 0.0006 | 0.077 |

[^70]TABLE 5. Summary of Observations: Mean Values

| Inveatigatore | Type of Beach | (s) | $\left(H_{B}\right)$ | $\left\langle\theta_{B}\right\rangle$ | $N$ | $\langle r\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Putram et al. [1949]* | ¢Bonded sand | 0.133 | 0.28 | 14.4 | 14 | 0.121 |
|  | \{Metal or smooth cement | 0.172 | 0.23 | 36.8 | 14 | 0.134 |
|  | Gravel, $1 / 4$ inch in diam. | 0.123 | 0.22 | 22.0 | 9 | 0.322 |
| Saville [1950]* | Concrete or 0.3 mm sand | 0.100 | 0.14 | 6.5 | 7 | 0.087 |
| Brebner and Kamphuis [1863] |  | 0.100 | 0.15 | 13.9 | 45 | 0.054 |
|  | Roughened concrete | 0.100 | 0.14 | 21.2 | 48 | 0.068 |
|  |  | 0.100 | 0.16 | 14.6 | 48 | 0.035 |
| Galvin and Eagleson [1965] | Smooth concrete | 0.109 | 0.16 | 11.8 | 18 | 0.044 |
| Putnam et al. [1949] | Oceangide | 0.021 | 6.42 | 11.1 | 18 | 0.020 |
| Inman and Quinn [1951] | Torrey Pines and Pacific Beach | 0.022 | 3.58 | 4.9 | 21 | 0.064 |
| Galvin and Savage [1966] | Nage Head | 0.027 | 3.75 | 15.4 | 4 | 0.035 |

- Dats rejected by Galvin [1967].
in the laboratory data, as is to be expected, especially considering the difficulty in measuring the angle of incidence $\theta_{z}$. If we omit from consideration all observations (marked with an asterisk) for which $\theta_{s}$ is reckoned to be $2^{\circ}$ or less, the mean value of the entries in the last column is $\langle\tau\rangle=0.054$ for the laboratory measurements and $\langle r\rangle=0.064$ for the field data.

A summary of such mean values is given in Table 5, for all the data compiled by Galvin and Nelson [1967] with the exception of the field observations of Moore and Scholl [1961], which contained a large proportion of zero or negative values of $v_{s}$ and were thought to be influenced by disturbances other than wave action. In the laboratory measurements of Saville [1950] and of Galvin and Eagleson [1965] the entries corresponding to angles $\theta_{2}$ less than $6^{\circ}$ have also been discarded on the grounds of unreliability.

On quite different grounds Galvin [1967] has rejected all the early laboratory measurements of Putnam et al. [1949] since they were found not to be reproducible under almost the same conditions either by Brebner and Kamphuis [1963] or by Galvin and Eagleson [1965]. It is possible that Putnam et al. employed a different definition of breaker height than Brebner and Kamphuis or Galvin and Eagleson. Galvin also suggests that less weight should be attached to the observations of Saville [1950], since he did not actually measure $H_{3}$ and $\theta_{3}$; these entries in the table are estimated from $H_{0}$ and $\theta_{0}$.

Retaining then only the most reliable meas-
urements in Table 5 (namely those not rejected by Galvin [1967]), we find for the field observations $\langle r\rangle=0.040$ and for the laboratory data $\langle r\rangle=0.050$.

According to (65), these values of $r$ correspond to mean values of the friction coefficient $C$ given by

$$
\begin{equation*}
C=0.036 \beta \quad C=0.045 \beta \tag{66}
\end{equation*}
$$

where $\beta$, as we have seen, is between 0.50 and 0.167 , depending on the horizontal mixing.

Assuming a friction coefficient $C$ of about 0.010 , we see that both field observations and laboratory data are consistent with a mean value of $\beta$ equal to about 0.2 . This suggests that horizontal mixing played some part, though not a dominant one, in the distribution of the longshore current.

A more precise estimate of the effects of horizontal mixing are given in the accompanying paper.

## 8. Conclusions

By the use of the concept of radiation stress and the small-amplitude theory of water waves, we have shown that the total longshore thrust exerted by the waves on the water and sea bed inside the surf zone is very simply related to the energy density and direction of propagation of the waves in deep water (equation 28). This relation is quite different from that given by previous authors, and it would be interesting to test it directly by experiment.

The local wave stress $\tau$, is also simply related to the local rate of energy dissipation, and, it
would be interesting to test this relation also.
The comparisons so far made between theory and observation suggest that the rational prediction of longshore currents may be practically possible. There is no need, as some authors have suggested, to fall back on empirical correlations.
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#### Abstract

The profile of the longehore current, as a function of distance from the awash line, is calculated by using the concept of radiation atress (introduced in an earlier paper) together with a horizontal eddy viscosity $\mu_{0}$ of the form $\mu_{4}=\rho N x(g h)^{1 / 2}$, where $\rho$ is the density, $x$ is the distance offihore, $g$ is gravity, $h$ is the local mean depth, and $N$ is a numerical constant. This assumption gives rise to a family of current profiles whose form dependa only on the nondimensional parameter $P=$ $(x / 2)(s N / \alpha C)$, where $s$ denotea the bottom slope, $\alpha$ is a constant characteristic of breaking waves ( $\alpha \div 0.41$ ), and $C$ is the drag coefficient on the bottom. The current profiles are of simple analytic form, having a maximum in the surf zone and tending to zero at the awash line. Comparison with the laboratory experimenta of Galvin and Eagleson (1965) sbowa remarkably good agreement if the drag coeffcient $C$ is taken as 0.010 . The theoretical profiles are insensitive to the exact value of $P$, but the experimental resulta suggest that $P$ never exceeda a critical value of $2 / 5$.


## 1. Introdoction

In the companion paper (hereafter referred to as paper 1) a new theory for the generation of longshore currents by sea waves was developed; it is based on the concept of the radiation stresses associated with the incoming waves. The theory was found to be consistent with observed currents at the breaker line, in both model experiments and field observations, provided that the friction coefficient on the bottom was of order 0.010 and that the horizontal mixing length was of the same order, but less than, the distance between breaker line and shoreline.

To make further progress in predicting the longshore current, one must make some further detailed assumption about the horizontal mixing in the surf zone. This we propose to do by adopting a certain form for the coefficient $\mu_{\text {, of }}$ of the horizontal eddy viscosity, as a function of distance from the shoreline.

It is fairly clear that $\mu$, must tend to zero as the shoreline is approached, since the dimensions of the turbulent eddies responsible for horizontal mixing can hardly be greater than the distance to the shoreline. For comparison, one can consider the analogous situation of turbulent flow over a rough plate, in which $\mu$, is proportional

[^71]to height above the plate [e.g., Prandtl, 1952]. However, the present flow differs from flow over a plate in that horizontal driving forces (in the form of the gradient of the radiation stresses) are also present throughout the surf zone. Thus, although $\mu$, should tend to zero, it does not necessarily do so linearly.
In fact, we assume in the following that $\mu_{\mathrm{c}}$ is proportional to the offshore distance $x$ multiplied by a typical velocity $(g h)^{1 / 2}$, where $h$ denotes the local depth. When the bottom slope $s$ is uniform, this particular form for the eddy viscosity $\mu_{c}$ yields a very simple analytical form for the longshore current profile, which is found to be in remarkably good quantitative agreement with the detailed laboratory measurements by Galvin and Eagleson [1957]. In particular, the position and magnitude of the maximum current appear to be correctly predicted.

While this paper was in preparation, the author's attention was drawn to a then unpublished paper by Bowen [1969] in which the concept of radiation stress was also applied to the same problem. Bowen also takes into account both bottom friction and horizontal mixing, though in a somewhat different way. Although in general agreement with Bowen's approach we should like to point out two primary differences. The first is that he has assumed a bottom friction proportional to the longshore current $v$, whereas it was shown in section 5 of paper 1 that the bottom friction is proportional to $u v$, where $u$ is the amplitude of the local orbital
velocity (normal to the coastline). This is the form adopted in the present paper. Second, in Bowen's model the coefficient of horizontal eddy viscosiiy $\mu_{n}$ is taken to be a constant, not tending to zero at the shoreline. This apparently simpler assumption leads in fact to a more complicated analytical form for the velocity profile, which is at variance in some respects with the velocity profiles as measured by Galvin and Eagleson [1957]. It appears then that the present formulation of the theory is both more plausible on physical grounds and better in agreement with the observations now available.

## 2. Equations of Motion

We take axes $0 x, 0 y$ normal and parallel to the coastline, with the origin 0 at the coastline (which may differ from the still-water line because of wave setup). The local mean depth $h(x)$ will be taken as including the change in level due to wave setup, or 'set down,' so that $h(0)=0$ exactly.

If the longshore current $v$ is steady and independent of $y$, then, as was shown in section 6 of paper 1 , the momentum balance in the $y$ direction can be expressed by the equation

$$
\begin{equation*}
0=\tau_{y}+\frac{\partial}{\partial x}\left(\mu_{s} h \frac{\partial v}{\partial x}\right)-\left\langle B_{y}\right\rangle \tag{1}
\end{equation*}
$$

in which $\tau_{y}$ denotes the driving force due to the radiation stresses, which is given in shallow water by

$$
\begin{equation*}
\tau_{y}=\frac{s}{\alpha} \alpha^{2} \rho(g h)^{3 / 2} \delta\left(\frac{\sin \theta}{c}\right) \text { or } 0 \tag{2}
\end{equation*}
$$

as $x \lessgtr x_{s}$, the breaker distance (see section 4 of paper 1). In (2) $\alpha$ is a constant, about 0.41, $\rho$ denotes the density, $g$ is the acceleration of gravity, $s=d h / d x$ is the local depth gradient, $\theta$ is the local angle of incidence ( $\theta^{2} \ll 1$ ), and $c$ is the local velocity of shallow-water waves where $c=(g h)^{3 / 2}$. By Suell's law $(\sin \theta) / c$ is a constant independent of $x$. Also in (1) the mean stress ( $B_{y}$ ) on the bottom is given by

$$
\begin{equation*}
\left\langle B_{\nu}\right\rangle=\frac{2}{\tau} \alpha C_{\rho}(g h)^{1 / 2} \nu \tag{3}
\end{equation*}
$$

where $C$ is the drag coefficient on the bottom. The middle term on the right of (1) represents the effect of horizontal mixing. Now $\mu_{c}$ has the dimensions of $\rho L U$, where $L$ is a typical length
scale and $U$ is a typical velocity. Following the reasoning outlined in the introduction we take $L \propto x$ and $U \propto(g h)^{1 /}$, where $h$ is the local depth. As the simplest possible assumption, we take

$$
\begin{equation*}
\mu_{0}=N \rho x(g h)^{1 / 2} \tag{4}
\end{equation*}
$$

where $N$ is a dimensionless constant. Since $L$ is not likely to exceed $K x$, where $K$ is von Kärmán's constant, 0.40 , and since the turbulent velocities are not likely to exceed $0.1 u_{\text {max }}$ at most, where $u_{\text {mox }}=\alpha(g h)^{1 / 2}$, the probable limits of $N$ can be set as

$$
\begin{equation*}
0<N<0.016 \tag{5}
\end{equation*}
$$

(for $N \rho x(g h)^{1 / 2}=\mu_{c}=\rho L U \leq \rho(K x) 0.1$ $\left.\alpha(g h)^{1 / 2}\right)$.

We are particularly interested in a constant (or almost constant) beach gradient. We shall therefore suppose that

$$
\begin{equation*}
h=s x \tag{6}
\end{equation*}
$$

where $s=d h / d x$ is a constant that is nearly but not exactly equal to the bottom gradient $m$. Then (1) can be written in the form

$$
\begin{align*}
& p \frac{\partial}{\partial x}\left(x^{s / 2} \frac{\partial v}{\partial x}\right)-q x^{1 / 2} v \\
&= \begin{cases}-r x^{3 / 2} & 0<x<x_{B} \\
0 & x_{B}<x<\infty\end{cases} \tag{7}
\end{align*}
$$

where $p, q$, and $r$ are constants, independent of $x$, given by

$$
\begin{align*}
p & =N \rho g^{1 / 2} g^{3 / 2} \\
q & =\frac{2}{\pi} \alpha C \rho g^{1 / 2} g^{1 / 2}  \tag{8}\\
r & =\frac{\delta}{4} \alpha^{2} \rho g^{3 / 2} s^{5 / 2} \frac{\sin \theta_{B}}{\left(g h_{B}\right)^{1 / 2}}
\end{align*}
$$

In the expression for $r$ the quantities $\theta_{\text {, }}$ and $h_{\text {, }}$ signify the values of $\theta$ and $h$ at the breaker line, but the values at any other particular location might also be chosen.
Now let us introduce the nondimensional variables

$$
\begin{equation*}
X=x / x_{B} \quad V=v / v_{0} \tag{9}
\end{equation*}
$$

where $v_{0}$ is the velocity defined by equation 55 of paper 1 :

## M. S. LONGUET-HIGGINS

$$
\begin{equation*}
v_{0}=\frac{5 \pi}{8} \frac{\alpha}{C}\left(g h_{B}\right)^{1 / 2} s \sin \theta_{B} \tag{10}
\end{equation*}
$$

Then, noting that $h_{n}=s x_{n}$, we find that (7) reduces to the simple form

$$
\begin{align*}
& P \frac{\partial}{\partial X}\left(X^{5 / 8} \frac{\partial V}{\partial X}\right)-X^{1 / 2} V \\
&= \begin{cases}-X^{3 / 2} & 0<X<1 \\
0 & 1<X<\infty\end{cases} \tag{11}
\end{align*}
$$

where

$$
\begin{equation*}
P=(\pi / 2)(s N / \alpha C) \tag{12}
\end{equation*}
$$

Thus $P$ is a nondimensional parameter representing the relative importance of the horizontal mixing.

If there is no horizontal mixing, $P=0$ and we obtain the simple solution

$$
V= \begin{cases}X & 0<X<1  \tag{13}\\ 0 & 1<X<\infty\end{cases}
$$

noted in section 6 of paper 1 . That is to say, the current increases linearly from the shoreline to the breaker line. Beyond the breaker line it is zero. At the breaker line itself the current velocity is discontinuous.

For general values of $P$ equations 11 are to be solved subject to the boundary conditions that $V$ is bounded when $0<X<\infty$ and that at the breaker line $X=1$ both $V$ and $\partial V / \partial X$ are to be continuous. (It is not necessary for $V$ to vanish at $X=0$, but we shall see that in fact it does.)

A particular integral of equations (11) in the region $0<X<1$ is given by

$$
\begin{equation*}
V=A X \quad 0<X<1 \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
A=1 /\left(1-\frac{5}{2} P\right) \quad P \neq \frac{2}{8} \tag{15}
\end{equation*}
$$

To this we must add a complementary function satisfying, in both regions, the homogeneous equation

$$
\begin{equation*}
F^{\prime} \frac{\partial}{\partial X}\left(X^{B / 2} \frac{\partial V}{\partial X}\right)-X^{1 / 2} V=0 \tag{16}
\end{equation*}
$$

The above equation has a solution of the form

$$
\begin{equation*}
V=B X^{p} \tag{17}
\end{equation*}
$$

where $B$ is a constant, provided that

$$
\begin{equation*}
P(p+3 / 2) p-1=0 \tag{18}
\end{equation*}
$$

In other words $p$ must be a root of the quadratic equation

$$
\begin{equation*}
p^{2}+3 / 2 p-1 / P=0 \tag{19}
\end{equation*}
$$

Denoting these roots by $p_{1}$ and $p_{1}$, we have

$$
\begin{align*}
& p_{1}=-\frac{3}{4}+\left(\frac{9}{16}+\frac{1}{P}\right)^{1 / 2}  \tag{20}\\
& p_{2}=-\frac{3}{4}-\left(\frac{9}{16}+\frac{1}{P}\right)^{1 / 2}
\end{align*}
$$

Clearly $p_{1}>0$ and $p_{2}<0$. Hence the complete solution to (11) is of the form
$V= \begin{cases}B_{1} X^{D_{1}}+A X & 0<X<1 \\ B_{2} X^{D_{2}} & 1<X<\infty\end{cases}$
The boundary conditions at $X=1$ are then satisfied by taking
$B_{1}=\frac{p_{2}-1}{p_{1}-p_{2}} A \quad B_{2}=\frac{p_{1}-1}{p_{1}-p_{2}} A$
It is useful to note that from (19)

$$
\begin{equation*}
p_{1}+p_{2}=-3 / 2 \quad p_{1} p_{2}=-1 / P \tag{23}
\end{equation*}
$$

and so

$$
\begin{align*}
\left(p_{1}-1\right)\left(p_{2}-1\right) & =p_{1} p_{2}-\left(p_{1}+p_{2}\right)+1 \\
& =\frac{5}{2}-\frac{1}{P}=\frac{-1}{A P} \tag{24}
\end{align*}
$$

Then we have also

$$
\begin{align*}
& B_{1}=\left[P\left(1-p_{1}\right)\left(p_{1}-p_{2}\right)\right]^{-1}  \tag{25}\\
& B_{2}=\left[P\left(1-p_{2}\right)\left(p_{1}-p_{2}\right)\right]^{-1}
\end{align*}
$$

Equation 21, together with (22) or (25), represents the solution to the problem, for general values of $P$.

For $P=2 / 5$ the particular integral (14) no longer applies. Instead we have a different particular integral

$$
\begin{equation*}
V=-\frac{5}{7} X \ln X \quad 0<X<1 \tag{26}
\end{equation*}
$$

Since $p_{\mathrm{x}}=1$ and $p_{\mathrm{z}}=-5 / 2$ for $P=2 / 5$, we obtain, as before,
$V= \begin{cases}\frac{1}{4} X X-\frac{5}{4} X \ln X & 0<X<1 \\ \frac{4}{6} X^{-5 / 2} & 1<X<\infty\end{cases}$
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The constants multiplying $X$ and $X^{-5 / 2}$ are chosen to satisfy the continuity of $V$ and $\partial V /$ $\partial X$ at $X=1$. Equation 27 also represents the limit of the solution (21) when $P \rightarrow 2 / 5$.

## 3. Discussion

The current profiles given by equation 20 have been calculated and plotted in Figure 1 for various values of the horizontal mixing parameter $P$. These current profiles have the following properties.

1. Velocity near the breaker line. As $P \rightarrow$ 0 , the profile tends to the triangular form (13) appropriate to zero mixing. There is a single maximum velocity $V_{m a x} \rightarrow 1$ just to the left of the breaker line. To the right of the breaker line we have $V \rightarrow 0$.
2. Velocity at the breaker line. When $X=$ 1 we have from (21) and (25)

$$
\begin{equation*}
V_{B}=\left[P\left(1-p_{2}\right)\left(p_{1}-p_{2}\right)\right]^{-1} \tag{28}
\end{equation*}
$$

On using the values of $p_{1}$ and $p_{2}$ given by (20) we find that in the limit, as $P \rightarrow 0, V_{g} \rightarrow 0.5$. In other words, the velocity at the breaker line is the mean of the limiting velocities on either side. This was foreshadowed in paper 1 , section 6. Now as $P$ increases from zero to infinity, $V_{a}$ decreases monotonically from 0.5 to 0 . At large
values of $P$ we find that asymptotically

$$
\begin{equation*}
V_{B} \sim 4 / 15 P \quad \text { as } \quad P \rightarrow \infty \tag{29}
\end{equation*}
$$

Values of $V_{B}$ for some representative values of $P$ are given in Table 1. Also, when $P=2 / 5$, we have

$$
\begin{equation*}
V_{B}=10 / 49=0.2041 \tag{30}
\end{equation*}
$$

3. Maximum velocity. The velocity profile generally has a single maximum value $V_{\text {mas }}$ lying within the surf zone ( $0<\boldsymbol{X}<1$ ). To find the position $X_{m}$ of this maximum, we differentiate (21) and obtain

$$
\begin{equation*}
0=B_{1} p_{1} X_{\mathrm{w}}^{p_{1}-1}+A \tag{31}
\end{equation*}
$$

Therefore from (22)

$$
\begin{equation*}
X_{m}=\left[\frac{p_{1}-p_{2}}{p_{1}\left(1-p_{2}\right)}\right]^{1 /\left(t t_{1}-1\right)} \tag{32}
\end{equation*}
$$

From (21) and (31) the corresponding velocity is given by

$$
\begin{equation*}
V_{\max }=\left(1-\frac{1}{p_{1}}\right) \Lambda X_{m} \tag{33}
\end{equation*}
$$

Using the values of $p_{1}$ and $p_{s}$ given by (20), we can show that, as $P \rightarrow 0, X_{m} \rightarrow 1$ and $V_{m a x} \rightarrow$ 1 , and, as $P \rightarrow \infty$, both $X_{m}$ and $V_{\text {max }}$ tend to


Fig. 1. The form of the current profiles as given by (21) for a sequence of values of the mixing parameter $P$.

## M. S. LONGUET-HIGGINS

TABLE 1. Parameters of the Velocity Profile (21) for Various Values of $P$

| $\log _{10} P^{2}$ | $V_{B}$ | $\langle V\rangle$ | $V_{\text {asx }}$ | $X_{\mathrm{m}}$ | $Q_{1}$ | $Q_{2}$ | $Q$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $-\infty$ | 0.5000 | 0.5000 | 1.0000 | 1.0000 | 1.0000 | 0.0000 | 1.0000 |
| -3.0 | 0.4735 | 0.4847 | 0.8835 | 0.9108 | 0.9542 | 0.0467 | 1.0000 |
| -2.5 | 0.4544 | 0.4733 | 0.8254 | 0.8699 | 0.9208 | 0.0824 | 1.0032 |
| -2.0 | 0.4233 | 0.4542 | 0.7456 | 0.8148 | 0.8654 | 0.1447 | 1.0101 |
| -1.5 | 0.3754 | 0.4230 | 0.6422 | 0.7422 | 0.7780 | 0.2546 | 1.0327 |
| -1.0 | 0.3077 | 0.3736 | 0.5173 | 0.6466 | 0.6496 | 0.4615 | 1.1111 |
| -0.5 | 0.2226 | 0.2992 | 0.3786 | 0.5198 | 0.4803 | 0.9822 | 1.4625 |
| 0.0 | 0.1333 | 0.2000 | 0.2400 | 0.3600 | 0.2933 | $\infty$ | $\infty$ |
| 0.5 | 0.0628 | 0.1024 | 0.1246 | 0.1984 | 0.1399 | $\infty$ | $\infty$ |
| 1.0 | 0.0240 | 0.0408 | 0.0524 | 0.0861 | 0.0537 | $\infty$ | $\infty$ |
| 1.5 | 0.0081 | 0.0141 | 0.0191 | 0.0316 | 0.0183 | $\infty$ | $\infty$ |
| 2.0 | 0.0026 | 0.0046 | 0.0064 | 0.0107 | 0.0059 | $\infty$ | $\infty$ |

0 in such a way that

$$
\begin{equation*}
V_{\max } \sim \frac{3}{3} X_{m} \tag{34}
\end{equation*}
$$

Thus $X_{m}$ covers the entire range of $X$ values between 0 and 1 . For $P=2 / 5$ we find from (27)

$$
\begin{gather*}
X_{m}=e^{-\mathrm{B} / 7}=0.4895  \tag{35}\\
V_{\max }=\frac{35}{\frac{35}{8}} X_{m}=0.3496
\end{gather*}
$$

The values of $V_{m a x}$ and $X_{m}$ corresponding to some representative values of $P$ are shown in Table 1. It appears that, as $P$ increases from 0 to $\infty$, both $V_{m a x}$ and $X_{m}$ decrease steadily from 1 to 0 .
Interpreting this result physically, we can say that the effect of increasing the horizontal mixing is to redistribute the momentum so that the fluid near the shoreline is dragged along at a faster speed by the fluid farther offshore, but farther offshore the fluid is slowed down by the mass beyond the breaker line.
4. Gradient of velocity profile at the shoreline. As $X \rightarrow 0$, we see from (21) that

$$
\begin{equation*}
\partial V / \partial X \sim B_{1} p_{1} X^{p_{1}-1}+A \tag{36}
\end{equation*}
$$

$$
P \neq 2 / 5
$$

So long as $p_{1}>1$, the horizontal velocity gradient remains finite and equal to $A$. However, when $p_{1}<1$ the gradient at $X=0$ becomes infinite. The critical case $p_{1}=1$ corresponds to $P=2 / 5=0.4$. Thus we have

$$
\lim _{x \rightarrow 0} \frac{\partial V}{\partial X}= \begin{cases}1 /\left(1-\frac{5}{2} P\right) & 0 \leq P<2 / 5  \tag{37}\\ \infty & 2 / 5 \leq P<\infty\end{cases}
$$

5. Total transport. In the longshore direction the total transport can easily be found by integration of $v h$ with respect to the offshore distance $x$. Without horizontal mixing the total transport $Q_{0}$ was shown in paper 1 , section 6 to be given by

$$
\begin{equation*}
Q_{0}=\frac{1}{3} v_{0} h_{B} x_{B} \tag{38}
\end{equation*}
$$

where $v_{0}$ is given by (10). This follows from the fact that $v h$ is proportional to $x^{2}$. When $P$ $>0$, the transport within the surf zone is given by

$$
\begin{align*}
Q_{1} & =v_{1} h_{B} x_{B} \int_{0}^{1} V X d X  \tag{39}\\
& =\left(\frac{3 B_{1}}{2+p_{1}}+A\right) Q_{0}
\end{align*}
$$

On the other hand, the transport beyond the surf zone is given by

$$
\begin{align*}
Q_{2} & =\nu_{0} h_{B} x_{B} \int_{1}^{\infty} V X d X \\
& = \begin{cases}\frac{-3 B_{2}}{2+p_{2}} Q_{0} & p_{2}<-2 \\
\infty & p_{2} \geq-2\end{cases} \tag{40}
\end{align*}
$$

For $p_{z}<-2$, which corresponds to $P<1$, the total transport $Q$, which equals $\left(Q_{1}+Q_{3}\right)$, is given by

$$
\begin{equation*}
Q=\left(\frac{3 B_{1}}{2+p_{1}}-\frac{3 B_{2}}{2-p_{2}}+A\right) Q_{0} \tag{41}
\end{equation*}
$$

which after some reduction becomes simply

$$
\begin{equation*}
Q=Q_{0} /(1-P) \tag{42}
\end{equation*}
$$

When $P \geq 1$, the transport outside the surf zone (and hence the total transport) becomes infinite. This must mean that a steady state cannot be established in a finite time, over the whole field. However, the flow within any finite distance of the sboreline can still be established effectively within a finite time.
6. Mean current $\langle V\rangle$. The mean current in the surf zone, given by

$$
\begin{align*}
\langle V\rangle & =\int_{0}^{1} V d X \\
& = \begin{cases}\frac{B_{1}}{p_{1}+1}+\frac{A}{2} & P \neq \frac{2}{3} \\
55 / 196 & P=\frac{?}{5}\end{cases} \tag{43}
\end{align*}
$$

is plotted in Figure 2 with $V_{s}$ and $V_{\text {max }}$ as functions of the mixing parameter $P$. Each is a monotonically decreasing function of $P$. The corresponding ratios $V_{B} /\langle V\rangle, V_{B} / V_{\text {mar }}$, and (V)/ $V_{\text {mar }}$ (Figure 3) can be seen to vary between somewhat narrower limits. In particular, $V_{s} / V_{\text {mex }}$ lies always between 0.4 and 0.6 .

The most remarkable feature of Figure 1 is that, even when the mixing parameter $P$ varies by a factor of three orders of magnitude (from 0.001 to 1.0 ), the corresponding value of the velocity $V_{\text {max }}$ changes by a factor of less than 4. This is in striking contrast to the dependence
of the velocity on the drag coefficient $C$ on the bottom. Since $v_{0}$ is inversely proportional to $C$ (but $P$ depends also on $C$ ), we see that $v$ itself is nearly inversely proportional to $C$.

## 4. Comparison with Observation

The most careful laboratory studies of longshore currents along a plane beach appear to be those of Galvin and Eagleson [1965]. Their model beach was 22 feet wide and had a gradient of about 0.11. Some care must be taken, even with these experiments, in comparing theory and observation since, as the authors themselves emphasize, the measured currents were not uniform along the beach but were being accelerated downstream from one end of the beach. This effect is probably present, but unrecognized, in many other laboratory measurements. One result of the acceleration must be to entrain fluid from beyond the surf zone into the surf zone itself, which may have an effect sirnilar to a horizontal exchange of momentum by eddy viscosity.
The parameters for Galvin and Eagleson's experiments are summarized in Table 2. Their measurements for which the angle of incidence differed from zero were in series II, III, and IV, the deep-water angles of incidence for these series being $10^{\circ}, 20^{\circ}$, and $51^{\circ}$, respectively. In


Fig. 2. The theoretical values of $V_{s}$ (the velocity at the breaker line), $V_{\text {max }}$ (the maximum velocity) and ( $V$ ) (the mean velocity in the surf zone $0<X<1$ ) as functions of the mixing parameter $P$.


Fig. 3. The ratios $V_{s} /(V), V_{3} / V_{\max }$, and $(V) / V_{\max }$ as fuactions of the mixing parameter $P$ (full lines). The dashed line gives the coordinate $X_{m}$ of the position of maximum velocity.
runs 2 to 6 of each series the wave period was varied, and in runs 7 to 11 the period was kept constant and the amplitude was varied.
The measurements thought most likely to represent steady unaccelerated conditions were those at a distance of 15 feet, or about $2 / 3$ the width of the beach, from the upstream end. For each velocity profle we have assumed as origin of $X$ (in our notation) the mean position of the swash zone, taken at a distance ( $r-W / 2$ ) from the still water line. Here $r$, as in Galvin and Eagleson [1965], denotes the runup distance and $W$ denotes the width of the swash zone. No measurements being available, we have assumed $W$ to be given closely enough by $1 / 8 s g T^{2}$, which is the distance through which a particle would slide down the beach under gravity in a time equal to half the wave period $T$. The distance $b$ of the breaker line offshore is tabulated by Galvin and Eagleson, so that altogether we have

$$
\begin{equation*}
x=\frac{\xi+r-W / 2}{b+r-W / 2} \tag{44}
\end{equation*}
$$

where $\xi$ is the horizontal distance offshore from the still water line ( $\xi=Y$, in the notation of Galvin and Eagleson).
To normalize the measured velocity $v$, we define $v_{0}$ by (10), in which $h_{s}$ is assumed to be very nearly equal to $s b$ (if allowance is made
for wave setup, the appropriate value of $s$ is reduced by about $10 \%$; see appendix 1); $\theta_{\text {a }}$ is the measured angle of incidence at the breaker line (see Table 2). In series IV, however, the present approximate theory in which $\theta_{\mathrm{a}}{ }^{\prime}$ is negligible cannot very well be justified. Accordingly a rough correction has been made in Figure 4 by replacing the value of $\nu_{0}$ in Table 2 by $v_{0} \cos \theta_{0}$, where $\theta_{0}$ is the angle of incidence in deep water. Though not rigorous, this correction factor can be justified on the grounds that the total longshore force exerted by the waves is equal to $1 / 2 E_{0} \cos \theta_{0} \sin \theta_{0}$, where $E_{0}$ is the wave energy density in deep water (see section 3 of paper 1). Since the total longshore thrust is proportional to $\cos \theta_{0}$, we expect the longshore current $v$ will, on average, be reduced by approximately this amount.
In the experiments, the parameters $r, b$, and $\theta_{z}$ were found to fluctuate to some extent both with time and with distance along the shore. However, rather than use the local values of these quantities at the position of the current profile, we have adopted the longshore averages $\tau_{a v}, b_{a v}$, and $\left(\theta_{n}\right)_{n}$ given in Table A3 of Galvin and Eagleson [1965]. The purpose of doing so is to help reduce the statistical variability. In addition, we note that the longshore currents are, in fact, affected not only by the local values of $h_{\mathrm{a}}$ and $\theta_{\mathrm{s}}$ but also by conditions along the

LONGSHORE CURRENTS, 2
6797
TABLE 2. Parameters for the Model Experiments of Galvin and Eagleson [1965]

| Run | $\begin{gathered} o_{B}, \\ \mathrm{deg} \end{gathered}$ | $\begin{aligned} & H_{B}, \\ & \text { feet } \end{aligned}$ | $\begin{array}{r} T \\ \text { sec } \end{array}$ | $\begin{gathered} r_{\text {avv }} \\ \text { feet. } \end{gathered}$ | $\begin{aligned} & b_{\text {avy }} \\ & \text { feet } \end{aligned}$ | $\begin{aligned} & \text { W/2, } \\ & \text { feet } \end{aligned}$ | $\stackrel{v_{0},}{\mathrm{ft} / \mathrm{sec}}$ | $V_{\text {max }}$ | $\log _{10} P$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Series II |  |  |  |  |  |  |  |  |  |
| 2 | 5.4 | 0.191 | 1.000 | 1.01 | 1.62 | 0.22 | 2.08 | 0.25 | -0.04 |
| 3 | 5.1 | 0.167 | 1.125 | 1.06 | 1.53 | 0.28 | 1.84 | 0.35 | -0.40 |
| 4 | 3.3 | 0.143 | 1.250 | 1.07 | 1.33 | 0.34 | 1.12 | 0.48 | -0.86 |
| 5 | 2.3 | 0.121 | 1.375 | 1.15 | 1.24 | 0.42 | 0.74 | 0.69 | -1.72 |
| 6 | 3.7 | 0.105 | 1.500 | 1.04 | 1.17 | 0.50 | 1.18 | 0.35 | -0.40 |
| 7 | 2.6 | 0.050 | 1.250 | 0.62 | 0.62 | 0.34 | 0.59 | 0.40 | -0.58 |
| 8 | 3.1 | 0.098 | 1.250 | 0.77 | 0.87 | 0.34 | 0.83 | 0.35 | -0.40 |
| 9 | 3.8 | 0.124 | 1.250 | 1.03 | 1.21 | 0.34 | 1.21 | 0.41 | -0.62 |
| 10 | 3.7 | 0.130 | 1.250 | 1.03 | 1.07 | 0.34 | 1.12 | 0.46 | -0.80 |
| 11 | 4.0 | 0.156 | 1.250 | 1.08 | 1.44 | 0.34 | 1.40 | 0.48 | -0.80 |
| Series III |  |  |  |  |  |  |  |  |  |
| 2 | 14.1 | 0.191 | 1.000 | 0.95 | 1.52 | 0.22 | 5.01 | 0.39 | -0.55 |
| 3 | 12.1 | 0.167 | 1.125 | 1.05 | 1.51 | 0.28 | 4.30 | 0.42 | -0.65 |
| 4 | 10.1 | 0.143 | 1.250 | 1.05 | 1.44 | 0.34 | 3.48 | 0.56 | -1.17 |
| 5 | 9.2 | 0.121 | 1.375 | 1.05 | 1.13 | 0.42 | 2.80 | 0.61 | -1.37 |
| 6 | 6.9 | 0.105 | 1.500 | 1.06 | 1.04 | 0.50 | 2.04 | 0.70 | -1.77 |
| 8 | 6.6 | 0.098 | 1.250 | 0.75 | 0.85 | 0.34 | 1.76 | 0.66 | -1.58 |
| 9 | 8.7 | 0.124 | 1.250 | 0.89 | 1.11 | 0.34 | 2.64 | 0.60 | -1.33 |
| 11 | 11.2 | 0.156 | 1.250 | 1.10 | 1.55 | 0.34 | 4.01 | 0.49 | -0.90 |
| Series IV |  |  |  |  |  |  |  |  |  |
| 2 | 28.0 | 0.191 | 1.000 | 0.84 | 1.40 | 0.22 | 9.29 | 0.37 | -0.47 |
| 3 | 21.9 | 0.167 | 1.125 | 0.88 | 1.15 | 0.28 | 6.74 | 0.44 | -0.72 |
| 4 | 18.6 | 0.143 | 1.250 | 1.02 | 1.22 | 0.34 | 5.87 | 0.53 | -1.05 |
| 5 | 15.8 | 0.121 | 1.375 | 1.17 | 1.32 | 0.42 | 5.04 | 0.55 | -1.13 |
| 6 | 8.6 | 0.105 | 1.500 | 0.90 | 0.91 | 0.50 | 2.37 | 0.55 | -1.13 |
| 7 | 13.4 | 0.050 | 1.250 | 0.59 | 0.69 | 0.34 | 3.18 | 0.39 | -0.55 |
| 8 | 14.3 | 0.098 | 1.250 | 0.79 | 0.83 | 0.34 | 3.71 | 0.48 | -0.86 |
| 9 | 19.7 | 0.124 | 1.250 | 0.86 | 1.19 | 0.34 | 6.13 | 0.39 | -0.55 |
| 10 | 19.7 | 0.130 | 1.250 | 0.97 | 1.27 | 0.34 | 6.34 | 0.47 | -0.83 |
| 11 | 22.6 | 0.156 | 1.250 | 1.12 | 1.29 | 0.34 | 7.26 | 0.46 | -0.80 |
| 12 | 6.0 | 0.062 | 1.500 | 0.54 | 0.57 | 0.50 | 1.31 | 0.57 | -1.21 |
| 13 | 20.2 | 0.110 | 1.000 | 0.72 | 0.88 | 0.22 | 5.37 | 0.46 | -0.80 |

whole length of the beach. (There was some uncertainty in the measurement of $\theta_{B}$ [see Galvin and Eagleson, 1965] and hence in the appropriate values of $v_{0}$ and $V_{\text {max }}$.)

The results of the comparison are shown in Figure 4. Each plot in the diagram is identified by the number of the corresponding run in Table 2. It will be seen that most of the points lie between two of the theoretical curves derived in section 2 , namely the curves corresponding to $P=0.4$ and $P=0.1$. Individual profiles (such as that numbered 11 in Figure $4 a$ tend to follow quite closely the predicted profile for some particular value of $P$; the maximum velocity always lies not far from the dotted curve, which represents the locus of maximums in Figure 1.

The values of $V_{\text {max }}$ corresponding to each of
the profiles in Figure 4 are shown in Table 2. Also shown are the corresponding values of $P$ derived from Figure 2. It can be seen that $P$ varies from 0.40 to about 0.01 .
How does $P$ vary with other parameters: the wave height and period, the angle of incidence, and the beach slope? Before a definite answer can be given, further experiments covering a wider range of conditions are necessary. There is some evidence from Table 2 that $P$ is an increasing function of the wave frequency $(2 \pi / T)$ and also of the breaker height in deep water ( $H_{D}$ ). The value of $P$ can also increase with the angle of incidence $\theta_{p}$.
It is striking that few profiles correspond to values of $P$ greater than the critical value of 0.4 (see section 3). At this value of $P$ the gra-


Fig. 4a. Comparison of the longshore velocities measured by Galuin and Eagleson [1965; series II] with the theoretical profiles derived in section 2 of the present paper. The plotted numbers correspond to the number of each run (Table 2).
dient of the current at $X=0$ becomes infinite. One is tempted to conjecture that this is in fact the greatest possible value of $P$, and that the presence of the shoreline controls the horizontal mixing so that the value of 0.40 is not exceeded.
In support of this conjecture we can note that the corresponding value of $V_{B}$ is about 0.20 , or one-fifth, whereas a rough argument in section 6 of paper 1 showed that $V_{E}$ should never be less than about one-sixth. As shown in paper 1, both laboratory measurements and field observations seem to point to 0.2 as being a common value for $V$.

## Appendix 1. An Allowance for Wave Setup

It is well known [Saville, 1961] that waves approaching a beach cause a change in the mean water level, or wave setup, in the shelving zone. The effect is caused by the onshore component of radiation stress [Longuet-Higgins and Stewart, 1962, 1963]. Outside the breaker zone, the wave setup $\eta$ is slightly negative, but inside the surf zone, the region with which we are con-
cerned here, $d \eta / d x$ and hence $\eta$ become appreciably positive. Thus the local depth $h(x)$ should, in practice, be replaced by the effective depth $(h+\eta)$, and the bottom slope $s$ should be replaced by

$$
\begin{equation*}
s^{*}=-\frac{d}{d x}(h+\eta) \tag{AI}
\end{equation*}
$$

Now it has been shown both theoretically and experimentaily by Bowen et $a l$. [1968] that within the surf zone

$$
\begin{equation*}
\frac{d \eta}{d x}=-\frac{1}{1+\left(2 / 3 \alpha^{2}\right)} \frac{d h}{d x} \tag{A2}
\end{equation*}
$$

(see equation 12 and Figure 5 of their paper, with $y=2 \alpha$ ). Thus, if $\alpha$ is constant, the gradient of the mean surface level is simply proportional to the gradient of the beach. From (A2) it follows that

$$
\begin{equation*}
\frac{d h}{d x}+\frac{d \eta}{d x}=\frac{1}{1+3 \alpha^{*} / 2} \frac{d h}{d x} \tag{A3}
\end{equation*}
$$



Fig. 4b. Comparison of the longshore velocities measured by Galvin and Eagleson [1965; series III] with the theoretical profiles derived in section 2 of the present paper. Tbe plotted numbers correspond to the nuraber of each run (Table 2).
and hence

$$
\begin{equation*}
s^{*}=\frac{8}{1+3 \alpha^{2} / 2} \tag{A4}
\end{equation*}
$$

Equation 10 can therefore be modified to read

$$
\begin{equation*}
v_{0}=\frac{5 \pi}{8} \frac{\alpha^{*} s}{C}\left(g h_{s}\right)^{1 / 2} \sin \theta_{B} \tag{A5}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{*}=\frac{\alpha s^{*}}{8}=\frac{\alpha}{1+3 \alpha^{2} / 2} \tag{A6}
\end{equation*}
$$

A graph of $\alpha^{*}$ as a function of $\alpha$ is shown in Figure 5. It slould be noted that over much of the range of $\alpha$ the value of $\alpha^{*}$ differs little from its minimum value:

$$
\begin{equation*}
\alpha_{\operatorname{asx}} *=(6)^{-1 / 2}=0.4082 \tag{A7}
\end{equation*}
$$

In fact there is little error if we take $a=0.5$, about in the middle of the observed range. Correspondingly we have $\alpha^{*}=0.36$. Hence the appropriate value of $v_{0}$ might be some $12 \%$ less than the value given by (10) with $\alpha=0.41$.

## Appendix 2. The Stores Velocity

In any fluctuating field of motion there is a systematic difference between the mean velocity measured by a freely floating object (the Lagrangian mean velocity) and the mean velocity recorded by a current meter at a fixed point (the Eulerian mean velocity). The difference between the Lagrangian and the Eulerian mean velocities has been called the Stokes velocity [Longueh-Higgins, 1969] after G. G. Stokes [1847], who discovered it for surface waves on water of uniform depth. A general expression for the Stokes velocity $U_{a}$ is given by

$$
\begin{equation*}
\mathbf{U}_{1}=\left\langle\int \mathbf{u}_{1} d t \cdot \nabla \mathbf{u}_{1}\right\rangle \tag{B1}
\end{equation*}
$$

where $\mathbf{u}_{1}$ denotes the first-order particle motion, assumed periodic with mean zero, and the angle brackets denote the mean value with respect to time. Thus $U_{d}$ depends on the space gradient of the orbital velocity $\mathbf{u}_{1}$.

In shallow-water wave theory, the orbital velocity is independent of the vertical coordinate,


Fig. 4c. Comparison of the longshore velocities measured by Galvin and Eagleson [1965; series IV] with the theoretical profiles derived in section 2 of the present paper. The plotted numbers correspond to the number of each run (Table 2).
and so likewise is $U_{1}$. Nevertheless, the borizontal gradients of $u_{1}$ still give rise to a non-zero Stokes velocity. If $u_{1}$ and $v_{1}$ denote the $x$ and $y$ components of $u_{1}$, the longshore component of $U_{3}$ is given by

$$
\begin{equation*}
V_{t}=\left\langle\int u_{1} d t \frac{\partial v_{1}}{\partial x}\right\rangle+\left\langle\int v_{1} d t \frac{\partial v_{1}}{\partial y}\right\rangle \tag{B2}
\end{equation*}
$$

Consistent with our previous use of the linearized shallow-water theory, we have
$u_{1}=\alpha(g h)^{1 / 2} \cos \theta \cos (l x+m y-\sigma t)$
$v_{1}=\alpha(g h)^{1 / 2} \sin \theta \cos (l x+m y-\sigma t)$
where

$$
\begin{equation*}
l=k \cos \theta \quad m=k \sin \theta \tag{B4}
\end{equation*}
$$

$k$ being the absolute wave number. By Snell's law, the longshore wave number $m$ is a constant, but the onshore wave number $l$ is related to the frequency $\sigma$ and the local depth $h$ by the rela-
tion

$$
\begin{equation*}
\sigma^{2}=k^{2} g h=\left(l^{2}+m^{2}\right) g h \tag{B5}
\end{equation*}
$$

On substituting from (B3) into (B2) and noting that $\partial m / \partial x, \partial m / \partial y, \partial l / \partial y, \partial h / \partial y$, and $\partial \theta / \partial y$ all vanish we obtain

$$
V_{1}=\frac{1}{3} \alpha^{2}(g h / \sigma)[(l+x \partial l / \partial x)+m]
$$

$$
\begin{equation*}
\cdot \cos \theta \sin \theta \tag{B6}
\end{equation*}
$$

If we ignore $\partial l / \partial x$ in comparison with $l / x$, the above expression reduces to
$V_{4}=\frac{1}{2} \alpha^{2}(g h / c)[\cos \theta+\sin \theta] \cos \theta \sin \theta$
where $c=\sigma / k$ denotes the phase velocity. When $\theta^{3}$ is negligible, (B7) becomes simply

$$
\begin{equation*}
V_{\Delta}=\frac{1}{\gamma} \alpha^{2} g h(\sin \theta / c) \tag{B8}
\end{equation*}
$$

The last factor is constant, by Snell's law. Hence the Stokes velocity increases linearly with the
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Fig. 5. The virlual coefficient $\alpha^{*}$ as a function of $\alpha$.
depth $h$ and hence linearly with distance from the shoreline.

To show that $\partial l / \partial x$ is negligible in comparison with $l / x$, we have from (B5)

$$
\begin{align*}
l^{2} & =\left(\sigma^{2} / g h\right)-m^{2}  \tag{B9}\\
2 l \partial l / \partial x & =-\left(\sigma^{2} / g h^{2}\right) \partial h / \partial x
\end{align*}
$$

Therefore, if $h=s x$

$$
\begin{equation*}
2 l \partial l / \partial x=\left(l^{2}+m^{2}\right) / x \tag{B10}
\end{equation*}
$$

Thus $\partial l / \partial x<l / x$, provided that

$$
\begin{equation*}
l^{2}+m^{2} \ll 2 l^{2} \tag{B11}
\end{equation*}
$$

that is to say $m^{2} \ll l$ or $\tan ^{2} \theta \ll 1$. Since $\theta^{2}$ has been neglected, this condition is already satisfied by our previous assumptions.

Let us now compare the magnitude of the Stokes velocity, as given by (B8), with the scale velocity $v_{0}$ defined by (10). At the breaker line the ratio of the two is given by

$$
\begin{equation*}
\frac{V_{2}}{\nu_{0}}=\frac{4}{5 \pi} \frac{\alpha C}{8} \tag{B12}
\end{equation*}
$$

With the values $s=0.11, C=0.010$, and $\alpha=$ 0.41 we have simply $V_{0} / v_{0}=0.01$, which is negligible.

On the other hand, with very gently sloping beaches, where $s$ is much smaller than the value in Galvin and Eagleson's experiments, the Stokes velocity may very well have to be taken into account.
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[Plates 1-4]
Water waves transport both energy and momentum, and any solid body which absorbs or reflects wave energy must absorb or reflect horizontal momentum also. Hence the body is subject to a mean horizontal force. In low waves, the force may be calculated immediately when the incident, reflected and transmitted wave amplitudes are known. For wave power devices the mean force can be large, so that anchoring presents practical problems.

Experiments with models of the Cockerell wave-raft and the Salter 'duck' accurately confirm the predicted magnitude of the force at low wave amplitudes. For steeper waves, however, the magnitude of the force can be less than that given by linear theory. By experiments with submerged cylinders, it is shown that this is due partly to the presence of a free second harmonic on the down-wave side.

In breaking waves, it is confirmed that the mean force on submerged bodies is sometimes reduced, and even reversed. An explanation is suggested in terms of the 'wave set-up' produced by breaking waves. Submerged cylinders act as a kind of double beach. A negative mean force arises from an asymmetry in the breaking waves, associated with a timedelay in the response to the change in depth.

Similar arguments apply to submerged reefs and sand bars. Experiments with a model bar show that long low waves propel the bar towards the shore, whereas steep, breaking waves propel it seawards. This is similar to the observed behaviour of off-shore sand bars.

The existence of a horizontal momentum flux (or radiation stress) in water waves is demonstrated by using it to propel a small craft.

## 1. Introduotion

Economically interesting methods of extracting power from sea waves have recently been proposed by Masuda (1972), Salter (1974), Woolley \& Platts (1975) and others. Remarkably high efficiencies have been obtained in the laboratory. The present investigation was prompted by the realization that any device which extracts energy must on general grounds be subject to a mean horizontal force. Not only can
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this force be large, but it has a special practical significance in that its effect on an anchor cannot be reduced by any flexibility in the mooring cable.

Consider a two-dimensional irrotational wave train of amplitude $a$ travelling with velocity $c$, in deep water. Owing to the mass transport velocity (see Lamb 1932, ch. 9) the waves have an average horizontal momentum $I$, which for low waves is simply proportional to the square of the wave amplitude:

$$
\begin{equation*}
I=\frac{1}{2} \rho g a^{2} / c, \tag{1.1}
\end{equation*}
$$

where $\rho$ is the density and $g$ is gravity. Hence we expect a horizontal flux of momentum given by $I c_{g}$, where $c_{g}$ denotes the group-velocity. In deep water $c_{g}=\frac{1}{2} c$. So we expect a momentum flux

$$
\begin{equation*}
I c_{\mathrm{g}}=\frac{1}{4} \rho g a^{2} \tag{1.2}
\end{equation*}
$$

per unit distance across the waves. This flux is closely associated with the radiation stress (see Longuet-Higgins \& Stewart 1964).

Suppose we have any wave power device acted on by the waves as in figure 1. If it absorbs all the wave energy then it must absorb the momentum also. Hence we expect that it will be subject to a mean horizontal force

$$
\begin{equation*}
F=\frac{1}{4} \rho g a^{2} \tag{1.3}
\end{equation*}
$$

per unit distance across the waves. If all the wave energy is reflected, then the momentum is all reversed, and the resulting force is just doubled. In general, we expect that the body will be subject to a force

$$
\begin{equation*}
F=\left(I c_{\mathrm{B}}\right)_{\mathrm{in}}+\left(I c_{\mathrm{B}}\right)_{\mathrm{ref}}-\left(I c_{\mathrm{g}}\right)_{\mathrm{trans}} \tag{1.4}
\end{equation*}
$$

where the terms on the right represent the momentum fluxes in the incident, reflected and transmitted waves respectively. In deep water this becomes

$$
\begin{equation*}
F=\frac{1}{4} \rho g\left(a^{2}+a^{\prime 2}-b^{2}\right) \tag{1.5}
\end{equation*}
$$

where $a, a^{\prime}$ and $b$ are the respective wave amplitudes.
The maximum value of this expression $\frac{1}{2} \rho g a^{2}$ is equal to the horizontal stress acting on a dam, erected across a reservoir of depth $a$ equal to the wave amplitude. If $a$ is measured in metres, this force is $\frac{1}{2} a^{2} t / m$ (tonnes force per metre) measured along the dam. Thus waves of amplitude $a=10 \mathrm{~m}$ correspond to a maximum force of $50 \mathrm{t} / \mathrm{m}$.

In water of finite depth $h$, the ratio $c_{g} / c$ is more generally equal to ( $\frac{1}{2}+k h / \sinh 2 k h$ ) where $k$ is the wavenumber. This leads one to expect that in general

$$
\begin{equation*}
F=\frac{1}{4} \rho g\left(a^{2}+a^{\prime 2}-b^{2}\right)(1+2 k h / \sinh 2 k h) \tag{1.6}
\end{equation*}
$$

the last factor tending to unity as the depth tends to infinity.
In §2 of this paper we shall first establish equation (1.6) theoretically, under certain conditions. Thus the wave amplitude must be sufficiently small for the bilinear theory to apply, which excludes breaking waves, for example. Nevertheless under appropriate conditions equation (1.6) can be generalized so as to evaluate
the total force on any number of floating or submerged bodies, and to the situation where the undisturbed depths of water on the up-wave and down-wave sides are unequal. Hence we can consider applying the result to submerged bodies and submarine reefs.

In §3 we shall describe experiments which verify equation (1.6) experimentally for a Cockerell wave raft, and for a Salter 'duck' in waves of moderate amplitude.


Figure 1. Schematic representation of a wave absorber situated in a train of waves.
For totally submerged bodies, however, it is found experimentally that the mean force can be less than expected, and in $\S 5$ we show theoretically and experimentally that this is due partly to the presence of a second harmonic in the transmitted wave.

In breaking waves, Salter has found an even more drastic reduction, and even a reversal, of the mean force. This is discussed in §6, and a qualitative explanation is put forward in terms of the wave set-up. In $\S 7$ it is verified experimentally that a similar reversal can occur on submerged sand bars, long low waves driving the bars shorewards, but shorter, breaking waves driving them seawards.

Finally we discuss briefly the possibility of using wave momentum to propel a small craft. This is demonstrated by means of a model.

## 2. The bilinear theory

We shall first establish theoretically the results stated in the Introduction. The arguments, which are simple, depend solely on the conservation of the mean momentum.

Suppose that waves of low amplitude $a$ approach from the left in water of undisturbed depth $k$. They are incident upon any number of floating or submerged bodies (which may be absorbing or generating wave energy at the same frequency) confined to a finite horizontal range. For simplicity, the mean depth on the right is assumed
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to be the same as that on the left, in the first place. The amplitudes of the reflected and transmitted waves are denoted by $a^{\prime}$ and $b$ respectively, and we allow for a small, second-order displacement $\bar{\xi}$ of the mean surface level on the left, and $(\bar{\xi}+\Delta \bar{\zeta})$ on the right, due to the waves.
Horizontal and vertical coordinates are denoted by $x$ and $z$, with $x$ in the direction of the incident wave and $z$ measured vertically upwards from the undisturbed mean water level. The horizontal and vertical components of the particle velocity are denoted by $u$ and $w$.
A general expression for the flux of horizontal momentum across a vertical plane $x=$ constant is

$$
\int_{-h}^{\zeta}\left(p+\rho u^{2}\right) d z
$$

where $p$ is the pressure, $\rho$ the density and $\xi(x, t)$ the local elevation of the free surface. Subtracting the corresponding flux in the absence of the waves (which arises solely from the hydrostatic pressure $p_{0}=-\rho g z$, and taking averages with respect to the time, we obtain the excess flux of momentum due to the waves as

$$
\begin{equation*}
S=\overline{\int_{-h}^{b}\left(p+\rho u^{2}\right) \mathrm{d} z}-\int_{-h}^{0} p_{0} \mathrm{~d} z . \tag{2.1}
\end{equation*}
$$

In the case $a^{\prime}=0, \bar{\zeta}=0$, this is just the radiation stress, which for waves of small amplitude has been evaluated by Longuet-Higgins \& Stewart (1960, 1964). Generalizing their argument we note first that (2.1) may be written

$$
\begin{equation*}
S=\overline{\int_{0}^{\zeta} p \mathrm{~d} z}+\int_{-h}^{0} \overline{\left(p-p_{0}+\rho u^{2}\right)} \mathrm{d} z \tag{2.2}
\end{equation*}
$$

correct to second order. Now by conservation of vertical momentum of the fluid contained between (1) the free surface $z=\zeta$, (2) the horizontal plane $z=$ constant and (3) any two vertical planes one wavelength apart, we have

$$
\overline{p+\rho w^{2}}-\rho g(\bar{\xi}-z)=p_{0}+\rho g z,
$$

where an overbar now denotes the double average over both a period and a wavelength. Therefore

$$
\begin{equation*}
\bar{p}-p_{0}=\rho g \bar{\zeta}-\rho \bar{w}^{2} \tag{2.3}
\end{equation*}
$$

and on substituting in (2.2) and taking averages over a wavelength we obtain

$$
\begin{equation*}
\bar{S}=\overline{\int_{0}^{\zeta} p \mathrm{~d} z}+\int_{-h}^{0} \rho \overline{\left(u^{2}-w^{2}\right)} \mathrm{d} z+\rho g h \bar{\zeta} . \tag{2.4}
\end{equation*}
$$

In the above integrals we may substitute the well-known first-order expressions for the pressure $p$ and the orbital velocities $u, w$ in Stokes waves of arbitrary depth $h \div h+\bar{\zeta}$, namely

$$
u=\phi_{x}, \quad w=\phi_{z}, \quad p / \rho=\phi_{t}-g z, \quad \zeta=g^{-1}\left(\phi_{t}\right)_{z=0},
$$

where

$$
\phi=\left[a \cos (k x-\sigma t)+a^{\prime} \cos (k x+\sigma t)\right] \frac{\sigma \cosh k(z+h)}{k \sinh k h}
$$

and

$$
\sigma^{2}=g k \tanh k h
$$

(see, for example, Lamb 1932, ch. 9). On taking averages with respect to $x$ and $t$, all terms proportional to the product $a a^{\prime}$ vanish, and we obtain

$$
\begin{equation*}
\bar{S}=\frac{1}{4} \rho g\left(a^{2}+a^{\prime 2}\right)(1+4 k h / \sinh 2 k h)+\rho g h \bar{\zeta} \tag{2.5}
\end{equation*}
$$

correct to second order. So the momentum fluxes in the incident and reflected waves are simply added. The last term $\rho g h \bar{\zeta}$ can be considered as the effect of an additional hydrostatic pressure $\rho g_{5}^{5}$ exerted throughout the whole depth $h$.

Consider now the horizontal momentum of the fluid contained between two fixed vertical planes $x=x_{1}, x_{2}$, one far to the left and the other far to the right. If $F$ denotes the sum of the mean horizontal forces exerted by the fluid on all the solid bodies contained between these two planes, then the flux of horizontal momentum from the bodies to the water is just $-\boldsymbol{F}$. Assuming the mean horizontal momentum of the water to be conserved, we must therefore have

$$
F=S_{1}-S_{2}
$$

where $S_{1}$ and $S_{2}$ denote the fluxes of momentum across the two planes. In this equation we can take averages with respect to $x_{1}$ and $x_{2}$, each over one wavelength, with the result

$$
\begin{equation*}
F=\frac{1}{4} \rho g\left(a^{2}+a^{\prime 2}-b^{2}\right)(1+4 k h / \sinh 2 k h)-\rho g h \Delta \bar{\xi} \tag{2.6}
\end{equation*}
$$

from (2.4).
To complete the calculation we must now evaluate the difference $\Delta \bar{\zeta}$ in the mean level on the two sides. To do this we introduce the further assumption (see LonguetHiggins 1967) that the motion is irrotational to second order. Then we may use the Bernoulli integral

$$
p\left|\rho+\frac{1}{2}\left(u^{2}+w^{2}\right)+g z+\partial \phi\right| \partial t=f(l)
$$

and on taking both time and space averages we obtain

$$
\left.\bar{p} l \rho+\frac{1}{2} \overline{\left(u^{2}+w^{2}\right)}\right)+g z=C(t),
$$

where $C$ is independent of both $x$ and $z$. Combining this with equation (2.3) and writing $z=0, p_{0}=0$ we have
and so

$$
\begin{align*}
& g \bar{\zeta}=-\frac{1}{\left.\frac{1}{\left(u^{2}-w^{2}\right.}\right)_{z=0}+C / \rho} \\
& g \Delta \bar{\zeta}=-\left.\frac{1}{2}\left(\overline{u^{2}-w^{2}}\right)_{z=0}\right|_{x=-\infty} ^{x=\infty} . \tag{2.7}
\end{align*}
$$

Now substituting the first-order expression for the orbital velocities $u$ and $w$ we find

$$
\begin{equation*}
g \Delta \bar{\zeta}=\frac{1}{4} g\left(a^{2}+a^{\prime 2}-b^{2}\right) \frac{2 k}{\sinh 2 k h} . \tag{2.8}
\end{equation*}
$$
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This combined with equation (2.5) gives us

$$
\begin{equation*}
F=\frac{4}{4} \rho g\left(a^{2}+a^{\prime 2}-b^{2}\right)(1+2 k h / \sinh 2 k h), \tag{2.9}
\end{equation*}
$$

the result to be proved.
When the depths of water on the two sides are unequal it is easily seen that the same arguments lead to

$$
F=\frac{1}{4} \rho g\left(a^{2}+a^{\prime 2}\right)\left(1+2 k h_{1} / \sinh 2 k h_{1}\right)-\frac{1}{4} \rho g b^{2}\left(1+2 k h_{2} / \sinh 2 k h_{2}\right),
$$

where $h_{1}$ and $h_{2}$ denote the mean depths on the two sides. That is to say
as expected.

$$
\begin{equation*}
F=\left(I c_{\mathrm{g}}\right)_{\mathrm{na}}+\left(I c_{\mathrm{g}}\right)_{\mathrm{ret}}-\left(I c_{\mathrm{g}}\right)_{\mathrm{rans}} \tag{2.10}
\end{equation*}
$$

We note that the assumption of a steady mean surface level $(\bar{\zeta}+\Delta \bar{\zeta})$ on the downwave side may be appropriate only when there is a beach or other barrier to restrict the mean flow on the down-wave or the up-wave side. Otherwise, if the waves were started from rest, it would be difficult to achieve a steady state in a limited time.

The assumption that the flow is irrotational to second order also implies that the waves are not breaking.

## 3. EXPERIMENTAL VERIFICATION

A Cockerell wave raft, consisting of six hinged floats each 12 in long $\times 23.5$ in wide (see figures 8 and 9 , plate 1) was placed in a wave tank of length 40 ft and width $W=2 \mathrm{ft}$. Periodic waves were generated by a plunger at one end of the tank, and absorbed by a sloping beach at the other. Power was extracted by a simple arrangement of pumps, generally two at each hinge, raising water to a height 1.6 m above the mean water level. The mean force on the float was measured with a spring balance.

Figure 2 shows a typical set of results for waves of period 1.0 s in water of depth $h=0.36 \mathrm{~m}$. The measured force is plotted against the expression

$$
W F=\Varangle \rho g W\left(a^{2}+a^{\prime 2}-b^{2}\right)
$$

at various wave amplitudes $a$. The broken line in figure 2 represents the force that would be exerted in deep water. The full line represents the theoretical force (1.6) after adjustment by the factor for finite depth, and it can be seen that the agreement is close. At higher values of the wave amplitude the accuracy of the measurements was reduced by a long-period seiche (about 10 s) which was set up in the tank and affected both the wave amplitude and the forces on the raft.

Further details of the experiments are given in table 1.
Salter, Jeffrey \& Taylor (1976) have measured the mean forces on a nodding 'duck', which absorbs a high proportion of the incident wave energy. In figure 4 we have plotted their measured values against the theoretical value $\frac{1}{4} \rho g W a^{2}$ for low waves in deep water. Although there is greater scatter than in our measurements the

Mean forces exerted by waves


Figure 2. Mean horizontal forces on wave raft. Wave period $T=1.0 \mathrm{~s}$; mean depth $h=0.36 \mathrm{~m}$.

## Table 1. Parameters for the data of figure 2

| run | period/s | $a / \mathrm{cm}$ | $\left(a^{\prime} \mid a\right)^{2}$ | $(b / a)^{2}$ | efficiency | loss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A1 | 1.00 | 1.71 | .11 | .34 | .10 | .44 |
| A2 | 1.02 | 2.36 | .07 | .24 | .14 | .55 |
| A3 | 1.04 | 3.03 | .07 | .17 | .12 | .64 |
| A4 | 1.05 | 3.65 | .07 | .16 | .15 | .62 |
| B1 | 1.01 | 1.31 | .11 | .32 | .13 | .44 |
| B2 | 1.01 | 1.88 | .11 | .28 | .16 | .45 |
| B3 | 1.02 | 1.88 | .13 | .25 | .20 | .42 |
| B4 | 1.03 | 2.18 | .05 | .21 | .19 | .55 |
| B5 | 1.04 | 2.68 | .06 | .22 | .18 | .54 |
| B6 | 1.05 | 3.15 | .08 | .18 | .17 | .57 |

observed values in figure 4 are in fair agreement at low wave amplitudes. The points on the right of the figure are for breaking waves. It is not surprising that the agreement is less good. Nevertheless the reduction in force is interesting, and reasons for it will be discussed below.


Figure 3. Mean horizontal forces on wave raft. $T=1.0 \mathrm{~s}, h=0.25 \mathrm{~m}$.

## 4. Experiments with a submerged circular cylinder

Salter et al. (1976) also measured the forces on a circular cylinder, held with axis horizontal so as to be completely submerged in still water. For non-breaking waves the mean horizontal force was found to be quite small, as would be expected from equation (1.5) since a submerged circular cylinder has infact the remarkable property that its transmission coefficient is unity and its reflexion coefficient is zero, according to linearized non-viscous theory (Dean 1948; Ursell 1950; Ogilvie 1963). Thus in equation (1.5) we should have $a^{\prime}=0, b=a$.

At higher wave amplitudes, however, the horizontal force was observed to change sign, i.e. the mean force was found to be towards the wavemaker. How is this to be explained?


Figure 4. Mean horizontel forces acting on a Salter 'duck'.

The present author carried out a somewhat similar experiment in which a submerged cylinder of diameter 15 cm was suspended below the surface by a vertical arm, free to swing about a pivot above the surface (see figures 10 and 11, plate 2). In this way the cylinder was constrained vertically but was free to make small oscillations in a horizontal direction. Being flooded internally, the mean density only slightly exceeded that of the water, and the period of free oscillation (about 10 s ) was long compared to the wave period.

Now the amplitude of the waves reflected from a submerged, neutrally buoyant cylinder, constrained vertically but free horizontally, may be shown (see the appendix) to be given by

$$
\begin{equation*}
a^{\prime} \mid a=\sin \left(\psi_{1}-\psi_{2}\right) \tag{4.1}
\end{equation*}
$$

where $\psi_{1}$ is the phase-lag of the force on a fixed cylinder (relative to the force on a fluid particle on the axis in the absence of the cylinder), and $\psi_{2}$ is the phase-lag of the displacement of a completely free cylinder (relative to the displacement of a particle on the axis, in the absence of the cylinder). The amplitude of the transmitted wave is then

$$
\begin{equation*}
b^{\prime} \mid a=\cos \left(\psi_{1}-\psi_{2}\right) . \tag{4.2}
\end{equation*}
$$

The angles $\psi_{1}$ and $\psi_{2}$ have been computed by Ogilvie (1963), and with the parameters of the experiment it is found that $a^{\prime} / a$ is fairly small, lying between 0.25 and 0.35 . For incident waves of moderate amplitude we therefore expect a small mean force on the cylinder, directed down-wave.


Figure 5. Mean horizontal forces on a submerged circular cylinder. Wave period 1.0 s , mean depth 0.52 m : depth of immersion 5.0 cm .

Figure 5 shows a typical set of measurements when the depth $d$ of immersion (of the uppermost part of the cylinder below the still-water level) was 5.0 cm . The horizontal axis corresponds to the value of $\frac{1}{4} \rho g W a^{2}$, and is a measure of the incident momentum flux. The broken linerepresents the measured value of $\frac{1}{4} \rho g W\left(a^{2}+a_{1}^{\prime 2}-b_{1}^{2}\right)$, where $a, a_{1}^{\prime}$ and $b_{1}$ are the measured amplitudes of the incident, reflected and transmitted fundamental frequencies. The ratios $a_{1}^{\prime} / a$ and $b_{1} / a$ were found to be in fair agreement with equations (4.1) and (4.2). The measured mean forces are shown in figure 5 by crosses. Up to point $B$, where the waves were first observed to be breaking, the force was smaller than expected, though generally positive. After point $C$ it had definitely reversed sign. Under these conditions the cylinder tended to be deflected strongly towards the wave-maker (see figure 11, plate 2). The effect was obviously similar to the one reported by Salter. We consider now some possible explanations.

## 5. The effect of higher harmonics

Waves in the presence of submerged bodies tend to behave quite non-linearly, and with a submerged cylinder it is easy to detect visually the presence of an appreciable second harmonic (twice the fundamental frequency) in the transmitted waves. The probable reason for this is that the wave amplitude above the cylinder quickly grows to a significant fraction of the local depth $d$. Also, the horizontal fluid velocity is of
order $(g d)^{\frac{1}{2}}$ or greater. Both these facts imply strong nonlinearity, and the production of higher harmonics. This is even without the occurrence of wave breaking.

Consider the effect of a second harmonic in the transmitted wave. Since the second harmonics have a frequency double that of the first harmonics, their group velocity in deep water is only $\frac{1}{2} c_{B}$. So their ratio of momentum flux to energy flux is doubled. Denoting the first and second harmonics in the reflected and transmitted waves by $a_{1}^{\prime}, a_{2}^{\prime} ; b_{1}^{\prime}, b_{2}^{\prime}$ respectively, we have by conservation of energy

$$
\begin{equation*}
a^{2}=\left(a_{1}^{\prime 2}+b_{1}^{2}\right)+\frac{1}{2}\left(a_{2}^{\prime 2}+b_{2}^{2}\right)+\varepsilon, \tag{5.1}
\end{equation*}
$$

where $\epsilon$ is a positive term representing the dissipation or extraction of energy. But by conservation of momentum

$$
\begin{equation*}
F=\frac{1}{4} \rho g\left[\left(a^{2}+a_{1}^{\prime 2}-b_{1}^{2}\right)+\left(a_{2}^{\prime 2}-b_{2}^{2}\right)\right] . \tag{5.2}
\end{equation*}
$$

If the reflected waves are small we may ignore $a_{1}^{\prime 2}$ and $a_{2}^{\prime 2}$ compared to the other terms, and on substituting for $a^{2}$ we have

$$
\begin{equation*}
F=\frac{4}{4} \rho g\left(\varepsilon-\frac{1}{2} b_{2}^{2}\right) . \tag{5.3}
\end{equation*}
$$

Thus the sign of the force depends on a balance between the dissipation term and the amplitude of the transmitted second harmonic. When the latter is larger, the radiation stress in the second harmonic reverses the sign of $F$.

To measure the second harmonic $b_{2}$ in the transmitted wave, the waves were abruptly shut off by lowering a gate into the water down-wave from the cylinder. The waves continued to be recorded at a fixed distance down-wave of the gate. The rear of the fundamental wave-train, of amplitude $b_{1}$, passed first, with group velocity $c_{g}$; then the rear of the second harmonic, travelling with velocity $\frac{1}{2} c_{g}$. Between the two times of arrival, the amplitude $b_{\mathbf{2}}$ of the second harmonic could be measured.

The two upper curves in figure 5 show the measured values of ${ }_{4} \rho \rho W\left(a^{2}+a_{1}^{\prime 2}-b_{1}^{2}\right)$ and $-\frac{1}{4} \rho g W b_{2}^{2}$. These represent the observed mean forces associated with the fundamental wave and with the transmitted second harmonic, respectively. The former, though not accurately measured, is necessarily positive. The latter is negative, and is of the same order as the measured force, but is limited in magnitude. (The lowest broken line corresponds to the force that would be exerted by a second harmonic of limiting steepness, in otherwise still water.)

We may conclude that the second harmonic contributes an appreciable part, but not all, of the observed negative force.

The explanation for the remainder of the force may lie partly in the existence of harmonics higher than the second, which are effectively damped before reaching the recording point ( 2.5 m from the cylinder). However, in breaking-wave conditions we must in all probability go beyond the range of small-amplitude, irrotational theory, as follows.
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## 6. BREAKING WAVES

We suggest an explanation for the negative forces in breaking waves by analogy with the situation when waves approach a simple beach. The waves cause a change in the local mean water level $\bar{\zeta}$, called the wave 'set-up', which was studied experimentally by Saville (196I) and explained quantitatively by Longuet-Higgins \& Stewart (1963, 1964). On entering shallow water the wave amplitude, after an initial decrease, begins to increase sharply. This produces an increase in the radiation stress (the momentum flux due to the waves) which has to be offset by a decrease in the hydrostatic pressure. The mean level therefore falls, and there is a wave 'setdown'. The set-down increases almost till the breaking point, when the waves begin to lose height and the radiation stress diminishes. The static pressure must now increase, and there is a dramatic rise in mean level, producing the much larger wave 'set-up'. Assuming that the breaker height is proportional to the local depth of water then it can be shown that the surface tilt is just proportional to the local slope $s$ of the bottom $(\partial \bar{\zeta} / \partial s \doteqdot 0.2 s)$. This result has been rather accurately confirmed by Bowen, Inman \& Simmons (1968).


Figure 6. Schematic picture of the changes in mean sea level of waves in the presence of a submerged cylindor, if the waves are not breaking: (a) symmetrical; (b) unsymmetrical.

We may think of the set-up as being due to the waves shooting their horizontal momentum horizontally at the beach. The resulting pile-up is not statically maintained, but is balanced by the momentum flux term ( $\rho u$ ) u, where $u$ is the horizontal velocity of the particles.

Now we can think of a submerged circular cylinder as two beaches, back-to-back (see figures 6 and 7). Suppose first that there is no breaking (figure 6). Then there will be

(b)

(c)


Figure 7. Schematic picture of the changes in mean level of waves in the presence of a submerged cylinder (a) symmetrical, ( $b$ ) unsymmetrical, wavelongth large compared to that of curvature (c) unsymmetrical, wavelength not large compared to radius of curvature.
a small wave set-down, but no set-up. If the set-down is symmetrical (figure $6 a$ ) there will be no mean horizontal force on the cylinder, but a small vertical force, directed upwards. This is in fact the situation for waves of small amplitude impinging on a submerged circular cylinder, either fixed or neutrally buoyant and free to move (see Ogilvie 1963). According to the linearized theory there is no reflexion. Hence the wave velocities may be all simply reversed in time, the incident and reflected waves having their rôles exchanged. The mean level must therefore be symmetric about the mid-point. For larger waves, however, both non-linearity and viscosity may make the mean level unsymmetrical, as in figure $6 b$. Then there can be a small horizontal force as well as a mean vertical force.

Suppose now that the waves are breaking as in figure 7. The points where the waves begin and end their breaking are shown by $B$ and $B^{\prime}$ respectively. Outside these limits, approximately, there is a wave set-down. But inside, there is a much larger wave set-up, to balance the loss of horizontal momentum flux. If the set-up is symmetrical, as in figure $7 a$, there will be no mean horizontal force, but simply a large downwards force on the cylinder. If the set-up is unsymmetrical as in figure $7 b$, there will be a net horizontal force to the right. This is the situation we might expect if the wavelength is short compared to the diameter of the cylinder. For then the change in depth above the cylinder will be relatively slow and the breaker-height will have time to adjust to the local depth of water above the cylinder. To the right of the mid-point, when the depth begins to increase, breaking will soon cease, because the waves will no longer be forced to try to become steeper.
In the present experiments, however, the wavelength is not small compared to the diameter of the cylinder. The waves are forced to break, from their point of view, without much warning, and there is a delay in the onset of breaking until near the point of minimum depth. Moreover, breaking continues until some time after the depth begins to increase again. Hence the wave set-up is unsymmetrical as in figure $7 c$, with most of the set-up occurring on the right. This produces a net force to the left, as shown.

## 7. EXPERIMENTS WITH SUBMERGED BARS

If our reasoning is correct, a similar reversal of the mean force is to be expected when breaking waves impinge on a sand-bar or on any other submerged body resting on the bottom.

The author carried out exploratory tests with an artificial sand-bar mounted on wheels (see, figures 12 and 13, plate 3) which was free to move horizontally in either direction. When subjected to long, low waves (period $T=1.15 \mathrm{~s}$, amplitude $a=1.0$ cm ) from the left (see plate 5) the mean force on the bar was positive. Thus the forces corresponding to the reflected wave predominated. If left entirely free, the bar tended to move towards the beach, with a mean speed of $0.95 \mathrm{~cm} / \mathrm{s}$.
When on the other hand the bar was subjected to short, steep waves ( $T=0.75 \mathrm{~s}$, $a=4.0 \mathrm{~cm}$ ) the waves broke on the far side of the bar (see figure 13) and the mean


Figure 8. The wave raft in position, facing incident waves. On the left is the spring balance for measuring the mean horizontal force. Width of tank $=2 \mathrm{ft}$.
Figuree 9. The raft under the action of waves: $T=1.0 \mathrm{~s}, a=2.0 \mathrm{~cm}$.

Proc. R. Soc. Lond. A, volume 352
Longuet-Higgins, plate 2


Figure 10. Submerged cylinder in low waves incident from the left: $d=3.5 \mathrm{~cm}, T=1.0 \mathrm{~s}$, $a=1.5 \mathrm{~cm}$.
Figure 11. Submerged cylinder in breaking waves incident from the left: $d=3.5 \mathrm{~cm}$, $T 工 1.0 \mathrm{~s}, a=4.0 \mathrm{~cm}$.

Proc. R. Soc. Lond. A, volume 352
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Figure 12. Artificial sand-bar in low waves incident from the left. $d=7.0 \mathrm{~cm}, T=1.15 \mathrm{~s}$, $a=1.0 \mathrm{~cm}$. Mean motion of bar $=0.95 \mathrm{~cm} / \mathrm{s}$ to the right.
Frgure 13. Artificial sand-bar in steep waves incident from the left. $d=7.0 \mathrm{~cm}, T=0.75 \mathrm{~s}$, $a=4.0 \mathrm{~cm}$. Mean motion of bar $=1.2 \mathrm{~cm} / \mathrm{s}$ to the left.

Proc. R. Soc. Lond. A, volume 352
Longuet-Higgins, plate 4
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Figure 14. Model boat (side view) with drive and Salter cam at stern.
Figure 15. Boat propelled by wave momentum flux. Forward speed $12 \mathrm{~cm} / \mathrm{s}$.
force was reversed. If left to itself the bar now tended to move in the reverse direction, with a mean speed $-1.2 \mathrm{~cm} / \mathrm{s}$.

This behaviour is qualitatively similar to the well-known behaviour of offshore sand-bars; long, low waves tend to move them beachwards, but short, steep waves tend to move them seawards (Sheppard \& LaFond r940).

It is generally supposed that most of the sediment transport due to waves is either 'bed-load', taking place in a thin mobile layer close to the bottom, or else 'suspended load', i.e. carried at a higher level. However, preliminary observations by the author have suggested that it is also possible for the motion of the sand to penetrate much deeper, presumably in response to the horizontal pressure gradients in the waves above. In that case shear takes place at a lower level, and the mass above moves more nearly as a solid body.

It seems desirable to determine the importance of this effect by further experiments.

## 8. USE OF the radiation stress for propulsion

The momentum flux in waves will necessarily produce a mean reaction on any wave-maker. Thus the radiation stress may be actually set up to use for propelling a small craft (see, figure 14, plate 4). In this model, a Salter cam is attached to the stern and is made to oscillate by attachment to a crank driven by a small electric motor. At wave-maker frequencies of $3 \mathrm{~s}^{-1}$ the boat is propelled along at speeds of $10-15$ $\mathrm{cm} / \mathrm{s}$. The ratio of thrust to power expended on the waves is quite advantageous. For we have

$$
I=E / c
$$

where $E$ denotes the energy density $\frac{1}{2} \rho g a^{2}$ and $c$ is the phase velocity. Hence the ratio of the thrust to the power expended is given by

$$
F \mid E c_{\mathrm{g}}=I c_{\mathrm{g}} / E c_{\mathrm{g}}=1 / c
$$

This is larger than for some conventional propellors. The total thrust, at given frequency is however limited by the maximum steepness of the waves, and the need to avoid cross-waves, which only generate wave momentum in a transverse direction.

By designing a wave-power device in conjunction with a wave-maker on the downwave side which generates waves at a higher frequency, it should be possible, on the basis of equation (5.3) to design a wave-powered craft which can advance against the waves. However, it is necessary for both the reflected wave amplitudes and the energy dissipated to be sufficiently small. In practice this requirement is quite stringent.
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## Appendix. Proof of equations (4.1)and (4.2)

Consider a submerged circular cylinder of radius $R$, either fixed or making small oscillations, with its axis horizontal and at a mean distance $(R+d)$ below the free surface. Let $(x, y)$ be horizontal and vertical coordinates, with $x=0$ as the plane of symmetry, and $y$ vertically upwards, and let ( $\xi, \eta$ ) denote the instantaneous displacements of the axis from its mean position. We consider two-dimensional motions, with waves approaching from, or diverging towards, $x=\infty$.
We know the following:
$T h e o r e m ~ A$. When the cylinder is fixed, then the coefficient of reflexion vanishes (Dean 1948; Ursell 1950).

Theorem $B$. When the cylinder is free and neutrally buoyant, then the coefficient of reflexion also vanishes (Ogilvie 1963).

Theorem $C$. When the centre describes a small circle, it generates or absorbs waves travelling only in the direction of the motion of the cylinder at the top of its orbit (Ogilvie 1963).
In general, let $\zeta_{-}$and $\zeta_{+}$denote the free surface displacements as $x \rightarrow-\infty$ and $+\infty$ respectively. Consider the following situations.
(1) The cylinder generates waves by making small vertical oscillations:

$$
\xi=0, \quad \eta=i s e^{-i \Delta t},
$$

where $s$ and $\sigma$ are constants and $t$ is the time. By symmetry about the plane $x=0$ we have

$$
\left.\begin{array}{l}
\zeta_{+}=a \mathrm{e}^{i(k x-\sigma t+\alpha),} \\
\zeta_{-}=-a \mathrm{e}^{\mathrm{e}(-k x-\sigma t+\alpha)},
\end{array}\right\}
$$

where $a$ and $\alpha$ are amplitude and phase angles.
(2) The cylinder generates waves by making small horizontal oscillations:

$$
\xi=s e^{-1 o t}, \quad \eta=0
$$

Because the motion is antisymmetric about $x=0$,

$$
\left.\begin{array}{l}
\zeta_{+}=\bar{a} e^{(k x x-\sigma t+\bar{a}),} \\
\zeta_{-}=-\bar{a} e^{(1-k x-\sigma t+\bar{a})},
\end{array}\right\}
$$

where $\bar{a}$ and $\bar{\alpha}$ are new constants.
(3) The cylinder generates waves by making small circular motions in a clockwise sense:

$$
\xi=s e^{-1 o t}, \quad \eta=-\mathrm{i} s \mathrm{e}^{-\mathrm{iot} .} .
$$

We simply subtract (1) from (2). But by theorem $\mathrm{C}, \zeta_{-}$vanishes. Hence $\bar{a}=a$, $\bar{\alpha}=\alpha$ and we have

$$
\left.\begin{array}{l}
\zeta_{+}=2 a e^{(k x-\sigma t+a)}, \\
\zeta_{-}=0 .
\end{array}\right\}
$$

(4) The cylinder absorbs waves coming from $x=-\infty$. In (3), reverse the signs of $x, t$ and $\xi$. Taking complex conjugate expressions, and adding a phase $\pi$ we get

$$
\xi=s \mathrm{e}^{-\mathrm{l} \sigma t}, \quad \eta=-\mathrm{i} s \mathrm{e}^{-\mathrm{l} \sigma t}
$$

Mean forces exerted by waves 479
and

$$
\left.\begin{array}{l}
\zeta_{+}=0, \\
\zeta_{-}=-2 a e^{\{(k x-\sigma t-\alpha) .}
\end{array}\right\}
$$

(5) The cylinder is fixed and subject to waves incident from $x=-\infty$. Taking $\frac{1}{2}[(3)-(4)]$ we have

$$
\begin{gathered}
\xi=0, \quad \eta=0 \\
\zeta_{+}=a \mathrm{e}^{1(k x-\sigma t+\alpha)}, \\
\zeta_{-}=a \mathrm{e}^{1(k x-\sigma t+\alpha)},
\end{gathered}
$$

This incidentally proves theorem A.
Consider now the mean forces ( $X, Y$ ) on the cylinder. In cases (1) and (2) these are, by symmetry,
and

$$
\begin{array}{ll}
X=0, & Y=Q \mathrm{e}^{1(-\sigma t+\delta)} \\
X=P \mathrm{e}^{(1-\sigma t+\gamma)}, & Y=0,
\end{array}
$$

where $P, Q$ and $\gamma, \delta$ are real constants. Hence in case (5) we obtain

$$
X=\mathrm{i} P \sin \gamma \mathrm{e}^{-10 t}, \quad Y=-Q \sin \delta \mathrm{e}^{-10 t} .
$$

The phase-lag $\psi_{1}$ of the force $Y$ behind the vertical acceleration $\partial^{2} \zeta / \partial t^{2}$ at $x=0$ in the incident wave is therefore

$$
\begin{equation*}
\psi_{1}=\pi+\alpha \tag{A1}
\end{equation*}
$$

(6) The cylinder responds freely to waves incident from $x=-\infty$. By theorem B we know there is no reflected wave, so the motion has the form

$$
(6)=\frac{1}{2}\left[(3) e^{1 c}+(4) e^{-i c}\right],
$$

where $\epsilon$ is a constant phase. Thus we have

$$
\xi=s \cos \varepsilon \mathrm{e}^{-\mathrm{lot} t}, \quad \eta=-\mathrm{i} s \cos \varepsilon \mathrm{e}^{-\mathrm{i} \sigma t}
$$

and

$$
\left.\begin{array}{l}
\zeta_{+}=a \mathrm{e}^{\mathrm{I}(k x-\sigma t+\alpha+c)}, \\
\zeta_{-}=-a \mathrm{e}^{(1(-k x-\sigma t-\alpha-\varepsilon)} .
\end{array}\right\}
$$

The phase-lag $\psi_{2}$ of the vertical displacement $\eta$ behind the vertical displacement at $x=0$ in the incident wave is therefore

$$
\begin{equation*}
\psi_{2}=-\frac{1}{2} \pi-(-\alpha-\varepsilon-\pi)=\frac{1}{2} \pi+\alpha-\varepsilon . \tag{A2}
\end{equation*}
$$

It will not be necessary to determine $\epsilon$, although this may easily be done from the condition that $X=M \partial^{2} \xi / \partial t^{2}$ where $M$ is the mass of the cylinder. Finally
(7) The cylinder is constrained vertically and free horizontally. We simply modify (6) by subtracting a fraction of the forced motion (1) to cancel the vertical displacement. Thus taking $(7)=(6)-(1) \cos \epsilon$, we have

$$
\xi=s \cos \varepsilon \mathrm{e}^{-\mathrm{t} \theta t}, \quad \eta=0 .
$$

The addition of the forced motion involved no extra displacement or force in the $x$-direction; hence the freedom of the motion in the horizontal is unaffected. Now the amplitudes of the incident and reflected waves are equal to $a$ and $a \cos \epsilon$ respectively. Therefore the coefficient of reflexion is

$$
\cos \epsilon=\cos \left(\psi_{1}-\psi_{2}\right)
$$

from equations (A 1) and (A 2). This proves equation (4.1). Since by conservation of energy $a^{\prime 2}+b^{2}=a^{2}$, equation (4.2) follows immediately.

Equations (1.1)-(1.5) were pointed out by the present author in a memorandum to a meeting on wave power at the C.E.G.B. Headquarters on 17 March 1975, under the chairmanship of $\operatorname{Dr} \mathrm{D} . \mathrm{T}$. Swift-Hook. A qualitative confirmation of the radiation stress was reported to the author on a subsequent visit to British Hovercraft Corporation, Isle of Wight at the invitation of Sir Christopher Cockerell and Mr Peter Crewe. The measurements by Salter et al., made originally at the author's prompting, are here quoted by kind permission of Mr Salter. The author has had many interesting discussions with those mentioned and also with Mr J. Platts and Mr I. Glendenning. The contents of the present paper were outlined at a discussion meeting at the Society for Underwater Technology on 10 March 1976, and at the annual meeting of the British Theoretical Mechanics Colloquium in Edinburgh.
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To understand the imaging of the sea surface by radar, it is useful to know the theoretical variations in the wavelength and steepness of short gravity waves propagated over the surface of a train of longer gravity waves of finite amplitude. Such variations may be calculated once the orbital accelerations and surface velocities in the longer waves have been accurately determined-a non-trivial computational task.

The results show that the linearized theory used previously for the longer waves is generally inadequate. The fully nonlinear theory used here indicates that for longer waves having a steepness parameter $A K=0.4$, for example, the short-wave steepness can be increased at the crests of the longer waves by a factor of order 8, compared with its value at the mean level. (Linear theory gives a factor less than 2.)

The calculations so far reported are for free, irrotational gravity waves travelling in the same or directly opposite sense to the longer waves. However, the method of calculation could be extended without essential difficulty so as to include effects of surface tension, energy dissipation due to short-wave breaking, surface wind-drift currents, and to arbitrary angles of wave propagation.

## 1. Introduction

An important component of radar backscatter from the sea surface arises from the Bragg scattering. This involves surface wavelengths of the order of a few centimetres for X-band radars, or tens of centimetres for L-band. In both cases the wavelengths are usually small compared to the dominant wavelengths of ocean surface waves ( 10 to $10^{3} \mathrm{~m}$ ). So it becomes an important question to study how the short-wave energy is distributed with respect to the phase of the longer waves.

In the present study we shall consider the classical model of a short train of gravity waves, of small but variable steepness ak, propagated over the surface of a longer train of gravity waves of finite steepness $A K$, as in figure 1. Early workers (Longuet-Higgins \& Stewart 1960) assumed that $A K \ll 1$, and in that case it was found that the variation in the wavenumber $k$ and amplitude $a$ of the short waves, in deep water, was given by

$$
\left.\begin{array}{l}
\frac{k}{\bar{k}}=1+A K \cos \psi+O(A K)^{2}  \tag{1.1}\\
\frac{a}{\bar{a}}=1+A K \cos \psi+O(A K)^{2}
\end{array}\right\}
$$



Froure 1. Definition sketch for short waves on long waves. The origin of $y$ is chosen so that $q^{2}+2 g y=0$ on the free surface.
where $\bar{k}$ and $\bar{a}$ are the (constant) values of $k$ and $a$ at the mean surface level and $\psi=K(x-C t)$ is the phase of the long waves. This gives

$$
\begin{equation*}
\frac{a k}{\vec{a} \vec{k}}=1+2 A K \cos \psi+O(A K)^{2} \tag{1.2}
\end{equation*}
$$

showing that the short waves are both shorter and steeper on the crests of the longer waves $(\psi=2 n \pi)$. However, since $A K \leqslant(A K)_{\max }=0.4432$ the maximum steepening predicted is less than 2.

Longuet-Higgins \& Stewart (1960) interpreted equations (1.1) by assuming (i) that the phase of the short waves was conserved, i.e. that

$$
\begin{equation*}
k q-\sigma=\text { constant } \tag{1.3}
\end{equation*}
$$

where $q$ is the particle speed in the long waves as seen by an observer travelling with the long-wave speed $C$, and $\sigma$ is the intrinsic frequency of the short waves in a frame moving with speed $q$; next, (ii) that the intrinsic frequency $\sigma$ and local wavenumber $k$ of the short waves were related by

$$
\begin{equation*}
\sigma^{2}=g^{\prime} k \tag{1.4}
\end{equation*}
$$

where $g^{\prime}$ was the effective value of gravity for the short waves, i.e.

$$
\begin{equation*}
g^{\prime}=g+\frac{\partial W}{\partial t} \tag{1.5}
\end{equation*}
$$

$W$ being the vertical component of orbital velocity in the long waves; and (iii) that the short-wave energy density $E$ was given by

$$
\begin{equation*}
E=\frac{1}{\operatorname{l}} a^{2}+\frac{\frac{b}{2} a^{2} \sigma^{2}}{k} \tag{1.6}
\end{equation*}
$$

representing the potential and kinetic energies respectively. The changes in shortwave energy $E$ over the long wave could then be attributed to ( $a$ ) advection by the long-wave orbital velocities, together with (b) work done by the straining of the long waves against the radiation stress of the short waves.

Garrett (1967) suggested that the same results (1.1) could be interpreted in terms of the conservation of wave action
where

$$
\begin{align*}
& N=E^{\prime} / \sigma,  \tag{1.7}\\
& E^{\prime}=\frac{1}{2} g^{\prime} a^{2} \tag{1.8}
\end{align*}
$$

is an alternative form of the short-wave energy density, and he introduced the equation

$$
\begin{equation*}
\frac{\partial N}{\partial t}-\frac{\partial}{\partial x}\left[\left(q-c_{\mathbf{g}}\right) N\right]=0, \tag{1.9}
\end{equation*}
$$

where $c_{g}$ is the group-velocity of the short waves ( $c_{g}=\frac{1}{2} c$ ).
Finally, Bretherton \& Garrett (1968) proved the validity of (1.9) for a general class of situations where a group of linearized short waves of wavenumber $k$ is propagated through a slowly varying medium with local velocity $q$, under the general assumption that

$$
\begin{equation*}
|\nabla q| \ll k q, \quad \frac{\partial q}{\partial t} \ll \sigma q, \tag{1.10}
\end{equation*}
$$

the energy density $E^{\prime}$ being defined as if the medium were locally uniform.
The great advantage of this formulation is its relative simplicity, and that there is no explicit restriction on the steepness $A K$ of the long waves; it appears necessary to assume only that

$$
\begin{equation*}
a k \ll 1, \quad k \gtrdot K . \tag{1.11}
\end{equation*}
$$

In the case of $A K$ finite, one would take as the effective (vector) gravity

$$
\begin{equation*}
g^{\prime}=g-a \tag{1.12}
\end{equation*}
$$

where $\boldsymbol{a}$ is the orbital acceleration in the long wave.
This principle has been partly applied (in principle) by Phillips (1981) to calculate the variation in amplitude of short capillary-gravity waves riding on longer gravity waves. The calculation could not be carried through in detail because the effective gravity $g^{\prime}$ was not at that time known with sufficient accuracy. However, the accurate calculation of accelerations in steep gravity waves has recently been carried out by Longuet-Higgins ( $1985 c$ ), and from this it is possible to infer $g^{\prime}$ by (1.12), hence both the shortening and steepening of the short waves. In this contribution we apply the results to short gravity waves, in the first place, with application particularly to backscattering in L -band. One significant result is that for finite values of $A K$ the short-wave steepening can actually be much greater than that given by linear theory. Moreover, it will be seen that the basic calculation of $g^{\prime}$ opens the way to the solution of other important problems, including the case when the short waves are strongly affected by capillarity.

## 2. Formulation of the problem

Relatively short gravity waves, of local height $2 a$ and wavelength $2 \pi / k$, ride on longer, progressive gravity waves of finite height $2 A$ and wavelength $2 \pi / K$ in deep water, where $k \geqslant K$ (see figure 1). It is required to find $k$ and $a k$ as functions of the phase of the long wave.

The intrinsic frequency $\sigma$ and the wavenumber $k$ of the short waves are assumed to be related by (1.4), where $g^{\prime}$ is the magnitude of the effective acceleration $g^{\prime}$ given
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by (1.12). Clearly, since the pressure gradient has no component tangential to the free surface, $g^{\prime}$ is always normal to the surface of the longer waves. The frequency $\sigma$ and the phase-speed

$$
\begin{equation*}
c=\sigma / k \tag{2.1}
\end{equation*}
$$

are taken as positive or negative according as the short waves travel in the same or opposite direction to the long waves. $q$ denotes the particle speed at the surface of the longer waves, as seen in a frame of reference moving with the long-wave phase speed $C$. In this reference frame the long waves appear steady and the free surface is a strearmine. At the mean level $y=\vec{y}$, we have $q=C$; (see Lamb 1932, p. 420).

To determine the wavenumber $k$ at points along the surface of the long waves we assume that the phase of the short waves is conserved, that is

$$
\begin{equation*}
k(q-c)=\text { constant }=\kappa \tag{2.2}
\end{equation*}
$$

say, Hence

$$
\begin{equation*}
c^{2}=\frac{g^{\prime}}{k}=\kappa^{-1} g^{\prime}(q-c) \tag{2.3}
\end{equation*}
$$

or

$$
\begin{equation*}
c^{2}+\kappa^{-1} g^{\prime} c-\kappa^{-1} g^{\prime} q=0 \tag{2.4}
\end{equation*}
$$

This is a quadratic equation for $c$ with solutions

$$
\begin{equation*}
c=-\beta \pm\left(\beta^{2}+2 \beta q\right)^{\frac{1}{2}}, \quad \beta=\frac{g^{\prime}}{2 k} \tag{2.5}
\end{equation*}
$$

Having found $c$ we may calculate $k$ from (2.3) in the form $k=g^{\prime} / c^{2}$.
To determine the local wave amplitude $a$, we assume that action is conserved, that is equation (1.9). In the steady flow relative to the moving frame of reference this implies that the flux of wave action is a constant, i.e.

$$
\begin{equation*}
\left(q-c_{\mathbf{g}}\right) \frac{E^{\prime}}{\sigma}=\text { constant } \tag{2.6}
\end{equation*}
$$

where $c_{\mathrm{g}}$ the group velocity of the short waves $\left(=\frac{1}{2} c\right)$ and $E^{\prime}$ is the intrinsic energy density of the short waves, given by (1.8). Since $\sigma=g^{\prime} / c,(2.6)$ can also be written

$$
\begin{equation*}
\left(q-\frac{1}{2} c\right) c a^{2}=\text { constant } \tag{2.7}
\end{equation*}
$$

or

$$
\begin{equation*}
a \propto\left[\left(q-\frac{1}{2} c\right) c\right]^{-\frac{1}{2}} \tag{2.8}
\end{equation*}
$$

(cf. Longuet-Higgins \& Stewart 1961).
Finally, the local wave steepening is defined as

$$
\begin{equation*}
r=a k /(\bar{a} \bar{k}) \tag{2.9}
\end{equation*}
$$

where a bar denotes the values at the mean level $y=\bar{y}$.
Clearly the above approach depends upon the accurate evaluation of the velocity $q$ and the orbital acceleration $a$ in a (long) gravity wave of finite amplitude.

## 3. Method of calculation

The real, or orbital acceleration in a surface wave must be carefully distinguished from the apparent accelerations as measured by a fixed vertical wave gauge (see Longuet-Higgins $1985 c$ ). The real accelerations, both vertical and horizontal, vary
much more smoothly than the apparent accelerations, which can be very non-sinusoidal.

Numerical values of the real acceleration a were calculated by the method of Longuet-Higgins (1985a) which makes use of a set of quadratic relations between the Fourier coefficients $a_{n}$ in Stokes's series for the Cartesian coordinates $(x, y)$ in terms of the velocity potential. Thus if $K=g=1$, and the free surface is given by

$$
\left.\begin{array}{l}
y=a_{0}+\sum_{1}^{\infty} a_{n} \cos \left(\frac{n \phi}{c}\right),  \tag{3.1}\\
x=\frac{\phi}{c}+\sum_{1}^{\infty} a_{n} \sin \left(\frac{n \phi}{c}\right)
\end{array}\right\}
$$

where $\phi$ is the velocity potential, then the coefficients $a_{0}, a_{1}, a_{2}, \ldots$ satisfy the relations

$$
\left.\begin{array}{l}
a_{0} b_{0}+a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}+\ldots=-c^{2},  \tag{3.2}\\
a_{1} b_{0}+a_{0} b_{1}+a_{1} b_{2}+a_{2} b_{3}+\ldots=0, \\
a_{2} b_{0}+a_{1} b_{1}+a_{0} b_{2}+a_{1} b_{3}+\ldots=0,
\end{array}\right\}
$$

with $b_{n}=n a_{n}, n>0$ and $b_{0}=1$. These relations may be quickly and accurately solved for a given value of the phase-speed $c$ (in general) or of the wave amplitude

$$
\begin{equation*}
A=a_{1}+a_{3}+a_{5}+\ldots \tag{3.3}
\end{equation*}
$$

The speed $q$ at the free surface is then found from the Bernoulli relation

$$
\begin{equation*}
q^{2}=-2 y, \tag{3.4}
\end{equation*}
$$

and the vector acceleration $\boldsymbol{\alpha}$ from the general relation

$$
\begin{equation*}
a=\chi_{z} \chi_{z z}^{*}=-q^{6} z_{x}^{2} z_{x x}^{*} \tag{3.5}
\end{equation*}
$$

where $z=x+\mathrm{i} y$ and $\chi=\phi+\mathrm{i} \psi, \psi$ the stream function. (An asterisk denotes the complex conjugate.) In real terms this is

$$
\begin{equation*}
a=-q^{6}\left(x_{\phi}+i y_{\phi}\right)^{2}\left(x_{\phi \phi}-\mathrm{i} y_{\phi \phi}\right) . \tag{3.6}
\end{equation*}
$$

The effective gravity $g^{\prime}$ is then found from (1.12).
Because of the slow initial rate of convergence of the series (3.1) at high values of $A K$, care must be taken to include enough terms in these series. A recent study (Longuet-Higgins 1985b) has shown that after an initial rate of convergence like $n^{-\frac{1}{3}}$, $a_{n}$ ultimately converges exponentially, the transition to exponential behaviour occurs when $n=n_{\mathrm{c}}=O\left(\epsilon^{-3}\right)$, where

$$
\begin{equation*}
e^{2}=2.0\left|A K-(A K)_{\max }\right| . \tag{3.7}
\end{equation*}
$$

Since individual terms in the differentiated series for $x_{\phi \phi}$ and $y_{\phi \phi}$ at first increase like $n^{\frac{1}{2}}$, it is important, in order to ensure sufficient accuracy in the calculation, to include terms with $n$ somewhat in excess of $n_{\mathrm{c}}$.

Surface profile corresponding to $A K=0.1,0.2,0.3,0.4$ and the limiting value $A K=0.4432$ are shown in figure 2 . The corresponding values of the effective gravity $g^{\prime}$ are shown in figure 3. It will be seen that when $A K=0.4$ these range from $0.65 g$ at the crest of the wave $(x=0)$ to about $1.31 g$ in the wave trough.


Figure 2. Surface profiles of gravity waves in deep water, when $A K=0.1,0.2,0.3,0.4$ and 0.4432.


Fioure-3. The effective value of gravity $g^{\prime}$ at the surface of steep waves, as a function of the horizontal coordinate $x / L$.

## 4. Results: variation in short-wave length

Using suffices 1 and 2 to denote values at the long-wave crest and trough respectively, figure 4 shows the relative shortening $k_{1} / \bar{k}$ at the crests of the long waves as compared to the mean surface level, in the three cases when $\bar{k}=2,10$ and 100 . Similarly $k_{2} / \bar{k}$ shows the lengthening in the long-wave troughs. For values of $A K$ up to 0.2 the three curves corresponding to $\bar{k}=2,10$ and 100 are almost indistinguishable,


Frgure 4. The relative shortening of short waves at the crests $\left(k_{1} / \bar{k}\right)$ and in the troughs $\left(k_{2} / \bar{k}\right)$ of long waves, as compared to the mean level, when $c>0$. Note $K=1$.


Froure 5. As figure 4, but for $\mathrm{c}<0$.


Figure 6. The relative steepening of short waves at the crests $\left(r_{1}\right)$ and in the troughs ( $r_{2}$ ) of long waves, as compared to the mean level, when $c>0$.
and even when $A K=0.4$ there is little departure from the representative curve $\bar{k}=10$, when $k_{1} / \bar{k}=3.0$ and $k_{2} / \bar{k}=0.82$. Thus, the short-wave length varies over a range of about $3 \frac{1}{2}$ to 1 . This is for $c>0$, when the short waves travel in the same sense as the longer waves. Figure 5 shows a similar plot when $c<0$, and the short waves travel in the opposite sense. Here the variation in $k$ is only slightly less. However, as $A K \rightarrow(A K)_{\text {max }}$ it can be shown that $k_{1} / \bar{k} \rightarrow \infty$ when $c>0$, but remains finite when $c<0$.

## 5. Variation in the wave steepness

Figures 6 and 7 show the variation in steepening $r$ of the shorter waves, in a similar manner to figures 4 and 5. Thus

$$
\begin{equation*}
r_{1}=\frac{a_{1} k_{1}}{\bar{a} \bar{k}}, \quad r_{2}=\frac{a_{2} k_{2}}{\bar{a} \bar{k}} . \tag{5.1}
\end{equation*}
$$

Again the three curves corresponding to $\bar{k}=2,10$ and 100 lie very close together, showing that not only the wavelength variation but also the steepness variation is practically independent of short-wave length.

When $A K=0.4$, however, the short-wave steepness may vary by a factor of as much as 8 between the long-wave crests and the mean level. This compares with a factor less than 2 given by linear theory.

The variation of steepness $r$ over the profile of the long waves is shown in figure 8 as a function of $x / L$, and for different values of $A K$, using the representative short wavenumber $\hat{k}=8$. Comparing $A K=0.4$ with $A K=0.1$, one sees the distorting effect of nonlinearity in the long waves.


Figure 7. As figure 6, but for $c<0$.


Figure 8. The relative steepening $r$ as a function of the horizontal coordinate $x / L$, when $k=8, c>0$.


Figure 9. The relative steepening $r$ as a function of the vertical coordinate $(y-\bar{y}) / L$ when $\bar{k}=8, c>0$.


Fioure 10. The effective value of gravity $g^{\prime}$ at the surface of deep-water waves of limiting steepness.

Finally, in figure 9 the three curves of figure 8 are plotted instead against $(y-\bar{y}) / L$, that is the vertical height above the mean level $\bar{y}$. It now appears that all the curves collapse almost onto a single curve. This property may be useful in approximate analytical work. The appropriate nonlinear steepening is quite different from the linear theory, shown in figure 9 by the broken curve.
(a)

(b)


Figure 11. (a) The surface profile near the crest of a steep gravity wave, scaled according to $\epsilon^{2}=q_{1}^{2} / 2 C$. (b) The effective value of gravity $g^{\prime}$ near the crest of a steep gravity wave.

## 6. Limiting waves

Our previous calculations have been carried only as far as $A K=0.4$. In this Section we shall consider the limiting behaviour of the solutions as $A K \rightarrow(A K)_{\max }$, and the validity of the present approximations at large wave steepnesses.

Consider first the effective acceleration $g^{\prime}$ in a limiting wave. In figure $10 g^{\prime} / g$ is plotted against the horizontal coordinate $x / L$, using the computations by Williams (1981, Table $12 d$ ). In the wave troughs, $g^{\prime} / g=1.301$ and near the crests, since the surface slope tends to $30^{\circ}$, we have $g^{\prime} / g=3^{\frac{1}{2}} / 2=0.866$. At the crest itself, however, the downwards acceleration tends to $0.388 g$ (Williams 1981), so that $g^{\prime} / g=0.612$.


Figure 12. Graph to illustrate the behaviour of the phase-speed $c$, as given by (2.4).
For near-limiting waves, the behaviour near the crest is given by the theory of the almost-highest wave (Longuet-Higgins \& Fox 1977, 1978), which is valid when

$$
\begin{equation*}
q^{2} / C^{2}=2 \epsilon^{2} \ll 1 \tag{6.1}
\end{equation*}
$$

In this approach we introduce scaled coordinates $z_{s}=z / \epsilon^{2}$, where $z=x+i y$, and a scaled velocity potential $\chi_{\mathrm{s}}=\chi / \epsilon^{3}$ where $\chi=\phi+\mathrm{i} \psi$. Making use of the numerical coordinates of the free surface as given in table 3 of Longuet-Higgins \& Fox (1977) we can easily calculate the radius of curvature $R$ and hence the normal component of the particle acceleration

$$
\begin{equation*}
a_{\mathrm{N}}=q^{2} / R=2 g y / R \tag{6.2}
\end{equation*}
$$

at each point on the surface and hence the value of $g^{\prime}$. This is shown in figure $11(b)$, where $g^{\prime} / g$ is plotted against $x / \epsilon^{2}$. For comparison with the steepest wave in figure 2 , (3.7) shows that when $A K=0.40$, then $\epsilon^{2}=0.086$.

Now consider the propagation of short waves near the crest of a fairly steep longer wave. The values of the phase speed $c$ for given values of $q$ and $\kappa / g^{\prime}$ are shown in figure $12, c \kappa / g^{\prime}$ being plotted against $q \kappa / g^{\prime}$ according to (2.4). Since $q$ is always positive, the two roots (2.5) correspond to the branches $O A$ and $Q B$ of the parabola respectively. In fact the relevant sectors of the parabola are those lying between $q=q_{1}$ and $q=q_{2}$. For moderate wave steepnesses, $q_{1}$ and $q_{2}$ are of order $C$ while $\kappa=\bar{k}(C-\bar{c})$ is of order $\bar{k} C$ when $\bar{k} \gg 1$. Hence $q \kappa / g^{\prime}$ is generally large.

However, when the longer waves become steep, we have $\epsilon \rightarrow 0$, hence $q / C \rightarrow 0$. For
any finite value of $\bar{k}$, suppose it were possible for the left-hand boundary in figure 12 to approach the axis $q \kappa / g^{\prime}=0$. Then the positive root of (2.4) would give $c \sim q$, and so from (2.3) $k \sim g^{\prime} / q^{2}$, independently of $\bar{k}$. In other words the local wavelength $2 \pi / k$ of the short waves would be of order $\epsilon^{2}$, comparable to the radius of curvature of the crest. Hence the short-wave approximation would not be applicable. Similar considerations apply even more strongly to the negative root of (2.4).

For the short-wave approximation to remain valid we must have $k \epsilon^{2} \gg 1$. But since $k=g^{\prime} / c^{2}$ and $\epsilon^{2}=q^{2} / 2 C^{2}$ this implies $q^{2} \gg c^{2}$. Hence $q / c$ is at least moderately large, and the region of interest in figure 12 lies well to the right, where $q \kappa / g^{\prime} \gg 1$. This in turn means that we must have $\epsilon^{2} \bar{k}^{2} \gg 1$. For example, when $A K=0.4$ then $\bar{k}^{2} \gg 10$. Thus in figures 4-7 only the plots corresponding to $\bar{k}=10$ and 100 are quantitatively valid, at this value of $A K$.
Nevertheless some qualitative conclusions may be drawn. From figure 12 it is clear that the phase speed $c$ and hence the lengthscale $k^{-1}$ is always greater for oppositely travelling short waves approaching the long-wave crest than it is for short waves travelling in the positive direction. This suggests that there may be a real distinction between 'spilling' and 'plunging' breakers, the former being caused by forwardstravelling short-wave energy, and the latter by perturbations travelling in the opposite sense.

## 7. Conclusions

We have shown that by taking full account of the nonlinearity of the longer waves and by using the principle of action conservation for the shorter waves one can calculate accurately the short-wave steepening. This can be several times greater than that predicted by linear theory. The short-wave approximation cannot, however, be extended to long waves of limiting, or near-limiting, steepness.
We note that according to our assumptions in (1.1), the principle of action conservation is expected to be only an approximation. To test this principle, we have studied in another paper (Dysthe et al. 1987) a simple model in which the governing equations are ordinary differential equations capable of exact integration by numerical methods. The model suggests that action for the shorter waves is indeed conserved closely, though not precisely.

All the results of the present paper depend upon a precise calculation of the local gravity $g^{\prime}$. Hence we have considered only the case when the short waves are pure gravity waves. However, it must be realized that the basic calculation of $g^{\prime}$ for the long waves opens the way to a solution of other important problems, particularly the case when the short waves are capillary or capillary-gravity waves. A more general treatment is in progress which includes the dissipation of the short waves by breaking and the regeneration of the short waves by the wind.

Most of the calculations contained in this paper were first presented in a report to the TOWARD Hydrodynamics Committee at the Naval Research Laboratory, Washington D.C. in October 1985. The report was prepared at the Cal. Tech. Jet Propulsion Laboratory, Pasadena, with the kind cooperation of Dr C. Elachi and Dr O. H. Shemdin.
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#### Abstract

The apparent gravity felt by a particle on the surface of water when a progressive train of gravity waves of finite amplitude passes is shown to be analogous to the apparent gravity on the bob of a rapidly rotating pendulum under weak gravity. A train of short gravity waves riding on longer waves will thus have some properties in common with those of a smaller, rapidly rotating pendulum attached to the first pendulum. The variation of the energy and action of the smaller pendulum are examined analytically and by numerical integration.


## 1. Introduction

The modulation of short surface waves riding on the surface of longer gravity waves is a phenomenon of some interest for the formation of whitecaps on the sea surface, and for the imaging of the ocean by radar backscatter. Accurate numerical calculations of the short-wave modulation have recently been presented by Longuet-Higgins ( 1987 ). The purpose of this paper is to describe a simple but useful analogue to the two-wave system, namely the motion of a short pendulum rotating around the bob of a similar and longer pendulum. The advantage of such a model is that it replaces the continuous fluid two-wave system by a discrete system having only two degrees of freedom, which is described by two ordinary differential equations. Because the latter can be integrated to any desired accuracy, it is then possible to test such approximations as the conservation of wave action of the shorter waves by reference to corresponding approximations made in the discrete model.

The plan of the paper is as follows. Section 2 introduces the pendulum analogue for a single water wave. Uniform fast rotation of the pendulum corresponds to a steady stream; the perturbation induced by gravity corresponds to a wave on the stream. There is a 'dispersion relation' connecting the frequency and amplitude of the perturbation, just as there is for a gravity wave of fixed wavelength.

In $\S 4$ we show that for a point on the bob of the pendulum, 'apparent gravity'
is always directed radially inwards, that is normally to the circular path. Similarly, in free-surface waves 'apparent gravity' is always directed normally to the free surface.
Section 5 introduces the double pendulum, in which a shorter pendulum, with a relatively small mass, is attached to the bob of the longer pendulum. Both describe complete orbits, the angular frequency of the shorter pendulum being relatively fast.

In §6 we discuss the energy and action of the small pendulum from an elementary point of view. It is shown analytically that by defining the energy $E$ in terms of the local gravity $g^{\prime}$ induced by the large pendulum, the local fluctuations in $E$ can be made relatively small. With certain definitions of the frequency $\sigma$ the ratio $E / \sigma$ can also be shown to be almost constant. However, some important ambiguities remain, which are removed by the hamiltonian treatment given in §7. Here it is shown that a more general formula for the action of the shorter pendulum yields unambiguous results. Some numerical examples are given in $\S 8$ which show that the action thus defined is indeed remarkably constant. The constancy is further improved by averaging over the initial phase of the small pendulum. Further discussion follows in $\S 9$.

This paper follows an earlier suggestion by one of us (Longuet-Higgins 1985), based on the elementary approach of $\S \S 2-6$. A number of references to the early history of action conservation in discrete systems are given in the Appendix. This paper represents an alternative approach to the extension of action principles to waves in continuous media pioneered by Whitham (1965, 1974), Garrett (1967), Bretherton \& Garrett (1968) and others.

## 2. The single orbiting pendulum

Consider a pendulum of length $L$ and mass $M$ under the action of gravity $g$, as in figure 1. If $\theta$ denotes the angle between the pendulum and the vertical, the kinetic and potential energies are given by

$$
\begin{equation*}
T=\frac{1}{2} M L^{2} \dot{\theta}^{2}, \quad V=M g L(\cos \theta+1) . \tag{2.1}
\end{equation*}
$$

Thus Lagrange's equation of motion

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial T}{\partial \theta}-\frac{\partial T}{\partial \theta}=-\frac{\partial V}{\partial \theta}  \tag{2.2}\\
L \tilde{\theta}=g \sin \theta \tag{2.3}
\end{gather*}
$$

yields
with a first integral

$$
\begin{equation*}
\frac{1}{2} L^{2} \dot{\theta}^{2}+g L(1+\cos \theta)=\frac{1}{2} L^{2} R^{2}=E / M, \tag{2.4}
\end{equation*}
$$

$R$ being the value of $\dot{\theta}$ when $\theta=\pi$. Writing
we obtain

$$
\begin{align*}
& \alpha=\frac{1}{2} \theta, \quad \lambda^{2}=4 g / L R^{2}  \tag{2.5}\\
& \alpha^{2}=\frac{1}{2} R^{2}\left(1-\lambda^{2} \cos ^{2} \alpha\right),  \tag{2.6}\\
& t=\frac{2}{R} \int \frac{\mathrm{~d} \alpha}{\left(1-\lambda^{2} \cos ^{2} \alpha\right)} . \tag{2.7}
\end{align*}
$$

whence


Ftoure 1. Notation for the single orbiting pendulum, showing the direction of the local gravity $g^{\prime}$.

The angular velocity $\dot{\theta}$ at the highest point $\theta=0$ is equal to $R\left(1-\lambda^{2}\right)^{\frac{1}{2}}$. This is real provided that $\lambda^{2} \leqslant 1$. The case $\lambda^{2}=1$ when the pendulum comes to rest at the top of its orbit (taking infinite time to do so) may be said to correspond to a wave of limiting height, which has a stagnation point at the crest.

Let us choose units in which $L=g=1$. We are interested in relatively high speeds of rotation, when $\lambda^{2} \ll 1$. Then the orbit is just a small perturbation of the state of uniform rotation

$$
\begin{equation*}
t=\lambda \alpha=\frac{1}{2} \lambda \theta, \quad \theta=2 t / \lambda . \tag{2.8}
\end{equation*}
$$

Expansion of (2.7) in powers of $\lambda$ gives as the next approximation

$$
\begin{equation*}
t=\left(\frac{1}{2} \lambda+\frac{1}{8} \lambda^{3}\right) \theta+\frac{1}{8} \lambda^{3} \sin \theta, \tag{2.9}
\end{equation*}
$$

the terms in $\lambda^{5}$ being neglected. Inversely we have
where

$$
\begin{gather*}
\theta=\sigma t-a \sin \sigma t,  \tag{2.10}\\
\sigma=2 / \lambda\left(1+\frac{1}{4} \lambda^{2}\right), \quad a=\frac{1}{4} \lambda^{2} . \tag{2.11}
\end{gather*}
$$

This represents a rotation with the slightly modified radian frequency $\sigma$, and perturbation amplitude $a$. The motion is similar to a gravity wave of amplitude $a$, viewed by an observer moving with the horizontal phase speed $c=\sigma$. Conversely, if we view the pendulum in a reference frame rotating with the mean radian frequency $\sigma$, the angular displacement $\theta$ of the bob is sinusoidal, with frequency $\sigma$ and amplitude $a$.

In higher approximations, $\theta$ will contain additional harmonics, proportional to $\cos n \sigma t$, where $n$ takes all integer values. The mean frequency $\sigma$ is found from

$$
\begin{equation*}
\frac{2 \pi}{\sigma}=\lambda \int_{0}^{\pi} \frac{\mathrm{d} \alpha}{\left(1-\lambda^{2} \cos ^{2} \alpha\right)^{\frac{1}{2}}}=2 \lambda K\left(\lambda^{2}\right), \tag{2.12}
\end{equation*}
$$
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where $K$ is a complete elliptic integral. From the expansion

$$
\begin{equation*}
K(z)=\frac{\pi}{2}\left[1+\left(\frac{1}{2}\right)^{2} z+\left(\frac{1 \times 3}{2 \times 4}\right)^{2} z^{2}+\left(\frac{1 \times 3 \times 5}{2 \times 4 \times 6}\right)^{2} z^{3}+\ldots\right] \tag{2,13}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{1}{\sigma}=\frac{1}{2} \lambda\left(1+\frac{3}{4} \lambda^{2}+\frac{9}{64} \lambda^{4}+\frac{25}{258} \lambda^{8}+\ldots\right) . \tag{2.14}
\end{equation*}
$$

## 3. The action integral

In dimensional units, the lagrangian $\mathscr{L}$ is given by

$$
\begin{equation*}
\mathscr{L}=T-V=\frac{1}{2} M L^{2} \dot{\theta}^{2}-M g L(1+\cos \theta) \tag{3.1}
\end{equation*}
$$

so we may take as conjugate variables

$$
\begin{equation*}
q=\theta, \quad p=\partial \mathscr{L} / \partial \dot{\theta}=M L^{2} \dot{\theta} \tag{3.2}
\end{equation*}
$$

Thus the action integral $A$ is given by $\dagger$

$$
\begin{equation*}
A=\oint p \mathrm{~d} q=M L^{2} \oint \dot{\theta}^{2} \mathrm{~d} t \tag{3.3}
\end{equation*}
$$

or, from (2.4)-(2.6),
where

$$
\begin{gather*}
A=4 L(2 E M)^{\frac{1}{2}} C\left(\lambda^{2}\right),  \tag{3.4}\\
\lambda^{2}=2 M g L / E \tag{3.5}
\end{gather*}
$$

and $G\left(\lambda^{2}\right)$ is the elliptic integral of the second kind:

$$
\begin{equation*}
G\left(\lambda^{2}\right)=\int_{0}^{k \pi}\left(1-\lambda^{2} \cos ^{2} \alpha\right)^{\frac{1}{2}} d \alpha \tag{3.6}
\end{equation*}
$$

with expansion

$$
\begin{equation*}
\left.G(z)=\frac{\pi}{2}\left[1-\left(\frac{1}{2}\right)\right)^{\frac{z}{1}}+\left(\frac{1 \times 3}{2 \times 4}\right)^{2} \frac{z^{2}}{3}-\left(\frac{1 \times 3 \times 5}{2 \times 4 \times 6}\right)^{2} \frac{z^{3}}{5}+\ldots\right] . \tag{3.7}
\end{equation*}
$$

Equation (3.4) is to be compared with the expression for $E / \sigma$ which would be found from (2.12). In dimensional form this is

$$
\begin{equation*}
E / \sigma=\pi^{-1} L(2 E M)^{\frac{1}{\mathrm{~L}}} K\left(\lambda^{2}\right) \tag{3.8}
\end{equation*}
$$

For small perturbations of the rotation, that is when $\lambda \ll 1$, we have
and

$$
\begin{gather*}
A \sim 2 \pi L(2 E M)^{\frac{1}{2}}  \tag{3.9}\\
E / \sigma \sim \frac{1}{2} L(2 E M)^{\frac{1}{2}} \tag{3.10}
\end{gather*}
$$

so that the two expressions are equivalent. (For a rotor, the ratio of $A$ to $E / \sigma$ is $4 \pi$, compared with $2 \pi$ for the harmonic oscillator and for linear surface waves.)
$\dagger$ Many authors define the action with an additional factor $1 /(2 \pi)$.

In general, however, $A$ and $E / \sigma$ are not equivalent. Note also that the action integral $A$, unlike $E / \sigma$, is independent of the origin chosen for the potential energy; a constant added to $V$ will not affect the definitions of $q$ and $p$ in equations (3.2).

## 4. Effective gravity

Any small body attached to the bob of the pendulum will feel itself to be in a local gravitational field

$$
\begin{equation*}
g^{\prime}=g-a, \tag{4.1}
\end{equation*}
$$

where $g$ is the vector acceleration of gravity and $a$ is the acceleration of the bob. By taking moments about the centre O it is easily seen that the tangential component $a_{s}$ of the acceleration is always balanced by the tangential component of gravity. Hence the tangential component of $(g-a)$ vanishes, and so the direction of the virtual gravity $g^{\prime}$ is always radial. This property has an analogue in surface gravity waves, namely that the local gravity vector $g^{\prime}$ for a particle of fluid in the free surface is always directed normally to the surface.

The magnitude of $g^{\prime}$ is thus the magnitude of the normal component $g_{n}$, that is to say

$$
\begin{equation*}
g^{\prime}=g_{\mathrm{n}}=L \dot{\theta}^{2}-g \cos \theta . \tag{4.2}
\end{equation*}
$$

By (2.4) we have also

$$
\begin{equation*}
g^{\prime}=g\left(4 \lambda^{-2}-2-3 \cos \theta\right) \tag{4.3}
\end{equation*}
$$

Thus $g^{\prime}$ is always directed away from the centre 0 provided that $\lambda^{2}<\frac{4}{5}$. However, when $\frac{4}{5}<\lambda^{2}<2$ there are two positions $\theta$ in the orbit at which $g_{\mathrm{n}}$ changes sign. In the critical case $\lambda^{2}=\frac{4}{3}, g_{n}$ is positive everywhere except at the highest point $\theta=0$, where the bob is in freefall. Then the centrifugal force $M L \dot{\theta}^{2}$ at that point exactly balances the downwards gravity $M g \cos \theta$.

## 5. The double pendulum

Suppose now that we have a second pendulum of mass $m$ and length $l$ attached to the bob of the first pendulum as in figure 2. It is convenient to choose units so that

$$
\begin{equation*}
L=1, \quad M+m=1, \quad g=1 . \tag{5.1}
\end{equation*}
$$

The kinetic and potential energies now become

$$
\left.\begin{array}{l}
T=\frac{1}{2} \dot{\theta}^{2}+l m \dot{\theta} \dot{\phi} \cos (\theta-\phi)+\frac{1}{2} l^{2} m \dot{\phi}^{2},  \tag{5.2}\\
V=(\cos \theta+1)+l m(\cos \phi+1),
\end{array}\right\}
$$

where $\phi$ is the angle which the second pendulum makes with the vertical. Lagrange's equations

$$
\left.\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\mathrm{~d} T}{\partial \theta}-\frac{\partial T}{\partial \theta}=-\frac{\mathrm{d} V}{\partial \theta} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\mathrm{~d} T}{\mathrm{~d} \phi}-\frac{\mathrm{d} T}{\partial \phi}=-\frac{\mathrm{d} V}{\partial \phi} \tag{5.3}
\end{array}\right\}
$$
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Figure 2. Notation for the double pendulum.
yield respectively

$$
\begin{equation*}
\ddot{\theta}+\operatorname{lm}\left[\ddot{\phi} \cos (\theta-\phi)+\dot{\phi}^{2} \sin (\theta-\phi)\right]=\sin \theta \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
l \ddot{\phi}+\left[\tilde{\theta} \cos (\theta-\phi)-\dot{\theta}^{2} \sin (\theta-\phi)\right]=\sin \phi \tag{5.5}
\end{equation*}
$$

Equation (5.5) may also be written

$$
\begin{equation*}
l \bar{\phi}=g_{\mathrm{n}} \sin (\theta-\phi)-g_{\mathrm{s}} \cos (\theta-\phi) \tag{5.6}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
g_{\mathrm{n}} & =\dot{\theta}^{2}-\cos \theta  \tag{5.7}\\
g_{\mathrm{s}} & =\ddot{\theta}-\sin \theta .
\end{array}\right\}
$$

From (5.6) we see that if a local frame of reference be taken with the same orientation $\theta$ as the first pendulum, the angular acceleration of the second pendulum is the same as in a local gravitational field $g^{\prime}=\left(g_{n}, g_{\mathrm{s}}\right)$, where $g_{\mathrm{n}}$ is (formally) the same local gravity as in equation (4.2), that is the local gravity due to the first mass alone.

We shall discuss the above equations on the assumption that

$$
\begin{equation*}
l \ll L, \quad m \ll M, \quad l \dot{\phi}^{2} \gg L \dot{\theta}^{2} \tag{5.8}
\end{equation*}
$$

that is to say the second pendulum is relatively short, its mass is only a small fraction of the total mass, and the centrifugal acceleration of the first pendulum is small compared with that of the second.

Then, by (5.4) we have

$$
\begin{equation*}
g_{\mathrm{s}}=-\operatorname{lm}\left[\ddot{\phi} \cos (\theta-\phi)+\dot{\phi}^{2} \sin (\theta-\phi)\right] \tag{5.9}
\end{equation*}
$$

If $m$ is assumed small compared with unity, and compared with all other parameters, this acceleration is an order of magnitude smaller than $g_{n}$, so that
most of the local fluctuation in $g^{\prime}$ comes from the radial component $g_{\mathrm{n}}$. Writing $\phi-\pi=\phi^{\prime}$ we then have for $\ddot{\phi}^{\prime}$ the approximation relation

$$
\begin{equation*}
l \ddot{\phi^{\prime}}=g_{\mathrm{n}} \sin \left(\phi^{\prime}-\theta\right), \tag{5.10}
\end{equation*}
$$

where $g_{n}$ is given by (5.7). This is analogous to (2.3).
Because $\theta$ varies slowly compared with $\phi$, we expect that the dynamical behaviour of the mass $m$ will locally be similar to that of an orbiting pendulum in a constant gravitational field $g_{\mathrm{n}}$.

## 6. Definition of the energy

How are we to define the energy $E$ of the second pendulum? A straightforward approach might suggest, by analogy with (2.4),

$$
\begin{equation*}
E=m\left[\frac{1}{2} l^{2} \dot{\phi}^{2}+l g(1+\cos \phi)\right], \tag{6.1}
\end{equation*}
$$

the first term representing the kinetic energy and the second the potential energy in the external gravity field. However, on differentiating with respect to the time we have

$$
\begin{align*}
\mathrm{d} E / \mathrm{d} t & =\operatorname{lm} \dot{\phi}(l \ddot{\phi}-\sin \phi) \\
& =\operatorname{lm} \dot{\phi}\left[\dot{\theta}^{2} \sin (\theta-\phi)-\vec{\theta} \cos (\theta-\phi)\right] \tag{6.2}
\end{align*}
$$

from (5.5). Because $\dot{\phi}$ is large, the oscillating terms $\sin (\theta-\phi)$ and $\cos (\theta-\phi)$ introduce fluctuations given by

$$
\begin{equation*}
\Delta E \approx \operatorname{lm}\left[\ddot{\theta}^{2} \cos (\theta-\phi)+\ddot{\theta} \sin (\theta-\phi)\right], \tag{6.3}
\end{equation*}
$$

which are of the same order as $E$ itself and so make the definition inappropriate.
Consider next the definition

$$
\begin{equation*}
E^{\prime}=m\left[\frac{1}{2} \imath^{2} \dot{\phi}^{2}+\lg ^{\prime}\{1+\cos (\phi-\theta+\pi)],\right. \tag{6.4}
\end{equation*}
$$

where $g^{\prime}$ is the virtual gravity given by equation (4.2). On differentiating with respect to $t$ we now have

$$
\begin{align*}
(1 / l m) \mathrm{d} E^{\prime} / \mathrm{d} t= & \dot{\phi}\left[\left[\ddot{\phi}-\left(\dot{\theta}^{2}-\cos \theta\right) \sin (\theta-\phi)\right]\right. \\
& +\dot{\theta}\left[(2 \ddot{\theta}+\sin \theta)\{1-\cos (\theta-\phi)\}+\left(\dot{\theta}^{2}-\cos \theta\right) \sin (\theta-\phi)\right] . \tag{6.5}
\end{align*}
$$

Equations (5.4) and (5.5) show that, to lowest order in $m$, the coefficient of $\dot{\phi}$ in (6.5) now vanishes identically, and we have

$$
\begin{equation*}
\frac{1}{l m} \frac{\mathrm{~d} E^{\prime}}{\mathrm{d} t}=3 \dot{\theta} \sin \theta[1-\cos (\phi-\theta)]-\dot{\theta}\left(\dot{\theta}^{2}-\cos \theta\right) \sin (\phi-\theta) . \tag{6.6}
\end{equation*}
$$

The fluctuations in $\dot{E}^{\prime}$ are now of order $(\dot{\theta} / \dot{\phi}) E^{\prime}$, which is relatively small. The slow rate of change of $E^{\prime}$ is found by taking the average with respect to $\phi$ in (6.6):

$$
\begin{equation*}
\left\langle\mathrm{d} E^{\prime} / \mathrm{d} t\right\rangle=3 \operatorname{lm} \dot{\theta} \sin \theta \tag{6.7}
\end{equation*}
$$

Now from (5.7) we have

$$
\begin{equation*}
\mathrm{d} g^{\prime} / \mathrm{d} t=\dot{\theta}(2 \ddot{\theta}+\sin \theta)=3 \dot{\theta} \sin \theta . \tag{6.8}
\end{equation*}
$$
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Therefore, if we define alternatively

$$
\begin{equation*}
E=E^{\prime}-m l^{\prime}=m\left[\frac{1}{2}(l \phi)^{2}-l^{\prime} \cos (\phi-\theta)\right], \tag{6.9}
\end{equation*}
$$

which is just as natural a choice as (6.4), we shall have in this approximation

$$
\begin{equation*}
\langle\mathrm{d} \tilde{E} / \mathrm{d} t\rangle=0, \tag{6.10}
\end{equation*}
$$

hence

$$
\begin{gather*}
\widetilde{E}=\text { const. }=\frac{1}{2} m l^{2} s^{2},  \tag{6.11}\\
s=(\dot{\phi})_{\phi-\theta+h_{m}} . \tag{6.12}
\end{gather*}
$$

This incidentally shows that the angular velocity of the smaller pendulum at the mean distance $L$ from the origin is almost constant.

In the definition of $\bar{E}$ in (6.9) we note that the potential energy has been defined relative to its level at the mean distance $L$ from the centre 0 .

Corresponding to the parameter $\lambda$ for the single pendulum (see equation (2.5)) we may define a dimensionless parameter $\nu$ by

$$
\begin{equation*}
v^{2}=4 g^{\prime} / l r^{2}=2 m g^{\prime} l / E^{\prime}, \tag{6.13}
\end{equation*}
$$

where $r$ is the angular velocity $\phi$ at the outer point of the orbit, that is when $(\phi-\theta)=2 n \pi ; r$ is then related to $s$ by

$$
\begin{equation*}
s^{2} \approx r^{2}\left(1-\frac{1}{2} \nu^{2}\right) . \tag{6.14}
\end{equation*}
$$

We note that under the third of the assumptions (5.8) the parameter $\nu$, defined by (6.13), is small.

Corresponding to (2.12) we have for the estimated period of rotation of the shorter pendulum

$$
\begin{equation*}
2 \pi / \sigma^{\prime}=(4 / r) K\left(\nu^{2}\right) \tag{6.15}
\end{equation*}
$$

where $v$ is related to $r$ by (6.13). By the expansion (2.13) for $K$ we have then

$$
\begin{equation*}
\sigma^{\prime}=r /\left(1+\frac{1}{2} \nu^{2}+\frac{9}{64} \nu^{4}+\ldots\right) . \tag{6.16}
\end{equation*}
$$

Because from (6.14) $r$ is related to $s$ by

$$
\begin{equation*}
r \approx s\left(1-\frac{1}{2} \nu^{2}\right) \dagger \tag{6.17}
\end{equation*}
$$

we have also

$$
\begin{equation*}
\sigma^{\prime} \approx s /\left[\left(1-\frac{1}{2} \nu^{2}\right)^{\frac{1}{2}}\left(1+\frac{1}{4} \nu^{2}+\frac{9}{64} \nu^{4}+\ldots\right)\right] . \tag{6.18}
\end{equation*}
$$

For small values of $\nu$ this becomes

$$
\begin{equation*}
\sigma^{\prime} \approx s\left(1+O\left(\nu^{4}\right)\right) \tag{6.19}
\end{equation*}
$$

So we expect $\sigma^{\prime}$ to be constant at least to order $\nu^{2}$. Hence $\bar{E} / \sigma^{\prime}$ is constant to this order also, as was expected.
However, in this elementary approach it is not clear why the particular definition (6.4) of the energy must be used. There is also a question whether it would be preferable to define both $E^{\prime}$ and $\sigma^{\prime}$ in a reference frame that is rotating with the angular velocity $\dot{\theta}$ of the longer pendulum. Both these questions are resolved in the following section.

## 7. A HAMILTONIAN DHRIVATION

A more rigorous treatment can be given in terms of Hamiltonian mechanics as follows. If as generalized coordinates we take

$$
\begin{equation*}
q_{1}=\theta, \quad q_{2}=\phi \tag{7.1}
\end{equation*}
$$

then the corresponding momenta are given by

$$
\left.\begin{array}{l}
p_{2}=\partial T / \partial \dot{q}_{2}=\dot{\theta}+l m \dot{\phi} \cos (\theta-\phi)  \tag{7.2}\\
p_{2}=\partial T / \partial q_{2}=l^{2} m \dot{\phi}+l m \dot{\theta} \cos (\theta-\phi)
\end{array}\right\}
$$

and, working to order $m$, we can write

$$
\begin{equation*}
T=\frac{1}{2} p_{1}^{2}+\frac{1}{2 l^{2} m}\left[p_{2}-l m p_{1} \cos (\theta-\phi)\right]^{2} \tag{7,3}
\end{equation*}
$$

To diagonalize the kinetic energy, we make a canonical transformation of the coordinates $p_{i}, q_{i}$ (see, for example, Landau \& Lifshitz 1960, §45) to new coordinates $p_{i}^{*}, q_{i}^{*}$, by means of the generating function

$$
\begin{equation*}
\Phi\left(q_{i}, q_{i}^{*}, p_{i}^{*}\right)=\sum_{i} q_{i}, p_{i}^{*}-\operatorname{lm} p_{i}^{*} \sin \left(q_{1}-q_{2}\right) \tag{7.4}
\end{equation*}
$$

Thus we have

$$
\left.\begin{array}{l}
p_{1}=\partial \Phi / \partial q^{*}=p_{1}^{*}-l m p_{1}^{*} \cos \left(q_{1}-q_{2}\right),  \tag{7.5}\\
p_{2}=\partial \Phi / \partial q_{2}=p_{2}^{*}+\operatorname{lm} p_{1}^{*} \cos \left(q_{1}-q_{2}\right) \\
q_{1}^{*}=\partial \Phi / \partial p_{1}^{*}=q_{1}-l m \sin \left(q_{1}-q_{2}\right) \\
q_{2}^{*}=\partial \Phi / \partial p_{2}^{*}=q_{2}
\end{array}\right)
$$

On substituting in (7.3) and in the potential energy

$$
\begin{equation*}
\bar{\nabla}=\cos q_{1}+l m \cos q_{2} \tag{7.6}
\end{equation*}
$$

we find for the total onergy $H=T+\bar{V}$ the expression
where

$$
\begin{gather*}
H=H_{1}^{*}+H_{2}^{*}+O\left(m^{2}\right),  \tag{7.7}\\
H_{1}^{*}=\frac{1}{2} p_{1}^{* 2}+\cos q_{1}^{*} \tag{7.8}
\end{gather*}
$$

is the hamiltonian for a single pendulum of unit length $L$, unit mass $M$, coordinate $q_{1}^{*}$, and momentum $p_{1}^{*}$, and

$$
\begin{equation*}
H_{2}^{*}=\left(1 / 2 l^{2} m\right) p_{2}^{* 2}-g^{*} \operatorname{lm} \cos \left(q_{2}^{*}-q_{1}^{*}\right), \tag{7.9}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{*}=p_{1}^{* 2}-\cos q_{1}^{*} \tag{7.10}
\end{equation*}
$$

We see that $H_{2}^{*}$ represents the hamiltonian of a smaller pendulum of length $l$, mass $m$ under a gravity field $g^{*}$ directed at an angle ( $q_{1}^{*}+\pi$ ), i.e. parallel to the direction $q_{1}^{*}$. As seen from (7.5), $q_{1}^{*}$ differs slightly from $q_{1}(=\theta)$ by a term of order $m$, but the difference in $H_{2}^{*}$ is of order $m^{2}$ at most. Thus $H_{2}^{*}$ can be identified with the quantity $\bar{E}$ of equation (6.9).

We have thus confirmed the physical reasoning of $\S \S 5$ and 6 . Moreover the action $A^{*}$ of the small pendulum is given by

$$
\begin{equation*}
A^{*}=4 l\left(2 E^{\prime} m\right)^{\frac{1}{2}} G\left(\nu^{2}\right), \tag{7.11}
\end{equation*}
$$

with $E^{\prime \prime}$ given by (6.4) and not (6.9). We note that the angle $q_{1}^{*}$ serves both as a coordinate and as a slowly varying parameter (through $g^{*}$ ). In the evaluation of an adiabatic invariant such as the action, the integral has to be calculated keeping the parameter fixed (see Landau \& Lifschitz 1960, §43). Hence it makes no difference to the calculation of $A^{*}$ whether the frame of reference is assumed to be rotating slowly or not.

## 8. Numerical calculations

Equations (5.4) and (5.5) may be considered as a pair of simultaneous equations which can be solved to give $\bar{\theta}$ and $\bar{\phi}$ in terms of $\theta, \phi, \dot{\theta}$ and $\dot{\phi}$. Given the initial conditions, these expressions can then be integrated numerically to give $\theta$ and $\phi$ accurately as functions of $t$.
To test the validity of the analysis in $\S 7$ we considered the case when $l=0.1$ and $m=10^{-4}$, with the initial conditions $\theta=0, \phi=0, \dot{\theta}=1, \dot{\phi}=20$, when $t=0$. The trajectory of the mass $m$ is shown in figure 3. One can see how the spacing of


Fraure 3. Calculated trajectory of the smaller mass when $l=0.1, m=10^{-4}$ and with initial conditions $\dot{\theta}=1, \dot{\phi}=20, \theta=\phi=0$.


Figure 4. The outer curve shows $\dot{\phi}$ as a function of $\dot{\theta}$. The solid plots represent values of $s$.
The inner curve represents $\dot{\phi}\left[1-2 g^{\prime} \cos (\theta-\phi) / / \dot{\phi}^{2}\right]$.


Figore 5. Graph of $E^{\prime} / m$ as a function of $\dot{\theta}$.
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Floure 6. Graph of $\bar{E} / m$ as a function of $\dot{\theta}$.


Figure 7. The intringic frequency $\sigma^{\prime}$ as a function of $\dot{\theta}$.


Froure 8. The ratio $E / m \sigma^{\prime}$ for the short pendulum.


Frgore 9. The action integral $A^{*}$ for the short pendulum with initial phase $\phi=0$.


Figure 10. $\bar{E} / m \sigma^{\prime}$ and $A^{*} / 4 \pi m$ : average of two runs with initial phases $\phi=0, \pi$.


Flaure 11. $\bar{E} / m \sigma^{\prime}$ and $A^{*} / 4 \pi m$ : average of four runs with initial phases $\phi=0, \frac{1}{\frac{1}{2} \pi}, \pi, \frac{3}{2} \pi$.
the outermost points of the trajectory increases as $\dot{\theta}$ increases from unity, when $\theta=0$, to about 2.24 near the bottom of the orbit.

In figure $4, \phi$ is plotted against $\dot{\theta}$. Near the highest point of the orbit $(\dot{\theta}=1)$ the fluctuations are small, because $g^{\prime}$ happens to vanish there, but as $\dot{\theta}$ increases, so also does $g^{\prime}$ and in consequence $\phi$ fluctuates by as much as $20 \%$ on either side of the mean. The values $s$ of $\dot{\phi}$ when $\phi-\theta=\left(n+\frac{1}{2}\right) \pi$ are marked by circular plots. It can be seen that $s$ is indeed nearly constant, to within about $1 \%$.

Figure 5 shows the variation of $E^{\prime}$ as a function of $\dot{\theta}$. The short-period fluctuations in $E^{\prime}$ are much less than those in $\dot{\phi}$. Nevertheless, there is a considerable long-term variation, as was suggested by (6.7).

In figure 6 is shown the variation of $\bar{E}$. The short-period fluctuations are very similar to those in $E^{\prime}$ but the long-term fluctuation is almost eliminated, being now less than $1 \%$ of the mean.

In figure 7 we see the intrinsic frequency $\sigma^{\prime}$ calculated from (6.15). The mean variation in $\sigma^{\prime}$ over the complete cycle is again of order $1 \%$.

In figure 8 the ratio $\bar{E} / m \sigma^{\prime}$ is plotted against $\dot{\theta}$. The total variation here is about $4 \%$. The variation of the mean is about $2 \%$.

In figure 9 we show the corresponding variation of $A^{*}$, given by (7.11). The fluctuations about the mean are of similar magnitude to those in $\bar{E} / \sigma^{\prime}$ (figure 8). The fluctuations in the mean are much smaller.


Figure 12. As figure 11, but with $l=0.5, m=10^{-4}, \dot{\phi}_{0}=1, \dot{\theta}_{0}=20$.

Till now we have used always the same initial value for the phase $\phi_{0}$ of the smaller pendulum at time $t=0$. In reality we are more interested in the behaviour of the average values over some ensemble. Let us consider the average over two or more initial values of the phase $\phi$. Thus in figure 10 we show the mean values of $\bar{E} / m \sigma^{\prime}$ and $A^{*} / 4 \pi m$ averaged over the two trajectories with initial phases $\phi=0$ and $\phi=\pi$. Compared with figures 8 and 9 the fluctuations are much reduced. Now if we take the average over the four trajectories with initial phases $0, \frac{1}{2} \pi, \pi$ and $\frac{3}{2} \pi$ we obtain the results shown in figure 11 . The relative constancy of the averaged action $A^{*}$ is now very clear.

If instead of $m=10^{-4}$ we integrate the equations in the limit $m=0$ the curves obtained are found to lie just below the corresponding curves in figures 10 and 11 by amounts of order $10^{-4}$ only, as we might expect.

What are the corresponding results when either $l$ or $\dot{\theta} / \dot{\phi}$ is increased ? Figure 12 shows the graph corresponding to figure 11 but with $l=0.5, m=10^{-4}, \hat{\theta}_{0}=1$, $\grave{\phi}_{0}=20$.

## 9. Discussion and conclusions

We have shown both numerically and by a perturbation analysis that the action integral $A^{*}$ for the small pendulum, as defined by (7.11), is indeed remarkably constant, especially when we consider the average values of $A^{*}$ over two or more values of the initial phase. The nonlinear expression (7.11) for the action integral is to be preferred over the expressions $E^{\prime} / \sigma^{\prime}$ or $\bar{E} / \sigma^{\prime}$, which are in any case valid only for small values of $\nu$.

By analogy, we would expect that for short surface waves riding on longer gravity waves, where the separation of scales is of order $10: 1$ or more, the principle of action conservation will be accurately valid. If the short waves are steep, Whitham's more general expression $\partial \mathscr{L} / \partial \omega$ is usually to be preferred to the linearized expression $E^{\prime} / \sigma^{\prime}$. (An exception is when the first-order variation of $\omega$ vanishes.)

In this paper we have assumed that $m$ is very small, so that in the perturbation analysis (though not in the numerical calculations) quantities of order $m^{2}$ can be neglected. For water waves, the analagous assumption is that the short-wave energy is sufficiently small that any reaction on the longer waves is negligible, for this purpose.
It would be of some interest to explore other ranges of $m$, and of the other parameters, but this is beyond the scope of this paper. We note only the possibility of irregular and chaotic behaviour of the small pendulum when the scale separation is not large, or when higher harmonics of the longer pendulum induce


Figure 13. A coupled pendulum with masses $M_{1}, M_{2}$ and $m$.
resonant oscillations of the small pendulum. Although the rates of growth of such oscillations may be small, nevertheless their effect may be felt over longer periods of time than we have investigated here.

The present two-scale model could be extended in another direction: by considering a short pendulum of small mass $m$ attached to the last of $N$ coupled pendulums of lengths $L_{i}$ and masses $M_{i}$, say, as in figure 13. In this way, even with $N$ as small as 2 , one could model the behaviour of very short waves on long waves of non-uniform amplitude.

The earlier sections of this paper are based on work done for the TOWARD Hydrodynamics Committee (see Longuet-Higgins 1985) with the support of the U.S. Office of Naval Research. The joint work in this paper was supported in part by DARPA. K.D. and R. L.S. thank the La Jolla Institute for its hospitality during the academic year 1985-86.

## Appendix. Historical note

The principle of action conservation in mechanical systems with discrete degrees of freedom has an interesting and important history. In hamiltonian mechanics $\dagger$ the action was originally defined as the time integral of the kinetic energy $T$ between two given instants, and was shown to be stationary. Applying this to periodic orbits, Boltzmann (1866; 1871; 1904, §§47-48) (see also Clausius 1871 ; Szily, 1872) pointed out that this implies that $T / \omega$ is stationary with respect to small perturbations, where $T$ denotes the time-average of $T$ and $2 \pi / \omega$ is the period. Ehrenfest (1914) used this result to show that $T / \omega$ is an 'adiabatic invariant', that is to say an integral quantity that remains almost constant during the slow variation of some parameter of the system. Later (1916, pp. 591-595) Ehrenfest proved the adiabatic invariance of the action integral, defined as

$$
\begin{equation*}
A=\oint p \mathrm{~d} q \tag{AI}
\end{equation*}
$$

where $p$ and $q$ are conjugate variables in the hamiltonian sense, and the integral is taken over a complete cycle.

The simple problem of a pendulum whose length is slowly varied was solved by Rayleigh (1902), as an analogue to electromagnetic radiation in a closed box. It was pointed out by Einstein (1912) $\ddagger$ that in both cases the energy $E$ of oscillation varies in such a way as always to be proportional to the frequency $\omega$. The example of the slowly varying pendulum is often quoted in textbooks on classical and quantum mechanics (see, for example, Born 1960; Arnold 1978) as an analogue to the harmonic oscillator. (Note that in this paper we have been dealing with a different parameter range, where the pendulum describes complete orbits.) Proofs
$\dagger$ See, for example, Whittaker (1927). A clear and relevant account of hamiltonian theory is to be found in Landau \& Lifschitz (1960). For an elegant geometrical treatment, see Arnold (1978).
$\ddagger$ Rayleigh was unable to attend the first Solvay Conference, at which this result was discussed by Einstein and Lorentz.
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of the adiabatic invariance of the action integrals under general conditions were given by Burgers (1917), Krutkow (1919), von Laue (1925) and Dirac (1925).

Another well-known instance of an adiabatic invariant is the magnetic moment of an electron spiralling in a non-uniform magnetic field (see Fermi 1949; Northrop 1963). This has important applications in plasma physics (Chandrasekhar 1960; Thompson 1962; Spitzer 1962; Clemmow \& Dougherty 1969).

Lastly we mention that Whitham ( 1965,1974 ) has shown the equivalence of the action integral and the expression $\partial \mathscr{L} / \partial \omega$ where $\mathscr{L}$ is an averaged lagrangian. Thus his work is more general than that of Bretherton \& Garrett (1968) and applies to nonlinear wave motions.
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#### Abstract

Hydrodynamic modulation of wind waves by long surface waves in a wave tank is investigated, at wind speeds ranging from 1.5 to $10 \mathrm{~m} \mathrm{~s}^{-1}$. The results are compared with the linear, non-dissipative, theory of Longuet-Higgins \& Stewart (1960), which describes the modulation of a group of short gravity waves due to straining of the surface by currents produced by the orbital motions of the long wave, and work done against the radiation stresses of the short waves. In most cases the theory is in good agreement with the experimental results when the short waves are not too steep, and the rate of growth due to the wind is relatively small. At the higher wind speeds, the effects of wind-wave growth, dissipation and wave-wave interactions are dominant.


## 1. Introduction

The modulation of radar reflections from surface water waves depends, at least in part, on hydrodynamic modulation. A nonlinear theory for the propagation of short waves on longer gravity waves has been available for some time (Longuet-Higgins \& Stewart 1960; Longuet-Higgins 1987). However, there have been relatively few direct measurements of hydrodynamic modulation of wind waves by longer surface waves. Reece (1978) studied the modulation of the frequency spectrum of short surface waves, as indicated by radar backscatter, in a wave tankand had to contend with the added complications of large, variable Doppler effects. Wright et al. (1980) used radar to investigate the variation of microwave power scattered by short ocean waves on long surface waves. Here, hydrodynamic effects represent just one contribution to the resultant backscatter modulation. Rather more experimental investigations have been focused on short-wave/internal-wave interactions (for example, Lewis, Lake \& Ko 1974; Hughes \& Grant 1978; Kwoh, Lake \& Rungaldier 1988), where the modulation tends to be large.

Direct measurements of modulation by surface waves are needed, made under the simplest possible conditions. In the laboratory, wave parameters can be controlled and stable environmental conditions can be reproduced. Also, long time series can be generated, and reliable statistics of short-wave quantities can be obtained by averaging over equal phases of the long wave, a technique which is only applicable in the laboratory. In the following we present the results of an experiment in which wind waves were generated in a wind-wave tank using a range of wind speeds from 1.5 to $10 \mathrm{~m} \mathrm{~s}^{-1}$. These were modulated by a mechanically generated ( 6 m long) surface wave. One unexpected finding is that the higher harmonics in the

(a) Side view

(b) End view

Fraure 1. Schematic diagram of SIO wind and wave facility (reproduced from Miller \& Shemdin 1991). Dimensions in m.
mechanically generated wave, though invisible to the naked eye, play an important role in modulating the steepness of the wind-generated waves.

The same data set was the subject of a previous investigation by two of us (Miller \& Shemdin 1991), but that work had a different emphasis from that presented here, being concerned with modulation in a spectral sense. The change in the level of the encountered frequency spectrum of short-wave slopes, due to hydrodynamic modulation and Doppler shifting caused by the long surface wave, was considered for spectral components in the frequency band 10 to 20 Hz . The observed modulation was compared with the predictions of a linearized solution of the radiative transfer equation.

The present paper considers modulation of the total mean-square slope of short waves. The details of the experimental configuration are described in §2. In §3 the variation of the mean-square slopes of the short waves over the long-wave profile is examined. The results are compared with the linear, non-dissipative theory of Longuet-Higgins \& Stewart (1960) in §4. A discussion follows in §5.

## 2. Experimental set-up

The experimental conditions are described in Miller \& Shemdin (1991) and are summarized here for completeness. The experiment was carried out using a windwave facility at the Scripps Institution of Oceanography. A diagram of the windwave tank is shown in figure 1 . The facility test section is 26.4 m long and 2.4 m wide. The water depth was set at 1.5 m during the test. Wind waves were generated using a blower which was operated to obtain wind speeds in the range 1.5 to $10 \mathrm{~m} \mathrm{~s}^{-1}$. Lowfrequency mechanical waves could be generated using a paddle located at the upwind


Figure 2. Time series of surface displacement ( $\eta$ ), downwind slope ( $\eta_{x}$ ) and crosswind slope ( $\eta_{y}$ ). ( $\eta_{x}$ and $\eta_{y}$ are offset by 2 and 3 units, respectively.) The wind speed is $4 \mathrm{~m} \mathrm{~s}^{-1}$. No mechanical wave is present. (Reproduced from Miller \& Shemdin 1991.)
end of the tank. The amplitude of the mechanical surface waves was kept constant at 4.1 cm and the fundamental period was 2 s . A wave absorber consisting of a transite asbestos cement surface with slope $1 / 12$ for 3.5 m followed by a slope of $1 / 8$ for 12.7 m was situated at the downwind end of the tank. The reflection coefficient of the fundamental 2 s wave was previously measured as about 0.1 and less than 0.05 for its harmonics. Time series of surface displacement were obtained using a capacitance wave gauge which responds to frequencies up to 8 Hz .

Crosswind and downwind components of the surface slope were measured at a fetch of 24.3 m using a laser slope sensor which measures the refraction of a light beam penetrating the air-water interface, as described by Tober, Anderson \& Shemdin (1973) and Palm, Anderson \& Reece (1977). Instruments of this type have been used by several authors (for example, Cox 1958; Long \& Huang 1976; Hughes \& Grant 1978; Tang \& Shemdin 1983, Shemdin \& Hwang 1988). Owing to the fast response of the optical system, rapid slope variations due to wave motion are easily detected. The shortest wave that can be detected is determined by the spot size of the laser beam, which is less than 3 mm in diameter. By positioning the laser slope sensor close to the capacitance wave gauge, and obtaining simultaneous measurements from the two instruments, changes in the short-wave slopes due to the passage of the long waves could be detected. However, the 'fish line' effect due to the passage of water past the wave gauge, was negligibly small.

## 3. Modulation of slope variance

Part of a time series of the surface displacement, $\eta$, of wind waves in the absence of a mechanical wave, as measured by the capacitance wave gauge, is plotted in figure 2. The dominant wave has a period of about 0.3 s at a wind speed of $4 \mathrm{~m} \mathrm{~s}^{-1}$. The downwind and crosswind components of surface slope, $\eta_{x}$ and $\eta_{y}$ respectively, are also shown. Figure 3 shows the wind waves superimposed on the mechanically generated 2 s waves.

The variation of the statistics of wind waves at different phases of the current was found by averaging over equal phases of the mechanical wave. The period, $T$, and


Figure 3. As for figure 2, but with 2 s mechanical wave present. (Reproduced from Miller \& Shemdin 1991.)


Figure 4. Surface displacement averaged over 75 periods, showing the 2 s mechanical wave.
(Reproduced from Miller \& Shemdin 1991.)
phase, $\phi$, of the latter, were determined by maximizing the coherence of the surface displacement with a cosine of variable period, $2.0 \pm 0.2 \mathrm{~s}$, and variable phase. Figure 4 shows $\langle\eta\rangle$, the surface displacement, averaged over 75 periods. (Phase-averaged quantities are denoted using angle brackets.) The phase is defined by $\phi=2 \pi t / T$, with time, $t$, measured from the crest of $\langle\eta\rangle$. The wave paddle does not generate a purely sinusoidal disturbance, as is apparent in figure 5 , which shows $\left\langle\eta_{x}\right\rangle$, the phaseaveraged downwind component of the slope. Fourier analysis reveals components at the fundamental frequency.

$$
\begin{gather*}
\Omega_{1}=2 \pi / T  \tag{1}\\
\Omega_{n}=n \Omega_{1} \tag{2}
\end{gather*}
$$

and at its harmonics,
The latter give only a small contribution to the surface displacement, but are significant in the downwind slope, which has contributions from up to the sixth harmonic (see table 1).


Frgure 5. Downwind component of surface slope averaged over 75 periods. Significant amounts of the second and third harmonics of the fundamental oscillation are present. The wind speed is $1.5 \mathrm{~m} \mathrm{~s}^{-2}$.

| $n$ | $A_{n}(\mathrm{~cm})$ | $K_{n} A_{n}$ |
| :--- | :---: | :---: | :---: |
| 1 | 4.11 | 0.043 |
| 2 | 0.40 | 0.015 |
| 3 | 0.46 | 0.038 |
| 4 | 0.08 | 0.013 |
| 5 | 0.01 | 0.008 |
| 6 | 0.02 | 0.003 |

Table 1. Fourier amplitudes of surface displacement, $A_{n}$, and downwind slope, $K_{n} A_{n}$, measured independently when no wind was blowing
$\langle\eta\rangle$ is modelled by

$$
\begin{equation*}
\langle\eta\rangle=\sum_{n=1}^{N} A_{n} \cos \left(\Omega_{n} t+\phi_{n}\right), \tag{3}
\end{equation*}
$$

where the amplitudes $A_{n}$ and phases $\phi_{n}$ were obtained numerically from Fourier decomposition of $\langle\eta\rangle$. Table 1 shows the Fourier amplitudes of surface displacement, $A_{n}$, measured with the capacitance wave gauge, together with the Fourier components of downwind slope, $K_{n} A_{n}$, measured independently with the laser slope gauge. Figure 6 shows $K_{n}$, the wavenumber of harmonic $n$, versus frequency $\Omega_{n}$ deduced from the ratio of $K_{n} A_{n}$ to $A_{n}$. The result is consistent with the dispersion relation for free surface waves,

$$
\begin{equation*}
\Omega_{n}^{\frac{2}{2}}=g K_{n} \tanh \left(K_{n} d\right) \tag{4}
\end{equation*}
$$

where $g$ is acceleration due to gravity and $d$ is the mean water depth. This result is expected for waves produced by a paddle wave generator of the type used here. It is noted that since the harmonics are coupled to the wave maker and have period $T / n$, the resultant disturbance at the instrument location due to the wave maker is periodic in time with period $T$.


Figure 6. Dispersion relation of the waves produced by the paddle wave generator (solid circles), derived from the phase-averaged surface diaplacement and slope. The error bars show plus and minus one standard deviation of the estimate of $K_{n}$. Also shown are the dispersion relations of free gravity waves (solid line) and of waves bound to the fundamental oscillation (dashed line).



Figure $7(a, b)$. For caption see facing page.


Figure 7. Variance of surface slope, normalized by its average value over a long-wave period. Data are shown by a solid line and the dashed line is the theoretical result of Longuet-Higgins \& Stewart (1960), computed using 10 Fourier components. The wind speeds are (a) $1.5 \mathrm{~m} \mathrm{~s}^{-1}$, (b) $4 \mathrm{~m} \mathrm{~s}^{-1}$, (c) $6.5 \mathrm{~m} \mathrm{~s}^{-1}$, (d) $9 \mathrm{~m} \mathrm{~s}^{-1}$ and (e) $10 \mathrm{~m} \mathrm{~s}^{-1}$.

| Wind speed <br> $W\left(\mathrm{~m} \mathrm{~s}^{-1}\right)$ | Short-wave <br> age, $c / W$ | Long-wave <br> age, $C_{1} / W$ | $\overline{\sigma^{2}}$ <br> (without <br> long wave) | $\overline{\sigma^{2}}$ <br> (with |
| :---: | :---: | :---: | :---: | :---: |
| 1.5 | 0.19 | 2.00 | 0.002 | 0.022 |
| 4.0 | 0.13 | 0.75 | 0.038 | 0.026 |
| 6.5 | 0.10 | 0.46 | 0.056 | 0.045 |
| 9.0 | 0.09 | 0.33 | 0.063 | 0.055 |
| 10.0 | 0.08 | 0.30 | 0.063 | 0.059 |

Table 2. Variance of short-wave slope averaged over the long-wave period. $c$ and $C_{1}$ denote the phase speeds of the dominant short and long waves, respectively

The variance of the short surface slopes at different phases of the long wave, was examined by calculating

$$
\begin{equation*}
\sigma^{2}=\left\langle\left(\eta_{x}-\left\langle\eta_{x}\right\rangle\right)^{2}\right\rangle+\left\langle\left(\eta_{y}-\left\langle\eta_{y}\right\rangle\right)^{2}\right\rangle . \tag{5}
\end{equation*}
$$

In figure $7 \sigma^{2} / \overline{\sigma^{2}}$ is plotted as a function of $\phi$ at the five wind speeds, $W$ (full line). Here $\sigma^{2}$ is the mean value of $\sigma^{2}$ over the wave period $T$, and is tabulated in table 2 as a function of wind speed. For comparison, the value of $\overline{\sigma^{2}}$ obtained when no modulating wave was present is also tabulated. We note that, for $W \geqslant 4.0 \mathrm{~m} \mathrm{~s}^{-1}$, the presence of the long wave reduces $\overline{\sigma^{2}}$, the greatest reduction being at low wind speeds. The reduction of the wave amplitude of short waves on long waves has been reported by Mitsuyasu (1966), Phillips \& Banner (1974), and Donelan (1987). Phillips \& Banner (1974) showed that the orbital velocity of the long wave causes the surface drift velocity to vary with phase of the long wave. They proposed that this would result in enhanced breaking at the long-wave crests, leading to a reduction in the r.m.s. height of the short waves. Plant \& Wright (1977), however, argued that the role of the wind drift current in limiting the short-wave amplitude was small.

The very low value of $\overline{\sigma^{2}}$ at $1.5 \mathrm{~m} \mathrm{~s}^{-1}$ is thought to be evidence of a surface slick. The minimum surface friction speed required for wave generation for a clean surface has been estimated by Miles (1962) and van Gastel, Janssen \& Komen (1985) as about $5 \mathrm{~cm} \mathrm{~s}^{-1}$. Assuming that in a wave tank the friction speed is given by 0.05 W (Gottifredi \& Jameson 1970; Plant \& Wright 1977) this corresponds to a wind speed of $W \approx 1.0 \mathrm{~m} \mathrm{~s}^{-1}$. When a film is present, Miles estimated that this minimum is increased to about $17.5 \mathrm{~cm} \mathrm{~s}^{-1}$, whereas Gottifredi \& Jameson found that it could increase up to $20 \mathrm{~cm} \mathrm{~s}^{-1}$, corresponding to $W \approx 4.0 \mathrm{~m} \mathrm{~s}^{-1}$. Evidently, the mean surface drift introduced by the deterministic wave disrupted the surface film, and wind waves could then be generated at the lowest wind speed.

## 4. Comparison with the theory of Longuet-Higgins \& Stewart (1960)

Longuet-Higgins \& Stewart (1960) considered the changes in a group of short gravity waves riding on a longer surface wave, $A_{1} \cos \left(\Omega_{1} t+\phi_{1}\right)$, of small slope, $K_{1} A_{1}$. They showed that, in the absence of external sources and nonlinear effects such as wave breaking, the energy, $E$, of the short waves is governed by

$$
\begin{equation*}
\frac{\partial E}{\partial t}=\frac{\partial}{\partial x}\left[E\left(c_{g}+U\right)+S_{x} U\right], \tag{6}
\end{equation*}
$$

where $c_{g}$ and $S_{x}$ are the group velocity and radiation stress of the short waves,


Figure 8. (a) Amplitude and (b) phase of the Fourier components of the modulation transfer function, defined by ( 9 ), at wind speeds $1.5 \mathrm{~m} \mathrm{~s}^{-1}(t), 4 \mathrm{~m} \mathrm{~s}^{-1}(\ominus), 6.5 \mathrm{~m} \mathrm{~s}^{-1}(\diamond), 9 \mathrm{~m} \mathrm{~s}^{-1}(x)$ and $10 \mathrm{~m} \mathrm{~s}^{-1}(\Delta)$.
respectively, and $U$ is the current due to the orbital motions of the long wave. Generalizing their solution of (6) to a spectrum of non-interacting gravity waves travelling on a long wave with displacement given by (3), gives

$$
\begin{equation*}
\sigma^{2}(\phi)=\overline{\sigma^{2}}\left[1+\sum_{n=1}^{N}\left(\frac{7}{2} \operatorname{coth}\left(K_{n} d\right)+\frac{1}{2} \tanh \left(K_{n} d\right)\right) K_{n} A_{n} \cos \left(\Omega_{n} t+\phi_{n}\right)\right] . \tag{7}
\end{equation*}
$$

To compare this with the data, $\sigma^{2}(\phi)$, equation (7), was computed using $K_{n}$ calculated from (4), and $A_{n}$ obtained from the Fourier decomposition of $\langle\eta\rangle$ at each wind speed. The results are shown as dashed lines in figure 7.

A more detailed comparison is obtained by inspecting the complex Fourier
amplitudes of the linear modulation transfer function (MTF); if $\sigma^{2}$ is decomposed into

$$
\begin{equation*}
\sigma^{2}(\phi)=\overline{\sigma^{2}}\left[1+\sum_{n=1}^{N} B_{n} \cos \left(\Omega_{n} t+\theta_{n}\right)\right] \tag{8}
\end{equation*}
$$

the amplitude, $M_{n}$, and phase, $\psi_{n}$, of the $n$th component of the MTF are defined by

$$
\begin{equation*}
M_{n}=\frac{B_{n}}{K_{n} A_{n}}, \quad \psi_{n}=\theta_{n}-\phi_{n} \tag{9}
\end{equation*}
$$

A positive value of $\psi_{\pi}$ indicates that modulation of $\sigma^{2}$ at frequency $\Omega_{n}$ lags that component of modulating current, that is, the modulation occurs at a later time. The first five components of the modulation are plotted in figure 8.

For the conditions of this experiment, the deep-water condition, $K_{n} d \geqslant 1.5$, is satisfied for all $n$. The MTF predicted by (7) therefore has $\psi_{n}=0$ with $M_{n} \approx 4$ for all $n$, the levels being indicated by dashed lines in figure 8.

The goodness of fit of (7) to the data is clearly a function of wind speed, the best agreement being obtained at the intermediate values, 4 and $6.5 \mathrm{~m} \mathrm{~s}^{-1}$, since in these cases $M_{n}$ is close to 4 . (The low value of $M_{2}$ at $6.5 \mathrm{~m} \mathrm{~s}^{-1}$ is not significant since $\langle\eta\rangle$ and $\sigma^{2}$ have only small contributions from the first harmonic.) The phase agreement at $4 \mathrm{~m} \mathrm{~s}^{-1}$ is also excellent, but at $6.5 \mathrm{~m} \mathrm{~s}^{-1}$ harmonics $n=2,3$ and 4 in $\sigma^{2}$ lead those in $\langle\eta\rangle$ by about $45^{\circ}$, as is apparent in figure $7(c)$. At the lowest wind speed, $1.5 \mathrm{~m} \mathrm{~s}^{-1}$, the agreement between data and theory is poor, the modulation in the data being too small at low frequencies. Also, in this case the harmonics in $\sigma^{2}$ lag those in $\langle\eta\rangle$ by $45^{\circ}$. At the highest speeds, 9 and $10 \mathrm{~m} \mathrm{~s}^{-1}$, modulation at the fundamental frequency is somewhat amplified compared to the intermediate wind speed cases, while it is reduced in the harmonics. The phase agreement is, however, quite good.

## 5. Discussion

Equation (6) was formulated for short gravity waves isolated from external effects such as wind input, and for which nonlinear interactions and wave breaking are not important. Its applicability to the conditions of the present experiment are examined as follows.

The importance of energy input from wind to a wave group of dominant frequency, $f_{p}$, can be estimated by evaluating the ratio of the wind growth rate, $\beta$, to the longwave frequency, $\Omega_{1}$. In this experiment $\Omega_{1} \approx 3 \mathrm{rad} \mathrm{s}{ }^{-1}$. When $\beta$ is much less than $\Omega_{1}$ the characteristic timescale of growth due to wind, $\beta^{-1}$, is long compared with the wave period, so that wind growth can be neglected. In this case (6) might be expected to describe the modulation of the variance of surface slopes. However, when $\beta / \Omega_{1}$ is not small, the effect of wind input in the modulation process must be considered. Table 3 shows the growth rate, $\beta\left(f_{p}\right)$, evaluated using Plant's (1982) form with the friction speed evaluated as 0.05 W ,

$$
\begin{equation*}
\beta=6.3 \times 10^{-4}(W / c)^{2} f_{\mathrm{p}} \tag{10}
\end{equation*}
$$

where $c$ is the phase speed at frequency $f_{\mathrm{p}}$.
As the wind speed increases, the wind wave spectrum becomes broader as the energy of the small waves increases. The slope frequency spectra of the short waves, $S(f)$, where

$$
\begin{equation*}
\overline{\sigma^{2}}=\int_{0}^{\infty} S(f) \mathrm{d} f \tag{11}
\end{equation*}
$$



Figure 9. Slope frequency spectra at wind speeds $1.5 \mathrm{~m} \mathrm{~s}^{-1}(-\cdots-), 4 \mathrm{~m} \mathrm{~s}^{-1}(---), 6.5 \mathrm{~m} \mathrm{~s}^{-1}(\cdots \cdots)$, $9 \mathrm{~m} \mathrm{~s}^{-1}$ (—), and $10 \mathrm{~m} \mathrm{~s}^{-1}$ (—.—.). No mechanical wave is present. (Reproduced from Miller \& Shemdin 1991.)

| $\begin{gathered} W \\ \left(\mathrm{~m} \mathrm{~s}^{-1}\right) \end{gathered}$ | $\begin{gathered} f_{\mathrm{p}} \\ (\mathrm{~Hz}) \end{gathered}$ | $\begin{aligned} & \beta\left(f_{0}\right) \\ & \left(8^{-2}\right) \end{aligned}$ | $\begin{aligned} & f_{\text {med }} \\ & (\mathrm{Hz}) \end{aligned}$ | $\underset{\left(\mathrm{s}^{-1}\right)}{\beta\left(f_{\text {med }}\right)}$ | $\beta\left(f_{\text {mea }}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $4 \Omega_{1} K_{1} A_{1}$ |
| 1.5 | 8.0 | 0.09 | 6.0 | 0.09 | 0.19 |
| 4.0 | 3.0 | 0.14 | 3.0 | 0.14 | 0.28 |
| 6.5 | 2.5 | 0.17 | 4.0 | 0.69 | 1.37 |
| 9.0 | 2.0 | 0.17 | 10.0 | 9.61 | 19.18 |
| 10.0 | 2.0 | 0.20 | 10.0 | 11.87 | 23.69 |

Table 3. Growth rate due to the wind
are plotted in figure 9 . At $4 \mathrm{~m} \mathrm{~s}^{-1} 70 \%$ of the total area lies below 5 Hz , compared with only $40 \%$ at $9 \mathrm{~m} \mathrm{~s}^{-1}$. A possibly more accurate estimation of the growth rate may be obtained, therefore, by evaluating $\beta$ at, for example, the median frequency, $f_{\text {med }}$, of the slope spectrum, where

$$
\begin{equation*}
\int_{0}^{f_{\text {ined }}} S(f) \mathrm{d} f=\frac{1}{2} \overline{\sigma^{2}} \tag{12}
\end{equation*}
$$

The results, which except for the lowest wind speed were obtained when no mechanical wave was present, are shown as $\beta\left(f_{\text {med }}\right)$ in table 3. At 9 and $10 \mathrm{~m} \mathrm{~s}^{-1}$, $\beta\left(f_{\text {med }}\right) / \Omega_{1} \geqslant 3$ suggesting that wind generation effects must be significant in those cases.

The relative importance of the energy input by the wind to the modulation of the short waves by the orbital straining of the long waves, can be estimated by considering the ratio of $\beta / \Omega_{n}$ to $4 K_{n} A_{n}$. With $\beta$ evaluated at $f_{\text {med }}$, this is shown in table 3 for the fundamental frequency of the long wave. Interestingly, $\beta /\left(4 \Omega_{1} K_{1} A_{1}\right)$ is much greater than unity for the two highest wind speeds.

The steepness of the short waves increases with wind speed so that the nonlinear effects of wave breaking and wave-wave interactions are expected to become


Fhoure 10. Nonlinear transfer for three-wave interactions for wind speeds 4 and $9 \mathrm{~m} \mathrm{~s}^{-1}$ and $D(\theta, k)=a_{p} \cos ^{p}\left(\frac{1}{2} \theta\right)$ with $p=2(---), 6(-)$ and $10(\cdots \cdots)$.

| $\underset{\left(\mathrm{m} \mathrm{~s}^{-1}\right)}{W}$ | $\underset{\left(\mathrm{rad}_{\mathrm{mem}}\right.}{\left.k_{\text {mea }}\right)}$ | $\underset{\left(\mathbf{s}^{-1}\right)}{\beta_{\text {med }}\left(k_{\text {ma }}\right)}$ | $\beta_{\text {al }}\left(k_{\text {mea }}\right)$ | $\beta_{\text {ni }}\left(k_{\text {mea }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\Omega_{1}$ | $4 \Omega_{1} K_{1} A_{1}$ |
| 4.0 | 0.16 | 0.00 | 0.00 | 0.00 |
| 6.5 | 0.64 | 0.13 | 0.04 | 0.26 |
| 9.0 | 2.60 | 7.45 | 2.38 | 14.87 |
| 10.0 | 2.60 | 7.45 | 2.38 | 14.87 |

Table 4. Nonlinear transfer rate due to three-wave interactions
increasingly significant. The weakly nonlinear wave-wave interactions are of third order in the wave slope for short gravity waves, and second order for capillary-gravity waves. The rate of energy transfer due to the latter, $\beta_{\mathrm{n} 1}$, was computed using the expression derived by Valenzuela \& Laing (1972). The results evaluated at $k=k_{\text {med }}$, where

$$
\begin{equation*}
2 \pi f_{\text {med }}=\left(g k_{\text {med }}+\frac{\tau}{\rho} k_{\text {med }}^{s}\right)^{i} \tag{13}
\end{equation*}
$$

( $\tau$ and $\rho$ are the surface tension and density of water), are given in table 4 for the four highest wind speeds (the lowest wind speed case was not computed). Details of the wavenumber spectrum used in the calculation are given in the Appendix.

Comparison of tables 3 and 4 shows that the estimates of $\beta_{\mathrm{n} 1}$ are similar to those obtained for the growth rate due to the wind, with a sharp distinction between $W \leqslant 6.5 \mathrm{~m} \mathrm{~s}^{-1}$, where the transfer rate is small compared with the long-wave frequency and energy transfer is a minor effect in comparison with orbital straining, and $W \geqslant 9 \mathrm{~m} \mathrm{~s}^{-1}$, where the three-wave interactions play an important role.

The wind drift current, $u_{\mathrm{d}}$, has not been considered in the above calculations. For short waves at high wind speeds the wind drift current can be of the same magnitude as the intrinsic phase speed of short gravity waves. For example, at a wind speed of $10 \mathrm{~m} \mathrm{~s}^{-1}$, calculating the drift current as $3 \%$ of the wind speed, gives $u_{\mathrm{d}}=30 \mathrm{~cm} \mathrm{~s}^{-1}$,
which is equal to the phase speed of a 5 cm wave in still water. If $\beta$ is evaluated using (10) with $c$ in the denominator calculated as the advected phase speed, the value of $\beta$ will be reduced by a factor of about 4 at $W=9 \mathrm{~m} \mathrm{~s}^{-1}$ and $10 \mathrm{~m} \mathrm{~s}^{-1}$, and by a smaller factor at the lower wind speeds. Also, if (13) is modified to include the wind drift, $k_{\text {med }}$ will be reduced by a factor of about 2 at the highest wind speeds so that, from figure $10, \beta_{\mathrm{n} 1}$ is reduced by factor of about 4 in these cases. The distinction between the low and high wind cases in the relative importance of orbital straining and energy input from the wind or energy transfer due to three wave interactions, would be less dramatic than estimated above, but the trend is unchanged.

We note that at the highest wind speeds, (7) should be modified to include capillary-gravity waves, which make a significant contribution to $\overline{\sigma^{2}}$. If this is done, the theoretical MTF due to the orbital motions of the long wave becomes somewhat smaller than the value 4 found above for a spectrum of pure gravity waves. However, the application of a simple two-scale model to these very short waves is probably not realistic.

## 6. Conclusions

The most striking conclusion to be drawn from these measurements is that the modulation of the short waves is determined not by the long-wave amplitude, $A_{n}$, but rather the long-wave steepness, $K_{n} A_{n}$. Hence, the apparent phase and amplitude of the modulation may be related to wave components that are invisible to the eye.

More generally, the modulation of the short waves will be determined not by the elevation spectrum of the long waves but by the slope spectrum, as is emphasized by Longuet-Higgins (1991).

We have found that the modulation transfer function of the short waves is in agreement with the linearized, non-dissipative theory of Longuet-Higgins \& Stewart (1960) only where that would be expected, namely when the short waves are not too steep, and the rate of growth due to the wind is relatively small. (We found poor agreement at the lowest wind speed, however.) With steeper short waves, we may expect two additional effects: strong short-wave interactions due to breaking, and weak non-dissipative short-wave interactions. For short capillary-gravity waves they are of second order (Valenzuela \& Laing 1972), and for short gravity waves they are of third order (Hasselmann 1962). Their relative importance will vary with shortwave steepness.

Finally we remark that since the tangential wind stress is in part mediated by the short wind waves, our findings will have implications for the effect of swell on the mean wind stress, and on the modulation of the wind stress by the longer waves.

Paul Hwang and Dave Hayt were responsible for the data collection and the initial data processing was done by Paul Hwang. The authors appreciate their cooperation during the period of the above work. The work reported here was supported by the Office of Naval Research under the SAR Accelerated Research Initiative Program.

## Appendix. Calculation of $\beta_{\mathrm{n} 1}$, the capillary-gravity wave-wave interaction rate

The spectrum of wave heights,

$$
\begin{equation*}
\left\langle\eta^{2}\right\rangle=\int_{0}^{\infty} \int_{-\pi}^{\pi} \Psi(k, \theta) k \mathrm{~d} k \mathrm{~d} \theta, \tag{A1}
\end{equation*}
$$

| $W$ <br> $\left(\mathrm{~m} \mathrm{~s}^{-1}\right)$ | $k_{\mathfrak{p}}$ <br> $\left(\mathrm{rad} \mathrm{cm}^{-1}\right)$ | $\Gamma$ |
| :---: | :---: | :---: |
| 4.0 | 0.16 | 56 |
| 6.5 | 0.25 | 21 |
| 9.0 | 0.36 | 13 |
| 10.0 | 0.36 | 13 |
|  | Table 5 |  |

was modelled using the separable form

$$
\begin{gather*}
\Psi(k, \theta)=F(k) D(\theta, k),  \tag{A2}\\
\int_{-\pi}^{\pi} D(\theta, k) \mathrm{d} \theta=1 \tag{A3}
\end{gather*}
$$

where

The directional spread function $D(\theta, k)$ was modelled by

$$
\begin{equation*}
D(\theta, k)=a_{\mathrm{p}} \cos ^{p}\left(\frac{1}{2} \theta\right), \quad p=p(k) \tag{A4}
\end{equation*}
$$

where the downwind direction is taken as $\theta=0$.
The model used here is derived from consideration of the two components of the frequency slope spectrum obtained before the long wave was generated. Taking the minimum wind speed required for wave generation, as $W_{\min }=2.7 \mathrm{~m} \mathrm{~s}^{-1}, F(k)$ is modelled, for $4 \mathrm{~m} \mathrm{~s}^{-1} \leqslant W \leqslant 9 \mathrm{~m} \mathrm{~s}^{-1}$, by (Shemdin \& Miller 1991)

$$
\begin{equation*}
F(k)=5 \times 10^{-4}\left(W-W_{\min }\right) \frac{k^{-3.5}}{\left(g+\tau k^{2} / \rho\right)} \exp \left(-1.75\left(\frac{k_{p}}{k}\right)^{2}\right) I^{M} \quad \text { for } \quad k<k_{\nu} \tag{A5}
\end{equation*}
$$

Here, $g$ is gravitational acceleration, and $\rho$ and $\tau$ are the density and surface tension of water. $k_{\nu}=8 \mathrm{rad} \mathrm{cm}^{-1}$ is the viscous cutoff, and

$$
\begin{equation*}
M=\exp \left(-\frac{\left(k^{\frac{j}{c}}-k_{\mathrm{p}}^{\mathrm{d}}\right)^{2}}{0.32 k_{\mathrm{p}}}\right), \tag{A6}
\end{equation*}
$$

where $k_{\mathrm{p}}=\left(2 \pi f_{\mathrm{p}}\right)^{2} / g$ is the peak wavenumber, and $\Gamma$ and $M(k)$ define the height and shape of the spectral peak. $\Gamma$ and $k_{\mathrm{p}}$ are wind-speed dependent as shown in table 5.

The part of the spectrum where viscosity is important is modelled by (Shemdin \& Miller 1991)

$$
\begin{equation*}
F(k)=4.8 \times 10^{-4}\left(W-W_{\min }\right) k^{-5.5} \quad \text { for } \quad k>k_{\nu} \tag{A7}
\end{equation*}
$$

Above $W=9 \mathrm{~m} \mathrm{~s}^{-1}$, the frequency spectrum was found to saturate, so at $10 \mathrm{~m} \mathrm{~s}^{-1}$ $F(k)$ was modelled by the same form as at $9 \mathrm{~m} \mathrm{~s}^{-1}$.

The nonlinear transfer due to three-wave interactions between gravity and capillary-gravity waves, $\partial \Psi / \partial t$, was calculated numerically using the expression given by Valenzuela \& Laing (1972). The transfer rate, $\beta_{\mathrm{n} 1} \equiv-(1 / \Psi)(\partial \Psi / \partial t)$, was also calculated for spread functions, $D(\theta, k)$, with $p=2,6$ and 10 for all $k$. The results are shown in figure 10 for $k \leqslant 5 \mathrm{rad} \mathrm{cm}^{-1}$ and for wind speeds 4 and $9 \mathrm{~m} \mathrm{~s}^{-1}$. The plots show that, as expected, the energy transfer is small for small wavenumbers and increases with wind speed. The fact that the transfer is largest for wave triads that are inclined at small angles, is reflected in $\beta_{\mathrm{n} 1}$ increasing with $p$.

At wavenumbers beyond the peak of the spectrum, the angular spread increases so that the ratio of the crosswind and downwind components of the slope spectrum


Flaure 11. Downwind ( - ) and crosswind ( $\cdot \cdots$ ) components of the slope frequency spectrum at wind speed $6.5 \mathrm{~m} \mathrm{~s}^{-1}$, measured before the mechanical wave was generated. (Reproduced from Miller \& Shemdin 1991.)
increases, as can be seen in figure 11. The model used here is $p=10$ for $k \leqslant k_{\mathrm{p}}$, $p=2$ for $k>(g \tau / \rho)^{\frac{1}{2}}$ and decreasing linearly with $k$ between the two limits. This model of the angular spreading function gives ratios of the crosswind to downwind slope spectrum which are in agreement with our observations. The resulting transfer rate is given in table 4.
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## DYNAMICS OF WATER WAVES

## Selected Papers of Michael Longuet-Higgins

This is a three-volume selection of classical papers by Michael Longuet-Higgins, who for many years has been a leading researcher in the fast-developing field of physical oceanography. Some of these papers were first published in scientific journals or in conference proceedings that are now difficult to access. All the papers are characterized by the novelty of their content, and the clarity of their style and exposition.

The papers are quite varied in their approach. They range from basic theory and new computational methods to !aboratory experiments and field observations. An overall feature is the frequent comparison between theory and experiment and the constant attention to practical applications.

Among the many advances and achievements to be found in these three volumes are: the now generally accepted solution to the longstanding problem of how oceanic microseisms can be generated in deep water or near steep coastlines; a theoretical explanation of the strong drifting near the bottom in shallow water; the first introduction of a boundary-integral technique for calculating free surface flows; simple analytic expressions for the form and time-development of plunging breakers; and so on.

The book will be of particular interest to advanced students in ocean engineering; also more generally to fluid dynamicists and physical oceanographers concerned with the interaction of the ocean with the atmosphere and with sandy shorelines.



[^0]:    ${ }^{\dagger}$ Conference papers (not included).

[^1]:    * The authors are indebted to the Admiralty for permission to describe this apparatus.

[^2]:    - However, for the interior of the fluid Schlichting uses the 'conduction equation' (see §4), which may not be justifiable.

[^3]:    * Rayleigh did not examine the motion near the free surface, or show that the mass-transport velocity gradient vanishes there. His solution is therefore incomplete, even for waves in deep water; for, a non-zero velocity gradient near the frce surface would produce additional velocities near the hottom of order $a^{2} \sigma k e^{-214}$, which are comparable with those produced by the tangential velocity near the battom.

[^4]:    * Strietly $f(Z)$ is only defined when $\zeta \leqslant z \leqslant h$; but we assume that $f$ can be continued anslytically up to the mean surface level $z=0$.

[^5]:    * Stokes's theory is given partially in Lamb's Hydrodynamics (1932, Ch. 9); the masstransport velocity is there derived only in the case of deep water ( $k h \gg 1$ ).

[^6]:    * Vincent \& Ruellan, as well as Allen \& Gibson, actually compared their observations with the predicted maximum velocity in the boundary layer, which is about $10 \%$ greater than (1-1).

    An extension of the result ( $1 \cdot 1$ ) to the case of turbulent flow is given by the author in an appendix to the paper of Russell \& Oscrio (1958).

[^7]:    * $\omega$ is of second order; the first-order vorticity vanishes in the interior; see (I), equation (50).

[^8]:    * Harrison's solution for the interior (equation (3.2)) containg a term in sin kz. It is hard

[^9]:    $\dagger$ These paradoxical effects have been well verified by experiments in the case of water waves; see Russell \& Osorio (1958); Allen \& Gibson (1959). In the case of progressive waves it has been found experimentally that equation (3.12) is valid also for turbulent flows. A theoretical justification, (based on the assumption that the eddy viscosity is some function of the distance from the boundary) is given in an appendix to the paper by Russell \& Osorio (1958).

[^10]:    $\dagger$ Kindly supplied by my wife.

[^11]:    ${ }^{2}$ See also Snodgrass (1951) where these and other unpublished observations are summarized.

[^12]:    * We follow here the same method as in the paper just quoted. But a general study of the limiting form of the diatribution of the largest member of a asmple has been made by Fisher \& Tippett (1928). For a more recent discussion see Gumbel (1954).

[^13]:    * So called because it was derived by Rayleigh in connexion with the theory of sound. See Rayleigh (1880; 1945, pp. 39-42).
    $\dagger$ Schooley (r954) has made similar measurements for the river Anacostia. A different technique was used earlier by Duntley (1950) on Lake Winnipeg.

[^14]:    Section $1 \cdot 1$ introduces the representation of a simple wave pattern by a point in the wave-number diagram, and defines the concepts of carrier wave and envelope, which are afterwards to be extended to a surface with a continuous spectrum. The fundamental definition of a random surface in terms of its spectnum is given in §1-2.
    In § 13 conditions are found for the surface to degenerate in various ways. Thus, a simple condition for the surface to be 'long-crested' (i.e. for the energy to travel always in the same direction) is given by ( $1 \cdot 3 \cdot 3$ ). A condition for the surface to consist of no more than two long-crested systems is given by ( $1 \cdot 3 \cdot 7$ ), and a condition for no more than $n$ such systems is given by ( $1 \cdot 3 \cdot 8$ ). All these conditions are expressed in terms of the moments $m_{p p}$ of the energy spectrum $E$, which are defined by ( $1 \cdot 2 \cdot 7$ ). A condition for $E$ to degenerate into a 'ring' spectrum, i.e. for the energy to have uniform wavelength though not aecessarily constant direction, is given by (1-3.11). For standing waves, both ( $1-3 \cdot 3$ ) and ( $1-3 \cdot 11$ ) must be satisfied simultaneously. Necessary and sufficient conditions for the spectrum to be narrow so that the energy is uniform in both wavelength and direction, are given by (13.14). Necessary conditions for the existence of not more than two narrow bands of encrgy are given by (1-3.17) and (1.3.18).

[^15]:    - It is assumed that average values taken with respect to $x, y$ or $t$ are equivalent to average values with respect to the phases $\epsilon_{\mathrm{a}}$.

[^16]:    * For a discussion of whether a function is uniquely determined by its moments, see Kendall (1952, chap. 4).
    $\dagger$ This is different from the generalization suggested in Courant \& Hilbert (1953, p. 88), and leads to a more homogeneous approximation.

[^17]:    $\dagger$ Also the correct ourvature. For $p_{n}(\tau)$ involves only odd powers of $\tau$, sll coefficients of even powers being zero.

[^18]:    $\dagger$ A grometrical interpretation of this result is given in another paper (in preparation).

[^19]:    * Eckart (5) assumed that $\Omega$ wes distributed normally, but only for the purpose of a rough analyzia.

[^20]:    - We here generalize to two dimensions the representation used by Rice(9). A more rigorous though less intuitive definition of $\zeta$ as a stationary continuous process can of course be given (see for example Doob (4), Chapter 11).

[^21]:    * This relation may be derived from firat principles, or from a more general formula given by Primakoff and Keller (8), equation (42).

[^22]:    ${ }^{1}$ C. Cox and W. Murk, J. Opt. Soc. Am, 44, 838 (1954).
    ${ }^{2}$ M. S. Languet-Higgins, Proc. Cambridge Pbil. Soc. 56, 234 (1956).
    ${ }^{4}$ H. Shenck, J. Opt. Soc. Am. 47, 653 (1957).

[^23]:    ${ }^{\text {4 }}$ M. S. Longuet-Higgins, Phil. Trans Roy. Soc. London A247, 321 (1957).

[^24]:    ${ }^{4}$ H. S. M. Coxeter, Regular Polytaper (Methuen and Company, Ltd. London, 1948), p. 321.
    ${ }^{1}$ L. Euler, Nov. Comment. Acad. Sci. Imp. Petrapal. 4, 109 (1752-1753).
    ${ }^{1}$ D. M. Y. Sommerville, An Introdurtion to the Geametry of $n$ Dimentions (Methuen and Company, Ltd., Lendon, 1929), p. 196.

[^25]:    ${ }^{1}$ At an ordinary point the tolal brightness is proportional to $|\Omega|^{-1}$, but when $\mathbb{Q}^{\prime}$ vanishes this approximation breaks down.

[^26]:    ${ }^{1}$ This is for gravity waves. For surface-tension waves the reverse is true, but a similar argument applies.

[^27]:    ${ }^{4}$ S. O. Rice, Bell System Tech. J. 23, 282 (1944); 24, 46 (1945).
    1]. L. Doob, Shochaslic Processer (John Wiley \& Sons, Inc., New Yorl, 195j).

[^28]:    - M. S. Longuet-Higgins, Proc. Cambridge Fhil. Soc. (to be published).

[^29]:    ${ }^{1}$ M. S. Languet-Higgins, J. Opt. Soc. Arn. 50,838 (1960), paper I of this series.
    ${ }^{2}$ M. S. Longuet-Higgins, J. Opt. Soc. Am. 50, 845 (1960) paper II of this series.
    ${ }^{\text {f }}$ J. D. Whitehead, J. Terrest Atm. Phys. 9, 209 (1955).

[^30]:    ${ }^{4} n_{\text {a }}$ has been evaluated previously in the case when the source and observer are at infinite distance. See M. S. Longuet-Figgina, Proc. Cambridge Phil. Soc. 56, 234 (1956).

[^31]:    'A. N. Lowan, "Tableg of normal probability functians, Natl. Bur. Standards, Appl. Math. Ser. 23 (1953).

[^32]:    * $\psi(t)$ is also written as $\psi_{t}$. It is assumed that the probsbility density $P(t)$ exists, which implies the existence of $\psi_{0}^{\prime \prime}$.

[^33]:    * Bince the binomial coefficient $\binom{n-2+r}{n-2}$ is $0\left(r^{n}\right)$ as $r \rightarrow \infty$, keeping $n$ fixed, the convergence of (5) implies that $m^{n} P_{m} \rightarrow 0$ as $m \rightarrow \infty$, for fixed $n$. Thus $P_{m}(7)$ decreases with $m$ more rapidly than any negative power of $m$.

[^34]:    * Kinsman tabulates $P(f)$ where $f=$ frequency in $c / s$. He uses a slightly different definition of the power spectrum, so that $P d f=\frac{1}{2} F(\sigma) d \sigma$.
    $\dagger$ In table 5.10 of Kinsman (1960) it is $\frac{1}{2} \lambda_{3}$ that is tabulated.

[^35]:    * If the spectrum is one-dimensional, these terms vanish.
    $\dagger$ The frequency of waves having the minimum phase-velocity is about il $\mathrm{c} / \mathrm{s}$.

[^36]:     sarlly to be grassito.

[^37]:    $0022 \cdot 3670 / 82 / 111283-09506.25$
    O 1982 American Metenrological Sociely

[^38]:    'A theoretical justification for this form, which differs slightly from Cox and Munk (1956), was given by Longuet-Higgins ( 1963 ).

[^39]:    ${ }^{1}$ For eapillary-gravity waves this conelusion must be modified.

[^40]:    $\dagger$ In fact, according to (9.10) we would expect the corresponding values of $\nu H_{\text {; }}$ and $\nu A$ to differ by a small amount of order 0.5 v . For further discussion see Appendix $\mathbf{B}$

[^41]:    $\dagger$ We use a star * to denote equation numbers in Longuet-Higgins (1963).

[^42]:    $\dagger$ Some equivalent geometrical conditions on the Fourier coefficients were given by Caratheodory $(2,3)$. The equivalence of the algebraic and geometrical conditions was eatablished by Caratheodory and Fejer (4). See also Riesz (3,9) for related results.

[^43]:    ${ }^{1}$ Later on, calibrated response factors, sppropriste to each wave length and frequency, are used.

[^44]:    2 In terms of the two-dimensionsl spectrum $E(k)$ used in Longuet-Higgios (1857) we have $P=2 \frac{d k}{d e} B=\frac{2 k}{\sigma} R$.

[^45]:    ${ }^{1}$ An experimental program to measure the econd derivatives of $\zeta$ is in progreas.

[^46]:    'Phillipa' $\varphi(k, t)$ in equivalent to $2 F(\sigma, \phi) \frac{d \sigma d \phi}{k d k d \Phi}$, that is to say, to $(g / \sigma k) f$. Our $\Pi(\mathbf{k}, t)$ in the same as his.

[^47]:    ${ }^{1}$ Compare Phillipa (1960)

[^48]:    ${ }^{1}$ And in any case the numerical valuea of $\alpha$ and $\beta$ may be sensitive to actual departures from the logarithonic wind profle.

[^49]:    + Stewart ( 1967 ) has pointed out a more serious objection to this mechanism, namely that the total energy in the atmospheric turbulence appears insufficient to generate ocean waves of the observed magnitude. In the same paper Stewart ( 1967 ) suggests that oppreciable energy may be imparted by variations in the tangential stress of the wind on the sea surface. A correction to his calculation is given in another paper (Longuet-Higgins 1969b).

[^50]:    ${ }^{1}$ H. Lamb, Hydrodynamics (Cambridge Dniversity Preas, Cappridge, England, 1932), 6tb ed. Sec especially Sec. 349.
    ₹ R. W. Stewart, Phys. Fluids Suppl., 10, $\$ 54$ (1967).

[^51]:    - Here $z$ and $z$ denote borizontal and vertical coordinatea; more exactly they may be taken as tangential and normal to the surface. Sce M. S. Longuet-Higgins, Fhil. Trans. Roy. Soc. (London) A245, 535 (1053).

[^52]:    ' M. S. Longuet-liggins, Proo. Roy. Sac. (London) (to be published).

[^53]:    *Submitted to Deep-Sea Research on 24.6.76.

[^54]:    * Measurements at lower values of $U / c_{0}$ have been made by KELLER and Wright (1975).

[^55]:    * In a recent paper, Gent (1976) has introduced a second harmonic into the wave profile, which does not, however, correspond precisely with water waves.

[^56]:    *The view of the wave surface in fig 12b of Ramamonjiarison (1974) shows clearly that the waves in this instance are quite short-crested. Hence localization occurs both in the down-wind and cross-wind directions.

[^57]:    * In a recent contribution Garrett and Smith (1976) have shown that this formula effectively applies also when $r$ ' includes the transfer of momentum from the wind to the short waves.

[^58]:    - In a recent contribution Garrett and Smith (1976) have shown that this formula effectively applies also when $\tau^{\prime}$ includes the transfer of momentum from the wind to the short waves.

[^59]:    - These assumptions taken together are valid only for irrotational fow; vorticity may be taken into account by supposing $U$ to depend upon $z$.

[^60]:    * It is essumed that $\left(1 / g^{\prime}\right) ~ \partial g^{\prime} / \partial t$ is small compared with $\sigma^{\prime}$.

[^61]:    * It is assumed that the current is nearly horizontal.
    $\dagger$ Some of the results of this section were obtained by Drent (1959) who, adopting a different approach, was led to make an assumption equivalent to (7.2) in this case.

[^62]:    $\dagger$ This result has been given independently Whitham (1962), but without stating the reatriction on the length of the wave groupa.

[^63]:    $\dagger$ For graphs of $a, k$ and $o / o_{0}$ relative to their deep-water values see, for example,

[^64]:    *National Institute of Oceanography Wormley, Godalming, Surrey.
    $\dagger$ Institute of Oceanography, University of British Columbia, Vancouver, British Columbia, Canada.

[^65]:    *By bottom, of course, we refer to the bottom of the irrotational flow. The boundary layer between this and the true bottom we assume to be thin and inconsequential.

[^66]:    *For a further justification of this equation see Whitham (1962).
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