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## PART III

## GAUGE FIELDS IN SOLIDS

Denique quae nobis durata ac spissa videntur haec magis hamatis inter sese esse necesset et quasi ramosis alte compacta teneri.
(Things which seem to us hard Must needs be made of particles more hooked, One to another, and be held in union, Welded throughout by branch-like elements.)

Lucretius, De Rerum Natura, Rome, 57 B.C.

The description of superfluid ${ }^{4} \mathrm{He}$ in terms of a disorder field theory developed in Part II can serve as a prototype for the treatment of many other physical systems. For this to be true, these systems have to possess the following fundamental properties.

1. There exists an ordered ground state.
2. The important fundamental exitations are of two types, namely,
a) soft long-wavelength exitations which only slightly disturb the order, and
b) line-like disturbances which drastically disturb the order in their immediate neighbourhood.
3. There exists a phase transition where the line-like disturbances condense and completely destroy the order everywhere in the system. In superfluid ${ }^{4} \mathrm{He}$ the long-wavelength exitations were the fluctuations of the phase angle, the line-like disturbances were the vortex lines, and the order which was destroyed in the phase transition was the superfluid order.

We shall now discuss the second important physical system of this type: the crystalline solid. In thermal equilibrium at low temperature, this consists of a regular array of atoms which form the ordered ground state. If the crystal is perturbed weakly, the atoms perform long-wavelength oscillations. These are observable in the form of sound waves. If the crystal is perturbed strongly, for example via local external forces, one obtains what is called a plastically deformed state. To a good approximation such a state can be described by means of line-like defects. The most important ones are of two types called dislocations and disclinations. These are the crystalline analogues of the vortex lines in superfluid ${ }^{4} \mathrm{He}$. We shall develop a disorder field theory for these fundamental exitations in close analogy with the vortex lines in superfluid ${ }^{4} \mathrm{He}$. The phase transition in which defect lines condense and destroy the crystalline order will be identified with the melting process. The melting process is a first order transition and thus of a nature different from the superfluid transition. Still, we shall see that a number of quasi-universal features of this process can be understood by means of this disorder field theory.

## CHAPTER ONE

## THE IDEAL CRYSTAL

### 1.1. DISPLACEMENT AND STRAIN

Consider an ideal simple crystal which consists of a periodic array of identical atoms situated on lattice points

$$
\begin{equation*}
\mathbf{x}_{\mathbf{n}}=n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}+n_{3} \mathbf{a}_{3}, \tag{1.1}
\end{equation*}
$$

where $a_{i}$ are the fundamental lattice vectors and $n_{i}$ are integers. The simplest example is that of a simple cubic (s.c.) lattice with atoms at

$$
\begin{equation*}
\mathbf{x}_{n}=a\left(n_{1}, n_{2}, n_{3}\right) \tag{1.2}
\end{equation*}
$$

where $a$ is the lattice spacing. Such a crystal is not very physical since, with the usual dominance of central forces, it is unstable against shear deformations. This is why there are only very few s.c. crystals in nature (e.g., solid polonium). For much of the development to come this aspect will, however, not be relevant. More stable configurations of identical atoms are the face-centered cubic (f.c.c.) crystal with

$$
\mathbf{a}_{1}=a\left(\frac{1}{2}, \frac{1}{2}, 0\right), \quad \mathbf{a}_{2}=a\left(0, \frac{1}{2}, \frac{1}{2}\right), \quad \mathbf{a}_{3}=a\left(\frac{1}{2}, 0, \frac{1}{2}\right)
$$

and the body-centered cubic (b.c.c.) crystal with

$$
\mathbf{a}_{1}=a(1,0,0), \quad \mathbf{a}_{2}=a\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right), \quad \mathbf{a}_{3}=a(0,0,1)
$$

If forces are applied, the crystal undergoes some distortion and the atomic positions change from $\mathbf{x}_{\mathrm{n}}$ to, say,

$$
\begin{equation*}
x_{n}^{\prime}=x_{n}+u_{n} . \tag{1.3}
\end{equation*}
$$

There are a number of important phenomena which are smooth over many atomic distances. For these, it is sufficient to study the crystal in the continuum limit in which the lattice spacing $a$ tends to zero. This has the advantage that the positional changes can be described by a displacement field $\mathbf{u}(\mathbf{x})$ which is defined on every space point,

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{x}+\mathbf{u}(\mathbf{x}) \tag{1.4}
\end{equation*}
$$

After the distortion, the distance vector between two infinitesimally spaced neighboring material points at $\mathbf{x}$ and $\mathbf{y}$ is changed from $d \mathbf{x}=\mathbf{x}-\mathbf{y}$ to

$$
\begin{equation*}
d x_{i}^{\prime}=d x_{i}+\partial_{j} u_{i} d x_{j}, \tag{1.5}
\end{equation*}
$$

and its length from $d \ell=\sqrt{d \mathbf{x}^{2}}$ to

$$
\begin{equation*}
d \ell^{\prime}=\left(d \ell^{2}+2 u_{i j} d x_{i} d x_{j}\right)^{1 / 2} . \tag{1.6}
\end{equation*}
$$

The symmetric matrix

$$
\begin{equation*}
u_{i j}(\mathbf{x}) \equiv \frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}+\partial_{i} u_{\ell} \partial_{j} u_{\ell}\right) \tag{1.7}
\end{equation*}
$$

is called the strain tensor. To linear approximation, this tensor is just

$$
\begin{equation*}
u_{i j}(\mathbf{x}) \sim \frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) \tag{1.8}
\end{equation*}
$$

### 1.2. ELASTIC ENERGY

In elastic media with short-range forces between pointlike constituents, the elastic energy density can only depend on the differences $d \ell^{\prime}-d \ell$ and thus only on the strain. To lowest approximation we may write

$$
\begin{equation*}
e(\mathbf{x})=\frac{1}{2} c_{i j k c} u_{i j}(\mathbf{x}) u_{k e}(\mathbf{x}) . \tag{1.9}
\end{equation*}
$$

There is no linear term since, in equilibrum, all $u_{i}(\mathbf{x})$ vanish by definition. With this energy, the thermal partition function of elastic fluctuations reads

$$
\begin{equation*}
Z=\int \mathscr{S} u_{i}(\mathbf{x}) \exp \left(-\frac{1}{T} \int d^{3} x e(\mathbf{x})\right) \tag{1.10}
\end{equation*}
$$

The elastic tensor $c_{i j k}$ is symmetric under the exchanges $i \leftrightarrow j, k \leftrightarrow$ $\ell, i j \leftrightarrow k \ell$. Thus it has 21 independent coefficients which may be displayed in the form of a symmetric $6 \times 6$ matrix

$$
c_{i j k t}=\left(\begin{array}{ccc|ccc}
c_{1111} & c_{1122} & c_{1133} & c_{1123} & c_{1131} & c_{1112} \\
& c_{2222} & c_{2233} & c_{2223} & c_{2231} & c_{2212} \\
& & c_{3333} & c_{3323} & c_{3331} & c_{3312} \\
& & & c_{2323} & c_{2331} & c_{2312} \\
& & & & c_{3131} & c_{3112} \\
& & & & & c_{1212}
\end{array}\right) \equiv c_{\text {t1l }}
$$

where $a=1, \ldots, 6$ denotes the $i, j$ pairs $11,22,33,23,31,12$. Let us also introduce corresponding strain components as follows,

$$
\begin{equation*}
u_{a}=\left(u_{11}, u_{22}, u_{33}, 2 u_{23}, 2 u_{31}, 2 u_{12}\right) \tag{1.11}
\end{equation*}
$$

Then the energy (1.9) may be viewed as a quadratic form in a sixdimensional vector space

$$
\begin{equation*}
e=\frac{1}{2} c_{a b} u_{a} u_{b} . \tag{1.9'}
\end{equation*}
$$

The elastic constants $c_{a b}$ are not completely arbitrary. In order to guarantee stability under elastic fluctuations the energy has to be positive definite, $e>0$. for all non-zero strains. This implies that all subdeterminants of the quadratic form are strictly positive, i.e.,

$$
c_{11}>0, \quad\left|\begin{array}{ll}
c_{11} & c_{12}  \tag{1.12}\\
c_{21} & c_{22}
\end{array}\right|>0, \quad \ldots\left|\begin{array}{ccc}
c_{11} & \ldots & c_{16} \\
\vdots & & \vdots \\
c_{61} & \ldots & c_{66}
\end{array}\right|>0
$$

Usually, only a few of the coefficients $c_{a b}$ are really independent, due
to crystal symmetries. A single plane of reflection symmetry, for instance, removes 8 coefficients. If the $x y$ plane is a plane of reflection symmetry, the matrix $c$ has the form

$$
c_{a b}=\left(\begin{array}{ccc|ccc}
c_{11} & c_{12} & c_{13} & 0 & 0 & c_{16}  \tag{1.13}\\
& c_{22} & c_{23} & 0 & 0 & c_{26} \\
& & c_{33} & 0 & 0 & c_{36} \\
\hline & & & & & \\
& & c_{45} & 0 \\
& & & & c_{55} & 0 \\
& & & & & c_{66}
\end{array}\right) .
$$

An additional symmetry about one orthogonal reflection plane leaves us with only

$$
c_{\text {tl }}=\left(\begin{array}{ccc|ccc}
c_{11} & c_{12} & c_{13} & & &  \tag{1.14}\\
& c_{22} & c_{23} & & 0 & \\
& & c_{33} & & & \\
\hline & & & c_{44} & 0 & 0 \\
& 0 & & & c_{s 5} & 0 \\
& & & & & c_{66}
\end{array}\right) .
$$

Exploiting such symmetry elements as well as the invariance under discrete rotations. the 32 crystallographic point groups give rise to 9 different classes of $c$ matrices. These are listed in Appendix 1A. The number of independent elements $c_{u l}$, is shown in Table 1.1 and Fig. 1.1.

We shall consider mostly crystals of cubic symmetry which have the smallest number of independent elastic constants, i.e., 3: $c_{11}, c_{12}, c_{44}$,

$$
c_{a b}=\left(\begin{array}{ccc|ccc}
c_{11} & c_{12} & c_{12} & & &  \tag{1.15}\\
& c_{11} & c_{12} & & 0 & \\
& & c_{11} & & & \\
\hline & & & c_{44} & 0 & 0 \\
& 0 & & & c_{44} & 0 \\
& & & & & c_{44}
\end{array}\right) .
$$

For these crystals, the energy density reads

TABLE 1.1. The seven crystal systems with their 32 crystallographic point groups and numbers of quadratic and cubic elastic constants.

| System | Hermann-Mauguin symbols | Schoenflies notation | $u_{i j}^{2}$ couplings | $u_{i j}^{3}$ couplings |
| :---: | :---: | :---: | :---: | :---: |
| Cubic $\quad \begin{aligned} & a \\ & \\ & \end{aligned}$ | 23. $\frac{2}{m} \overline{3}$ $\overline{4} 3 \mathrm{~m}, 432, \frac{4}{\mathrm{~m}} \overline{3} \frac{2}{m}$ | $\begin{aligned} & T, T_{b} \\ & T_{d}, O . O_{h} \end{aligned}$ | 3 | 8 6 |
| Tetragonal | 4. $\overline{4}, \frac{4}{m}$ <br> $4 m m, \overline{4} 2 m .422 . \frac{4}{m} \frac{2}{m} \frac{2}{m}$ | $\begin{aligned} & C_{4}, S_{4}, C_{4 / 1} \\ & C_{4 v}, D_{2 d}, D_{4}, D_{4 / 1} \end{aligned}$ | 6 | 16 12 |
| Hexagonal | $\begin{aligned} & 6, \overline{6} \cdot \frac{6}{m} \\ & 6 m m \cdot \overline{6} m 2.622 \cdot \frac{6}{m} \frac{2}{m} \frac{2}{m} \end{aligned}$ | $\begin{aligned} & C_{6}, C_{3 /}, C_{0 h 1} \\ & C_{n /}, D_{3 /}, D_{6 / t} \end{aligned}$ | 5 | 12 10 |
| Trigonal | 3. $\overline{3}$ <br> $3 m .3 \frac{2}{m} \cdot 32$ | $\begin{aligned} & C_{3,} S_{6} \\ & C_{3 v}, D_{3, d}, D_{3} \end{aligned}$ | 7 6 | 20 14 |
| Orthorhombic | 2mm. 222. $\frac{2}{m} \frac{2}{m} \frac{2}{m}$ | $C_{20} . D_{2} . D_{2 h}$ | 9 | 20 |
| Monoclinic | 2.m. $\frac{2}{m}$ | $C_{2} . C_{1 / 1}, C_{21}$ | 13 | 32 |
| Triclinic | 1. $\overline{1}$ | $C_{1}, S_{2}$ | 21 | 56 |

$$
\begin{align*}
e(\mathbf{x})= & \frac{1}{2} c_{11}\left(u_{11}^{2}+u_{22}^{2}+u_{33}^{2}\right)+c_{12}\left(u_{11} u_{22}+u_{11} u_{33}+u_{22} u_{33}\right) \\
& +2 c_{44}\left(u_{23}^{2}+u_{31}^{2}+u_{12}^{2}\right) \\
= & c_{44} \sum_{i \neq 1} u_{i j}^{2}+\frac{c_{11}-c_{12}}{2} \sum_{i} u_{i i}^{2}+\frac{c_{12}}{2}\left(\sum_{i} u_{i i}\right)^{2} . \tag{1.16}
\end{align*}
$$

The stability condition (1.12) implies $c_{11}>0, c_{11}^{2}>c_{12}^{2},\left(c_{11}-c_{12}\right)^{2}$ $\times\left(c_{11}+2 c_{12}\right)>0, c_{44}>0$ and hence

$$
\begin{equation*}
c_{11}>0, \quad c_{44}>0, \quad c_{11}>c_{12}, \quad c_{11}+2 c_{12}>0 . \tag{1.17}
\end{equation*}
$$

A further reduction occurs for isotropic systems. In general, one axis of

FIG.1.1. The graphical representation of the symmetry elements in the given crystal systems with their 32 crystallographic point groups of Table 1.1. The notation is abbreviated. Boxes indicate centrosymmetric systems. The numbers on the lower right corners give the number of independent elastic constants in each case.

rotational symmetry reduces the 21 components to 5 independent ones. If this axis coincides with the $z$ axis, the matrix $c_{a b}$ becomes

$$
c_{a b}=\left(\begin{array}{ccc|cc}
c_{11} & c_{12} & c_{13} & &  \tag{1.18}\\
& c_{11} & c_{13} & 0 & \\
& & c_{33} & & \\
\hline & & & c_{44} & 0 \\
& 0 & & & 0 \\
& & & & c_{44} \\
& & & 0 \\
& & & \\
& & \left(c_{11}-c_{12}\right)
\end{array}\right) .
$$

TABLE 1.2. Adiabatic elastic stiffness constants of cubic crystals at low temperature and at room temperature* Units are in $10^{12}$ dync/ $\mathrm{cm}^{2}$. The last four columns show the thermal softening in \% up to 300 K .

| Crystal | $\begin{gathered} T \\ {[\mathrm{~K}]} \end{gathered}$ | $\begin{gathered} T_{\mathrm{m}} \\ {[\mathrm{~K}]} \end{gathered}$ | $\begin{aligned} & \text { Density } \\ & {\left[\mathrm{g} / \mathrm{cm}^{3}\right]} \end{aligned}$ | $c_{11}$ | $c_{12} \equiv \lambda$ | $c_{44} \equiv \mu$ | $\frac{c_{11}-c_{1}}{2 c_{44}}$ | $\frac{\lambda}{2 \mu}=\frac{c_{12}}{2 c_{44}}$ | $\gamma=\left(\xi \frac{2 \mu}{\lambda}\right.$ | $\Delta c_{11} / c_{11}^{0}$ | $\Delta \lambda / \lambda^{\circ}$ | $\Delta \mu / \mu^{\circ}$ | $\Delta \xi / \xi^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| W (f.c.e.) | 0 | 2640.1 | 19.317 | 5.326 | 2.049 | 1.631 | 1.005 | 0.628 | 4.620 | 1.7 | . 20 | 1.47 | 1.29 |
|  | 300 |  | - | 5.233 | 2.045 | 1.607 | 0.992 | 0.636 | 4.523 |  |  |  |  |
| Ta (b.c.c.) | 0 | 3270 | 16.696 | 2.663 | 1.582 | 0.874 | 0.618 | 0.905 | 2.278 | 2 | . 51 | 3.42 | -2.4 |
|  | 300 |  | - | 2.609 | 1.574 | 0.818 | 0.633 | 0.962 | 2.316 |  |  |  |  |
| Cu (f.c.c.) | 0 | 1357.6 | 9.018 | 1.762 | 1.249 | 0.818 | 0.314 | 0.763 | 1.070 | 4.4 | 2.8 | 7.82 | . 645 |
|  | 300 |  | - | 1.684 | 1.214 | 0.754 | 0.312 | 0.805 | 1.057 |  |  |  |  |
| Ag (f.c.c.) | 0 | 1235 | 10.635 | 1.315 | 0.973 | 0.511 | 0.335 | 0.952 | 1.122 | 5.7 | 3.7 | 9.8 | 1.8 |
|  | 300 |  | - | 1.240 | 0.937 | 0.461 | 0.329 | 1.02 | 1.093 |  |  |  |  |
| Au (f.c.c.) | 0 | 1337.5 | 19.488 | 2.016 | 1.697 | 0.454 | 0.351 | 1.8689 | 1.120 | 4.1 | 3.9 | 7.6 | . 9 |
|  | 300 |  | - | 1.923 | 1.631 | 0.420 | 0.348 | 1.94 | 1.1064 |  |  |  |  |
| Al (f.c.c.) | 0 | 933.5 | 2.733 | 1.143 | 0.619 | 0.316 | 0.829 | 0.979 | 3.189 | 6.6 | 1.9 | 10.8 | 1.5 |
|  | 300 |  | - | 1.068 | 0.607 | 0.282 | 0.817 | 1.079 | 3.073 |  |  |  |  |
| K (b.c.c.) | 4 | 336.3 |  | 0.0416 | 0.0341 | 0.0286 | 0.131 | 0.596 | . 422 | 23.8 | 7.9 | 34.3 | -13.7 |
|  | 295 |  |  | 0.0370 | 0.0314 | 0.0188 | 0.149 | 0.835 | . 473 |  |  |  |  |
| Pb (f.c.c) | 0 | 600.6 | 11.599 | 0.555 | 0.454 | 0.194 | 0.260 | 1.170 | . 839 | 10.8 | 6.8 | 23.2 | 6.9 |
|  | 300 |  | -- | 0.495 | 0.423 | 0.149 | 0.242 | 1.42 | . 767 |  |  |  |  |
| Ni (f.c.c.) | 0 | 1728.1 | 8.968 | 2.612 | 1.508 | 1.317 | 0.419 | 0.573 | 1.564 | 4 | . 53 | 6.2 | 2.6 |
|  | 300 |  | -- | 2.508 | 1.500 | 1.235 | 0.408 | 0.697 | 1.498 |  |  |  |  |
| Pd (f.c.c.) | 0 | 1827.1 | 12.132 | 2.341 | 1.761 | 0.712 | . 407 | 1.247 | 1.356 | 3 | 0 | -. 7 | 12.5 |
|  | 300 |  | -- | 2.271 | 1.761 | 0.717 | 0.356 | 1.228 | 1.170 |  |  |  |  |
| V (f.c.c.) | 0 | 2193.1 | 6.051 | 2.324 | 1.194 | 0.460 | 1.228 | 1.290 | 4.847 | 1.9 | . 58 | 7.4 | -4.5 |
|  | 300 |  | - | 2.280 | 1.187 | 0.426 | 1.283 | 1.393 | 5.030 |  |  |  |  |

*References to the original papers are given in the article by C. Kittel in Phonons, ed. R.W.H. Stevenson (Oliver \& Boyd, Edinburgh, 1966).

Symmetries about two orthogonal axes lead to complete isotropy, in which case we find the cubic shape but with the third constant, $c_{44}$, being related to $c_{11}, c_{12}$ by

$$
\begin{equation*}
c_{44}=\left(c_{11}-c_{12}\right) / 2 \tag{1.19}
\end{equation*}
$$

Then the energy can be expressed in terms of the two rotational invariants, $u_{i j}^{2}$ and $u_{i i}$, as

$$
\begin{equation*}
e(\mathbf{x})=\mu u_{i j}^{2}+\frac{\lambda}{2} u_{i i}^{2}, \tag{1.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu \equiv c_{44}, \quad \lambda \equiv c_{12}, \tag{1.21a}
\end{equation*}
$$

Here $\mu$ is called the shear modulus and $\lambda$ the Lamé constant. For these, the stability conditions (1.17) read

$$
\begin{equation*}
\mu>0, \quad 2 \mu+3 \lambda>0 . \tag{1.22}
\end{equation*}
$$

In some materials, the deviation,

$$
\begin{equation*}
\xi \equiv \frac{c_{11}-c_{12}}{2 c_{44}}>0 \tag{1.21b}
\end{equation*}
$$

from the isotropic value 1 can be considerable. A list of experimental data is given in Table 1.2. As an example, silver at 300 K has $c_{11}=1.240$, $c_{12}=0.937$, and $c_{44}=0.511$ in units of $10^{12}$ dynes $/ \mathrm{cm}^{2}$ so that $\xi=0.33$. Nevertheless we shall continue the discussion first for isotropic media. for simplicity, then generalize the theory to cubic systems, and give some remarks concerning the general case only from time to time.

In isotropic media it is convenient to stay with the notation (1.9) in which $u_{i j}$ and $c_{i j k e}$ are tensors and have simple properties under rotations. In terms of the elastic constants $\mu, \lambda$, we can write

$$
\begin{equation*}
c_{i j k \ell}=\mu\left(\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right)+\lambda \delta_{i j} \delta_{k \ell} . \tag{1.23}
\end{equation*}
$$

As far as the total energy,

$$
\begin{equation*}
E=\int d^{3} x e(\mathbf{x}) \tag{1.24}
\end{equation*}
$$

is concerned, we can perform partial intergrations and bring the energy density (1.20) to the equivalent form

$$
\begin{equation*}
e(\mathbf{x})=\frac{\mu}{2}\left(\partial_{i} u_{j}\right)^{2}+\frac{1}{2}(\lambda+\mu)\left(\partial_{i} u_{i}\right)^{2} \tag{1.25}
\end{equation*}
$$

The difference between (1.20) and (1.25) is a pure divergence, i.e., surface term in the energy $E$. It will be useful to separate the strain into rotational invariants consisting of the traceless part of $u_{i j}$,

$$
\begin{equation*}
u_{i j}^{(2)} \equiv u_{i j}-\frac{1}{3} \delta_{i j} u_{k k} \tag{1.26}
\end{equation*}
$$

of spin 2 and the trace itself,

$$
\begin{equation*}
u_{i j}^{(0)} \equiv \frac{1}{3} \delta_{i j} u_{k k} \tag{1.27}
\end{equation*}
$$

of spin 0 . The projection matrices into these channels are

$$
\begin{equation*}
P_{i j k \ell}^{(2)}=\frac{1}{2}\left(\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right)-\frac{1}{3} \delta_{i j} \delta_{k \ell}, \quad P_{i j k \ell}^{(0)}=\frac{1}{3} \delta_{i j} \delta_{k \epsilon} . \tag{1.28}
\end{equation*}
$$

They are orthonormal in the sense that

$$
\begin{align*}
& \left(P^{(2) 2}\right)_{i j k r} \equiv P_{i j m n}^{(2)} P_{m n k r}^{(2)}=P_{i j k k}^{(2)} \quad\left(P^{(1) 2}\right)_{i j k k} \equiv P_{i j m h}^{(1)} P_{m m k r}^{(1)}=P_{i j k k}^{(0)}, \\
& \left(P^{(2)} P^{(1)}\right)_{i j k \ell} \equiv P_{i j m n}^{(2)} P_{m m k r}^{(1)}=\left(P^{(1)} P^{(2)}\right)_{i j k \psi} \equiv P_{i j m, h}^{(1)} P_{m m k r}^{(2)}=0 . \tag{1.29}
\end{align*}
$$

so that we can write in abbreviated form: $P^{(2) 2}=P^{(2)}, P^{(0) 2}=P^{(0)}$, $P^{(2)} P^{(0)}=P^{(0)} P^{(2)}=0$, where multiplication amounts to contraction of adjacent index pairs. When added together, these projections span the space of symmetric tensors, resulting in the unit matrix in this space,

$$
\begin{equation*}
\left(P^{(2)}+P^{(0)}\right)_{i j k \varepsilon}=1_{i j k \ell}^{s} \equiv \frac{1}{2}\left(\delta_{i k} \delta_{j \ell}+\delta_{i \ell} \delta_{j k}\right) \tag{1.30}
\end{equation*}
$$

Therefore, the decomposition of $u_{i j}$ can be written as

$$
\begin{equation*}
u_{i j}=1_{i j k c}^{s} u_{k \ell}=\left(P^{(2)}+P^{(0)}\right)_{i j k \ell} u_{k \ell}=u_{i j}^{(2)}+u_{i j}^{(0)} . \tag{1.31}
\end{equation*}
$$

By using these matrices, the elastic tensor may be decomposed into spin-2 and spin-0 parts,

$$
\begin{equation*}
c_{i j k \ell}=c^{(2)} P_{i j k \ell}^{(2)}+c^{(0)} P_{i j k c}^{(0)}, \tag{1.32}
\end{equation*}
$$

with

$$
\begin{equation*}
c^{(2)}=2 \mu, \quad c^{(0)}=3\left(\lambda+\frac{2}{3} \mu\right) \equiv 3 \kappa \tag{1.33}
\end{equation*}
$$

The spin- 0 combination $\kappa$ is called the modulus of compression for reasons to be seen shortly. On inserting the decomposition (1.32) into the energy (1.9) and using the projection property (1.29) we can write

$$
\begin{equation*}
e(\mathbf{x})=\frac{1}{2} u\left(c^{(2)} P^{(2)}+c^{(0)} P^{(0)}\right) u=\frac{1}{2} c^{(2)} u^{(2) 2}+\frac{1}{2} c^{(0)} u^{(0) 2}=\mu u^{(2) 2}+\frac{3}{2} \kappa u^{(0) 2} . \tag{1.34}
\end{equation*}
$$

Here, we can verify once more the stability conditions (1.22) according to which $\mu$ and $\kappa$ have to be positive.

### 1.3. STRESS

If a certain configuration $u_{i j}$ is changed by a small increment $\delta u_{i j}$, the energy density changes by

$$
\begin{equation*}
\delta e=c_{i j k \ell} u_{k \ell} \delta u_{i j} . \tag{1.35}
\end{equation*}
$$

The quantity

$$
\begin{equation*}
\sigma_{i j} \equiv \frac{\delta e}{\delta u_{i j}}=c_{i j k e} u_{k \ell} \tag{1.36}
\end{equation*}
$$

is called stress. For isotropic media, we may insert (1.33) and obtain

$$
\begin{equation*}
\sigma_{i j}=c^{(2)} u_{i j}^{(2)}+c^{(0)} u_{i j}^{(0)}=2 \mu u_{i j}^{(2)}+3 \kappa u_{i j}^{(0)}=2 \mu u_{i j}+\lambda \delta_{i j} u_{k k} . \tag{1.37}
\end{equation*}
$$

In the terms of strain, the energy change has the simple form

$$
\begin{equation*}
\delta e=\sigma_{i j} \delta u_{i j} \tag{1.38}
\end{equation*}
$$

The orthonormality properties of the projective matrices (1.29) make it easy to invert the stress strain relation (1.37) with the result

$$
\begin{align*}
u_{i j} & =\left(c^{-1}\right)_{i j k \ell} \sigma_{k \ell}=\left(c^{(2)^{-1}} P^{(2)}+c^{(0)^{-1}} P^{(0)}\right)_{i j k \ell} \sigma_{k \ell}=c^{(2)^{-1}} \sigma_{i j}^{(2)}+c^{(0)^{-1}} \sigma_{i j}^{(0)} \\
& =\frac{1}{2 \mu}\left(\sigma_{i j}-\frac{1}{3} \delta_{i j} \sigma_{k k}\right)+\frac{1}{3 \kappa} \frac{1}{3} \delta_{i j} \sigma_{k k}=\frac{1}{2 \mu}\left(\sigma_{i j}-\frac{\lambda}{3 \kappa} \delta_{i j} \sigma_{k k}\right) \tag{1.39}
\end{align*}
$$

The ratio $\lambda / 3 \kappa$ is usually expressed in terms of the Poisson ratio,

$$
\begin{equation*}
\nu \equiv \frac{\lambda}{2(\lambda+\mu)}, \tag{1.40}
\end{equation*}
$$

as ${ }^{\text {a }}$

$$
\begin{equation*}
\frac{\lambda}{3 \kappa} \equiv \frac{\nu}{1+v}, \tag{1.41}
\end{equation*}
$$

so that

$$
\begin{equation*}
u_{i j}=\frac{1}{2 \mu}\left(\sigma_{i j}-\frac{\nu}{1+\nu} \delta_{i j} \sigma_{k k}\right) . \tag{1.42}
\end{equation*}
$$

With this relation, the energy may be written in terms of stresses as follows:

$$
\begin{align*}
e & =\frac{1}{2} u\left(c^{(2)} P^{(2)}+c^{(0)} P^{(0)}\right) u=\frac{1}{2} \sigma\left(c^{(2)^{-1}} P^{(2)}+c^{(0)^{-1}} P(0)\right) \sigma \\
& =\frac{1}{4 \mu} \sigma^{(2)^{2}}+\frac{1}{6 \kappa} \sigma^{(0)^{2}}=\frac{1}{4 \mu}\left(\sigma_{i j}-\frac{1}{3} \delta_{i j} \sigma_{k k}\right)^{2}+\frac{1}{18 \kappa} \sigma_{k k}^{2} \\
& =\frac{1}{4 \mu}\left(\sigma_{i j}^{2}-\frac{v}{1+v} \sigma_{k k}^{2}\right) . \tag{1.43}
\end{align*}
$$

The manipulations leading to this expression can be used to find another formulation of the thermal partition function of elastic fluctuations which involves both the strain and the stress tensor. Starting with (1.10) we write in the isotropic case
aNotice that in $D$ dimensions $\lambda / \mu=2 \nu /(1-(D-1) \nu)$ and $D \kappa=2 \mu+D \lambda=2 \mu(1+\nu) /$ $(1-(D-1) \nu))>0$. Therefore, $\nu$ has to satisfy the stability condition $-1<\nu<1 /(D-1)$. In practice. $v$ is usually larger than zero. An exception for $D=2$ is the triangle lattice of magnetic flux lines in a type-II superconductor (see Part II. Fig. 3.5). For $D=3$. see Kittinger et al., Phys. Rev. Lett. 47 (1981) 712. More relations between the different elastic constants are given in Table 1.3.

$$
Z=\int \mathscr{D} u_{i}(\mathbf{x}) e^{-(11 / T) \int d^{2} x(1 / 2) u\left(c^{(2)} p^{(2)}+e^{(0) p} p^{(0)}\right) u}
$$

and introduce integrations over auxiliary variables $\sigma_{i j}$,

$$
\begin{align*}
Z= & \int \mathscr{D} u_{i}(\mathbf{x}) \int \frac{\mathscr{D} \sigma_{i j}(\mathbf{x})}{2 \pi} \\
& \times \exp \left(-\frac{1}{T} \int d^{3} x\left\{\frac{1}{2} \sigma\left(\frac{1}{c^{(2)}} P^{(2)}+\frac{1}{c^{(0)}} P^{(0)}\right) \sigma+i \sigma_{i j} u_{i j}\right\}\right) \\
= & \int \mathscr{D} u_{i}(\mathbf{x}) \int \frac{\mathscr{D} \sigma_{i j}(\mathbf{x})}{2 \pi} \\
& \times \exp \left(-\frac{1}{T} \int d^{3} x\left\{\frac{1}{4 \mu}\left(\sigma_{i j}^{2}-\frac{v}{1+\nu} \sigma_{\tau \tau}^{2}\right)+\frac{i}{2} \sigma_{i j}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)\right\}\right) . \tag{1.44}
\end{align*}
$$

In this formula we recognize the Hamiltonian form of the path integral of linear elasticity [recall Eq. (1.88). Part I) for the general field theoretic Hamiltonian path integral]. The field variables are now $u_{i}(\mathbf{x})$ and the stress fields $\sigma_{i j}$ play the role of the canonical field momenta, so that (1.45) just fits into the general canonical form,

$$
Z=\int \mathscr{Q} u(\tau) \int \frac{\mathscr{D} \pi(\tau)}{2 \pi} e^{\left.-\int d r \mid i \pi r_{1} u+\pi^{2} / 2\right\}} .
$$

The role of the "time" variable $\tau$ is now played by the space coordinates $x_{i}$.

In the Hamiltonian form, the path integral over $u_{i}(\mathbf{x})$ can be performed after rewriting $\int d^{3} x \sigma_{i j}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) / 2$ as $-\int d^{3} x \partial_{i} \sigma_{i j} u_{j}$. This leads to the divergenceless condition for the stress, $\partial_{i} \sigma_{i j}=0$, in the absence of external forces, and the path integral (1.44) becomes

$$
\begin{equation*}
Z=\int \mathscr{Q} \sigma_{i i}(\mathbf{x}) \delta\left[\partial_{i} \sigma_{i j}\right] \exp \left(-\frac{1}{T} \int d^{3} x \frac{1}{4 \mu}\left(\sigma_{i j}^{2}-\frac{\nu}{1+\nu} \sigma_{\imath l}^{2}\right)\right\} . \tag{1.45}
\end{equation*}
$$

Let us now generalize these considerations to the anisotropic case. The stress-strain relation (1.36) reads, using the pair indices $a, b$,

$$
\sigma_{a}=c_{a b} u_{b} .
$$

Its inversion is, in general, quite difficult. For cubic crystals, however, one finds from (1.15),

where $\xi$ is defined in (1.21b) and

$$
\kappa \equiv \frac{2}{3} \mu \xi+\lambda .
$$

Thus the energy can be expressed in terms of stresses as

$$
\begin{align*}
e & =\frac{1}{2} \sigma_{a} c_{a b}^{-1} \sigma_{b} \\
& =\frac{1}{2 \mu}\left(\sigma_{12}^{2}+\sigma_{23}^{2}+\sigma_{31}^{2}\right)+\frac{1}{4 \mu \xi}\left(\sigma_{11}^{2}+\sigma_{22}^{2}+\sigma_{33}^{2}\right)-\frac{\lambda}{12 \mu \xi \kappa}\left(\sigma_{11}+\sigma_{22}+\sigma_{33}\right)^{2} \tag{1.47}
\end{align*}
$$

Introducing the parameter

$$
\begin{equation*}
\gamma \equiv 3 \xi \kappa / \lambda=3 \xi\left(\frac{2}{3} \xi \frac{c_{4-}}{c_{12}}+1\right) \tag{1.48}
\end{equation*}
$$

this can be rewritten, in close analogy with (1.43), as

$$
\begin{equation*}
e=\frac{1}{4 \mu}\left(\sum_{i \neq j} \sigma_{i j}^{2}-\frac{1}{\xi} \sum_{i} \sigma_{i i}^{2}-\frac{1}{\gamma}\left(\sum_{i} \sigma_{i i}\right)^{2}\right) \tag{1.49}
\end{equation*}
$$

and the Hamiltonian version of the elastic partition function now reads

$$
\begin{align*}
Z= & \int \mathscr{D} u_{i}(\mathbf{x}) \int \frac{\mathscr{D} \sigma_{i j}(\mathbf{x})}{2 \pi} \exp \left\{-\frac{1}{T} \int d^{3} x \frac{1}{4 \mu}\left(\sum_{i \neq j} \sigma_{i j}^{2}+\frac{1}{\xi} \sum_{i} \sigma_{i i}^{2}-\frac{1}{\gamma}\left(\sum_{i} \sigma_{i i}\right)^{2}\right)\right. \\
& \left.+i \int d^{3} x \sigma_{i j}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) / 2\right\} . \tag{1.50}
\end{align*}
$$

In isotropic systems, $\xi=1, \gamma=(1+\nu) / \nu$ and $Z$ reduces to (1.46). Notice that in terms of $\mu, \lambda, \kappa$, the positivity conditions (1.17) are

$$
\begin{equation*}
\mu>0, \quad \xi>0, \quad 2 \mu \xi+\lambda>0, \quad \kappa>0 . \tag{1.51}
\end{equation*}
$$

The parameter $\gamma$ can, in principle, be negative. In practice, however, $\gamma \gtrless 1$ (just as $\nu \gtrsim 0$ in most isotropic materials).

### 1.4. EXTERNAL BODY FORCES

The linear elastic behavior of a solid under the influence of an external force density $f_{i}(\mathbf{x})$ can be studied by adding to the energy a source term for the external work acting on each volume element,

$$
\begin{equation*}
e_{\text {source }}(\mathbf{x})=-u_{j}(\mathbf{x}) f_{i}(\mathbf{x}) \tag{1.52}
\end{equation*}
$$

The equilibrium distortion can now be obtained by minimizing the total energy

$$
\begin{equation*}
F_{\mathrm{tot}}=\int d^{3} x\left(e(\mathbf{x})+e_{\text {source }}(\mathbf{x})\right) \tag{1.53}
\end{equation*}
$$

with respect to variations in $\delta u_{j}(\mathbf{x})$. This gives

$$
\int d^{3} x\left(\partial_{i}\left(\delta u_{j}\right) \sigma_{i j}-\delta u_{j} f_{j}\right)=0
$$

A partial integration leads to

$$
-\int d^{3} x \delta u_{j}\left(\partial_{i} \sigma_{i j}+f_{j}\right)+\int d^{3} x \partial_{i}\left(\delta u_{j} \sigma_{i j}\right)
$$

The last term becomes, by Gauss' theorem, a surface integral

$$
\int_{S} d S_{j} \delta u_{i} \sigma_{i j} .
$$

If the force is applied to a finite region of the solid, $\delta u_{i}$ vanishes at infinity and we can discard the surface integral. Taking $\delta u_{i}(\mathbf{x})$ to vanish everywhere except for a sharp $\delta$-function singularity at an arbitrary but fixed place $\mathbf{x}$ we find the Euler-Lagrange equation for linear elasticity,

$$
\begin{equation*}
-\partial_{i} \sigma_{i j}(\mathbf{x})=f_{j}(\mathbf{x}) \tag{1.54}
\end{equation*}
$$

This formula gives a physical meaning to the strain components. Integrating over a small volume element, say of the form of a cube with faces along the $\hat{\mathbf{x}}, \hat{\mathbf{y}}, \hat{\mathbf{z}}$ directions, we obtain

$$
\begin{equation*}
-\int d^{3} x \partial_{i} \sigma_{i j}=-\int d S_{i} \sigma_{i j}=\int d^{3} x f_{j} \tag{1.55}
\end{equation*}
$$

Thus $\sigma_{i 1}, \sigma_{i 2}, \sigma_{i 3}$ are three components of the force per unit area acting on the surface element $d S_{i}$. With this physical meaning, the stress-strain relation (1.36) becomes the physical law discovered in a simplified form by Robert Hooke in 1678 in his work De Potentia Restitutiva ("ut tensio sic vis").

The two elastic constants $\mu$ and $\lambda$ can be measured in a simple experiment. Suspending a weight $F$ on a cylindrical wire of radius $R$ and area $A=\pi R^{2}$ leads to a stress $\sigma_{11}=F / A$ with all other components vanishing. From (1.42), this results in the strains

$$
\begin{equation*}
u_{11}=\frac{1}{2 \mu} \frac{1}{1+v} \sigma_{11}, \quad u_{22}=u_{33}=-v u_{11} . \tag{1.56}
\end{equation*}
$$

The diagonal strains $u_{i i}$ (no sum over $i$ ) are observable as relative changes in the longitudinal and transversal length scales

$$
\begin{equation*}
u_{11}=\Delta l / \ell, \quad u_{22}=u_{33}=\Delta R / R . \tag{1.57}
\end{equation*}
$$

From (1.56) we see that the Poisson ratio $v$ is the ratio between the two. Usually, elongations lead to transverse contractions and $v>0$ (see footnote a). The constant [not to be confused with (1.24)]

$$
\begin{equation*}
E \equiv 2 \mu(1+v) \tag{1.58}
\end{equation*}
$$

in the relation between $\sigma_{11}$ and $u_{11}$ is called Young's modulus and is extracted from the experimental ratio

$$
\begin{equation*}
E=\frac{F}{A} / \frac{\Delta \ell}{\ell} \tag{1.59}
\end{equation*}
$$

The shear modulus is experimentally accessible by taking a cube of size $a$ and pushing the upper face with the force $F$ per area $A=a^{2}$ into one transverse direction (say $+\hat{\mathbf{x}}$ ), the lower face with the same force into the opposite direction (say $-\widehat{\mathbf{x}}$ ). As a consequence, the right angle in the $x z$ plane distorts to $\pi / 2+\theta$. This may be identified with $\partial_{3} u_{1}$ or $2 u_{31}$ (since $\partial_{1} u_{3}=0$ ), to linear approximation. The stress is then $\sigma_{31}=F / a^{2}$. From (1.39) we see that

$$
\begin{equation*}
2 u_{31}=\frac{1}{\mu} \sigma_{31} \tag{1.60}
\end{equation*}
$$

so that we can measure $\mu$ directly from

$$
\begin{equation*}
\mu=\frac{F}{a^{2}} / \theta \tag{1.61}
\end{equation*}
$$

An alternative simple experiment subjects an elastic body to hydrostatic pressure $p$. Then the stress on every surface element points along the normal, i.e.,

$$
\begin{equation*}
\sigma_{11}=\sigma_{22}=\sigma_{33}=-p \tag{1.62}
\end{equation*}
$$

or

$$
\begin{equation*}
p=-\frac{1}{3} \sigma_{k k} \tag{1.63}
\end{equation*}
$$

From (1.37) we see that ${ }^{\text {b }}$

$$
\begin{equation*}
p=-\frac{1}{3}(2 \mu+3 \lambda) u_{i i}=-\kappa u_{k k}=-\kappa \partial_{k} u_{k} \tag{1.64}
\end{equation*}
$$

[^0]But $\partial_{k} u_{k}$ is readily identified with the relative volume change of the body since [recall (1.5)]

$$
\begin{align*}
\frac{d^{3} x^{\prime}-d^{3} x}{d^{3} x} & =\frac{d x_{1}^{\prime} d x_{2}^{\prime} d x_{3}^{\prime}}{d x_{1} d x_{2} d x_{3}}-1=\operatorname{det} \frac{\partial x_{i}^{\prime}}{\partial x_{j}}-1 \\
& =\operatorname{det}\left(\delta_{i j}+\partial_{j} u_{j}\right)-1=\partial_{k} u_{k}+O\left((\partial u)^{2}\right) . \tag{1.65}
\end{align*}
$$

Thus we see that $\kappa$ is directly measurable from

$$
\begin{equation*}
p=-\kappa \frac{\Delta V}{V}, \tag{1.66}
\end{equation*}
$$

which explains the name modulus of compression for $\kappa$. In Table 1.3 we summarize the connection of $\kappa$ with the different elastic constants.

TABLE 1.3. Relations between isotropic elastic constants $\left(\varepsilon \equiv \sqrt{E^{2}+2 \lambda E+9 \lambda^{2}}\right)$.

| in terms of | $\lambda$ | $\mu$ | $E$ | $\nu$ | $\kappa$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A. $\mu$ |  |  | $\frac{\mu(3 \lambda+2 \mu)}{\lambda+\mu}$ | $\frac{\lambda}{2(\lambda+\mu)}$ | $\frac{3 \lambda+2 \mu}{3}$ |
|  |  | $\underline{\varepsilon+(E-3 \lambda)}$ |  | $\mathrm{A}^{*}-(E+\lambda)$ | $\underline{\varepsilon+(3 \lambda+E)}$ |
| A, E |  | $\begin{gathered} 4 \\ \lambda(1-2 \nu) \end{gathered}$ | $\lambda(1+\nu)(1-2 \nu)$ | $4 \lambda$ | $\begin{gathered} 6 \\ \lambda(1+v) \\ \hline \end{gathered}$ |
| $\lambda . \nu$ |  | $\begin{gathered} 2 v \\ 3(\kappa-\lambda) \end{gathered}$ | $\underline{9 \kappa(\kappa-\lambda)}$ | $\lambda$ | $3 v$ |
| A. $\kappa$ | $\underline{\mu(2 \mu-E)}$ | 2 | $3 \kappa-\lambda$ | $\begin{aligned} & \overline{3 \kappa-\lambda} \\ & E-2 \mu \end{aligned}$ | $\mu E$ |
| $\mu . E$ | $\frac{E-3 \mu}{}$ |  |  | $2 \mu$ | $\overline{3(3 \mu-E)}$ |
| $\mu . v$ | $\frac{2 \mu \nu}{1-2 v}$ |  | $2 \mu(1+v)$ |  | $\frac{2 \mu(1+\nu)}{3(1-2 \nu)}$ |
| $\mu . \kappa$ | $\frac{3 \kappa-2 \mu}{3}$ |  | $\frac{9 \kappa \mu}{3 \kappa+\mu}$ | $\frac{3 \kappa-2 \mu}{2(3 \kappa+\mu)}$ |  |
| $E, v$ | $\frac{v E}{(1+v)(1-2 \nu)}$ | $\frac{E}{2(1+\nu)}$ |  |  | $\frac{E}{3(1-2 v)}$ |
| к. $E$ | $\frac{3 \kappa(3 \kappa-E)}{9 \kappa-E}$ | $\begin{gathered} \frac{3 E_{\kappa}}{9 \kappa-E} \\ 3 \kappa(1-2 v) \end{gathered}$ |  | $\frac{3 \kappa-E}{6 \kappa}$ |  |
| $\nu . \kappa$ | $\frac{1+v}{1+0}$ | $\frac{3}{2(1+v)}$ | $3 \kappa(1-2 \nu)$ |  |  |

### 1.5. ELASTIC GREEN FUNCTION

The Euler-Lagrange equation (1.54) can be used to calculate the distortion under an arbitrary external force field $f_{i}(\mathbf{x})$. Inserting the stress-strain relation (1.36), the displacements are seen to obey the second order differential equation

$$
\begin{equation*}
-c_{i j k \ell} \partial_{j} \partial_{\ell} u_{k}(\mathbf{x})=f_{i}(\mathbf{x}) \tag{1.67}
\end{equation*}
$$

For isotropic media we insert (1.23) and have the rotationally invariant equation,

$$
\begin{equation*}
\left[-\mu \partial^{2} \delta_{i j}-(\lambda+\mu) \partial_{i} \partial_{j}\right] u_{j}(\mathbf{x})=f_{i}(\mathbf{x}) \tag{1.68}
\end{equation*}
$$

This equation is easy to solve. First, we exploit translational invariance via the Fourier transformation

$$
\begin{equation*}
u_{i}(\mathbf{x})=\int \frac{d^{3} q}{(2 \pi)^{3}} e^{i q \cdot x} u_{i}(\mathbf{q}) \tag{1.69}
\end{equation*}
$$

with

$$
\begin{equation*}
u_{i}(\mathbf{q}) \equiv \int d^{3} x e^{-i \mathbf{q} \cdot x} u_{i}(\mathbf{x}) \tag{1.70}
\end{equation*}
$$

and a similar relation between $f_{i}(\mathbf{x})$ and $f_{i}(\mathbf{q})$. Then (1.68) becomes a $3 \times 3$ matrix equation,

$$
\begin{equation*}
\left[\mu q^{2} \delta_{i j}+(\lambda+\mu) q_{i} q_{j}\right] u_{j}(\mathbf{q})=f_{i}(\mathbf{q}) \tag{1.71}
\end{equation*}
$$

The matrix can be inverted easily by introducing spin projection matrices, one with transversal and one with longitudinal character,

$$
\begin{gather*}
P^{\tau}(\hat{\mathbf{q}})_{i j}=\delta_{i j}-\hat{q}_{i} \hat{q}_{j}  \tag{1.72}\\
P^{L}(\hat{\mathbf{q}})_{i j}=\hat{q}_{i} \hat{q}_{j}, \tag{1.73}
\end{gather*}
$$

where

$$
\begin{equation*}
\widehat{\mathbf{q}}=\mathbf{q} /|\mathbf{q}| \tag{1.74}
\end{equation*}
$$

is the direction in which the $\mathbf{q}$ vector points. These matrices are orthonormal, just as $P^{(2)}, P^{(0)}$ were in (1.29), only that matrix multiplication now involves just one index. If we now write (1.71) in the form

$$
\begin{equation*}
\mathbf{q}^{2}\left(\mu P^{T}+(\lambda+2 \mu) P^{L}\right)_{i j} u_{j}(\mathbf{q})=f_{i}(\mathbf{q}) \tag{1.75}
\end{equation*}
$$

we can immediately invert this as

$$
\begin{equation*}
u_{i}(\mathbf{q})=G_{i j}(\mathbf{q}) f_{j}(\mathbf{q}) \tag{1.76}
\end{equation*}
$$

with

$$
\begin{align*}
G(\mathbf{q})_{i j} & =\frac{1}{\mathbf{q}^{2}}\left(\frac{1}{\mu} P^{T}+\frac{1}{\lambda+2 \mu} P^{L}\right)_{i j}=\frac{1}{\mu \mathbf{q}^{4}}\left[\mathbf{q}^{2} \delta_{i j}-\frac{\lambda+\mu}{\lambda+2 \mu} q_{i} q_{j}\right] \\
& =\frac{1}{\mu \mathbf{q}^{4}}\left[\mathbf{q}^{2} \delta_{i j}-\frac{1}{2(1-\nu)} q_{i} q_{j}\right] . \tag{1.77}
\end{align*}
$$

Going back to x space, (1.76) becomes

$$
\begin{equation*}
u_{i}(\mathbf{x})=\int d y G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f_{j}\left(\mathbf{x}^{\prime}\right) \tag{1.78}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{3} q}{(2 \pi)^{3}} e^{i \mathbf{q} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} G_{i j}(\mathbf{q}) \tag{1.79}
\end{equation*}
$$

is called the Green function of the source equation (1.68), since it satisfies the differential equation

$$
\begin{equation*}
-c_{i j k \epsilon} \partial_{j} \partial_{\ell} G_{k n}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\delta_{i n} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{1.80}
\end{equation*}
$$

The Fourier integral can easily be performed. First of all, we recall that

$$
\begin{align*}
\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{q^{2}} e^{i q-\left(x-x^{\prime}\right)} & =\frac{2 \pi}{(2 \pi)^{3}} \int_{0}^{\infty} d q \int_{-1}^{1} d \cos \theta e^{i q R \cos \theta} \\
& =\frac{1}{2 r^{2} R} \int_{0}^{\infty} \frac{d q}{q} \sin q R=\frac{1}{4 \pi R} \tag{1.81}
\end{align*}
$$

is the standard Coulomb Green's function [see Eq. (3.30), Part I] where $R$ denotes again the distance between $\mathbf{x}$ and $\mathbf{x}^{\prime}$,

$$
\begin{equation*}
R \equiv|\mathbf{R}| \equiv\left|\mathbf{x}-\mathbf{x}^{\prime}\right| \tag{1.82}
\end{equation*}
$$

In addition, we need

$$
\begin{equation*}
\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{q_{i} q_{j}}{q^{4}} e^{i q \cdot\left(x-x^{\prime}\right)} \tag{1.83}
\end{equation*}
$$

This can formally be written as

$$
\begin{equation*}
-\partial_{i} \partial_{i} \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{q^{4}} e^{i q \cdot\left(x-x^{\prime}\right)} \tag{1.84}
\end{equation*}
$$

and the integral is just

$$
\begin{equation*}
\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{q^{4}} e^{i q \cdot\left(\mathrm{x}-\mathrm{x}^{\prime}\right)}=\frac{1}{2 \pi^{2} R} \int_{0}^{\infty} \frac{d q}{q^{3}} \sin q R, \tag{1.85}
\end{equation*}
$$

which unfortunately cannot be performed due to the divergence at the origin. In fact, this divergence is not really there since a physical crystal always has a finite size so that the momentum integration does not go all the way down to $q=0$. The Green function should not, however, depend on the crystal size. Indeed, it does not. In order to see this we separate out the divergent part by performing a subtraction,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d q}{q^{3}} \sin q R=\int_{0}^{\infty} \frac{d q}{q^{3}}(\sin q R-q R)+\int_{0}^{\infty} \frac{d q}{q^{2}} R . \tag{1.86}
\end{equation*}
$$

The first, finite, integral is related to $\int_{0}^{x} \frac{d q}{q} \sin q R=\pi / 2$ appearing in the Coulomb Green function (1.81) by two differentiations with respect to $R$. It vanishes at $R=0$ together with its first derivative (which is all contained in the second part). Thus we can integrate ( $-\pi / 2$ ) twice in $R$ and find for the entire expression (1.86)

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d q}{q^{3}}(\sin q R-q R)=-\frac{\pi}{4} R^{2} \tag{1.87}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{q^{4}} e^{i q \cdot\left(x-x^{\prime}\right)}=-\frac{R}{8 \pi}+\frac{1}{2 \pi^{2}} \int_{0}^{\infty} \frac{d q}{q^{2}} . \tag{1.88}
\end{equation*}
$$

Inserting this into (1.84) we see that the divergent part does indeed cancel out and we obtain

$$
\begin{equation*}
\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{q_{i} q_{j}}{q^{4}} e^{i q \cdot\left(\mathrm{x}-\mathrm{x}^{\prime}\right)}=\frac{1}{8 \pi} \partial_{i} \partial_{j} R . \tag{1.89}
\end{equation*}
$$

Therefore, the elastic Green function is

$$
\begin{equation*}
G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{8 \pi \mu}\left(\delta_{i j} \nabla^{2} R-\frac{\lambda+\mu}{\lambda+2 \mu} \partial_{i} \partial_{j} R\right), \tag{1.90}
\end{equation*}
$$

where we may insert $\nabla^{2} R=2 / R, \partial_{i} \partial_{j} R=\delta_{i j} / R-R_{i} R_{j} / R^{3}$, if we want to be more explicit.

The full anisotropic equation (1.67) can, in principle, be solved in the following way. Denote the $3 \times 3$ matrix multiplying $u_{k}(x)$ by

$$
\begin{equation*}
D_{i k}(-i \nabla) \equiv-c_{i j k k} \partial_{j} \partial_{\gamma} \tag{1.91}
\end{equation*}
$$

In momentum space, the coefficients have the form

$$
\begin{align*}
D_{11}= & c_{11} q_{1}^{2}+c_{66} q_{2}^{2}+c_{55} q_{3}^{2}+2 c_{16} q_{1} q_{2}+2 c_{56} q_{2} q_{3}+2 c_{15} q_{3} q_{1}, \\
D_{12}= & c_{16} q_{1}^{2}+c_{26} q_{2}^{2}+c_{45} q_{3}^{2}+\left(c_{12}+c_{66}\right) q_{1} q_{2}+\left(c_{25}+c_{46}\right) q_{2} q_{3} \\
& +\left(c_{14}+c_{56}\right) q_{3} q_{1}, \\
D_{13}= & c_{15} q_{1}^{2}+c_{46} q_{2}^{2}+c_{35} q_{3}^{2}+\left(c_{14}+c_{56}\right) q_{1} q_{2}+\left(c_{36}+c_{45}\right) q_{2} q_{3} \\
& +\left(c_{13}+c_{55}\right) q_{3} q_{1}, \\
D_{22}= & c_{66} q_{1}^{2}+c_{22} q_{2}^{2}+c_{44} q_{3}^{2}+2 c_{26} q_{1} q_{2}+2 c_{2+} q_{2} q_{3}+2 c_{46} q_{3} q_{1}, \\
D_{23}= & c_{56} q_{1}^{2}+c_{24} q_{2}^{2}+c_{34} q_{3}^{2}+\left(c_{25}+c_{46}\right) q_{1} q_{2}+\left(c_{23}+c_{44}\right) q_{2} q_{3} \\
& +\left(c_{36}+c_{45}\right) q_{3} q_{1}, \\
D_{33}= & c_{55} q_{1}^{2}+c_{44} q_{2}^{2}+c_{33} q_{3}^{2}+2 c_{45} q_{1} q_{2}+2 c_{34} q_{2} q_{3}+2 c_{35} q_{3} q_{1} . \tag{1.92}
\end{align*}
$$

The inverse of $D_{i j}(\mathbf{q})$ is given by

$$
\begin{equation*}
D_{i j}^{-1}(\mathbf{q})=M_{i j}(\mathbf{q}) \frac{1}{|D(\mathbf{q})|}, \tag{1.93}
\end{equation*}
$$

where $M_{i j}(\mathbf{q})$ are the cofactors of the $3 \times 3$ matrix associated with the elements $D_{i j}$, i.e.,

$$
\begin{equation*}
M_{i j}(\mathbf{q})=\varepsilon_{j p q} \varepsilon_{i m u} D_{p m,}(\mathbf{q}) D_{q n}(\mathbf{q}) \tag{1.94}
\end{equation*}
$$

The determinant is a polynomial of sixth order in $q$. In the isotropic case

$$
\begin{align*}
& D(\mathbf{q})=\mu^{2}(\lambda+2 \mu) q^{6} \\
& M_{i j}(\mathbf{q})=\mu(\lambda+2 \mu) q^{2}\left[q^{2} \delta_{i j}-((\lambda+\mu) /(\lambda+2 \mu)) q_{i} q_{i}\right] \tag{1.95}
\end{align*}
$$

Consider now the vector

$$
v_{i}(\mathbf{q}) \equiv \frac{1}{|D(\mathbf{q})|} f_{i}(\mathbf{q})
$$

From it, the displacements are found to be

$$
\begin{equation*}
u_{i}(\mathbf{q})=M_{i j}(\mathbf{q}) v_{i}(\mathbf{q})=M_{i j}(\mathbf{q}) \frac{1}{|D(\mathbf{q})|} f_{i}(\mathbf{q}) . \tag{1.96}
\end{equation*}
$$

so that $M_{i j}(\mathbf{q}) /|D(\mathbf{q})|$ is the desired Green function in momentum space. For a general discussion see Every's paper quoted in the Notes and References. Due to the complexity of the expression (1.96) it is. in general, very difficult to go back to $x$ space. One would have to calculate

$$
\begin{equation*}
G\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{3} q}{(2 \pi)^{3}} e^{i \mathbf{q} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} \frac{1}{|D(\mathbf{q})|} \tag{1.97a}
\end{equation*}
$$

and find $u_{i}(\mathbf{x})$ from

$$
\begin{equation*}
u_{i}(\mathbf{x})=M_{i j}\left(\frac{1}{i} \nabla\right) \int d^{3} x^{\prime} G\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f_{j}\left(\mathbf{x}^{\prime}\right) \tag{1.97b}
\end{equation*}
$$

Only for cubic and hexagonal symmetry is the solution relatively simple. In the isotropic case,

$$
\begin{align*}
G\left(\mathbf{x}-\mathbf{x}^{\prime}\right) & =\frac{1}{\mu^{2}(\lambda+2 \mu)} \int \frac{d^{3} q}{(2 \pi)^{3}} e^{i q \cdot\left(x^{\prime}-x^{\prime}\right)} \frac{1}{q^{6}} \\
& =\frac{1}{\mu^{2}(\lambda+2 \mu)} \frac{1}{96 \pi}\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{3} . \tag{1.98}
\end{align*}
$$

In the cubic case, the equations in momentum space.

$$
\begin{equation*}
D_{i k} u_{k}(\mathbf{q})=f_{i}(\mathbf{q}) . \tag{1.99}
\end{equation*}
$$

take the form

$$
\begin{align*}
D_{i k} u_{k}(\mathbf{q}) & =(\mu+\lambda) q_{i}(\mathbf{q} \cdot \mathbf{u})+\left(\mu \mathbf{q}^{2}+\varepsilon q_{i}{ }^{2}\right) u_{i}(\mathbf{q}) \\
& =f_{i}(\mathbf{q}), \quad(\text { no sum over } i) . \tag{1.100}
\end{align*}
$$

where we have introduced another anisotropy parameter

$$
\begin{equation*}
\varepsilon \equiv c_{11}-c_{12}-2 c_{1+} \tag{1.101}
\end{equation*}
$$

which is related to the previous $\xi$ via

$$
\begin{equation*}
\varepsilon=2 \mu(\xi-1) . \tag{1.102}
\end{equation*}
$$

From (1.100) we see that

$$
\begin{equation*}
u_{i}(\mathbf{q})=\frac{1}{\mu \mathbf{q}^{2}+\varepsilon q_{i}^{2}}\left(f_{i}-(\mu+\lambda) q_{i}(\mathbf{q} \cdot \mathbf{u})\right) . \tag{1.103}
\end{equation*}
$$

On the other hand, dividing (1.100) by $q_{i}$ and summing over $i$ gives

$$
\begin{aligned}
(\mathbf{q} \cdot \mathbf{u})= & \frac{1}{3(\mu+\lambda)+\varepsilon} \\
& \times\left[\sum_{i} \frac{f_{i}}{q_{i}}-\mu \mathbf{q}^{2} \sum_{i} \frac{1}{q_{i}} \frac{1}{\mu \mathbf{q}^{2}+\varepsilon q_{i}^{2}}\left(f_{i}-(\mu+\lambda) q_{i}(\mathbf{q} \cdot \mathbf{u})\right)\right] .
\end{aligned}
$$

From this we find

$$
(\mathbf{q} \cdot \mathbf{u})=\frac{1}{\left(3+\frac{\varepsilon}{\mu+\lambda}-\mu \mathbf{q}^{2} \sum_{j} \frac{1}{\mu \mathbf{q}^{2}+\varepsilon q_{i}^{2}}\right)} \frac{\varepsilon}{\mu+\lambda} \sum_{j} \frac{f_{i} q_{i}}{\mu \mathbf{q}^{2}+\varepsilon q_{j}^{2}}
$$

Reinserting this into (1.103) yields

$$
u_{i}(\mathbf{q})=\left\{a_{i} \delta_{i j}-\varepsilon q_{i} q_{i} a_{i} a_{j} /\left[3+\varepsilon /(\mu+\lambda)-\mu \mathbf{q}^{2} \sum_{k} a_{k}\right]\right\} f_{i}(\mathbf{q})
$$

where

$$
\begin{equation*}
a_{i} \equiv 1 /\left(\mu \mathbf{q}^{2}+\varepsilon q_{i}^{2}\right) . \tag{1.104}
\end{equation*}
$$

The right-hand side displays the desired inverse matrix $G_{i j}(\mathbf{q})=D^{-1}(\mathbf{q})_{i j}$. In the isotropic limit it reduces to (1.77). If the anistropy is small, one may use the approximate expression [compare (1.98)]

$$
\begin{equation*}
G\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{\left(c_{11} c_{44}^{2}\right)^{-1}}{96 \pi}\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{3} . \tag{1.105}
\end{equation*}
$$

Actually, the external force problem will not be of direct interest in our further discussion and was presented here mainly in order to give some insight into the structure of the differential equations associated with the stress problem. From now on, we shall only be concerned with the so-called internal stress problem in which there are no external body forces, i.e., $f_{i}(\mathbf{x})=0$. As a consequence, the stress tensor is always divergenceless,

$$
\begin{equation*}
\partial_{i} \sigma_{i j}=\partial_{i} \sigma_{i j}=0 . \tag{1.106}
\end{equation*}
$$

### 1.6. TWO-DIMENSIONAL ELASTICITY

It will sometimes be useful to study the simplified situation of a twodimensional crystal. In nature, such crystals do not really exist. It is nevertheless possible to prepare certain limiting systems which, to a certain approximation, behave like two-dimensional systems. Examples are monolayers of helium, xenon, argon, krypton, or methane on smooth graphite surfaces. We shall give more details about such systems later in Chapters 7 and 14.

In two dimensions, there are only three strain components $u_{11}, u_{22}, u_{12}$ and six elastic constants $c_{a b}$ with $a, b$ running through, say, 1, 2, 4. For square lattices, there are again three independent $c_{a b}$ 's $\left(c_{11}, c_{12}, c_{44}\right)$ and the elastic energy density has the form [compare (1.16)]

$$
\begin{equation*}
e(\mathbf{x})=\frac{1}{2} c_{11}\left(u_{11}^{2}+u_{22}^{2}\right)+c_{12} u_{11} u_{22}+2 c_{44} u_{12}^{2} \tag{1.107}
\end{equation*}
$$

In the isotropic case this reduces to

$$
\begin{equation*}
e(\mathbf{x})=\mu u_{i j}^{2}+\frac{\lambda}{2} u_{i i}^{2} . \tag{1.108}
\end{equation*}
$$

The stress tensor is given by
$\sigma_{11}=c_{11} u_{11}+c_{12} u_{22}, \quad \sigma_{22}=c_{12} u_{11}+c_{22} u_{22}, \quad \sigma_{12}=4 c_{44} u_{12}$,
so that

$$
\begin{equation*}
e(\mathbf{x})=\frac{1}{4 \mu}\left[2 \sigma_{12}^{2}+\frac{1}{\xi}\left(\sigma_{11}^{2}+\sigma_{22}^{2}\right)-\frac{1}{\gamma}\left(\sigma_{11}+\sigma_{22}\right)^{2}\right], \tag{1.110}
\end{equation*}
$$

where $\gamma=\xi\left(2 \xi\left(c_{44} / c_{12}\right)+2\right)$ [in $D$ dimensions, $\gamma=\xi\left(2 \xi\left(c_{44} / c_{12}\right)+D\right)$ $\equiv D \xi \kappa / \lambda$ ]. In the isotropic case [when $\xi=\left(c_{11}-c_{12}\right) / 2 c_{44}=1, c_{44}=\mu$, $\left.c_{12}=\lambda, c_{11}=2 \mu+\lambda\right]$

$$
\begin{equation*}
\sigma_{i j}=2 \mu u_{i j}+\lambda \delta_{i j} u_{c \varepsilon} \tag{1.111}
\end{equation*}
$$

and

$$
\sigma_{\ell \ell}=(2 \mu+2 \lambda) u_{\ell \epsilon} \equiv 2 \kappa u_{\ell \ell},
$$

so that the modulus of compression is

$$
\begin{equation*}
\kappa=\mu+\lambda \tag{1.112}
\end{equation*}
$$

[in $D$ dimensions, $\kappa \equiv(2 \mu+D \lambda) / D$ ]. The inverse relation of (1.111) is

$$
\begin{equation*}
u_{i j}=\frac{1}{2 \mu}\left(\sigma_{i j}-\frac{\lambda}{4 \mu \kappa} \delta_{i j} \sigma_{k k}\right), \tag{1.113}
\end{equation*}
$$

and we find the Poisson ratio, as in (1.56), by setting only $\sigma_{11} \neq 0$ and calculating

$$
\begin{equation*}
u_{11}=\frac{1}{2 \mu}\left(1-\frac{\lambda}{2 \kappa}\right) \sigma_{11}, \quad u_{22}=-\frac{\lambda}{2 \kappa} \sigma_{11} . \tag{1.114}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\nu=-\frac{u_{22}}{u_{11}}=\frac{\lambda}{2 \kappa-\lambda}=\frac{\lambda}{2 \mu+\lambda} \tag{1.115}
\end{equation*}
$$

[in $D$ dimensions $\nu=\lambda /(2 \mu+(D-1) \lambda)$ ]. With this $\nu, \lambda / 2 \kappa=\nu /(1+\nu)$ and the energy has the same stress form (1.43) as in three dimensions.

Since (1.68) is the same in all dimensions, the elastic Green`s function in momentum space for isotropic materials is always

$$
\begin{equation*}
G_{i j}(\mathbf{q})=\frac{1}{\mu \mathbf{q}^{4}}\left[\mathbf{q}^{2} \delta_{i j}-\frac{\lambda+\mu}{\lambda+2 \mu} q_{i} q_{j}\right] . \tag{1.116}
\end{equation*}
$$

Let us study this function in $\mathbf{x}$ space. First we form the Fourier transform of $1 / q^{4}$

$$
\begin{equation*}
v_{\Delta}(\mathbf{x})=\int \frac{d^{2} q}{(2 \pi)^{2}} e^{i q \cdot \times} \frac{1}{q^{4}} . \tag{1.117}
\end{equation*}
$$

This integral is even more divergent than the three-dimensional case (1.88). Since the infinities are due to the small $q$ region of $1 / q^{4}$, we introduce a small regulator mass $\delta$ and express $v_{4}(\mathbf{x})$ in terms of the two-dimensional Yukawa potential [recall (6.105), (6.119) of Part I]

$$
\begin{equation*}
v_{\delta}(\mathbf{x})=\int \frac{d^{2} q}{(2 \pi)^{2}} e^{i q \cdot x} \frac{1}{q^{2}+\delta^{2}}=\frac{1}{2 \pi} K_{0}(\delta|\mathbf{x}|) \tag{1.118}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\left.\left.v_{4}(\mathbf{x})=\lim _{\delta \rightarrow 0}\left(-\frac{\partial}{\partial \delta^{2}} v_{\delta}(\mathbf{x})\right)=-\frac{|\mathbf{x}|}{2 \delta} \frac{\partial}{\partial(\delta|\mathbf{x}|)} v_{\delta}(\mathbf{x})=-\frac{|\mathbf{x}|}{2 \delta} \frac{\partial}{\partial(\delta|\mathbf{x}|)} \frac{1}{2 \pi} K_{0}|\delta| \mathbf{x} \right\rvert\,\right) . \tag{1.119}
\end{equation*}
$$

For smail $|\mathbf{x}|, K_{0}(\delta|\mathbf{x}|)$ can be expanded, using the well-known series

$$
\begin{aligned}
K_{11}(z) & =-\log \left(\frac{1}{2} z e^{\gamma}\right) I_{0}(z)+\frac{1}{4} z^{2}+\ldots \\
& \approx-\log \left(\frac{1}{2} z e^{\gamma}\right)\left(1+\frac{z^{2}}{4}\right)+\frac{z^{2}}{4}+O\left(z^{4} \log z\right)
\end{aligned}
$$

Hence

$$
\begin{equation*}
K_{i 1}^{\prime}(z)=-\frac{1}{z}-\log \left(\frac{z}{2} e^{\gamma}\right) \frac{z}{2}+\frac{z}{4}+\ldots \tag{1.120}
\end{equation*}
$$

and

$$
\begin{align*}
v_{\perp}(\mathbf{x}) & =-\frac{1}{2 \pi} \frac{|\mathbf{x}|}{2 \delta}\left[-\frac{1}{\delta|\mathbf{x}|}-\frac{\delta|\mathbf{x}|}{2}\left(\log |\mathbf{x}|+\log \left(\frac{\delta}{2} e^{\gamma}\right)-\frac{1}{2}\right)\right] \\
& =\frac{1}{4 \pi \delta^{2}}+\frac{|\mathbf{x}|^{2}}{8 \pi}\left(\log \left(\frac{\delta}{2} e^{\gamma}\right)-\frac{1}{2}\right)+\frac{|\mathbf{x}|^{2}}{8 \pi} \log |\mathbf{x}|+\ldots \tag{1.121}
\end{align*}
$$

The first two terms diverge for $\delta \rightarrow 0$. For some purposes it will be useful to introduce the subtracted potential

$$
v_{\downarrow}^{\prime}(\mathbf{x})=v_{\dashv}(\mathbf{x})-v_{\downarrow}(\mathbf{0})=\frac{|\mathbf{x}|^{2}}{8 \pi}\left(\log \left(\frac{\delta}{2} e^{\gamma}\right)-\frac{1}{2}\right)+\frac{|\mathbf{x}|^{2}}{8 \pi} \log |\mathbf{x}| .
$$

which has no quadratic divergence, and a further subtracted version

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x})=v_{4}^{\prime}(\mathbf{x})-|\mathbf{x}|^{2} v_{4}^{\prime}(1)=\frac{|\mathbf{x}|^{2}}{8 \pi} \log (\mathbf{x}) . \tag{1.122}
\end{equation*}
$$

which is completely finite.
From (1.121) it is easy to derive the longitudinal Green function ${ }^{\text {c }}$

$$
\begin{align*}
v_{i j}^{L}(\mathbf{x}) & =\lim _{\delta \rightarrow 0} \int \frac{d^{2} q}{(2 \pi)^{2}} e^{i q \cdot x} \frac{q_{i} q_{j}}{\left(q^{2}+\delta^{2}\right)^{2}}=-\partial_{i} \partial_{j} v_{4}(\mathbf{x}) \\
& =\lim _{\delta \rightarrow 0}\left(-\frac{1}{4 \pi} \delta_{i j} \log \left(\frac{\delta}{2} e^{\gamma}\right)\right)-\frac{1}{4 \pi}\left(\delta_{i j} \log |\mathbf{x}|+\frac{x_{i} x_{j}}{|\mathbf{x}|^{2}}\right), \tag{1.123}
\end{align*}
$$

as well as the transverse one

## ${ }^{`}$ Notice that

$$
v_{i n}^{l}(\mathbf{x})+\delta^{2} v_{4}(\mathbf{x})=-\frac{1}{2 \pi}\left(\log \left(\frac{\delta}{2} e^{r}\right)+\log |\mathbf{x}|\right)=\int \frac{d^{2} q}{2 \pi} e^{i q \cdot x} \frac{1}{q^{2}+\delta^{2}}=v_{2}(\mathbf{x})=\frac{1}{2 \pi} K_{v}(\delta|\mathbf{x}|) .
$$

as it should. Also $v_{i i}^{T}(\mathbf{x})=v_{i i}^{L}(\mathbf{x})$.

$$
\begin{align*}
v_{i j}^{T}(\mathbf{x}) & =\lim _{\delta \rightarrow 0} \int \frac{d^{2} q}{(2 \pi)^{2}} e^{i \mathbf{q} \cdot \mathbf{x}} \frac{\delta_{i j} q^{2}-q_{i} q_{j}}{\left(q^{2}+\delta^{2}\right)^{2}}=-\left(\delta_{i j} \nabla^{2}-\partial_{i} \partial_{j}\right) v_{4}(\mathbf{x}) \\
& =-\frac{1}{4 \pi}\left(\log \left(\frac{\delta}{2} e^{\nu}\right)+1\right) \delta_{i j}-\frac{1}{4 \pi}\left(\delta_{i j} \log |\mathbf{x}|-\frac{x_{i} x_{j}}{|\mathbf{x}|^{2}}\right) \tag{1.124}
\end{align*}
$$

Then the Green function is

$$
\begin{align*}
G_{i j}(\mathbf{x}) & =\frac{1}{\mu} v_{i j}^{T}(\mathbf{x})+\frac{1}{\lambda+2 \mu} v_{i j}^{L}(\mathbf{x}) \\
& =-\frac{1}{\mu} \frac{1}{4 \pi}\left[\delta_{i j} \frac{\lambda+3 \mu}{\lambda+2 \mu}\left(\log \left(|\mathbf{x}| \frac{\delta}{2} e^{\gamma}\right)+\frac{1}{2}\right)-\frac{\lambda+\mu}{\lambda+2 \mu}\left(\frac{1}{2} \delta_{i j}-\frac{x_{i} x_{j}}{\mathbf{x}^{2}}\right)\right] . \tag{1.125}
\end{align*}
$$

## APPENDIX 1A. THE SYMMETRY CLASSES OF THE ELASTIC MATRIX

The 32 crystal classes associated with the different point groups are given in Table 1.2. For these, the matrices $c_{a b}$ fall into the following 9 symmetry classes.

1. Cubic, all five classes:


2a. Tetragonal $\overline{4}, 4, \frac{4}{m}$ :

$$
\begin{equation*}
c_{a b}=\left(\right), 7 \text { constants. } \tag{1A.2}
\end{equation*}
$$

2b. Tetragonal $\overline{4} 2 m, 4 m m, 422, \frac{4}{m} \frac{2}{m} \frac{2}{m}$ :

3. Hexagonal, all seven classes:


4a. Trigonal, $\overline{3}, 3$ :


4b. Trigonal, $3 m \ell, 32 \ell, \overline{3} \frac{2}{m} \ell$ :

5. Orthorombic, all three classes:

6. Monoclinic, all three classes:

$$
c_{a b}=\left(\begin{array}{ccc|ccc}
c_{11} & c_{12} & c_{13} & 0 & c_{15} & 0  \tag{1A.8}\\
& c_{22} & c_{23} & 0 & c_{25} & 0 \\
& & c_{33} & 0 & c_{35} & 0 \\
\hline & & & c_{44} & 0 & c_{46} \\
& 0 & & & c_{55} & 0 \\
& & & & & c_{66}
\end{array}\right), \quad 13 \text { constants. }
$$

7. Triclinic. both classes:

All 21 elements of the matrix $c_{a b}$ are independent. In a crystal lattice in which all atoms interact with central force only, and every atom is a center of symmetry, elastic constants satisfy Cauchy's relations $c_{i j k l}=c_{i k j l}$ :

$$
\begin{array}{lll}
c_{23}=c_{44}, & c_{31}=c_{55}, & c_{12}=c_{66}, \\
c_{14}=c_{56}, & c_{25}=c_{64}, & c_{36}=c_{45} .
\end{array}
$$

They reduce the 21 independent constants to 15 .
Just as in the isotropic case, the elastic constants can be measured by looking at the response to certain mechanical deformations. In the absence of symmetry, the crystal has to be subjected to a large number of different stresses in orders to measure all independent matrix elements $c_{a b}$. The most accurate information on the elastic constants comes from the measurements of sound velocities in different directions. The equation of motion of sound waves are obtained by equating $f_{i}(\mathbf{x})$ in (1.54) with the inertial force $-\rho \ddot{u}_{i}(\mathbf{x}, t)$ where $\rho$ is the mass density. Then (1.91) becomes

$$
\begin{equation*}
-\rho \ddot{u}_{i}(\mathbf{x}, t)=D_{i j}\left(\frac{1}{i} \nabla\right) u_{j}(\mathbf{x}, t) . \tag{1А.9}
\end{equation*}
$$

With the ansatz $u_{i}(\mathbf{x}) \propto e^{i(\mathrm{q} \cdot \mathrm{x}-\omega)}$, the sound velocity $v(\mathrm{q})$ is given by

$$
\begin{equation*}
\operatorname{det}\left(\rho \mathbf{q}^{2} v^{2} \delta_{i j}-D_{i j}(\mathbf{q})\right)=0 . \tag{1A.10}
\end{equation*}
$$

For cubic symmetry and sound waves in the $(1,0,0)$ direction this gives

$$
\begin{equation*}
\rho v_{\ell}^{2}=c_{11}, \quad \rho v_{t_{1,2}}^{2}=c_{44}, \tag{1A.11}
\end{equation*}
$$

for the one longitudinal and the two transverse polarizations. In the $(1,1,0)$ direction,
$\rho v_{\epsilon}^{2}=\frac{1}{2}\left(c_{11}+c_{12}+2 c_{44}\right), \quad \rho v_{t_{1}}^{2}=c_{44}, \quad \rho v_{t_{2}}^{2}=\frac{1}{2}\left(c_{11}-c_{12}\right)$.
In the ( $1,1,1$ ) direction,

$$
\begin{equation*}
\rho v_{\ell}^{2}=\frac{1}{3}\left(c_{11}+2 c_{12}+4 c_{44}\right), \quad \rho v_{t_{1,2}}^{2}=\frac{1}{3}\left(c_{11}-c_{12}+c_{44}\right) . \tag{1A.13}
\end{equation*}
$$

If only nearest and next nearest neighbours interact with harmonic springs of potential $\left(\alpha_{1} / 2\right) x^{2},\left(\alpha_{2} / 2\right) x^{2}$, respectively, the elastic constants are

$$
\begin{gather*}
c_{44}=c_{12}=\frac{\alpha_{2}}{a}, \quad c_{11}=\frac{\alpha_{1}+\alpha_{2}}{a}, \quad \text { s.c., }  \tag{1A.14}\\
c_{44}=c_{12}=\frac{\alpha_{1}}{a}, \quad c_{11}-c_{12}-c_{44}=\frac{4 \alpha_{2}}{a}, \quad \text { f.c.c. }  \tag{1A.15}\\
c_{44}=c_{12}=\frac{2}{3} \frac{\alpha_{1}}{a}, \quad c_{11}-c_{12}=\frac{2 \alpha_{2}}{a}, \quad \text { b.c.c. } \tag{1A.16}
\end{gather*}
$$
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## LINE-LIKE DEFECTS IN CRYSTALS

### 2.1. GENERAL REMARKS

The question arises whether there can exist nontrivial distortions of a crystal if we remove all external body forces. At first sight, Eq. (1.54) is solved uniquely by $u_{i}(\mathbf{x}) \equiv 0$ and the discussion is apparently finished. This conclusion would be correct if we were to allow only for smooth field configurations. Such a requirement would be too restrictive, however, and could not account for many of the phenomena observed in actual crystals.

No crystal produced in the laboratory is perfect. It always contains a great number of defects. These may be chemical, electrical, or structural in character, i.e., there may be foreign atoms, excess or missing electrons, or the crystal symmetry may be destroyed locally.

In the present context we shall be interested only in the structural defects of the intrinsic type, i.e., with no foreign atoms involved. They may be classified according to their space dimensionality. The simplest type of defect is the point defect. It is characterized by the fact that within a certain finite neighbourhood only one cell shows a drastic deviation from the perfect crystal symmetry. The most frequent origin of such point defects is irradiation or an isotropic mechanical deformation under strong shear stresses. We have noted in the Introduction that there are two types of intrinsic point defects. Either an atom may be missing from its regular lattice site (vacancy) or there may be an excess atom (interstitial) (see

FIG. 2.1. Intrinsic point defects in a crystal. An atom may become interstitial, leaving behind a vacancy. It may perform random motion via interstitial places until it reaches another vacancy where it recombines. The exterior of the crystal may be seen as a reservoir of vacancies.


Fig. 2.1). Vacancies and interstitials are mobile defects. A vacancy can move if a neighboring atom moves into its place, leaving a vacancy at its own former position. An interstitial atom can move in two ways. It may hop directly from one interstitial site to another. This happens in strongly anisotropic materials such as graphite but also in some cubic materials like Si or Ge . Or it may move in a way more similar to the vacancies by replacing atoms, i.e., by pushing a regular atom out of its place into an interstitial position which, in turn, affects the same change on its neighbor, etc.

The thermal creation of point defects is suppressed by their large activation energies. For vacancies this is lower than for interstitials, with the following typical values:

$$
\begin{aligned}
& \mathrm{Cu}: 0.8-1.0 \mathrm{eV}, \\
& \mathrm{Ag}: 0.6-0.9 \mathrm{eV}, \\
& \mathrm{Au}: 0.6-0.8 \mathrm{eV}, \\
& \mathrm{Li}: 0.55 \mathrm{eV}, \\
& \mathrm{Cs}: 0.26 \mathrm{eV} .
\end{aligned}
$$

The concentration $c=n / N$ of point defects per regular atoms is governed by Boltzmann's law $c=e^{-E / T}$. Since 1 eV corresponds to 11600 K , there are about $1 \%$ vacancies at 1000 K .

For interstitial atoms, the formation energies lie in the range of $3-6 \mathrm{eV}$ which makes them even rarer. In practical terms this means that in thermal equilibrium a crystal contains at most some vacancies. If interstitial atoms are found they are usually remnants of irradiation or mechanical deformation which have not had time to return to an equilibrium position.

Point defects have the property that if a number of them move close together, the total energy becomes smaller than the sum of the individual energies. The reason for this is easily seen. If two vacancies in a simple

FIG. 2.2. Formation of a dislocation line (of the edge type) from a disc of missing atoms. The atoms above and below the missing ones have moved together and repaired the defect, except at the boundary.

edge dislocation
cubic lattice come to lie side by side, there are only 10 broken valencies compared to 12 when they are separated. If a larger set of vacancies comes to lie side by side forming an entire disc of missing atoms, the crystal planes can move together and make the disc disappear (see Fig. 2.2). In this way, the crystal structure is repaired. Only close to the boundary line is such a repair impossible. The boundary line forms a line-like defect.

Certainly, line-like defects can arise also in the opposite process of clustering of interstitial atoms. If they accumulate side by side forming an interstitial disc, the crystal planes move apart and accommodate the additional atoms in a regular atomic array, again with the exception of the boundary line. Line-like defects of this type are called dislocation lines.

It is obvious that a dislocation line need not only consist of a single disc of missing or excessive atoms. There can be several discs stacked on top of each other. Their boundary forms a dislocation line of higher strength. The energy of such a higher dislocation line increases roughly with the square of the strength. Dislocations are created and set into motion if stresses exceed certain critical values. This is why they were first seen in plastic deformation experiments of the nineteenth century in the form of slip bands. The grounds for their theoretical understanding were laid much later by Frenkel who postulated the existence of crystalline defects in order to explain theoretically why materials yield to plastic shear about a thousand times more easily than one might expect on the basis of a naive estimate.

FIG. 2.3. A naive argument concerning the maximal stress supported by a crystal under shear stress as indicated by the arrows. The two halves tend to slip against each other. Assuming a periodic behavior $\sigma=\sigma_{\max } \sin (2 \pi x / a)$, this reduces to $\sigma \sim \sigma_{\max } 2 \pi(x / a) \sim \mu(x /$ a). Hence $\sigma_{\max }=\mu / 2 \pi$. Experimentally, however, $\sigma_{\max } \sim 10^{-3} \mu$ to $10^{-4} \mu$.

along the arrows in Fig. 2.3. We may imagine the material to consist of two continuous halves touching each other along a periodically undulated surface, to account for the crystal structure. The resistance to shear can then be parametrized by some periodic function in the displacement $x$ of the top half against the bottom half since, if $x$ is a multiple of the lattice spacing $a$, the pieces fit perfectly and there is no stress. If we choose to parametrize this periodic behaviour in a sinusoidal way, for simplicity, we may write roughly

$$
\sigma \approx \sigma_{\max } \sin 2 \pi x / a
$$

where $\sigma_{\text {max }}$ is the maximal stress which the intertwined surfaces can support. For $x \ll a$,

$$
\sigma \approx \sigma_{\max } 2 \pi x / a .
$$

But $x / a$ corresponds to the strain of this deformation so that by Hooke's law the maximal stress is related to the shear modulus by

$$
\sigma_{\max }=\mu / 2 \pi
$$

Experimentally, however, $\sigma_{\max }$ is much smaller, i.e.,

FIG. 2.4. A dislocation line permits the two crystal pieces to move across each other in the same way as a caterpillar moves through the ground. The bonds can flip direction successively which is a rather easy process.

(a)


$$
\sigma_{\max } \sim 10^{-3}-10^{-4} \mu
$$

Thus something in the argument must be wrong and Frenkel concluded that the plastic slip must proceed not by the two halves moving against each other as a whole but stepwise, by means of defects. In 1934, Orowan, Polanyi and Taylor recognized these defects as dislocation lines. The presence of a single moving edge dislocation allows for a plastic shear movement of the one crystal half against the other. The movement proceeds in the same way as that of a caterpiller. This is pictured in Fig. 2.4. One leg is always in the air breaking translational invariance and this is exchanged against the one in front of it, etc. In the crystal shown in the lower part of Fig 2.4, the single leg corresponds to the lattice plane of excess atoms. Under stress along the arrows, this moves to the right.

FIG. 2.5. Formation of a disclination from a stack of layers of missing atoms (cf. Fig. 2.2). Equivalently, one may cut out an entire section of the crystal. In a real crystal, the section has to conform with the symmetry angles. In the continuum approximation, the angle $\Omega$ is meant to be very small.


After a complete sweep across the crystal, the upper half is shifted against the lower by precisely one lattice spacing.

If many discs of missing or excess atoms come to lie close together there exists a further cooperative phenomenon. This is illustrated in Fig. 2.5. On the left-hand side, an infinite number of atomic half planes (discs of semi-infinite size) has been removed from an ideal crystal. If the half planes themselves form a regular crystalline array, they can fit smoothly into the original crystal. Only at the origin is there a breakdown of crystal symmetry. Everywhere else, the crystal is only slightly distorted. What has been formed is again a line-like defect called a disclination. Dislocations and disclinations will play a central role in our further discussion.

Before coming to this let us complete the dimensional classification of two-dimensional defects. They are of three types. There are grain boundaries where two regular lattice parts meet, with the lattice orientations being different on both sides of the interface (see Fig 2.6). They may be considered as arrays of dislocation lines in which half planes of point defects are stacked on top of each other with some spacing, having completely regular lattice planes between them. The second type of planar defects are stacking faults. They contain again completely regular crystal pieces on both sides of the plane, but instead of being oriented differently they are shifted one with respect to the other (see Fig 2.7). The third unavoidable type is the surface of the crystal.

From now on we shall focus attention upon the line-like defects.

### 2.2. DISLOCATION LINES AND BURGERS VECTOR

Let us first see how a dislocation line can be characterized mathematically. For this we look at Fig. 2.8 in which a closed circuit in the ideal

FIG. 2.6. A grain boundary where two crystal pieces meet with different orientations in such a way that not every atomic layer matches (here only every other one does).


FIG. 2.7. Two typical stacking faults. The first is called growth-stacking fault or twin boundary, the second deformation-stacking fault.

twin boundary

stacking fault

FIG. 2.8. The definition of the Burgers vector $b$. In the presence of a dislocation line the image of a circuit which is closed in the ideal crystal fails to close in the defected crystal. The opposite is also true. The failure to close is measured by a lattice vector, called Burgers vector. The dislocation line in the figure is of the edge type and the Burgers vector points orthogonally to the line.

crystal is mapped into the disturbed crystal. The orientation is chosen arbitrarily to be anticlockwise. The prescription for the mapping is that for each step along a lattice direction, a corresponding step is made in the disturbed crystal. If the original lattice sites are denoted by $\mathbf{x}_{n}$, the image points are given by $\mathbf{x}_{n}+\mathbf{u}\left(\mathbf{x}_{n}\right)$, where $\mathbf{u}\left(\mathbf{x}_{n}\right)$ is the displacement amount field: At each step, the image point moves in a slightly different original point. After the original point has completed a closed circuit, call it $B_{0}$, the image point will not have arrived at the point of departure. The image of the closed contour $B_{0}$ is no longer closed. This failure to close is given precisely by a lattice vector $\mathbf{b}(\mathbf{x})$ called a local Burgers vector,
which points from the beginning to the end of the circuit. ${ }^{\text {a }}$ Thus the dislocation line is characterized by the following equation,

$$
\begin{equation*}
\sum_{B_{n}} \Delta u_{i}\left(\mathbf{x}_{n}\right)=b_{i}, \tag{2.1a}
\end{equation*}
$$

where $\Delta u_{i}\left(\mathbf{x}_{n}\right)$ are the increments of the displacement vector from step to step. Equivalently, we can consider a closed circuit in the disturbed crystal, call it $B$, and find that its counter image in the ideal crystal does not close by a vector $\mathbf{b}$ called the true Burgers vector which now points from the end to the beginning of the circuit. ${ }^{\text {a }}$

If we consider the same process in the continuum limit, we can write

$$
\begin{equation*}
\int_{B_{n}} d u_{i}\left(x_{a}\right)=b_{i}, \quad \int_{B} d u_{i}\left(x_{a}^{\prime}\right)=b_{i} . \tag{2.1b}
\end{equation*}
$$

The closed circuit $B$ is called Burgers circuit. The two Burgers vectors are the same if both circuits are so large that they lie deep in the ideal crystal. Otherwise they differ by an elastic distortion.

A few remarks are necessary concerning the convention employed in defining the Burgers vector. The singular line $L$ is in principle without orientation. We may abitrarily assign a direction to it. The Burgers circuit is then taken to encircle this chosen direction in the right-handed way. If we choose the opposite direction, Burgers vector changes sign. However, the products $b_{i} d x_{j}$, where $d x_{j}$ is the infinitesimal tangent vector to $L$, are invariant under this change. Notice that this is similar to the magnetic case discussed in Part II. There one defined the direction of the current by the flow of positive charge. The Burgers circuit gives $\oint d u=I$. One could, however, also reverse this convention referring to the negative charge. Then $\oint d u$ would give -1 . Again, $I \cdot d x_{i}$ is an invariant. Only these products can appear in physical observables such as the Biot-Savart law.

The invariance of $b_{i} d x_{j}$ under reversal of the orientation has a simple physical meaning. In order to see this, consider once more the above dislocation line which was created by removing a layer of atoms. We can see in Fig. 2.8 that in this case $\mathbf{b} \times d \mathbf{x}$ points inwards, namely, towards

[^1]FIG. 2.9. A serew diselination which arises when tearing a crystal. The Burgers vector is parallel to the vertical line.

screw dislocation
the vacancies. Consider now the opposite case in which a layer of new atoms is inserted between the crystal planes, forcing the planes apart to relax the local stress. If we now calculate $\oint_{B} d u_{i}(\mathbf{x})=b_{i}$, we find that $\mathbf{b} \times d \mathbf{x}$ points outwards, i.e., away from the inserted atoms. This is again the direction in which there are fewer atoms. Both statements are independent of the choice of the orientation of the Burgers circuit. Since the second case has extra atoms inside the circle, where the previous one had vacancies, the two can be considered as antidefects of one another. If the boundary lines happen to fall on top of each other, they can annihilate each other and re-establish a perfect crystal. This can happen only piece-wise in which case the parts where the lines differ remain as dislocation lines. In both of the examples, the Burgers vectors are everywhere orthogonal to the dislocation line and one speaks of a pure edge dislocation (Fig. 2.2).

There is no difficulty in constructing another type of dislocation by cutting a crystal along a lattice half-plane up to some straight line $L$, and translating one of the lips against the other along the direction of $L$. In this way one arrives at the so-called screw dislocation shown in Fig. 2.9 in which the Burgers vector points parallel to the line $L$.

When drawing crystals out of a melt, it always contains a certain fraction of dislocations. Even in clean samples, at least one in $10^{6}$ atoms is dislocated. Their boundaries run in all directions through space. We shall see very soon that their Burgers vector is a topological invariant for any closed dislocation loop. Therefore, the character "edge" versus "screw" of a dislocation line is not an invariant. It changes according to the direction of the line with respect to the invariant Burgers vector $\mathbf{b}_{i}$. It
is obvious from the Figs 2.2 to 2.9 that a dislocation line destroys the translational invariance of the crystal by multiples of the lattice vectors. If there are only a few lines this destruction is not very drastic. Locally, i.e., in any small subspecimen which does not lie too close to the dislocation line, the crystal can still be described by a periodic array of atoms whose order is disturbed only slightly by a smooth displacement field $u_{i}(\mathbf{x})$.

### 2.3. DISCLINATIONS AND THE FRANK VECTOR

Since the crystal is not only invariant under discrete translations but also under certain discrete rotations we expect the existence of another type of defect which is capable of destroying the global rotational order, while maintaining it locally. These are the disclination lines of which one example was given in Fig. 2.5. It arose as a superposition of stacks of layers of missing atoms. In the present context, it is useful to construct it by means of the following Gedanken experiment. Take a regular crystal in the form of cheese and remove a section subtending an angle $\Omega$ (see Fig. 2.10). The free surfaces can be forced together. For large $\Omega$ this requires considerable energy. Still, if the atomic layers on the free surfaces match together perfectly, the crystal can re-establish locally its periodic structure. This happens for all symmetries of the crystal. In a simple cubic crystal, $\Omega$ can be $90^{\circ}, 180^{\circ}, 270^{\circ}$. The $90^{\circ}$ case is displayed in Fig. 2.11.

In Fig. 2.11 we can imagine also the opposite procedure going from the right in Fig. 2.10 to the left. We may cut the crystal, force the lips open by $\Omega$ and insert new undistorted crystalline matter to match the atoms in

FIG. 2.10. The Volterra cutting and welding process leading to a wedge disclination.


FIG. 2.11. The lattice structure at a wedge disclination in a simple cubic lattice. The Frank angle $\Omega$ is equal to the symmetry angles $90^{\circ}$ or $-90^{\circ}$. The crystal is locally periect except close to the disclination line.

the free surfaces. These are the disclinations of negative angles. The case for $\Omega=-90^{\circ}$ is shown in Fig. 2.11.

The local crystal structure is destroyed only along the singular line along the axis of the cheese. The rotation which has to be imposed upon the free surfaces in order to force them together may be represented by a rotation vector $\Omega$ which, in the present example, points parallel to $L$ and to the cut. This is called a wedge disclination. It is not difficult to construct other rotational defects. The three possibilities are shown in Figs. 2.12. Each case is characterized by a vector. In the first case, $\Omega$ pointed parallel to the line $L$ and the cut. Now, in the second case, it is orthogonal to the line $L$ and $\Omega$ points parallel to the cut. This is a splay disclination. In the third case, $\Omega$ points orthogonal to the line and cut. This is a twist disclination.

The vector $\Omega$ is referred to as the Frank vector of the disclination. Just as in the construction of dislocations, the interface at which the material is joined together does not have any physical reality. For example, in Fig. 2.12 a we could have cut out the piece along any other direction which is merely rotated with respect to the first around $L$ by a discrete symmetry angle. Moreover, instead of a straight cut, we could have chosen an irregular piece as long as the faces fit together smoothly (recall Fig. 2.10). Only the singular line is a physical object.

The Gedanken experiments of cutting a crystal, removing or inserting slices or sections, and joining the free faces smoothly together were first performed by Volterra in 1907. For this reason one speaks of the creation of a defect line as a Volterra process and calls the cutting surfaces, where the free faces are joined together, Volterra surfaces.

FIG. 2.12.(a-c). Three different possibilitics of constructing disclinations: (a) wedge, (b) splay, and (c) twist disclinations.


### 2.4. INTERDEPENDENCE OF DISLOCATIONS AND DISCLINATIONS

It must be pointed out that dislocation and disclination lines are not completely independent. We have seen before in Fig. 2.5 that a disclination line was created by removing stacks of atomic layers from a crystal. But each layer can be considered as a dislocation line running along the boundary. Thus a disclination line is apparently indistinguishable from a stack of dislocation lines, placed with equal spacing on top of each other.

Conversely, a dislocation line is very similar to a pair of disclination lines running in opposite directions close to each other. This is illustrated in Fig. 2.13. What we have here is a pair of opposite Volterra processes of disclination lines. We have cut out a section of angle $\Omega$, but instead of removing it completely we have displaced it merely by one lattice spacing a. This is equivalent to generating a disclination of the Frank vector $\Omega$ and another one with the opposite Frank vector $-\Omega$ whose rotation axis is displaced by $a$. It is obvious from the figure that the result is a dislocation line with Burgers vector $\mathbf{b}$.

Because of this interdependence between dislocations and disclinations, the defect lines occurring in a real crystal will, in general, be of a mixed nature. It must be pointed out that disclinations were first observed and classified by F.C. Frank in 1958 in the context of liquid crystals. Liquid crystals are mesophases. They are liquids consisting of rod-like molecules. Thus, they cannot be described by a displacement field $u_{i}(\mathbf{x})$ alone but require an additional orientational field $n_{i}(\mathbf{x})$ for their description. This orientation is independent of the rotational field $\omega_{i}(\mathbf{x})=\frac{1}{2} \varepsilon_{i j k} \partial_{j} u_{k}(\mathbf{x})$. The disclination lines defined by Frank are the rotational defect lines with respect to this independent orientational degree of freedom. Thus, they

FIG. 2.13. The generation of a dislocation line from a pair of disclination lines running in opposite directions at a fixed distance $b$. The Volterra process amounts to cutting out a section and reinserting it. but shifted by the amount $b$.

are a priori unrelated to the disclination lines in the rotation field $\omega_{i}(\mathbf{x})=\frac{1}{2} \varepsilon_{i j k} \partial_{j} u_{k}(\mathbf{x})$. In fact, the liquid is filled with dislocations and $\omega$-disclinations even if the orientation field $n_{i}(\mathbf{x})$ is completely ordered.

Friedel in his book on dislocations (see the references at the end) calls the $n_{i}$-disclinations, rotation dislocations. But later the name disclinations became customary (see Kléman's article cited in the Notes and References). In general, there is little danger of confusion, if one knows what system and phase one is talking about.

### 2.5. DEFECT LINES WITH INFINITESIMAL DISCONTINUITIES IN CONTINUOUS MEDIA

The question arises as to how one can properly describe the wide variety of line-like defects which can exist in a crystal. In general, this is a rather difficult task due to the many possible different crystal symmetries. For the sake of gathering some insight it is useful to restrict oneself to continuous isotropic media. Then defects may be created with arbitrarily small Burgers and Frank vectors. Such infinitesimal defects have the great advantage of being accessible to differential analysis. This is essential for a simple treatment of rotational defects. It permits a characterization of disclinations in a way which is very similar to that of dislocations via a Burgers circuit integral. Consider, for example, the wedge disclination along the line $L$ (shown in Figs. 2.5. 2.10, 2.11 or 2.12a), and form an integral over a closed circuit $B$ enclosing $L$.
Just as in the case of dislocations this measures the thickness of the material section removed in the Volterra process. Unlike the situation for dislocations, this thickness increases with distance from the line. If $\Omega$ is very small, the displacement field across the cut has a discontinuity which can be calculated from an infinitesimal rotation

$$
\begin{equation*}
\Delta u_{i}=(\Omega \times \mathbf{x})_{i}, \tag{2.2}
\end{equation*}
$$

where x is the vector pointing to the place where the integral starts and ends. In order to turn this statement into a circuit integral it is useful to remove the explicit dependence on $x$ and consider not the displacement field $u_{i}(\mathbf{x})$ but the local rotation field accompanying the displacement instead. This is given by the antisymmetric tensor field

$$
\begin{equation*}
\omega_{i j}(\mathbf{x}) \equiv \frac{1}{2}\left(\partial_{i} u_{j}(\mathbf{x})-\partial_{j} u_{i}(\mathbf{x})\right) . \tag{2.3}
\end{equation*}
$$

The rotational character of this tensor field is obvious by looking at the change of an infinitesimal distance vector under a distortion

$$
\begin{align*}
d x_{i}^{\prime}-d x_{i} & =\left(\partial_{j} u_{i}\right) d x_{j} \\
& =u_{i j} d x_{j}-\omega_{i j} d x_{j} . \tag{2.4}
\end{align*}
$$

The tensor field $\omega_{i j}$ is associated with a vector field $\omega_{i}$ as follows:

$$
\begin{equation*}
\omega_{i j}(\mathbf{x})=\varepsilon_{i j k} \omega_{k}(\mathbf{x}) \tag{2.5}
\end{equation*}
$$

i.e..

$$
\omega_{i}(\mathbf{x}) \equiv \frac{1}{2} \varepsilon_{i j k} \omega_{j k}(\mathbf{x})=\frac{1}{2}(\nabla \times \mathbf{u})_{i}
$$

In terms of $\omega_{i}$, the change of distance (2.4) takes the form

$$
\begin{equation*}
d x_{i}^{\prime}-d x_{i}=u_{i j}(\mathbf{x}) d x_{j}+(\omega(\mathbf{x}) \times d \mathbf{x})_{i}, \tag{2.6}
\end{equation*}
$$

with a transparent separation into a local change of shape and a local rotation. Now, when looking at the wedge disclination we see that due to (2.2), the field $\omega_{i}(\mathbf{x})$ has a constant discontinuity $\Omega$ across the cut. This can be formulated as a circuit integral

$$
\begin{equation*}
\Delta \omega_{i}=\oint_{B} d \omega_{i}=\Omega_{i} \tag{2.7}
\end{equation*}
$$

The value of this integral is the same for any choice of the circuit $B$ as long as it encloses the disclination line $L$.

Notice the way in which this simple characterization depends essentially on the infinitesimal size of the defect. If $\Omega$ were finite, the differential expression (2.2) would not be a rotation and the discontinuity across the cut could not be given in the form (2.7) without specifying the circuit $B$. The difficulties for finite angles are a consequence of the non-Abelian nature of the rotation group. Only infinitesimal local rotations have additive rotation angles with only quadratic corrections, which can be neglected.

### 2.6. MULTIVALUEDNESS OF THE DISPLACEMENT FIELD

As soon as a crystal contains a few dislocations, it is realized that the definition of displacement field is intrinsically non-unique. The displace-
ment field is really multivalued. In a perfect crystal, in which the atoms deviate little from their equilibrium positions $\mathbf{x}$, it is natural to draw the displacement vector from the lattice places $\mathbf{x}$ to the nearest atom. In principle, however, the identity of the atoms makes such a specific assignment impossible. Due to thermal fluctuations, the atoms exchange positions from time to time by a process called self-diffusion. After a very long time, the displacement vector, even in a regular crystal, will run through the entire lattice. Thus, if we describe a regular crystal initially by very small displacement vectors $u_{i}(\mathbf{x})$, then, after a very long time, these will have changed to a permutation of lattice vectors, each of them occurring precisely once, plus some small fluctuations around them. Hence the displacement vectors are intrinsically multivalued, with $u_{i}(\mathbf{x})$ being indistinguishable from $u_{i}(\mathbf{x})+a N_{i}(\mathbf{x})$, where $N_{i}(\mathbf{x})$ are integer numbers and $a$ is the lattice spacing.

It is interesting to realize that this property puts the displacement fields on the same footing with the phase variable $\gamma(\mathbf{x})$ of superfluid ${ }^{4} \mathrm{He}$. There the indistinguishability of $\gamma(\mathbf{x})$ and $\gamma(\mathbf{x})+2 \pi N(\mathbf{x})$ had an entirely different reason. It followed directly from the fact that only the complex field $\psi(\mathbf{x})=|\psi(\mathbf{x})| e^{i(\mathbf{x})}$, the wave function of the condensate, was physically observable.

Thus, in spite of the different physics described by the variables $\gamma(\mathbf{x})$, $u_{i}(\mathbf{x})$, they both share this characteristic multivaluedness. It is just as if the rescaled $u_{i}(\mathbf{x})$ variables, $\gamma_{i}(\mathbf{x})=(2 \pi / a) u_{i}(\mathbf{x})$ were phases of three complex fields,

$$
\psi_{i}(\mathbf{x})=\left|\psi_{i}(\mathbf{x})\right| e^{i \gamma_{i}(\mathbf{x})}
$$

which describe the positions of the atoms.
In a regular crystal, this multivaluedness of $u_{i}(\mathbf{x})$ has no important physical consequences. The atoms are strongly localized and the exchange of positions occurs very rarely. The exchange is made irrelevant by the identity of the atoms and symmetry of the many-body wave function. This is why the natural assignment of $u_{i}(\mathbf{x})$ to the nearest equilibrium position $x$ presents no problems. As soon as defects are present, however, the full ambiguity of the assignment comes up: When removing a layer of atoms, the result is a dislocation line along the boundary of the layer. Across the layer, the positions $u_{i}(x)$ jump by a lattice spacing. This means that the atoms on both sides are interpreted as having moved towards each other. Figure 2.14 shows that the same dislocation line could have been constructed by removing a completely different layer of atoms, say $S^{\prime}$, just as

FIG. 2.14. The figure shows that in the presence of a dislocation line, the displacement field is defined only modulo lattice vectors. This is due to the fact that the surface $S$ on which the atoms have been removed is arbitrary as long as the boundary line stays fixed. Shifting $S$ implies shifting of the reference positions, from which to count the displacements $u_{i}(\mathbf{x})$.

long as it has the same boundary line. The jump of the displacement field across the shifted layer $S^{\prime}$ corresponds to the neighbouring atoms of this layer having moved together and closed the gap. Physically, there is no difference. There is only a difference in the descriptions which amounts to a difference in the assignment of the equilibrium positions from where to count the displacement field $u_{i}(\mathbf{x})$. In contrast to regular crystals there now exists no natural choice of the nearest equilibrium point. It is this multivaluedness which will form the basis for the gauge field description of the solid.

### 2.7. SMOOTHNESS PROPERTIES OF THE DISPLACEMENT FIELD AND WEINGARTEN'S THEOREM

In order to be able to classify a general defect line we must first give a characterization of the smoothness properties of the displacement field away from the singularity. In physical terms, we have to make sure that the crystal matches properly together when cutting and rejoining the free faces.

In the scalar representation of magnetism and vortex lines described in Part II, Sections 1.5, 1.7, 1.8, this condition was given by the integrability condition [recall (1.79), Part II]

$$
\begin{equation*}
\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \gamma(\mathbf{x})=0, \tag{2.8}
\end{equation*}
$$

which really amounts to the Maxwell equation,

$$
\begin{equation*}
(\nabla \times \mathbf{H})_{i}=(\nabla \times \nabla \gamma)_{i}=\varepsilon_{i j k} \partial_{j} \partial_{k} \gamma=j_{i}, \tag{2.9}
\end{equation*}
$$

with $j_{i}=0$ away from the current loop. As long as the cutting faces are avoided, Eq. (2.8) was trivial since then the function $\gamma(\mathbf{x})$ was smooth. Close to the Volterra surface $S$ at which the free faces join, however, there was danger. Due to the jump of $\gamma(\mathbf{x})$ across $S$, the gradient $\partial_{i} \gamma$ had a $\delta$-function singularity on $S$. Nevertheless, the gradient was supposed to be the same on both sides of $S$ and it was this condition from which we derived that fact that the jump $\Delta \gamma(\mathbf{x})$ across the sheet had to be a constant which, in turn implied, via Stokes' theorem, that $\gamma(\mathbf{x})$ satisfied the integrability condition (2.8) over the whole space including the surface $S$, except for the singular current line.

Let us now study the corresponding situation for the displacement field $u_{i}(\mathbf{x})$. Away from the cutting surface $S, u_{i}(\mathbf{x})$ is perfectly smooth and trivially satisfies the integrability condition

$$
\begin{equation*}
\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) u_{k}(\mathbf{x})=0 \tag{2.10}
\end{equation*}
$$

Across the surface, $u_{i}(\mathbf{x})$ is discontinuous. However, the open faces of the crystalline material fit properly to each other. This implies that the strain as well as its first derivatives should have the same values on both sides of the cutting surface $S$ :

$$
\begin{gather*}
\Delta u_{i j}=0,  \tag{2.11a}\\
\Delta \partial_{k} u_{i j}=0 . \tag{2.11b}
\end{gather*}
$$

This severely restricts the discontinuities of $u_{i}(\mathbf{x})$ across $S$. In order to see this let $\mathbf{x}(1), \mathbf{x}(2)$ be two different crystal points slightly above and below $S$ and $C^{+}, C^{-}$be two curves connecting the two points. (See Fig. 2.15.) We can then calculate the difference of the discontinuities as follows:

$$
\begin{align*}
\Delta u_{i}(1)-\Delta u_{i}(2)= & {\left[u_{i}\left(1^{-}\right)-u_{i}\left(1^{+}\right)\right]-\left[u_{i}\left(2^{-}\right)-u_{i}\left(2^{+}\right)\right] } \\
= & \int_{1^{+}}^{2^{+}} d x_{j} \partial_{j} u_{i}-\int_{1^{-}}^{2^{-}} d x_{j} \partial_{j} u_{i} . \tag{2.12}
\end{align*}
$$

Using the local rotation field $\omega_{i j}(\mathbf{x})$ we can rewrite this as

FIG. 2.15. This figure defines the geometry used in the derviation of Weingarten's theorem [Eqs. (2.i2)-(2.21)].


$$
\begin{equation*}
\Delta u_{i}(1)-\Delta u_{i}(2)=\int_{C^{+}}^{2^{+}} d x_{j}\left(u_{i j}-\omega_{i j}\right)-\int_{1^{-}}^{2^{-}} d x_{j}\left(u_{i j}-\omega_{i j}\right) \tag{2.13}
\end{equation*}
$$

The $\omega_{i j}$ pieces may be integrated by parts:

$$
\begin{align*}
& -\left.\left(x_{j}-x_{j}\left(1^{+}\right)\right) \omega_{i j}\right|_{1^{+}} ^{2^{+}}+\int_{1}^{2^{+}} d x_{k}\left(x_{j}-x_{j}\left(1^{+}\right)\right) \partial_{k} \omega_{i j} \\
& +\left.\left(x_{j}-x_{j}\left(1^{-}\right)\right) \omega_{i j}\right|_{1^{-}} ^{2^{-}}-\int_{1^{+}}^{2^{-}} d x_{k}\left(x_{j}-x_{j}\left(1^{-}\right)\right) \partial_{k} \omega_{i j} \\
& =\left[-\left(x_{j}\left(2^{+}\right)-x_{j}\left(1^{+}\right)\right) \omega_{i j}\left(2^{+}\right)+\int_{1^{+}}^{2^{+}} d x_{k}\left(x_{j}-x_{j}\left(1^{+}\right)\right) \partial_{k} \omega_{i j}\right]-[+\rightarrow-] \tag{2.14}
\end{align*}
$$

Since

$$
x_{j}\left(1^{+}\right)=x_{j}\left(1^{-}\right), \quad x_{j}\left(2^{+}\right)=x_{j}\left(2^{-}\right)
$$

we arrive at the relation

$$
\begin{align*}
& \Delta u_{i}(1)-\Delta u_{i}(2)=-\left(x_{j}(1)-x_{j}(2)\right)\left(\omega_{i j}\left(2^{-}\right)-\omega_{i j}\left(2^{+}\right)\right) \\
& \quad+\oint_{C} d x_{k}\left\{u_{i k}+\left(x_{j}-x_{j}(1)\right) \partial_{k} \omega_{i j}\right\}, \tag{2.15}
\end{align*}
$$

where $C^{+-}$is the closed contour consisting of $C^{+}$followed by $-C^{-}$. Since $C^{+}$and $-C^{-}$are running back and forth on top of each other, the closed contour integral can be rewritten as a single integral along $-C^{-}$ with $u_{i k}$ and $\partial_{k} \omega_{i j}$ replaced by their discontinuities across the sheet $S$. Moreover, the discontinuity of $\partial_{k} \omega_{i j}$ can be decomposed in the following manner:

$$
\begin{align*}
\Delta\left(\partial_{k} \omega_{i j}\right)= & \frac{1}{2} \partial_{k}\left(\partial_{i} u_{j}-\partial_{j} u_{i}\right)\left(\mathbf{x}^{-}\right)-\left(\mathbf{x}^{-} \rightarrow \mathbf{x}^{+}\right) \\
= & \partial_{i} u_{k j}\left(\mathbf{x}^{-}\right)-\partial_{j} u_{k i}\left(\mathbf{x}^{-}\right)+\frac{1}{2}\left(\partial_{k} \partial_{i}-\partial_{i} \partial_{k}\right) u_{j}\left(\mathbf{x}^{-}\right) \\
& -\frac{1}{2}\left(\partial_{k} \partial_{j}-\partial_{j} \partial_{k}\right) u_{i}\left(\mathbf{x}^{-}\right)+\frac{1}{2}\left(\partial_{j} \partial_{i}-\partial_{i} \partial_{j}\right) u_{k}\left(\mathbf{x}^{-}\right)-\left(\mathbf{x}^{-} \rightarrow \mathbf{x}^{+}\right) . \tag{2.16}
\end{align*}
$$

Since above and below the sheet, the displacement field is smooth, the two derivatives in front of $u\left(x^{ \pm}\right)$commute. Hence the integral in (2.15) becomes

$$
\begin{equation*}
-\int_{C^{-}} d x_{k}\left\{\Delta u_{i k}+\left(x_{j}-x_{j}\right)(1) \Delta\left(\partial_{i} u_{k j}-\partial_{j} u_{k i}\right)\right\} \tag{2.17}
\end{equation*}
$$

This expression vanishes due to the physical requirement (2.11). As a result we find that the discontinuities between two arbitrary points 1 and 2 on the sheet have the simple relation

$$
\begin{equation*}
\Delta u_{i}(2)=\Delta u_{i}(1)-\Omega_{i j}\left(x_{j}(2)-x_{j}(1)\right), \tag{2.18}
\end{equation*}
$$

where $\Omega_{i j}$ is a fixed infinitesimal rotation matrix given by

$$
\begin{equation*}
\Omega_{i j}=\Delta \omega_{i j}(2)=\omega_{i j}\left(2^{-}\right)-\omega_{i j}\left(2^{+}\right) \tag{2.19}
\end{equation*}
$$

We now define the rotation vector

$$
\begin{equation*}
\Omega_{k}=\frac{1}{2} \varepsilon_{i j k} \Omega_{i j} \tag{2.20}
\end{equation*}
$$

in terms of which (2.18) takes the form

$$
\begin{equation*}
\Delta u(2)=\Delta u(1)+\Omega \times(x(2)-x(1)) . \tag{2.21}
\end{equation*}
$$

This forms the content of Weingarten's theorem: The discontinuity of the displacement field across the cutting surface can only be a constant vector plus a fixed rotation.

Notice that these are precisely the symmetry elements of a solid continuum. When looking back at the particular dislocation and disclination lines in Figs. 2.2-2.12 we see that all the discontinuities obey this theorem, as they should. The vector $\Omega$ is the Frank vector of the disclination lines. For a pure disclination line, $\Omega=\mathbf{0}$ and $\Delta \mathbf{u}(1)=\Delta \mathbf{u}(2)=\mathbf{b}$ is the Burgers vector.

### 2.8. INTEGRABILITY CONSIDERATIONS

For vortex lines, the smoothness of the superflow velocity $v_{s}(\mathbf{x})_{i} \sim \partial_{i} \gamma(\mathbf{x})$ implied that the jump of $\gamma(\mathbf{x})$ was a constant and this, in turn, led to the integrability condition

$$
\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \gamma(\mathbf{x})=0
$$

away from any vortex line [recall Eq. (1.78), Part II]. Here we can derive something quite similar for the rotation field $\omega_{i j}(\mathbf{x})$. Taking Weingarten's theorem (2.18) and forming derivatives, we see that the jump of the $\omega_{i j}(\mathbf{x})$ field is necessarily a constant, namely $\Omega_{i j}$. Hence $\omega_{k t}$ also satisfies the integrability condition

$$
\begin{equation*}
\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \omega_{k l}=0 \tag{2.22}
\end{equation*}
$$

everywhere except on the defect line. The argument is the same as that for the vortex lines. We simply observe that the contour integral over a Burgers circuit

$$
\begin{equation*}
\Delta \omega_{i j}=\oint_{B} d \omega_{i j}=\oint_{B} d x_{k} \partial_{k} \omega_{i j} \tag{2.23}
\end{equation*}
$$

can be cast, by Stokes theorem, in the form

$$
\begin{equation*}
\Delta \omega_{i j}=\int_{S^{b}} d S_{m} \varepsilon_{m k} \partial_{k} \partial_{i} \omega_{i j} \tag{2.24}
\end{equation*}
$$

where $S^{B}$ is some surface enclosed by the Burgers circuit. Since the result is independent of the size, shape, and position of the Burgers circuit as long as it encloses the defect line $L$. this implies

$$
\begin{equation*}
\varepsilon_{m k \ell} \partial_{k} \partial_{\epsilon} \omega_{i j}(\mathbf{x})=0 \tag{2.25}
\end{equation*}
$$

everywhere away from $L$, which is what we wanted to show.
In fact, the constancy of the jump in $\omega_{i j}$ could have been derived somewhat more directly, without going through (2.22) - (2.25), by taking again the curves $C^{+}, C^{-}$on Fig. 2.15 and calculating

$$
\Delta \omega_{i j}(1)-\Delta \omega_{i j}(2)=\int_{C^{+}}^{\int^{+}} d x_{k} \partial_{k} \omega_{i j}-\int_{C^{-}}^{2^{-}} d x_{k} \partial_{k} \omega_{i j}=-\int_{C^{-}}^{2^{-}} d x_{k} \Delta\left(\partial_{k} \omega_{i j}\right) .
$$

From the assumption (2.11) together with (2.16) we see that $\omega_{i j}(\mathbf{x})$ does not jump across the Volterra surface $S$. But then (2.26) shows us that $\Delta \omega_{i j}$ is a constant.

Let us now consider the displacement field itself. As a result of Weingarten's theorem, the integral over the Burgers circuit $B_{2}$ in Fig. 2.15 gives

$$
\begin{equation*}
\Delta u_{i}(2)=\oint_{B_{2}} d u_{i}=\Delta u(1)-\Omega_{i j}\left(x_{j}(2)-x_{j}(1)\right) . \tag{2.27}
\end{equation*}
$$

By treating the integral over $B_{2}$ in the same way as those over $C^{+}, C^{-}$in (2.13)-(2.15). we arrive at the equation

$$
\begin{equation*}
\Delta u_{i}(1)-\Omega_{i j}\left(x_{i}(2)-x_{i}(1)\right)=\oint_{B_{z}} d x_{k}\left\{u_{i k}+\left(x_{i}-x_{i}(2)\right) \partial_{k} \omega_{i j}\right\} . \tag{2.28}
\end{equation*}
$$

Here we observe that the factors of $x_{i}(2)$ can be dropped on both sides by (2.23) and $\Delta \omega_{i j}=\Omega_{i j}$. By Stokes' theorem, the remaining equation then becomes an equation for the surface integral over $S^{B 2}$,

$$
\begin{align*}
\Delta u_{i}(1)+\Omega_{i i} x_{j}(1) & =\int_{S^{A_{i}}} d S_{\ell} \varepsilon_{\ell m k} \partial_{m}\left\{u_{i k}+x_{j} \partial_{k} \omega_{i j}\right\} \\
& =\int_{S^{\beta_{i}}} d S_{\ell} \varepsilon_{\ell m k}\left\{\left(\partial_{m} u_{i k}+\partial_{k} \omega_{i m}\right)+x_{j} \partial_{m} \partial_{k} \omega_{i j}\right\} . \tag{2.29}
\end{align*}
$$

This must hold for any size, shape, and position of the circuit $B_{2}$ as long as it encircles the defect line $L$. For all these different configurations, the left-hand side of (2.29) is a constant. We can therefore conclude that

$$
\begin{equation*}
\int_{S^{\prime}} d S_{i}\left\{\varepsilon_{\ell, m k}\left[\partial_{m} t t_{t k}+\partial_{k} \omega_{i m k}\right]+x_{j} \varepsilon_{i m k} \partial_{m} \partial_{k} \omega_{i j}\right\}=0 \tag{2.30}
\end{equation*}
$$

for any surfaces $S^{\prime}$ which does not enclose $L$. Moreover, from (2.22) we see that the last term cannot contribute. The first two terms, on the other hand, can be rewritten, using the same decomposition of $\partial_{k} \omega_{i m}$ as in (2.16), in the form

$$
\begin{equation*}
-\int_{S^{\prime}} d S_{i} \varepsilon_{\ell m k}\left(S_{k m i}-S_{m i k}+S_{i k m}\right)=\int_{S^{\prime}} d S_{\ell} \varepsilon_{\ell m k} S_{m k i} \tag{2.31}
\end{equation*}
$$

where we have abbreviated

$$
\begin{equation*}
S_{k m i}(\mathbf{x}) \equiv \frac{1}{2}\left(\partial_{k} \partial_{m}-\partial_{m} \partial_{k}\right) u_{i}(\mathbf{x}) . \tag{2.32}
\end{equation*}
$$

Since this has to vanish for any $S^{\prime}$, we conclude that away from the defect line, the displacement field $u_{i}(\mathbf{x})$ also satisfies the integrability condition

$$
\begin{equation*}
\left(\partial_{k} \partial_{m}-\partial_{m} \partial_{k}\right) u_{i}(\mathbf{x})=0 \tag{2.33}
\end{equation*}
$$

On the line $L$, the integrability conditions for $u_{i}$ and $\omega_{i j}$ are, in general, both violated. Let us first consider $\omega_{i j}$. In order to give the constant result $\Delta \omega_{i j}(x) \equiv \Omega_{i j}$ in (2.24) the integrability condition must be violated by a singularity in the form of a $\delta$-function along the line $L$,

$$
\begin{equation*}
\delta_{1}(L) \equiv \oint_{L} d s \frac{d x_{1}(s)}{d s} \delta^{(3)}(\mathbf{x}-\overline{\mathbf{x}}(s)) \tag{2.34}
\end{equation*}
$$

[shorthand for $\delta_{l}(x, L)$. Eq. (II.1.76)] namely,

$$
\begin{equation*}
\varepsilon_{t m k} \partial_{m} \partial_{k} \omega_{i j}=\Omega_{i j} \delta_{l}(L) \tag{2.35}
\end{equation*}
$$

Then (2.25) gives $\Delta \omega_{i j}=\Omega_{i j}$ via the formula

$$
\begin{equation*}
\int_{S^{s}} d S_{l} \delta_{f}(L)=1 \tag{2.36}
\end{equation*}
$$

In order to see how the integrability condition is violated for $u_{i}(\mathbf{x})$, consider now the integral (2.29) and insert the result (2.31). This gives

$$
\begin{equation*}
\Delta u_{i}(1)+\Omega_{i j} x_{j}(1)=\int_{S^{b_{2}}} d S_{l} \varepsilon_{\ell m k}\left(S_{m k i}+x_{j} \partial_{m} \partial_{k} \omega_{i j}\right) . \tag{2.37}
\end{equation*}
$$

The right hand side is a constant independent of the position of the surface $S^{B_{2}}$. This implies that the singularity along $L$ is of the form

$$
\begin{equation*}
\varepsilon_{\ell m k}\left(\partial_{m} \partial_{k} u_{i}+x_{j} \partial_{m} \partial_{k} \omega_{i j}\right)=b_{i} \delta_{\ell}(L) \tag{2.38}
\end{equation*}
$$

where we have introduced the quantity

$$
\begin{equation*}
b_{i} \equiv \Delta u_{i}(1)+\Omega_{i j} x_{j}(1) . \tag{2.39}
\end{equation*}
$$

Inserting (2.35) into (2.38) leads to the following violation of the integrability condition for $u_{i}(\mathbf{x})$ along $L$,

$$
\begin{equation*}
\varepsilon_{\ell m k} \partial_{m} \partial_{k} u_{i}=\left(b_{i}-\Omega_{i j} x_{j}\right) \delta_{\varepsilon}(L) . \tag{2.40}
\end{equation*}
$$

### 2.9. DISLOCATION AND DISCLINATION DENSITIES

In the last section we saw that the most general defect line $L$ is characterized by a violation of the integrability condition for displacement and rotation fields which had the form of a $\delta$-function along the line $L$. In analogy with the current density of magnetism and the vortex density $\gamma$ in Part II, (1.78)

$$
\begin{equation*}
j_{i}(\mathbf{x}) \equiv \varepsilon_{i j k} \partial_{j} \partial_{k} \gamma(\mathbf{x})=I \delta_{i}(L), \tag{2.41}
\end{equation*}
$$

we introduce densities for dislocations and disclinations, respectively, as follows:

$$
\begin{align*}
& \alpha_{i j}(\mathbf{x}) \equiv \varepsilon_{i k k} \partial_{k} \partial_{\ell} u_{j}(\mathbf{x}),  \tag{2.42a}\\
& \Theta_{i j}(\mathbf{x}) \equiv \varepsilon_{i k t} \partial_{k} \partial_{l} \omega_{j}(\mathbf{x}), \tag{2.42b}
\end{align*}
$$

where we have used the vector form of the rotation field $\omega_{i}=\frac{1}{2} \varepsilon_{i j k} \omega_{j k}$, in order to save one index. For the general defect line along $L$, these densities have the form

$$
\begin{gather*}
\alpha_{i j}(\mathbf{x})=\delta_{i}(L)\left(b_{j}-\Omega_{j k} x_{k}\right),  \tag{2.43a}\\
\Theta_{i j}(\mathbf{x})=\delta_{i}(L) \Omega_{j}, \tag{2.43b}
\end{gather*}
$$

where $\Omega_{i}=\frac{1}{2} \varepsilon_{i j k} \Omega_{j k}$ is the Frank vector.
In (2.43) the rotation by $\Omega$ is performed around the origin. Obviously, the position of the rotation axis can be changed to any other point $x_{0}$ by a simple shift in the constant $b_{j} \rightarrow b_{j}^{\prime}=b_{j}+\left(\Omega \times \mathbf{x}_{0}\right)_{j}$. Then $\alpha_{i j}(\mathbf{x})=$ $\delta_{i}(L)\left\{b_{j}^{\prime}+\left(\Omega \times\left(\mathbf{x}-\mathbf{x}_{0}\right)_{j}\right\}\right.$. Notice that due to the identity

$$
\begin{equation*}
\partial_{i} \delta_{i}(L)=0 \tag{2.44}
\end{equation*}
$$

for closed lines $L$, the disclination density satisfies the conservation law

$$
\begin{equation*}
\partial_{i} \Theta_{i j}=0 \tag{2.45}
\end{equation*}
$$

which implies that disclination lines are always closed. This is not true for media with a directional field, e.g., nematic liquid crystal. Such media are not considered here since they cannot be described by a displacement field alone. Differentiating (2.43a) we find the conservation law for disclination lines $\partial_{i} \alpha_{i j}=-\Omega_{j i} \delta_{i}(L)$ which, in turn, can be expressed in the form

$$
\begin{equation*}
\partial_{i} \alpha_{i j}=-\varepsilon_{j k i} \Theta_{k t} . \tag{2.46}
\end{equation*}
$$

From the linearity of the relation (2.42) in $u_{j}$ and $\omega_{j}$ it is obvious that these conservation laws remain true for any ensemble of infinitesimal defect lines.

The conservation law (2.46) may, in fact, be derived by purely differential techniques from the first smoothness assumption (2.11a). Using Stokes' theorem, $\Delta u_{i j}$ can be expressed in the same way as $\Delta \omega_{i j}$ in (2.24), and by the same argument as the one used for $\omega_{i j}$ we conclude that the strain is an integrable function in all space and satisfies

$$
\begin{equation*}
\left(\partial_{i} \partial_{k}-\partial_{k} \partial_{i}\right) u_{e_{j}}(\mathbf{x})=0 \tag{2.47}
\end{equation*}
$$

If we then look at $\alpha_{i j}$ in the general definition (2.42a), rewrite it as

$$
\begin{align*}
\alpha_{i j} & =\varepsilon_{i k \ell} \partial_{k} \partial_{\ell} u_{j}=\varepsilon_{i k \ell} \partial_{k}\left(u_{\ell j}+\omega_{\ell j}\right) \\
& =\varepsilon_{i k \ell} \partial_{k} u_{\ell j}+\delta_{i j} \partial_{k} \omega_{k}-\partial_{j} \omega_{i} \tag{2.48}
\end{align*}
$$

and apply the derivative $\partial_{i}$, this gives directly (2.46).
In a similar way, the conservation law (2.45) can be derived by combining both smoothness assumptions (2.11a) and (2.11b). The first can be stated, via Stokes' theorem, as an integrability condition for the derivative of strain, i.e.,

$$
\begin{equation*}
\left(\partial_{\ell} \partial_{n}-\partial_{n} \partial_{\ell}\right) \partial_{k} u_{i j}(\mathbf{x})=0 \tag{2.49}
\end{equation*}
$$

Let us recall that from the first assumption (2.11a) we have concluded in (2.16) that $\partial_{k} \omega_{i j}(\mathbf{x})$ is also a completely smooth function across the surface $S$. Hence, $\partial_{k} \omega_{i j}$ must also satisfy the integrability condition

$$
\left(\partial_{c} \partial_{n}-\partial_{n} \partial_{c}\right) \partial_{k} \omega_{i j}(\mathbf{x})=0
$$

Together with (2.49) this implies that $\partial_{k} \partial_{i} u_{j}(\mathbf{x})$ is integrable:

$$
\begin{equation*}
\left(\partial_{c} \partial_{n}-\partial_{n} \partial_{c}\right) \partial_{k} \partial_{i} u_{j}(\mathbf{x})=0 \tag{2.50}
\end{equation*}
$$

If we write down this relation three times, each time with $\ell, n, k$ exchanged cyclically, we find

$$
\partial_{c} R_{n k i j}+\partial_{n} R_{k \ell i j}+\partial_{k} R_{\epsilon}(n i j=0,
$$

where $R_{n k i j}$ is an abbreviation for the expression,

$$
\begin{equation*}
R_{n k i j}=\left(\partial_{n} \partial_{k}-\partial_{k} \partial_{n}\right) \partial_{i} u_{j}(\mathbf{x}) \tag{2.51}
\end{equation*}
$$

Contracting $k$ with $i$ and $\ell$ with $j$ gives us

$$
\dot{\partial}_{j} R_{m i i j}+\dot{\partial}_{n} R_{i j i j}+\partial_{i} R_{j n i j}=0 .
$$

Now we observe that because of (2.47), $R_{n k i j}$ is anti-symmetric not only in $n$ and $k$ but also in $i$ and $j$ so that

$$
2 \partial_{j} R_{i n j i}-\partial_{n} R_{i j j i}=0 .
$$

This, however, is the same as

$$
\begin{equation*}
2 \partial_{j}\left(\frac{1}{\jmath} \varepsilon_{j p q} \varepsilon_{n k \epsilon} R_{p q k \epsilon}\right)=0, \tag{2.52}
\end{equation*}
$$

as can be verified using the identity

$$
\begin{align*}
\varepsilon_{j p q} \varepsilon_{n k \ell}= & \delta_{j n} \delta_{p k} \delta_{q \ell}+\delta_{j k} \delta_{p \ell} \delta_{q \prime}+\delta_{j c} \delta_{p n} \delta_{q k} \\
& -\delta_{j n} \delta_{p \ell} \delta_{q k}-\delta_{j k} \delta_{p n} \delta_{q c}-\delta_{j \ell} \delta_{p k} \delta_{q n} \tag{2.53}
\end{align*}
$$

Recalling, now the definition (2.51) and $\omega_{n}=\frac{1}{2} \varepsilon_{n k \ell} \partial_{k} u_{\ell}$, Eq. (2.52) becomes

$$
\begin{equation*}
2 \varepsilon_{i p q} \partial_{i} \partial_{p} \partial_{q} \omega_{n}=0 \tag{2.54}
\end{equation*}
$$

and this is precisely the conservation law for disclinations

FIG. 2.16. Illustration of Volterra process in which an entire volume piece is moved with the vector $b_{i}$.


### 2.10. MNEMONIC PROCEDURE FOR CONSTRUCTING DEFECT DENSITIES

There exists a simple mnemonic procedure for constructing the defect densities and their conservation laws. This we now explain.

Suppose we perform the Volterra cutting procedure on a closed surface $S$, dividing it mentally in two parts, joined along some line $L$ (see Fig. 2.16). On one part of $S$, say $S^{+}$, we remove material of thickness $b_{i}$ and on the other we add the same material. This corresponds to a simple translational movement of crystalline material by $b_{i}$, i.e., to a displacement field

$$
\begin{equation*}
u_{\epsilon}(\mathbf{x})=-\delta(V) b_{\ell} \tag{2.55}
\end{equation*}
$$

where the $\delta$-function on a volume $V$ was defined in Eq. (8.21), Part II. By this transformation the elastic properties of the material are unchanged.

Consider now the distortion field $\partial_{j} u_{i}(\mathbf{x})$. Under (2.55), it changes by

$$
\begin{equation*}
\partial_{k} u_{\ell}(\mathbf{x}) \rightarrow \partial_{k} u_{\boldsymbol{f}}(\mathbf{x})-\partial_{k} \delta(V) b_{\boldsymbol{f}} \tag{2.56}
\end{equation*}
$$

The derivative of the $\delta$-function is singular only on the surface of the volume $V$. In fact, in (8.20), Part II, we already derived the formula $-\partial_{k} \delta(V)=\delta_{k}(S)$ so that (2.56) reads

$$
\begin{equation*}
\partial_{k} u_{\ell}(\mathbf{x}) \rightarrow \partial_{k} u_{\ell}(\mathbf{x})+\delta_{k}(S) b_{\ell} . \tag{2.57}
\end{equation*}
$$

From this trivial transformation we can now construct a proper dislocation line by assuming $S$ to be no longer a closed surface but an open one, i.e., we may restrict $S$ to the shell $S^{+}$with a boundary $L$. Then we can form the dislocation density

$$
\begin{equation*}
\alpha_{i \ell}(\mathbf{x})=\varepsilon_{i j k} \partial_{j} \partial_{k} u_{\ell}(\mathbf{x})=\varepsilon_{i j k} \partial_{j} \delta_{k}(S) b_{\ell} \tag{2.58}
\end{equation*}
$$

The superscript + was dropped. Using Stokes' theorem on the $\delta_{k}(S)$ function, as derived in (8.17), Part II, this becomes simply

$$
\begin{equation*}
\alpha_{i \ell}(\mathbf{x})=\delta_{i}(L) b_{\ell} . \tag{2.59}
\end{equation*}
$$

For a closed surface, this vanishes.
For a general defect line, the starting point is the trivial Volterra operation of translating and rotating a piece of crystalline volume. This corresponds to a displacement field

$$
\begin{equation*}
u_{\ell}(\mathbf{x})=-\delta(V)\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right) \tag{2.60}
\end{equation*}
$$

If we now form the distortion, we find

$$
\partial_{k} u_{\ell}(\mathbf{x})=\delta_{k}(S)\left(b_{\epsilon}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right)-\delta(V) \varepsilon_{\ell q k} \Omega_{q}
$$

In this expression it is still impossible to assume $S$ to be an open surface. If we, however, form the symmetric combination, the strain

$$
\begin{equation*}
u_{k \ell}=\frac{1}{2}\left(\partial_{k} u_{\ell}+\partial_{\epsilon} u_{k}\right)=\frac{1}{2}\left[\delta_{k}(S)\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right)+(k \ell)\right], \tag{2.61}
\end{equation*}
$$

is well defined for an open surface, in which case we shall refer to $u_{k c}$ as the plastic strain and denote it by $u_{k f}^{p}$. The field

$$
\begin{equation*}
\beta_{k f}^{p} \equiv \delta_{k}(S)\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right) \tag{2.62}
\end{equation*}
$$

plays the role of a dipole density of the defect line across the surface $S$. It is usually called a plastic distortion. It is a single valued field (i.e., derivatives in front of it commute). In terms of $\beta_{k 1}^{p}$, the plastic strain is simply

$$
\begin{equation*}
u_{k r}^{\prime p}=\frac{1}{2}\left(\beta_{k r}^{p}+\beta_{k k}^{p}\right) . \tag{2.63}
\end{equation*}
$$

The full displacement field (2.60) is not defined for an open surface due to the $\delta(V)$ term. It is multiple valued. The dislocation density, however, is single valued. Indeed, we can easily calculate

$$
\begin{align*}
\alpha_{i \ell} & =\varepsilon_{i j k} \partial_{j} \partial_{k} u_{\ell}(\mathbf{x})=\varepsilon_{i j k} \partial_{j}\left[\delta_{k}(S)\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right)-\delta(V) \varepsilon_{\ell q k} \Omega_{q}\right] \\
& =\delta_{i}(L)\left(b_{c}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right), \tag{2.64}
\end{align*}
$$

and see that this is the same as (2.43a).
Let us now turn to the disclination density $\Theta_{p j}=\varepsilon_{p m n} \partial_{m} \dot{\partial}_{n} \omega_{j}$. From (2.60) we find the gradient of the rotation field

$$
\begin{align*}
\partial_{n} \omega_{j} & =\frac{1}{2} \varepsilon_{i k \ell} \partial_{n} \partial_{k} u_{\ell} \\
& =\frac{1}{2} \varepsilon_{j k \ell} \partial_{n}\left[\delta_{k}(S)\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right)-\delta(V) \varepsilon_{\ell q k} \Omega_{q}\right] \\
& =\frac{1}{2} \varepsilon_{j k \ell} \partial_{n} \beta_{k \epsilon}^{P}+\delta_{n}(S) \Omega_{j} . \tag{2.65}
\end{align*}
$$

This is defined for an open surface $S$ in which case it is called the plastic bend-twist and denoted by $x_{n j}^{p} \equiv \partial_{n} \omega_{j}^{p}$. It is useful to define the plastic rotation

$$
\begin{equation*}
\phi_{n j}^{p} \equiv \delta_{n}(S) \Omega_{j}, \tag{2.66}
\end{equation*}
$$

which plays the role of a dipole density for disclinations. With this, the plastic gradient of $\omega_{j}$ is given by

$$
\begin{equation*}
x_{n j}^{p}=\partial_{n} \omega_{i}^{p}=\frac{1}{2} \varepsilon_{j k} \partial_{n} \beta_{k k}^{p}+\phi_{n j}^{p} . \tag{2.67}
\end{equation*}
$$

We can now easily calculate the disclination density:

$$
\Theta_{p i}=\varepsilon_{p m n} \partial_{m} \partial_{n} \omega_{i}=\varepsilon_{p m n} \partial_{m} x_{n i}^{p}=\frac{1}{2} \varepsilon_{j k} \varepsilon_{p m n} \dot{\partial}_{m} \partial_{n} \beta_{k r}^{p}+\varepsilon_{p m m,} \dot{\partial}_{m} \phi_{n j}^{\prime} .
$$

In front of $\beta_{k k}^{k}$, the derivatives commute [see (2.62)] so that the first term vanishes. Use of Stokes' theorem on the second term gives

$$
\begin{equation*}
\Theta_{p j}=\varepsilon_{p m n} \partial_{m} \phi_{n i}^{p}=\delta_{p}(L) \Omega_{j} \tag{2.68}
\end{equation*}
$$

in agreement with (2.44).

Notice that according to the second line of (2.64), the dislocation density can also be expressed in terms of $\beta_{k 1}^{p}$ and $\phi_{i,}^{\prime}$ as

$$
\begin{equation*}
\alpha_{i l}=\varepsilon_{i j k} \partial_{j} \beta_{k r}^{\prime \prime}+\delta_{i r} \phi_{p j p}^{\prime \prime}-\phi_{r i}^{\prime \prime} . \tag{2.69}
\end{equation*}
$$

In fact, this is a direct consequence of the decomposition (2.48). which can be written in terms of plastic strain and bend-twist as

$$
\begin{equation*}
\alpha_{i j}=\varepsilon_{i k r} \dot{d}_{k} u_{r j}^{p}+\delta_{i j} x_{\psi 4}^{\prime \prime}-x_{j i}^{p} \tag{2.70}
\end{equation*}
$$

Expressing $u_{k i}^{\prime \prime}$ in terms of $\beta_{k i}^{\prime \prime}$ and $x_{i j}^{p}$ in terms of $\phi_{i j}^{p}$ [see (2.63) and (2.67)] we find

$$
\alpha_{i j}=\frac{1}{2} \varepsilon_{i k r} \dot{\partial}_{k} \beta_{r j}^{p}+\delta_{i j} \phi_{r / \psi}^{\prime \prime}-\phi_{i j}^{\prime \prime}+\frac{1}{2}\left(\varepsilon_{i k r} \dot{\partial}_{k} \beta_{j r}^{\prime \prime}+\delta_{i j} \varepsilon_{q k r} \dot{\partial}_{q} \beta_{k+r}^{p}-\varepsilon_{i k r} \dot{\partial}_{i} \beta_{k r}^{p}\right) .
$$

But the quantity inside the parentheses is equal to $\frac{1}{2} \varepsilon_{i k 1} \partial_{k} \beta_{i j}^{p}$, as can be seen from applying the identity

$$
\delta_{i j} \varepsilon_{\psi k r}=\delta_{i q} \varepsilon_{i k r}+\delta_{j k} \varepsilon_{i / q}+\delta_{i r} \varepsilon_{i \psi k}
$$

to $j_{4} \beta_{k r}$. Thus $\alpha_{i j}$ takes again the form (2.69).

### 2.11. BRANCHING DEFECT LINES

We recall that from the geometric point of view, the conservation laws state that disclination lines never end and dislocations end at most at a disclination line. Consider, for example, a configuration of three lines shown in Part II, Figs. 1.11, 1.12. Assign an orientation to each line and suppose that their disclination density is

$$
\begin{equation*}
\Theta_{i j}(\mathrm{x})=\Omega_{i} \delta_{i}(L)+\Omega_{i}^{\prime} \delta_{i}\left(L^{\prime}\right)+\Omega_{i}^{\prime \prime} \delta_{i}\left(L^{\prime \prime}\right) \tag{2.71}
\end{equation*}
$$

with their dislocation density being

$$
\begin{align*}
\alpha_{i j}(\mathbf{x})= & \delta_{i}(L)\left\{b_{i}+\left[\Omega \times\left(\mathbf{x}-\mathbf{x}_{11}\right)\right]_{j}\right\}+\delta_{i}\left(L^{\prime}\right)\left\{b_{i}^{\prime}+\left[\Omega^{\prime} \times\left(\mathbf{x}-\mathbf{x}_{0}^{\prime}\right)\right]_{i}\right\} \\
& +\delta_{i}\left(L^{\prime}\right)\left\{b_{j}^{\prime \prime}+\left[\Omega^{\prime \prime} \times\left(\mathbf{x}-\mathbf{x}_{\mathbf{1 0}}^{\prime \prime}\right)\right]_{i}\right\} . \tag{2.72}
\end{align*}
$$

The conservation law $j_{i} \Theta_{i j}=0$ then implies that the Frank vectors satisfy the equivalent of Kirchhoff's law for currents

$$
\begin{equation*}
\Omega_{i}+\Omega_{i}^{\prime \prime}=\Omega_{i}^{\prime} \tag{2.73}
\end{equation*}
$$

This follows directly from the identity [see Eq. [II.1.83)] for open lines

$$
\partial_{i} \delta_{i}(L)=\int d s \frac{d \bar{x}_{i}}{d s} \delta^{(3)}(\mathbf{x}-\overline{\mathbf{x}}(3))=\delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right)-\delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{f}\right)
$$

where $\mathbf{x}_{i}$ and $\mathbf{x}_{f}$ are the initial and final points of the curve $L$. The conservation law $\dot{j}_{i} \alpha_{i j}=\varepsilon_{i k 1} \Theta_{k l}$, on the other hand, gives

$$
\begin{equation*}
b_{i}-\left(\Omega \times\left(\mathbf{x}-\mathbf{x}_{0}\right)\right)_{i}+b_{i}^{\prime \prime}-\left(\Omega^{\prime \prime} \times\left(\mathbf{x}-\mathbf{x}_{(1)}^{\prime \prime}\right)_{i}\right)_{i}=b_{i}^{\prime}-\left(\Omega \times\left(\mathbf{x}^{\prime}-\mathbf{x}_{(0)}^{\prime}\right)\right)_{i} \tag{2.74}
\end{equation*}
$$

If the same position is chosen for all rotation axes, the Burgers vectors $b_{i}$ satisfy again a Kirchhoff-like law:

$$
\begin{equation*}
b_{i}+b_{i}^{\prime \prime}=b_{i}^{\prime} \tag{2.75}
\end{equation*}
$$

But Burgers vectors can be compensated for by different rotation axes, for example, $L^{\prime}$ and $L^{\prime \prime}$ could be pure disclination lines with different axes through $\mathbf{x}_{10}^{\prime}, \mathbf{x}_{0}^{\prime \prime}$ and $L^{\prime}$ a pure dislocation line with $\mathbf{b}^{\prime}=-\Omega^{\prime} \times\left(\mathbf{x}_{0}^{\prime}-\mathbf{x}_{0}^{\prime \prime}\right)$ which ends on $L^{\prime}, L^{\prime \prime}$. Equation (2.73) renders different choices equivalent.

### 2.12. DEFECT DENSITY AND INCOMPATIBILITY

As far as classical linear elasticity is concerned, the information contained in $\alpha_{i j}$ and $\Theta_{i j}$ can be combined into a single symmetric tensor, called the defect density $\eta_{i j}(\mathbf{x})$ [In higher gradient elasticity this is no longer true; see chapter 18.]. It is defined as the double curl of the strain tensor

$$
\begin{equation*}
\eta_{i j}(\mathbf{x}) \equiv \varepsilon_{i k \ell} \varepsilon_{j m n} \partial_{k} \partial_{m} u_{\ell n}(\mathbf{x}) \tag{2.76}
\end{equation*}
$$

In order to see its relation with $\alpha_{i j}$ and $\Theta_{i j}$, we take (2.42a) and contract the indices $i$ and $j$, obtaining

$$
\begin{equation*}
\alpha_{i i}=2 \partial_{i} \omega_{i} \tag{2.77}
\end{equation*}
$$

Using this, (2.48) can be written in the form

$$
\begin{equation*}
\varepsilon_{i k \ell} \partial_{k} u_{\ell n}=\partial_{n} \omega_{i}-\left(-\alpha_{i n}+\frac{1}{2} \delta_{i n} \alpha_{k k}\right) \tag{2.78}
\end{equation*}
$$

The expression in parentheses was first introduced by Nye and called contortion ${ }^{6}$

$$
\begin{equation*}
K_{n i} \equiv-\alpha_{i n}+\frac{1}{2} \delta_{i n} \alpha_{k k} . \tag{2.79a}
\end{equation*}
$$

The inverse relation is

$$
\begin{equation*}
\alpha_{i j}=-K_{j i}+\delta_{i j} K_{k k} \tag{2.79b}
\end{equation*}
$$

Multiplying (2.78) by $\varepsilon_{j m n} \partial_{m}$, we find with (2.42b)

$$
\begin{align*}
\eta_{i j} & =\varepsilon_{j m n} \varepsilon_{i k \ell} \partial_{m} \partial_{k} u_{\ell n}=\varepsilon_{j m n} \partial_{m} \partial_{n} \omega_{i}-\varepsilon_{j m n} \partial_{m} K_{n i} \\
& =\Theta_{j i}-\varepsilon_{j m n} \partial_{m} K_{n i} . \tag{2.80a}
\end{align*}
$$

The final expression is not manifestly symmetric. Let us verify that it is, nevertheless. Contracting it with the antisymmetric tensor $\varepsilon_{i i j}$, we find $\varepsilon_{i i j} \Theta_{i j}+\dot{d}_{1} K_{i j}-\dot{j}_{i} K_{i i}=\varepsilon_{i i j} \Theta_{i j}+\dot{d}_{i} \alpha_{i r}$. But this vanishes due to the conservation law (2.46) for the dislocation density. Thus $\eta_{i j}$ is symmetric.

There is yet another version of the decomposition (2.80a) which is obtained after applying the identity $\varepsilon_{i j n} \delta_{m q}+\varepsilon_{j m n} \delta_{i q}+\varepsilon_{m i n} \delta_{j q}=\varepsilon_{i j n} \delta_{n q}$ to $\partial_{m} \alpha_{q n}$ giving $\varepsilon_{n j m} \partial_{m}\left(\alpha_{i n}-\frac{1}{2} \delta_{i n} \alpha_{k k}\right)=-\frac{1}{2} \partial_{m}\left(\varepsilon_{m j n} \alpha_{i n}+(i j)+\varepsilon_{i j n} \alpha_{m n}\right)$. Hence

$$
\begin{equation*}
\eta_{i j}=\Theta_{i j}-\frac{1}{2} \lambda_{m}\left(\varepsilon_{m i n} \alpha_{i n}+(i j)-\varepsilon_{i j n} \alpha_{m n}\right) . \tag{2.80b}
\end{equation*}
$$

This type of decomposition will be encountered in the context of general relativity later in Part IV.

The double curl operation is a useful generalization of the curl operation on vector fields to symmetric tensor fields. Recall that the vanishing of a curl everywhere in space implies that a vector field can be written as the gradient of a scalar potential which satisfies the integrability condition ( $\partial_{i} \partial_{j}-\partial_{j} \partial_{i}$ ) $\gamma=0$ everywhere in space:

$$
\begin{equation*}
\nabla \times \mathbf{H}=0 \rightarrow H_{i}=\dot{d}_{i} \gamma \tag{2.81}
\end{equation*}
$$

"In terms of the plastic quantities introduced in the last section the plastic part of $K_{u 4}$ reads

$$
K_{i,}^{\prime \prime}=-\varepsilon_{i k \mu} i_{k} \beta_{r i}^{\prime \prime}+\frac{1}{2} \delta_{i l} \varepsilon_{n k r} i_{k} \beta_{r, \prime}^{\prime \prime}+\phi_{i!}^{\prime \prime}
$$

The double curl operation implies a similar property for the symmetric tensor, as was shown a century ago by Riemann and by Christoffel. If the double curl of a symmetric tensor field vanishes everywhere in space, this field can be written as the strain of some displacement field $u_{i}(\mathbf{x})$ which is integrable in all space [i.e., it satisfies (2.33)]. We may state this conclusion briefly as follows:

$$
\begin{equation*}
\varepsilon_{i k \varepsilon} \varepsilon_{j m n} \partial_{k} \partial_{m} u_{\ell n}(\mathbf{x})=0 \rightarrow u_{i j}=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) . \tag{2.82}
\end{equation*}
$$

If the double curl of $u_{\ell n}(\mathbf{x})$ is zero one says that $u_{\ell n}(\mathbf{x})$ is compatible with a displacement field and calls the double curl the incompatibility, i.e.,

$$
\begin{equation*}
(\text { inc } u)_{i j} \equiv \varepsilon_{i k \ell} \varepsilon_{i m n} \partial_{k} \partial_{m n} u_{\ell n} \tag{2.83}
\end{equation*}
$$

The proof of statement (2.82) follows from (2.81) for a vector field: we simply observe that every vector field $V_{k}(\mathbf{x})$ vanishing at infinity and satisfying the integrability condition $\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) V_{k}(\mathbf{x})=0$ can be decomposed into transverse and longitudinal pieces, namely, a gradient whose curl vanishes and a curl whose gradient vanishes,

$$
\begin{equation*}
V_{i}=\partial_{i} \varphi+\varepsilon_{i j k} \partial_{j} A_{k} \tag{2.84}
\end{equation*}
$$

both fields $\varphi$ and $A_{k}$ being integrable. Explicitly these are given by

$$
\begin{gather*}
\varphi=\frac{1}{\partial^{2}} \partial_{i} V_{i},  \tag{2.85}\\
A_{k}=\frac{1}{-\partial^{2}} \varepsilon_{k<m} \partial_{\ell} V_{m}+\partial_{k} C, \tag{2.86}
\end{gather*}
$$

where

$$
\begin{equation*}
\left(-\partial^{2}\right)^{-1}=1 /\left(4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right) \tag{2.87}
\end{equation*}
$$

is the Coulomb Green function. Notice that the field $A_{k}$ is determined only up to an arbitrary pure gradient $\partial_{k} C$.

By repeated application of this formula, we find the decompositions of an arbitrary not necessarily symmetric tensor $u_{i l}$ :

$$
\begin{equation*}
u_{i \ell}=\partial_{i} \varphi_{\varepsilon}^{\prime}+\varepsilon_{i j k} \partial_{j} A_{k \ell}^{\prime}=\partial_{i} \varphi_{\ell}^{\prime}+\varepsilon_{i j k} \partial_{j}\left(\partial_{\ell} \varphi_{k}+\varepsilon_{\ell m n} \partial_{m} A_{k n}\right) . \tag{2.88}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\varphi_{i}^{\prime \prime} \equiv \varepsilon_{i j k} \partial_{j} \varphi_{k} \tag{2.89}
\end{equation*}
$$

this may be cast as

$$
\begin{equation*}
u_{i \ell}=\partial_{i} \varphi_{i}^{\prime}+\partial_{\ell} \varphi_{i}^{\prime \prime}+\varepsilon_{i j k} \varepsilon_{\epsilon m,} \partial_{j} \partial_{m} A_{k n} \tag{2.90}
\end{equation*}
$$

For the special case that $u_{i c}$ is symmetric we can symmetrize this result and decompose it as

$$
\begin{equation*}
u_{i c}=\partial_{i} u_{j}+\partial_{j} u_{i}+\varepsilon_{i j k} \varepsilon_{i m n} \partial_{j} \partial_{m} A_{k n}^{S} \tag{2.91}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{i}=\frac{1}{2}\left(\varphi_{i}^{\prime}+\varphi_{i}^{\prime \prime}\right), \tag{2.92}
\end{equation*}
$$

and $A_{k n}^{S}$ is the symmetric part of $A_{k n}$, both being integrable fields. The first term in (2.91) has zero incompatibility, the second has zero divergence when applied to either index.

In the general case, i.e., when there is no symmetry, we can use the formulas (2.85), (2.86) twice and determine the fields $\varphi_{\ell}^{\prime}, \varphi_{i}^{\prime \prime}, A_{k n}$ as follows:

$$
\begin{gather*}
\varphi_{c}^{\prime}=\frac{1}{\partial^{2}} \partial_{k} u_{k \epsilon},  \tag{2.93}\\
A_{k \ell}^{\prime}=-\frac{1}{\partial^{2}} \varepsilon_{k p q} \partial_{p} u_{q \epsilon}+\partial_{k} C_{\ell},  \tag{2.94}\\
\varphi_{k}=-\frac{1}{\partial^{4}} \varepsilon_{k p q} \partial_{p} \partial_{\epsilon} u_{q \epsilon}+\frac{1}{\partial^{2}} \partial_{k} \partial_{\ell} C_{\ell},  \tag{2.95}\\
A_{k n}=-\frac{1}{\partial^{4}} \varepsilon_{k \ell m} \varepsilon_{n p q} \partial_{\epsilon} \partial_{p} u_{m q}+\partial_{k}\left(-\frac{1}{\partial^{2}} \varepsilon_{n j \varepsilon} \partial_{j} C_{\ell}\right)+\partial_{n} D_{k}, \tag{2.96}
\end{gather*}
$$

so that from (2.88)

$$
\begin{equation*}
\varphi_{i}^{\prime \prime}=-\frac{1}{\partial^{4}} \partial_{i} \partial_{p} \partial_{q} u_{p q}+\frac{1}{\partial^{2}} \partial_{l} u_{i \ell} \tag{2.97}
\end{equation*}
$$

Reinserting this into decomposition (2.90) we find the identity

$$
\begin{align*}
u_{i \ell}= & \frac{1}{\partial^{2}}\left(\partial_{i} \partial_{k} u_{k \epsilon}+\partial_{\epsilon} \partial_{k} u_{i k}\right)-\frac{1}{\partial^{4}} \partial_{i} \partial_{\ell}\left(\partial_{p} \partial_{q} u_{p q}\right) \\
& +\frac{1}{\partial^{4}} \varepsilon_{i j k} \varepsilon_{\ell m n} \partial_{j} \partial_{m \prime}\left(\varepsilon_{k p r} \varepsilon_{m q s} \partial_{p} \partial_{q} u_{r s}\right) \tag{2.98}
\end{align*}
$$

which is valid for any tensor of rank two. This may be verified by working out the contractions of the $\varepsilon$ tensors. ${ }^{\text {c }}$

While the statements (2.81) and (2.82) for vector and tensor fields are completely analogous to each other, it is important to realize that there exists an important difference between the two cases. For a vector field with no curl, the potential can be calculated uniquely (up to boundary conditions) from

$$
\begin{equation*}
\varphi=\frac{1}{\partial^{2}} \partial_{i} H_{i} . \tag{2.99}
\end{equation*}
$$

This is no longer true, however, for the compatible tensor field $u_{i \ell}$. The point of departure is the fact that the functions $\varphi_{e}^{\prime}$ and $\varphi_{i}^{\prime \prime}$ in the decomposition (2.90) are not unique. They are determined only modulo a common arbitrary local rotation field $\omega_{i}(\mathbf{x})$. In order to see this we introduce the replacements

$$
\begin{align*}
& \partial_{i} \varphi_{\ell}^{\prime}(\mathbf{x}) \rightarrow \partial_{i} \varphi_{\ell}^{\prime}(\mathbf{x})+\varepsilon_{i \ell q} \omega_{q}(\mathbf{x}),  \tag{2.100}\\
& \partial_{\ell} \varphi_{i}^{\prime \prime}(\mathbf{x}) \rightarrow \partial_{\ell} \varphi_{i}^{\prime \prime}(\mathbf{x})+\varepsilon_{\ell i q} \omega_{q}(\mathbf{x}), \tag{2.101}
\end{align*}
$$

and see that (2.90) is still true. The field (2.92) is only a particular example of a displacement field which has the strain tensor equal to the given $u_{k e}$,
${ }^{\text {c }}$ Later, starting with Chapter 4, we shall introduce an efficient technique for handling such involved derivative expressions using helicity projections. For the reader who is already familiar with this technique let us mention that (2.98) can be derived from two identities:

$$
\begin{aligned}
& \varepsilon_{j m j^{\prime}} \varepsilon_{\ell n \ell} \cdot p_{m} p_{n}=\mathbf{P}^{2}\left(P^{(2,2)}+P^{(2,-2)}-P^{L}+P^{(1,0)}\right)_{j \ell, j^{\prime \prime} \ell^{\prime}},
\end{aligned}
$$

The first will be derived in a footnote to Eq. (5.19). The second is a direct consequence of (4.127) and (5.14). If we square the first identity and add the second we obtain a decomposition of the identity which coincides with (2.98).

$$
\begin{equation*}
u_{k \ell}^{0}=\frac{1}{2}\left(\partial_{k} u_{\ell}^{0}+\partial_{\ell} u_{k}^{0}\right)=u_{k \ell} \tag{2.102}
\end{equation*}
$$

This displacement field may not, however, be the true displacement field $u_{\ell}(\mathbf{x})$ which is actually present in the crystal which also satisfies

$$
\begin{equation*}
\frac{1}{2}\left(\partial_{k} u_{\ell}+\partial_{\ell} u_{k}\right)=u_{k \ell} . \tag{2.103}
\end{equation*}
$$

In order to find this true displacement field we would need additional information, namely, the rotation field

$$
\begin{equation*}
\omega_{k \ell}=\frac{1}{2}\left(\partial_{k} u_{\ell}-\partial_{\ell} u_{k}\right) . \tag{2.104}
\end{equation*}
$$

Only if we know both $u_{k \ell}(\mathbf{x})$ and $\omega_{k \ell}(\mathbf{x})$ can we calculate

$$
\begin{equation*}
\partial_{k} u_{\ell}(\mathbf{x})=u_{k \ell}(\mathbf{x})+\omega_{k \ell}(\mathbf{x}) \tag{2.105}
\end{equation*}
$$

and solve this for $u_{\ell}(\mathbf{x})$.
In order to make use of this observation we have to be sure that $\omega_{i}=\frac{1}{2} \varepsilon_{i j k} \omega_{j k}$ can, in fact, be written as the curl of a displacement field $u_{i}(\mathbf{x})$. This is possible if

$$
\begin{equation*}
\partial_{i} \omega_{i}=\varepsilon_{i j k} \partial_{i} \partial_{j} u_{k}=0, \tag{2.106}
\end{equation*}
$$

which implies that [see (2.77)]

$$
\begin{equation*}
\alpha_{i i}(\mathbf{x})=0 . \tag{2.107}
\end{equation*}
$$

In later discussions we shall be confronted with the situation in which $u_{k \ell}$ and $\partial_{i} \omega_{j}$ are given. In order to obtain $\omega_{i}$ from the latter we would have to make sure that $\omega_{i}$ is an integrable field, which is assured by the constraint

$$
\begin{equation*}
\Theta_{i j}=\varepsilon_{i k l} \partial_{k} \partial_{c} \omega_{j}=0 \tag{2.108}
\end{equation*}
$$

Thus we can state the following important result: Given a crystal with a strain $u_{k \ell}(\mathbf{x})$ and a specific rotational distortion $\omega_{k \ell}(\mathbf{x})$. If we want to find from these field quantities a single valued displacement field $u_{\ell}(\mathbf{x})$, the crystal has to have a vanishing defect density $\eta_{i j}(\mathbf{x})$, a vanishing disclination density $\Theta_{i j}(\mathbf{x})$, and a vanishing $\alpha_{i i}=0$, i.e.,

$$
\begin{equation*}
\eta_{i j}(\mathbf{x})=0, \quad \Theta_{i j}(\mathbf{x})=0, \quad \alpha_{i i}(\mathbf{x})=0 . \tag{2.109}
\end{equation*}
$$

The relation (2.80b) implies that for this to be true it is sufficient to have

$$
\begin{equation*}
\eta_{i j}(\mathbf{x})=0, \quad \alpha_{i j}(\mathbf{x})=0 \tag{2.110a}
\end{equation*}
$$

or

$$
\begin{equation*}
\Theta_{i j}(\mathbf{x})=0, \quad \alpha_{i j}(\mathbf{x})=0 \tag{2.110b}
\end{equation*}
$$

Notice that it is possible to introduce, into a given elastically distorted crystal, nonzero rotational and translational defects in such a way that $\Theta_{i j}$ and $\alpha_{i j}$ in (2.80b) cancel each other. ${ }^{\text {U }}$ Then the elastic distortions do in fact remain unchanged. The local rotation field, however, can be changed drastically. In particular it may no longer be integrable.

### 2.13. DEFECTS IN TWO DIMENSIONS

At some places we shall consider defects in two-dimensional systems. It is useful to imagine such systems as lying in the $X Y$ plane of some threedimensional space. Then dislocation lines degenerate into points and the dislocation density is a vector which coincides with the $3, i$ components of the three-dimensional density

$$
\begin{equation*}
\alpha_{i}(\mathbf{x}) \equiv \alpha_{3 i}(\mathbf{x})=\varepsilon_{p q} \partial_{p} \partial_{q} u_{i}=\left(\partial_{1} \partial_{2}-\partial_{2} \partial_{1}\right) u_{i} \tag{2.111}
\end{equation*}
$$

where $\varepsilon_{p q}=\varepsilon_{p q 3}$. The local rotation vector has only one component, i.e.,

$$
\begin{equation*}
\omega \equiv \omega_{3} \equiv \frac{1}{2} \varepsilon_{p q} \omega_{p q}=\frac{1}{2} \varepsilon_{p q} \partial_{p} u_{q}=\frac{1}{2}\left(\partial_{1} u_{2}-\partial_{2} u_{1}\right) \tag{2.112}
\end{equation*}
$$

so that the disclination density becomes a scalar quantity

$$
\begin{equation*}
\Theta \equiv \Theta_{33}=\varepsilon_{p q q} \partial_{p} \partial_{q} \omega=\left(\partial_{1} \partial_{2}-\partial_{2} \partial_{1}\right) \omega \tag{2.113}
\end{equation*}
$$

By writing the dislocation density as

$$
\begin{equation*}
\alpha_{i}=\varepsilon_{k t} \partial_{k}\left(u_{i i}+\varepsilon_{i i}\right) \tag{2.114}
\end{equation*}
$$

[^2]and inserting $\omega_{\ell_{i}}=\varepsilon_{\ell_{i}} \omega$ we find the following two-dimensional version of (2.48),
\[

$$
\begin{equation*}
\alpha_{i}=\varepsilon_{k \ell} \partial_{k} u_{e_{i}}-\partial_{i} \omega . \tag{2.115}
\end{equation*}
$$

\]

As was true with $\Theta_{i j}$, the defect density $\eta_{i j}(\mathbf{x})$ also has only a 33 component $\eta(\mathbf{x})$,

$$
\begin{equation*}
\eta(x) \equiv \eta_{33}(x)=\varepsilon_{k \ell} \varepsilon_{m n} \partial_{k} \partial_{m} u_{\ell n} \tag{2.116}
\end{equation*}
$$

and applying $\varepsilon_{, \ldots n} \partial_{n}$ to (2.115) we find the two-dimensional analogue of (2.80b),

$$
\begin{equation*}
\eta(\mathbf{x})=\Theta(\mathbf{x})+\varepsilon_{m, n} \partial_{m} \alpha_{n}(\mathbf{x}) . \tag{2.117}
\end{equation*}
$$

A contortion vector $K_{n}$ may be introduced as $K_{n}=-\alpha_{n}$ but since there is only a sign difference with respect to $\alpha_{n}$ there is no real use this.

For completeness, let us also introduce the plastic distortions and rotations $\beta_{k 1}^{p}, \phi_{k l}^{\prime \prime}$ which were defined in three dimensions in Section 2.10. Here they follow from the trivial Volterra operation [compare (2.60)]

$$
u_{\ell}(\mathbf{x})=-\delta(V)\left(b_{\ell}-\Omega \varepsilon_{\ell_{r}} x_{r}\right)
$$

as

$$
\begin{equation*}
\beta_{k l}^{p}=\delta_{k}(S)\left(b_{\varepsilon}-\Omega \varepsilon_{\ell_{r}} x_{r}\right)-\delta(V) \Omega \varepsilon_{k \ell}, \quad \phi_{k}^{\prime}=\delta_{k}(S) \Omega, \tag{2.118}
\end{equation*}
$$

where $S$ is now the line along which the Volterra cut has been performed. The $\delta$-function $\delta_{k}(S)$ is defined to point along the normal of this line, i.e., it is given by

$$
\begin{equation*}
\delta_{k}(S)=\varepsilon_{k \ell} \int_{S} d \bar{x}_{\ell} \delta^{(2)}(\mathrm{x}-\overline{\mathrm{x}}) \tag{2.119}
\end{equation*}
$$

It satisfies the two-dimensional version of Stokes' formula (II.8.17):

$$
\begin{align*}
\varepsilon_{j k} \partial_{j} \delta_{k}(S) & =\varepsilon_{j k} \varepsilon_{k} \partial_{j} \int_{S} d s \frac{d \bar{x}_{f}}{d s} \delta^{(2)}(\mathbf{x}-\overline{\mathbf{x}}(s))=-\int_{S} d s \frac{d \bar{x}_{j}}{d s} \partial_{j} \delta^{(2)}(\mathbf{x}-\overline{\mathbf{x}}(s)) \\
& =\int_{S} d s \frac{d}{d s} \delta^{(2)}(\mathbf{x}-\overline{\mathbf{x}}(s))=\delta^{(2)}\left(\mathbf{x}-\overline{\mathbf{x}}_{f}\right)-\delta^{(2)}\left(\mathbf{x}-\overline{\mathbf{x}}_{i}\right), \tag{2.120}
\end{align*}
$$

FIG. 2.17. Illustration of $\delta_{k^{\prime}}(L)$ in two dimensions, defined in Eqs. (2.121), (2.122), which is singular only at the points where $L$ pierces the $x_{1} x_{2}$ plane.

where $\mathbf{x}_{i}$ and $\mathbf{x}_{f}$ are the initial and final points of the line $S$. The right-hand side is the 2 -dimensional version of $\delta_{k}(L)$. It can be thought of as being the third component of the three-dimensional $\delta$-function for a closed line $L$,

$$
\begin{equation*}
\delta_{k}(L)=\oint_{L} d S \frac{d \bar{x}_{k}}{d S} \delta^{(3)}(\mathbf{x}-\overline{\mathbf{x}}(S)) \tag{2.121}
\end{equation*}
$$

which picks up the two points where $L$ pierces the $x y$-plane (see Fig. 2.17)

$$
\begin{align*}
\left.\delta_{3}(L)\right|_{x_{3}=0} & =\left.\oint_{L} d \bar{x}_{3} \delta\left(\mathbf{x}_{3}-\overline{\mathbf{x}}_{3}\right) \delta^{(2)}\left(\mathbf{x}_{\perp}-\overline{\mathbf{x}}_{\perp}\right)\right|_{x_{3}=0} \\
& =\delta^{(2)}\left(\mathbf{x}-\overline{\mathbf{x}}_{f}\right)-\left.\delta^{(2)}\left(\mathbf{x}-\mathbf{x}_{i}\right)\right|_{x_{3}=0} \tag{2.122}
\end{align*}
$$

Using (2.118) and the notation (2.122), the dislocation and disclination densities read explicitly

$$
\begin{align*}
& \alpha_{i}=\varepsilon_{k i} \partial_{k} \beta_{l i}^{p}-\phi_{i}^{p}=\left.\delta_{3}(L)\right|_{x_{3}=0}\left(b_{i}-\Omega \varepsilon_{i r} x_{r}\right), \\
& \Theta=\varepsilon_{k t} \partial_{k} \phi_{l}^{p}=\left.\delta_{3}(L)\right|_{x_{3}=0} \Omega . \tag{2.123}
\end{align*}
$$

The first is the $i 3$ component of the three-dimensional density $\alpha_{i j}(\mathbf{x})$, the second the 33 component of $\Theta_{i j}(\mathbf{x})$, both restricted to the 12 plane.
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## ENERGETICS OF DISLOCATION LINES

### 3.1. STRAIN AND STRESS AROUND DISLOCATION LINES

We are now in a position to study the elastic properties of a solid with defects. For a start, let us restrict ourselves to pure dislocation lines which are characterized by a constant discontinuity across some surface $S$ with Burgers vectors b:

$$
\begin{equation*}
\Delta u_{i}=\oint_{B} d u_{i}=b_{i} . \tag{3.1}
\end{equation*}
$$

This specification is sufficient to calculate a displacement field $u_{i}(\mathbf{x})$ over all space. Notice that the relation

$$
\begin{equation*}
u_{i}(\mathbf{x})=\int d^{3} x^{\prime} G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f_{j}\left(\mathbf{x}^{\prime}\right) \tag{3.2}
\end{equation*}
$$

with $f_{j}\left(\mathbf{x}^{\prime}\right)=0$ cannot be used since it holds only for smooth field configuration $u_{i}(\mathbf{x})$.

The appropriate method to deal with singular surfaces is, however, well known in potential theory. There, one uses Green's theorem which is a simple consequence of Gauss' law for a vector field [recall Part II, Eq. (1.151)]. Here we have to generalize this to an arbitrary tensor field,

$$
\begin{equation*}
\int_{V} d^{3} x \partial_{i} T_{k_{1} \ldots k_{n}}=\int_{S} d S_{i} T_{k_{1} \ldots k_{n}} \tag{3.3}
\end{equation*}
$$

where $S$ is the surface enclosing $V$ with $d S_{i}$ directed outward. Applying this to the tensors

$$
\begin{equation*}
T_{k}^{1}=u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right), \quad T_{i}^{2}=\left(\partial_{i}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right)\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right), \tag{3.4}
\end{equation*}
$$

we have

$$
\begin{align*}
& \int_{V} d^{3} x^{\prime} \partial_{\ell}\left(u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)\right)=\int_{S} d S_{\ell}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right), \\
& \left.\int_{V} d^{3} x^{\prime} \partial_{k}\left(\partial_{\ell}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right)\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)\right)=\int_{S} d S_{k}^{\prime}\left(\partial_{\ell}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right)\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right) . \tag{3.5}
\end{align*}
$$

Subtracting these equations from each other, we obtain a generalized version of Green's theorem,

$$
\begin{align*}
& \int_{V} d^{3} x^{\prime}\left[u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{c}^{\prime} \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)-\left(\partial_{\epsilon}^{\prime} \partial_{k}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right)\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)\right] \\
& \quad=\int_{S} d S_{\mathcal{c}}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)-\int_{S} d S_{k}^{\prime}\left(\partial_{\epsilon}^{\prime} u_{i}\left(\mathbf{x}^{\prime}\right)\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right) \tag{3.6}
\end{align*}
$$

Contracting this equation with the elasticity tensor $-c_{i i k m}$, the left-hand side becomes, by (1.68) and (1.80),

$$
\begin{equation*}
u_{n}(\mathbf{x})-\int d x^{\prime} G_{n m}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f_{m}\left(\mathbf{x}^{\prime}\right) \tag{3.7}
\end{equation*}
$$

The right-hand side becomes

$$
\begin{equation*}
-\int_{S} d S_{\epsilon}^{\prime} c_{R_{i k m}} u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)+\int_{S} d S_{k}^{\prime} \sigma_{k m}\left(\mathbf{x}^{\prime}\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right) \tag{3.8}
\end{equation*}
$$

so that we remain, in the absence of local body forces $f_{m}\left(x^{\prime}\right)$, with

$$
\begin{equation*}
u_{n}(\mathbf{x})=-\int_{S} d S_{\ell}^{\prime} c_{\varepsilon i k m} u_{i}\left(\mathbf{x}^{\prime}\right) \partial_{k}^{\prime} G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)+\int_{S} d S_{k}^{\prime} \sigma_{k m}\left(\mathbf{x}^{\prime}\right) G_{m n}\left(\mathbf{x}^{\prime}-\mathbf{x}\right) \tag{3.9}
\end{equation*}
$$

FIG. 3.1. The infinitesimally thin ellipsoid enclosing the Volterrat cutting surface $S$ of a dislocation line along $L$. The thickness is greatly exaggerated to allow for a better representation.


Consider now an infinite crystal with a single dislocation loop which is constructed by removing one or more layers of atoms from the lattice thus causing the discontinuity $\Delta u_{i}=\oint_{B} d u_{i}=b_{i}$ (recall Fig. 2.2). The whole space outside the plane may be considered as $V$ such that $S$ becomes the surface of a very thin ellipsoid enclosing the surface of discontinuity (see Fig. 3.1). Let $S^{+}$be the upper surface whose normal points downward and $S^{-}$the lower surface with the normal pointing upward. The integral (3.9) may then be transformed into a surface integral running only over $S^{-} \approx S$ if the integrands are replaced by their discontinuity across $S$. We may assume that x lies outside the surface $S$ for otherwise we would be able to move $S$ to another place. Since the stress as well as the Green function are the same on both sides of $S$, the second term in the integral disappears and we arrive at

$$
\begin{equation*}
u_{n}(\mathbf{x})=-b_{i} \int_{S} d S_{1} c_{i k m m} \partial_{k}^{\prime} G_{m m}\left(\mathbf{x}^{\prime}-\mathbf{x}\right) \tag{3.10}
\end{equation*}
$$

In the isotropic case, we may insert (1.23) and the explicit result (1.90) for $G_{m, \prime}$, and arrive at

$$
\begin{align*}
u_{n}(\mathbf{x})= & -\frac{1}{8 \pi \mu} \int_{S} d S_{i}^{\prime}\left\{\mu\left(b_{n} R_{. k k l}+b_{m} \delta_{l \prime} R_{. k k m}\right)+\lambda b_{1} R_{. k k n}\right. \\
& \left.-\frac{\lambda+\mu}{\lambda+2 \mu}\left[2 \mu b_{k} R_{. n t k}+\lambda b_{1} R_{. k k n}\right]\right\} \tag{3.11}
\end{align*}
$$

where we have introduced the notation

$$
\begin{equation*}
\partial_{i} R=R_{. i}, \quad \partial_{k} \partial_{n} \partial_{i} R=R_{. i n k}, \quad \ldots \tag{3.12}
\end{equation*}
$$

for brevity. This expression can be rearranged in the form

$$
\begin{align*}
u_{\prime \prime}(\mathrm{x})= & -\frac{1}{8 \pi}\left\{\int_{S} d S_{i}^{\prime} b_{n} R_{. k k l}+\int_{S^{-}}\left[d S_{\prime \prime}^{\prime} b_{1} R_{. k k l}-d S_{1}^{\prime} b_{1} R_{. k k l}\right]\right. \\
& \left.+2 \frac{\lambda+\mu}{\lambda+2 \mu} \int_{S} d S_{i}^{\prime}\left(b_{1} R_{. k k n}-b_{k} R_{. n t k}\right)\right\} \tag{3.13}
\end{align*}
$$

The integral still runs over the surface. The construction procedure à la Volterra however, has taught us that the position of this surface is irrelevant and only the boundary $L$ can have a physical reality. Therefore, we may use Stokes' theorem to arrive at a contour integral over $L$. The most convenient form for the application needed here is

$$
\begin{align*}
\oint d x_{k}^{\prime} \varepsilon_{k \prime m} T_{n_{1} n_{2} \ldots} & =\int d S_{i}^{\prime} \varepsilon_{i j k} \varepsilon_{k i, m} \partial_{j}^{\prime} T_{n_{1}, \ldots} \ldots \\
& =\int\left(d S_{i}^{\prime} \partial_{m}^{\prime} T_{n_{1}, n_{2} \ldots}-d S_{m}^{\prime} \partial_{i}^{\prime} T_{n_{1} n_{2} \ldots}\right), \tag{3.14}
\end{align*}
$$

where ... denotes more possible tensor indices. In particular, we obtain the formulas

$$
\begin{align*}
& \oint_{L} d x_{i}^{\prime} \varepsilon_{i n t} b_{1} R_{. k k}=-\int_{S}\left(d S_{" \prime}^{\prime} b_{1} R_{. k k t}-d S_{l}^{\prime} b_{1} R_{. k k n}\right), \\
& \oint_{L} d x_{i}^{\prime} \varepsilon_{i t k} b_{l} R_{. k n}=-\int_{S}\left(d S_{i}^{\prime} b_{1} R_{. k k n}-d S_{k}^{\prime} b_{1} R_{. k k n}\right), \tag{3.15}
\end{align*}
$$

where we have used the fact that $\partial_{n} R=-\partial_{n}^{\prime} R$. With these formulas, we can bring (3.13) to the alternative form

$$
\begin{align*}
u_{n}(\mathbf{x})= & -\frac{1}{8 \pi} \int_{S} d S_{i}^{\prime} b_{n} R_{. p p \epsilon}+\frac{1}{8 \pi} \oint_{S} d x_{i}^{\prime} \varepsilon_{i n c} b_{\ell} R_{. k k} \\
& +\frac{1}{4 \pi} \frac{\lambda+\mu}{\lambda+2 \mu} \oint_{L} d x_{i}^{\prime} \varepsilon_{i c k} b_{\ell} R_{. k n} \\
= & \frac{b_{n}}{4 \pi} \int_{S} d S_{i}^{\prime} \frac{R_{1}}{R^{3}}-\frac{1}{4 \pi} \int_{L} d \mathbf{x}^{\prime} \times \frac{\mathbf{b}}{R}-\frac{1}{8 \pi(1-v)} \partial_{n} \oint_{L} \mathbf{b} \cdot \frac{d \mathbf{x}^{\prime} \times \mathbf{R}}{R}, \tag{3.16}
\end{align*}
$$

where $\mathbf{R}_{i} \equiv \mathbf{x}_{i}-\mathbf{x}_{i}^{\prime}$ and where we have worked out the derivatives,

$$
R_{. i}=R_{i} / R, R_{. i j}=\delta_{i j} / R-R_{i} R_{j} / R^{3}, R_{i p p}=2 / R, R_{. p p k}=-2 R_{k} / R^{3} .
$$

The first integral,

$$
\frac{b_{n}}{4 \pi} \int_{S} d S_{l}^{\prime} R_{l} / R^{3}
$$

is recognized as the solid angle through which the positive side of $S$ is seen from $\mathbf{x}$. It appeared in the vortex formula (1.157), Part I. Thus we have simply

$$
\frac{b_{n}}{4 \pi} \Omega
$$

This is the only term in (3.16) which keeps track of the surface of discontinuity $S$ over which $u_{n}$ jumps by $b_{n}$. If we change $S_{1}$ to $S_{2}$, the solid angle as defined by

$$
\begin{equation*}
\Omega(\mathbf{x})=\int_{S_{1}} d S_{i}^{\prime} \frac{R_{\mathbf{t}}}{R^{3}} \tag{3.17}
\end{equation*}
$$

changes by

$$
\Omega_{2}(\mathbf{x})-\Omega_{1}(\mathbf{x})=\int_{S_{2}-S_{1}} d S_{i}^{\prime} \frac{R_{1}}{R^{3}}
$$

In order to describe the same dislocation loop, $S_{1}$ and $S_{2}$ must have the
same boundary line so that $S_{2}-S_{1}$ is a closed surface around some volume element $V$. Hence we can use Gauss' formula and write

$$
\begin{align*}
\Omega_{2}(\mathbf{x})-\Omega_{1}(\mathbf{x}) & =\int_{V} d^{3} x^{\prime} \partial_{\epsilon}^{\prime} \frac{R_{\ell}}{R^{2}}=-\int_{V} d^{3} x^{\prime} \partial_{\ell} \frac{R_{\ell}}{R^{2}}=\int_{V} d^{3} x^{\prime} \partial_{\epsilon}^{2} \frac{1}{R} \\
& =4 \pi \int_{V} d^{3} x^{\prime} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=4 \pi \delta(V)=\left\{\begin{array}{ll}
4 \pi & x \in V, \\
0 & x
\end{array},\right. \tag{3.18}
\end{align*}
$$

Thus the solid angle is unchanged for observation points x which lie outside the volume enclosed by the two surfaces $S_{2}, S_{1}$, while it changes by the discontinuity $4 \pi$ if $\mathbf{x}$ lies inside.

The constancy of this change is what permits us to define strain and stress tensors which are independent of the surface $S$. Writing

$$
\begin{align*}
\partial_{i} \Omega(\mathbf{x}) & =\int d S_{i}^{\prime} \partial_{i} \frac{R_{\ell}}{R}=-\int d S_{i}^{\prime} \partial_{i} \partial_{i} \frac{1}{R} \\
& =\partial_{t}\left(\int d S_{i}^{\prime} \partial_{i} \frac{1}{R}-\int d S_{i}^{\prime} \partial_{i}^{\prime} \frac{1}{R}\right)-\int d S_{i} \partial_{i}^{\prime} \frac{1}{R} \\
& =\varepsilon_{i l k} \partial_{i} \int_{L} d x_{k}^{\prime} \frac{1}{R}+4 \pi \delta_{i}(S) . \tag{3.19}
\end{align*}
$$

the first term is the same as the magnetic field of a unit current along the boundary line $L$ of $S$. Only the second term depends on $S$. It corresponds to a magnetic field due to a layer of magnetic dipoles placed on $S$. The derivatives of the displacement field $\partial_{i} u_{j}(\mathbf{x})$ are smooth everywhere in space as long as $\mathbf{x}$ does not fall onto $S$. If $\mathbf{x}$ is to pass the surface $S$, we may simply shift $S$ to another position $S^{\prime}$. Then the derivatives can be continued smoothly through $S$. The whole procedure is recognized as the three-dimensional generalization of the continuation of an analytic function through a cut in the complex plane.

Since the dipole layer is an unphysical artefact of the Volterra construction. only the smooth part of the gradient of the displacement field

$$
\left(\partial_{i} u_{j}\right)^{\text {smeoth }}(\mathbf{x})=\left(\partial_{i} u_{j}(\mathbf{x})-\delta_{i}(S) b_{j}\right)
$$

is a physical observable. This combination is invariant under changes of the surface $S$ from $S$ to $S^{\prime}$, under which

$$
u_{j}(\mathbf{x}) \rightarrow u_{j}(\mathbf{x})-\delta(V) b_{j}, \quad \delta_{i}(S) \rightarrow \delta_{i}(S)-\partial_{i} \delta(V)
$$

Looking back at (2.62) we recognize the piece

$$
\beta_{i j}^{p}(\mathbf{x})=\delta_{i}(S) b_{j}
$$

as the plastic distortion. The distortion $\partial_{i} u_{j}(\mathbf{x})$ which still contains jumps in $u_{j}$ is called the total distortion [sometimes written with a superscript $T$ as in $\left.\left(\partial_{i} u_{j}(\mathbf{x})\right)^{T}\right]$.

Notice that while $\partial_{i} u_{j}(\mathbf{x})$ is not uniquely defined, depending on the position of the jumping surface $S$, the smooth part of the gradient $\left(\partial_{i} u_{j}\right)^{\text {smooth }}$ is unique. In fact, its symmetric composition

$$
u_{i j}^{\text {smooth }} \equiv \frac{1}{2}\left(\left(\partial_{i} u_{j}\right)^{\text {smooth }}+(i j)\right)=u_{i j}-\frac{1}{2}\left(\delta_{i}(S) b_{j}+(i j)\right)
$$

is an observable quantity, being proportional to the stresses of the system. The subtracted piece

$$
u_{i j}^{\prime \prime} \equiv \frac{1}{2}\left(\delta_{i}(S) b_{j}+(i j)\right)
$$

is recognized as the plastic strain tensor of a pure dislocation line [defined in (2.61)].

In the theory of linear elasticity of defects one often finds calculations of physical strains and stresses without this explicit subtraction. In that case, all formulas are understood as being evaluated away from the jumping surface $S$. For a while, we shall also adhere to this somewhat sloppy convention. Only later shall we be more careful and uncover the interesting gauge structures inherent in this subtraction procedure.

Forgetting the jumping surface $S$, we can find the strain tensor associated with a given dislocation line by using (3.16) and forming the derivative

$$
\begin{equation*}
u_{i, j}=\frac{1}{8 \pi} \oint d x_{k}^{\prime}\left[\varepsilon_{j k \ell} b_{i} R_{. p p \ell}-\varepsilon_{i k \ell} b_{\ell} R_{. p p j}-\frac{1}{1-v} \varepsilon_{k m n} b_{n} R_{. m i j}\right], \tag{3.20}
\end{equation*}
$$

after which the strain and stress can be expressed as follows:

$$
\begin{gathered}
u_{i j}=\frac{1}{8 \pi} \oint d x_{k}^{\prime}\left[\frac{1}{2}\left(\varepsilon_{j k \ell} b_{i} R_{. \ell}+\varepsilon_{i k \ell} b_{j} R_{, \ell}-\varepsilon_{i k \ell} b_{\ell} R_{j}-\varepsilon_{j k \ell} b_{\ell} R_{, i}\right)_{, p p}\right. \\
\left.-\frac{1}{1-v} \varepsilon_{k m n} b_{n} R_{, m i j}\right]
\end{gathered}
$$

$$
\begin{align*}
& \sigma_{i j}=-\frac{\mu}{4 \pi} b_{n} \oint\left[\frac{1}{2}\left(d x_{i}^{\prime} \varepsilon_{j m n}+d x_{j}^{\prime} \varepsilon_{i m n}\right) R_{, m p p}\right. \\
&\left.\quad+\frac{1}{1-v} d x_{k}^{\prime} \varepsilon_{k m n}\left(R_{., m i j}-\delta_{i j} R_{. m p p}\right)\right] . \tag{3.21}
\end{align*}
$$

As a check in our calculation we may verify that the stress is divergenceless, $\partial_{i} \sigma_{i j}=0$, as it should.

### 3.2. ELASTIC INTERACTION ENERGY BETWEEN TWO DISLOCATION LINES

Suppose a crystal contains two dislocation lines. Let us calculate their interaction energy. The stress field of the first line $\sigma_{i j}^{\mathrm{I}}(\mathbf{x})$ is given by (3.21). If a second line is introduced into the crystal, the atoms are displaced by an additional amount $u_{i}^{\text {II }}(\mathbf{x})$ which can be calculated from (3.16). This is independent of the presence of the first dislocation line since, in the approximation of linear elasticity, all displacements are additive. Correspondingly, the change $\delta E$ in elastic energy is simply obtained from the integral

$$
\delta E=\int d^{3} x \sigma_{i j} \delta u_{i j}=\int d^{3} x \sigma_{i j} \partial_{i} \delta u_{j}
$$

as

$$
\begin{equation*}
E^{\mathrm{III}}=\int d^{3} x \sigma_{i j}^{\mathrm{I}} \partial_{i} u_{j}^{\mathrm{II}} . \tag{3.22}
\end{equation*}
$$

This can be evaluated in complete analogy with the magnetic energy of the current loops or the stress energy of the vortex loops [see (2.137), Part II].

First we use $\partial_{i} \sigma_{i j}=0$ to rewrite (3.22) in the form

$$
\begin{equation*}
E^{\mathrm{III}}=\int d^{3} x \partial_{i}\left(\sigma_{i j}^{\mathrm{I}} u_{j}^{\mathrm{II}}\right) \tag{3.23}
\end{equation*}
$$

Then we transform this into a surface integral,

$$
\begin{equation*}
E^{\mathrm{III}}=\int_{S^{x}+S^{-}+S^{+}} d S_{i}^{\mathrm{II}} d \sigma_{i j}^{\mathrm{I}} u_{j}^{\mathrm{II}} \tag{3.24}
\end{equation*}
$$

where the part over the surface at infinity $S^{\infty}$ vanishes and $S^{+}, S^{-}$form a thin ellipsoid enclosing $S$ (see Fig. 3.1). For a dislocation line along $L, u_{i}^{\mathrm{II}}$ has the discontinuity $\left.u_{j}^{\mathrm{II}}\right|_{S^{-}}-\left.u_{j}^{\mathrm{II}}\right|_{S^{+}}=b_{j}$ across the thin ellipsoid $S^{-}+S^{+}$ enclosing it and the energy becomes

$$
\begin{equation*}
E^{111}=b_{i} \int_{S^{-}} d S_{i}^{11} \sigma_{i j}^{1} \tag{3.25}
\end{equation*}
$$

This differs from the magnetic formula in (1.146), Part II by the additional index $j$. It looks as though there were three "magnetic fields" $\sigma_{i 1}^{\mathrm{L}}, \sigma_{i 2}^{\mathrm{L}}, \sigma_{i 3}^{\mathrm{L}}$, each being divergenceless, $\partial_{i} \sigma_{i 1}^{\mathrm{I}}=0, \partial_{i} \sigma_{i 2}^{\mathrm{I}}=0, \partial_{i} \sigma_{i 3}^{\mathrm{l}}=0$, and associated with three "currents" $b_{1}, b_{2}, b_{3}$. Therefore, we can proceed as in the magnetic case and introduce three gauge fields $A_{i 1}^{1}, A_{i 2}^{1}$, $A_{i 3}^{1}$ in terms of which the stresses can be written as a curl,

$$
\begin{equation*}
\sigma_{i j}^{1}=\varepsilon_{i k \ell} \partial_{k} A_{\ell j}^{1} \tag{3.26}
\end{equation*}
$$

The properties of the gauge field $A_{\ell j}^{\mathrm{t}}$ will be discussed in detail in Section 4.1. Here will only make use of the fact that with (3.26) we can apply Stokes' theorem and bring the interaction energy into the local form

$$
\begin{equation*}
E^{\mathrm{III}}=b_{\mathrm{j}}^{\mathrm{II}} \oint_{L^{\mathrm{n}}} d x_{\psi}^{\mathrm{II}} A_{\ell_{j}}^{\mathrm{I}} . \tag{3.27}
\end{equation*}
$$

It is straightforward to find $A_{\ell j}^{\mathrm{l}}$. Using the stress formula (3.21), we can directly read off:

$$
\begin{equation*}
A_{\ell j}^{\mathrm{I}}=\frac{\mu}{8 \pi} b_{i}^{1} \oint_{L^{\mathrm{I}}} \varepsilon_{i k p} \varepsilon_{j m n} R_{. k m}\left(\delta_{\ell p} d x_{n}^{\mathrm{I}}+\delta_{n p} d x_{\varepsilon}^{\mathrm{1}}+\frac{2 v}{1-v} \delta_{c_{n}} d x_{\rho}^{\mathrm{I}}\right) . \tag{3.28}
\end{equation*}
$$

Inserting this into (3.27) we obtain the analogue of Biot-Savart's law for dislocation loops, first found by Blin,

$$
E^{\mathrm{II}}=\frac{\mu}{8 \pi} b_{i}^{\mathrm{I}} b_{j}^{\mathrm{II}} \oint_{L^{\mathrm{I}}} \oint_{L^{\mathrm{I}}} \varepsilon_{i k \varepsilon} \varepsilon_{j m n} R_{, k m}\left(d x_{n}^{1} d x_{\varepsilon}^{\mathrm{II}}+\delta_{\epsilon n} d x_{p}^{\mathrm{I}} d x_{p}^{\mathrm{II}}+\frac{2 v}{1-v} d x_{c}^{1} d x_{n}^{\mathrm{II}}\right)
$$

$$
\begin{align*}
= & \frac{\mu}{4 \pi} \oint_{L .!} \oint_{L L^{\prime \prime}}\left(\frac{\mathbf{b}^{\mathrm{I}} \cdot d \mathbf{x}^{\mathrm{I}} \mathbf{b}^{\mathrm{II}} \cdot d \mathbf{x}^{\mathrm{II}}}{R}-2 \frac{\mathbf{b}^{\mathrm{I}} \times \mathbf{b}^{I I} \cdot d \mathbf{x}^{\mathrm{I}} \times d \mathbf{x}^{\mathrm{II}}}{R}\right. \\
& \left.+\frac{1}{1-v}\left(\mathbf{b}^{\mathrm{I}} \times d \mathbf{x}^{\mathrm{I}}\right)_{i}\left(\mathbf{b}^{\mathrm{II}} \times d \mathbf{x}^{\mathrm{II}}\right)_{j} \partial_{i} \partial_{j} R\right) . \tag{3.29}
\end{align*}
$$

Of course, this can be generalized to an arbitrary number of loops just as the magnetic formulas (1.162) to (1.163) of Part II. Also, the generalization to a continuous distribution is straightforward: all we have to do is replace

$$
\begin{equation*}
b_{i}^{\mathrm{I}} b_{j}^{\mathrm{II}} \oint_{L^{\prime}} \oint_{L^{\mathrm{II}}} d x_{\ell}^{\mathrm{I}} d x_{n}^{\mathrm{II}} \tag{3.30}
\end{equation*}
$$

by

$$
\begin{equation*}
\frac{1}{2} \int d^{3} x d^{3} x^{\prime} \alpha_{\ell i}(\mathbf{x}) \alpha_{n j}\left(\mathbf{x}^{\prime}\right) \tag{3.31}
\end{equation*}
$$

where $\alpha_{t i}(x)$ is the dislocation (pseudo-current) density (2.59) [compare (1.164) of Part I].

## NOTES AND REFERENCES

The contents of this chapter are standard and can be found in most books on this subject (see the references at the end of Chapter 2) and in the review article of R. De Wit, Solid St. Phys. 10 (1960) 249.

## LOCAL FIELD DESCRIPTION OF INTERACTING DISLOCATIONS

### 4.1. ELASTIC PARTITION FUNCTION

In the case of superfluid ${ }^{4} \mathrm{He}$ we have seen that it was possible to describe the long-range interactions between vortex lines in terms of a local field theory. We simply had to express the bending energy in terms of a gauge field and couple this locally to the random chains of vortex lines. Their ensemble, in turn, followed a disorder field theory, thereby permitting a simple discussion of the superfluid phase transition.

In this section, we shall prepare the ground for a similar treatment of defect lines in crystals. As a first step we shall derive a partition function for the thermally fluctuating stress gauge field $A_{\nless j}(\mathbf{x})$ which was defined in Eq. (3.26). This yields the stress tensor via the curl operation applied to the first index:

$$
\sigma_{i j}=\varepsilon_{i k \ell} \partial_{k} A_{\ell j} .
$$

This decomposition is invariant under the local gauge transformations

$$
\begin{equation*}
A_{\ell j}(\mathbf{x}) \rightarrow A_{\ell j}(\mathbf{x})+\partial_{\ell} \Lambda_{j}(\mathbf{x}) . \tag{4.1}
\end{equation*}
$$

The symmetry of $\sigma_{i j}$ imposes the constraint [which is compatible with (4.1)]

$$
\begin{equation*}
\partial_{i} A_{i i}(\mathbf{x})=\partial_{i} A_{j j}(\mathbf{x}) \tag{4.2}
\end{equation*}
$$

This follows directly from the condition $\varepsilon_{n i j} \sigma_{i j}(\mathbf{x})=\partial_{j} A_{n j}-\partial_{n} A_{i j}=0$.
As a consequence of (4.1) and (4.2), $A_{\ell j}$ has only three physical components, as was the case with the symmetric divergenceless stress tensor $\sigma_{i j}$. If we insert $\sigma_{i j}=\varepsilon_{i k \ell} \partial_{k} A_{\ell j}$ into the elastic energy in the form (1.43), we obtain a rather complicated looking expression,

$$
\begin{align*}
E_{c l}= & \frac{1}{4 \pi} \int d^{3} x\left[\partial_{k} A_{\ell i} \partial_{k} A_{\ell i}-\partial_{\ell} A_{\ell i} \partial_{\ell^{\prime}} A_{\ell{ }^{\prime} i}-\frac{\nu}{1-\nu}\left(\partial_{k} A_{\ell i} \partial_{k} A_{\ell i}\right.\right. \\
& \left.\left.-\partial_{k} A_{k i} \partial_{\ell} A_{\ell i}+\partial_{\ell} A_{\ell i} \partial_{j} A_{i j}+\partial_{l} A_{\ell i} \partial_{k} A_{k i}-\partial_{\ell} A_{\ell i} \partial_{\ell} A_{\ell i}-\partial_{i} A_{\ell i} \partial_{j} A_{\ell j}\right)\right] . \tag{4.3}
\end{align*}
$$

According to (3.27), the local interaction with a single dislocation line running along $L$ was

$$
\begin{equation*}
E_{\mathrm{int}}=b_{j} \oint d x_{\ell} A_{\ell j} . \tag{4.4}
\end{equation*}
$$

For a general distribution $\alpha_{\ell j}(x)$ of dislocations this becomes

$$
\begin{equation*}
E_{\mathrm{int}}=\int d^{3} x \alpha_{\ell j}(\mathbf{x}) A_{\ell j}(\mathbf{x}) \tag{4.5}
\end{equation*}
$$

Hence we expect the elastic partition function of the dislocation density $\alpha_{\ell j}(\mathbf{x})$ to be given, in analogy with the vortex lines in superfluid ${ }^{4} \mathrm{He}$, by

$$
\begin{equation*}
Z=\int \mathscr{D} A_{\ell j}(\mathbf{x}) \delta\left(\partial_{j} A_{\ell j}-\partial_{\ell} A_{j j}\right) \Phi\left[A_{\ell j}\right] \exp \left\{\left(E_{\mathrm{cl}}+i E_{\mathrm{in})}\right) / T\right\} \tag{4.6}
\end{equation*}
$$

The $\delta$-functional enforces the constraint (4.2). The factor $\Phi\left[A_{\ell j}\right]$ fixes the gauge in a convenient way which will be explained later. When integrating out the fluctuating gauge field, this partition function has to give

$$
\begin{equation*}
Z=\text { const. } \times \exp \left\{-\frac{1}{T} E_{\text {Blin }}\right\} \tag{4.7}
\end{equation*}
$$

where $E_{\text {Blin }}$ is Blin's energy formula (3.29)-(3.31). As was true for vortex
lines, a factor $i$ in front of $E_{\mathrm{im}}$ is necessary in order to obtain the correct sign of this energy.

When looking at the complicated gauge field energy (4.3), the integration looks, at first sight, somewhat difficult; in particular, since we have to respect the constraint (4.2) and the gauge-fixing factor $\Phi\left[A_{C_{j}}\right]$. The problem can be simplified considerably by transforming the field componentes $A_{i j}(\mathbf{x})$ to a more convenient basis in which the energy is diagonal.

As far as the spatial variables $\mathbf{x}$ are concerned, the energy diagonalizes by going to Fourier (= momentum) space and expanding

$$
\begin{equation*}
A_{p_{j}}(\mathbf{x})=\int \frac{d^{3} p}{(2 \pi)^{3}} e^{i p^{p x}} A_{\varphi_{j}}(\mathbf{p}) . \tag{4.8}
\end{equation*}
$$

After this, the $3 \times 3$ index space can be diagonalized by finding another p dependent, basis known as the helicity basis. Since not every reader may be familiar with this concept. let us interrupt the discussion for a moment and give a brief. general description of the helicity decomposition of vector and tensor fields.

### 4.2. HELICITY DECOMPOSITION OF A VECTOR FIELD

Under a rotation of coordinates

$$
\begin{equation*}
x_{i}^{\prime}=R_{i j} x_{j} \tag{4.9}
\end{equation*}
$$

a vector field $v_{i}(\mathbf{x})$ is defined by the transformation property [see (3.116). Part I]

$$
\begin{equation*}
r_{i}^{\prime}\left(\mathbf{x}^{\prime}\right)=R_{i j} v_{j}(\mathbf{x}) . \tag{4.10}
\end{equation*}
$$

The rotation matrix can be expressed in terms of the rotation vector $\alpha$ whose direction points along the axis and whose length gives the angle of rotation, i.e.,

$$
\begin{equation*}
R_{i j}=\left(e^{i \alpha \cdot s}\right)_{i j}, \tag{4.11}
\end{equation*}
$$

where the matrices $S_{k}$ form the adjoint (spin-one) representation of the Lie algebra of the rotation group,

$$
\begin{equation*}
\left(S_{k}\right)_{i j}=-i \varepsilon_{k i j} . \tag{4.12}
\end{equation*}
$$

For infinitesimal angles this gives the well-known formula [see (3.138), Part I]

$$
\begin{equation*}
\delta x_{i}=x_{i}^{\prime}-x_{i}=\alpha_{k} \varepsilon_{k i j} x_{j}=-(\alpha \times \mathbf{x})_{i} . \tag{4.13}
\end{equation*}
$$

Inserting this into (4.10), the local change of the vector $v_{i}(x)$ is, up to terms $O\left((\delta x)^{2}\right)$,

$$
\begin{align*}
\delta v_{i}(\mathbf{x}) & \equiv v_{i}^{\prime}(\mathbf{x})-v_{i}(\mathbf{x}) \approx v_{i}^{\prime}\left(\mathbf{x}^{\prime}\right)-v_{i}\left(\mathbf{x}^{\prime}\right)=v_{i}^{\prime}\left(\mathbf{x}^{\prime}\right)-v_{i}(\mathbf{x})+v_{i}(\mathbf{x})-v_{i}\left(\mathbf{x}^{\prime}\right) \\
& =i \alpha_{k}\left(S_{k}\right)_{i j} v_{j}(\mathbf{x})-\delta x_{j} \partial_{j} v_{i}(\mathbf{x})=i \alpha_{k}\left(S_{k}\right)_{i j} v_{j}(\mathbf{x})+\alpha_{k} \varepsilon_{k i j} x_{i} \partial_{j} v_{i}(\mathbf{x}) \\
& =i \alpha_{k}\left(S_{k}\right)_{i j} v_{j}(\mathbf{x})+i \alpha_{k} L_{k} v_{i}(\mathbf{x}), \tag{4.14}
\end{align*}
$$

where we have introduced in the second term the generator of orbital rotations.

$$
\begin{equation*}
L_{k}=-i \varepsilon_{k i j} x_{i} \partial_{j} \tag{4.15}
\end{equation*}
$$

In momentum space, the transformation laws are found similarly,

$$
\begin{gather*}
p_{i}^{\prime}=R_{i j} p_{j}  \tag{4.16}\\
v_{i}^{\prime}\left(\mathbf{p}^{\prime}\right)=R_{i j} v_{j}(\mathbf{p}),  \tag{4.17}\\
\delta v_{i}(\mathbf{p}) \equiv v_{i}^{\prime}(\mathbf{p})-v_{i}(\mathbf{p})=v_{i}^{\prime}\left(\mathbf{p}^{\prime}\right)-v_{i}\left(\mathbf{p}^{\prime}\right) \\
=i \alpha_{k}\left(S_{k}\right)_{i j} v_{j}(\mathbf{p})+i \alpha_{k} L_{k} v_{i}(\mathbf{p}), \tag{4.18}
\end{gather*}
$$

with

$$
\begin{equation*}
L_{k}=-i \varepsilon_{k i j} p_{i} \frac{\partial}{\partial p_{j}} \tag{4.19}
\end{equation*}
$$

The latter fields $v_{i}(\mathbf{p})$ have the advantage of diagonalizing the translation group generated by the differential operators

$$
\begin{equation*}
p_{i}=-i \partial_{i} . \tag{4.20}
\end{equation*}
$$

These, together with (4.19), form the inhomogeneous rotation group (also called the Euclidean group $E(3)$ ) which is characterized by the commutation relations

$$
\begin{align*}
& {\left[p_{i}, p_{i}\right]=0}  \tag{4.21}\\
& {\left[L_{i}, p_{j}\right]=i \varepsilon_{i j k} p_{k}}  \tag{4.22}\\
& {\left[L_{i}, L_{j}\right]=i \varepsilon_{i j k} L_{k}} \tag{4.23}
\end{align*}
$$

The helicity basis is now introduced in the following two steps:

1. We choose an orthogonal set of three basis vectors $e_{i}^{1}(\hat{\mathbf{p}}), e_{i}^{2}(\hat{\mathbf{p}})$, $e_{i}^{3}(\hat{\mathbf{p}})$ in the subspace of a fixed momentum in such a way that $e_{i}^{3}(\hat{\mathbf{p}})$ coincides with the unit vector along the momentum direction,

$$
\begin{equation*}
\hat{\mathbf{p}}=\mathbf{p} /|\mathbf{p}| \tag{4.24}
\end{equation*}
$$

2. We form combinations of these, called the spherical components,

$$
\begin{align*}
& \mathbf{e}^{(+1)}(\hat{\mathbf{p}}) \equiv \frac{1}{\sqrt{2}}\left(\mathbf{e}^{1}+i \mathbf{e}^{2}\right)(\hat{\mathbf{p}}) \equiv \mathbf{e}(\hat{\mathbf{p}}) \\
& \mathbf{e}^{(-1)}(\hat{\mathbf{p}}) \equiv-\frac{1}{\sqrt{2}}\left(\mathrm{e}^{1}-i \mathbf{e}^{2}\right)(\hat{\mathbf{p}}) \equiv-\mathbf{e}^{*}(\hat{\mathbf{p}}) \\
& \mathbf{e}^{(1) 1}(\hat{\mathbf{p}}) \equiv \mathbf{e}^{3}(\hat{\mathbf{p}})=\hat{\mathbf{p}} \tag{4.25}
\end{align*}
$$

The vectors $e^{(t h)}(\hat{\mathbf{p}})$ for $h= \pm 1,0$ constitute the desired helicity basis.
They have the following properties. First they are an orthonormal set of vectors with respect to the complex scalar product,

$$
\begin{equation*}
e_{i}^{(/)^{\prime *}}(\hat{\mathbf{p}}) e_{i}^{\left.h^{\prime}\right)}(\hat{\mathbf{p}})=\delta^{h h^{\prime}} \tag{4.26}
\end{equation*}
$$

Hence they also form a complete basis in three-dimensional space. This property can be expressed in terms of a completeness relation,

$$
\begin{equation*}
\sum_{h=0, \pm 1} e_{i}^{(h)}(\hat{\mathbf{p}}) e_{j}^{(h)^{*}}(\hat{\mathbf{p}})=\delta_{i j} \tag{4.27}
\end{equation*}
$$

The different terms in this sum, i.e.,

$$
\begin{equation*}
P_{i j}^{(\prime \prime)}(\hat{\mathbf{p}}) \equiv e_{l}^{(n \prime)}(\hat{\mathbf{p}}) e_{j}^{(h)^{*}}(\hat{\mathbf{p}}), \tag{4.28}
\end{equation*}
$$

for $h= \pm 1,0$ have the products

$$
\begin{equation*}
P_{i j}^{(h)}(\hat{\mathbf{p}}) P_{j k}^{(h)}(\hat{\mathbf{p}})=P_{i k}^{(h)}(\hat{\mathbf{p}}) \delta_{i k} \tag{4.29}
\end{equation*}
$$

and are, therefore, projection matrices. With these, the completeness relation (4.27) reads

$$
\begin{equation*}
\sum_{h=0 . \pm 1} P_{i j}^{(h)}(\hat{\mathbf{p}})=\delta_{i j} \tag{4.30}
\end{equation*}
$$

This result makes it straightforward to expand an arbitrary vector function $v_{1}(\mathbf{p})$ in terms of the new basis: We only have to multiply $v_{j}(\mathbf{p})$ by (4.30) and obtain

$$
\begin{equation*}
v_{i}(\mathbf{p})=\sum_{h=0 . \pm 1} P_{i j}^{(h)}(\hat{\mathbf{p}}) v_{j}(\mathbf{p})=\sum_{h=0, \pm 1} e^{(h)}(\hat{\mathbf{p}}) e_{j}^{(h)^{*}}(\hat{\mathbf{p}}) v_{j}(\mathbf{p})=\sum_{h=0, \pm 1} e_{i}^{(h)}(\hat{\mathbf{p}}) v^{(h)}(\mathbf{p}) . \tag{4.31}
\end{equation*}
$$

The components $v^{(t)}(\mathbf{p})$ are called helicity components of the vector field $v_{i}(\mathrm{p})$.

Let us now come to the second characteristic property of the vectors $e_{i}^{(h)}(\hat{\mathbf{p}})$. Under rotations they transform as a vector field [recall (4.17)]. In order to see this we perform a rotation which changes $p_{i}$ to $p_{i}^{\prime}=R_{i j} p_{j}$. Then the vectors $e_{i}^{(h)}(\hat{\mathbf{p}})$ change according to

$$
\begin{equation*}
e_{i}^{(0) \prime}\left(\hat{\mathbf{p}}^{\prime}\right)=\hat{\mathbf{p}}_{i}^{\prime}=R_{i j} \hat{\mathbf{p}}_{j}=R_{i j} e_{i}^{((1)}(\hat{\mathbf{p}}), \quad e_{i}^{( \pm 1)^{\prime}}\left(\hat{\mathbf{p}}^{\prime}\right)=R_{i j} e_{j}^{( \pm 1)}(\hat{\mathbf{p}}) \tag{4.32}
\end{equation*}
$$

As a consequence, the components $v^{(h)}(\mathbf{p})$ have very simple transformation properties with respect to the basis $e_{i}^{(h)}(\hat{\mathbf{p}})$. While the old Cartesian components of $\mathbf{v}(\mathbf{p})$ were mixed with each other under rotations [see (4.17)], the new components $v^{(h)}(\mathbf{p})$ remain inert. They transform like a scalar field,

$$
\begin{equation*}
v^{(h)^{\prime}}\left(\mathbf{p}^{\prime}\right)=v^{(h)}(\mathbf{p}) \tag{4.33}
\end{equation*}
$$

Infinitesimally, this amounts to the transformation law

$$
\begin{equation*}
\delta v^{(h)}(\mathbf{p}) \equiv v^{(h)^{\prime}}(\mathbf{p})-v^{(h)}(\mathbf{p})=i \alpha_{k} L_{k} v^{(h)}(\mathbf{p}) \tag{4.34}
\end{equation*}
$$

where $L$ is the differential operator (4.19).
The third property (which is actually not unrelated to the second) of the basis vectors $e_{l}^{\left(h^{\prime}\right)}(\hat{\mathbf{p}})$ is that they diagonalize the generator of spin rotations projected along the direction of momentum, i.e., the so-called helicity matrix

$$
\begin{equation*}
H(\hat{\mathbf{p}})=\hat{p}_{k} S_{k}, \tag{4.35}
\end{equation*}
$$

and $h$ are its eigenvalues. This can be shown directly. Let us first take $\hat{\mathbf{p}}$ to point in the 3 -direction so that $H$ is the matrix

$$
H(\hat{\mathbf{z}})=S_{3}=-i\left(\begin{array}{rrr}
0 & 1 & 0  \tag{4.36}\\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

while $e_{f}^{(h)}(\hat{\mathbf{z}})$ are the vectors

$$
e_{i}^{(1)}(\hat{\mathbf{z}})=\left(\begin{array}{l}
0  \tag{4.37}\\
0 \\
1
\end{array}\right), \quad e_{l}^{(=1)}(\hat{\mathbf{z}})= \pm \frac{1}{\sqrt{2}}\left(\begin{array}{c}
1 \\
\pm i \\
0
\end{array}\right) .
$$

Then we find, trivially,

$$
\begin{equation*}
H_{i j}(\hat{\mathbf{z}}) e_{j}^{(h)}(\hat{\mathbf{z}})=h e_{i}^{(h)}(\hat{\mathbf{z}}) . \tag{4.38}
\end{equation*}
$$

For an arbitrary direction of $\mathbf{p}$ we may obtain the three vectors $e_{1}^{l / h}(\hat{\mathbf{p}})$ by (4.32)

$$
\begin{equation*}
e_{j}^{(h)}(\hat{\mathbf{p}})=R_{i j}(\hat{\mathbf{p}}) e_{j}^{(h)}(\hat{\mathbf{z}}) \tag{4.39}
\end{equation*}
$$

where $R_{i j}(\hat{\mathbf{p}})$ is a rotation matrix which brings the $z$-axis in the direction $\hat{\mathbf{p}}$, i.e.,

$$
\begin{equation*}
\hat{p}_{i}=R_{i j}(\hat{\mathbf{p}}) \hat{z}_{j} . \tag{4.40}
\end{equation*}
$$

Applying (4.35) to (4.39) we can verify that $e_{j}^{(h)}(\hat{\mathbf{p}})$ is an eigenvector of $H(\hat{\mathbf{p}})$. First we note that

$$
\begin{align*}
H_{i j}(\hat{\mathbf{p}}) e_{j}^{(h)}(\hat{\mathbf{p}}) & =H_{i j}(\hat{\mathbf{p}}) R_{j k}(\hat{\mathbf{p}}) e_{k}^{(\prime \prime)}(\hat{\mathbf{z}}) \\
& =R_{i j}(\hat{\mathbf{p}}) R_{j k}^{-1}(\hat{\mathbf{p}})\left(\hat{p}, S_{r}\right)_{k p} R_{\ell m}(\hat{\mathbf{p}}) e_{m,}^{(h)}(\hat{\mathbf{z}}) \tag{4.41}
\end{align*}
$$

But the spin matrix $S_{r}$ is a vector operator and satisfies

$$
\begin{equation*}
R_{i k}^{-1}\left(S_{r}\right)_{k r} R_{r n}=R_{r s}\left(S_{s}\right)_{i n}=\left(S_{s}\right)_{i n}\left(R^{-1}\right)_{s r} . \tag{4.42}
\end{equation*}
$$

so that

$$
H_{i j}(\hat{\mathbf{p}}) e_{j}^{(h)}(\hat{\mathbf{p}})=R_{i j}(\hat{\mathbf{p}})\left(S_{s}\right)_{j m}\left(R(\hat{\mathbf{p}})_{s r}^{-1} \hat{p}_{r}\right) e_{m m}^{(h)}(\hat{\mathbf{z}}) .
$$

By (4.40) this becomes

$$
\begin{equation*}
R_{i j}(\hat{\mathbf{p}})\left(S_{s}\right)_{i m} \hat{\mathbf{z}}_{s} e_{m}^{(i n)}(\hat{\mathbf{z}})=R_{i j}(\hat{\mathbf{p}}) H(\hat{\mathbf{z}})_{m m} e_{m}^{\left(h_{m}\right)}(\hat{\mathbf{z}}) . \tag{4.43}
\end{equation*}
$$

Then we may use (4.38) and (4.39) to obtain

$$
\begin{equation*}
H_{i j}(\hat{\mathbf{p}}) e_{j}^{(h)}(\hat{\mathbf{p}})=h R_{i j}(\hat{\mathbf{p}}) e_{m}^{(h)}(\hat{\mathbf{z}})=h e_{m}^{(m)}(\hat{\mathbf{p}}) \tag{4.44}
\end{equation*}
$$

Thus $e_{j}^{(h)}(\hat{\mathbf{p}})$ are indeed eigenvectors of the helicity matrix $H_{i j}(\hat{\mathbf{p}})$, with eigenvalue $h$.

It turns out that what we have just shown could have been obtained more directly from the general relation

$$
\begin{equation*}
H_{i j}^{\prime}\left(\hat{\mathbf{p}}^{\prime}\right)=R_{i k} R_{j r} H_{k r}(\hat{\mathbf{p}})=\left(R H(\hat{\mathbf{p}}) R^{-1}\right)_{i j}, \tag{4.45}
\end{equation*}
$$

where $R$ is a matrix connecting $\hat{\mathbf{p}}^{\prime}$ and $\hat{\mathbf{p}}$. Equation (4.44) is a consequence of the fact that the helicity operator is a rotational tensor field [compare (4.10)]. It is really for this reason that the helicity amplitudes defined in (4.31) do have the simple transformation law (4.33).

### 4.3. HELICITY DECOMPOSITION OF A TENSOR FIELD

The result obtained above can be generalized to tensor fields. In the present context, we shall be dealing only with tensors of second rank, say $t_{i i}(\mathbf{p})$. These transform as

$$
\begin{equation*}
t_{z i}^{\prime}\left(\mathbf{p}^{\prime}\right)=R_{\ell m} R_{i j} t_{m j}(\mathbf{p}) \tag{4.46}
\end{equation*}
$$

or infinitesimally,

$$
\begin{equation*}
\delta t_{\ell i}(\mathbf{p})=-i \alpha_{k}\left(S_{k}\right)_{\ell m} t_{m i}(\mathbf{p})-i \alpha_{k}\left(S_{k}\right)_{i j} t_{\ell j}(\mathbf{p})-i \alpha_{k} L_{k} t_{e i}(\mathbf{p}) \tag{4.47}
\end{equation*}
$$

It is easy to find the helicity basis tensors $e_{\{i}^{\left(s_{i}\right)}(\hat{\mathbf{p}})$ which span the space of tensors and have the same transformation properties as these. They can be constructed from appropriate combinations of products of $e_{i}^{(h)}(\hat{\mathbf{p}})$, which diagonalize $H$. In the present case, the eigenvalue $h$ of $H$ is not sufficient to specify the basis tensors uniquely; an additional quantum number is needed. This is supplied by the total angular momentum $s$. It is well known that in order to span the whole 9 -dimensional tensorial space, the products of vectors $e_{i}^{(h)}(\hat{\mathbf{p}}) e_{j}^{(h)}(\hat{\mathbf{p}})$ have be coupled to form objects of total angular momenta $s=0,1,2$, the dimensions of these spaces being 1 , 3 , and 5 , respectively. The coupling can be found explicity by noting that $H$ may be considered as the third component of the three generators of a helicity rotation (or little) group,

$$
\begin{equation*}
H(\hat{\mathbf{p}}) \equiv H_{3}(\hat{\mathbf{p}}) \equiv e_{k}^{(3)}(\hat{\mathbf{p}}) S_{k}, \quad H_{1.2}(\hat{\mathbf{p}}) \equiv e_{k}^{(1.21}(\hat{\mathbf{p}}) S_{k} \tag{4.48}
\end{equation*}
$$

By (4.35) and (4.40) we may write

$$
\begin{equation*}
H_{i}(\hat{\mathbf{p}})=R_{i j}(\hat{\mathbf{p}}) S_{j} \tag{4.49}
\end{equation*}
$$

These matrices satisfy the same commutation rules as the generators $L_{i}$ [recall (4.23)], namely,

$$
\begin{equation*}
\left[H_{i}(\hat{\mathbf{p}}), H_{j}(\hat{\mathbf{p}})\right]=i \varepsilon_{i j k} H_{k}(\hat{\mathbf{p}}) . \tag{4.50}
\end{equation*}
$$

This follows directly from (4.23) and the invariance of the $\varepsilon_{i j k}$ tensor under the rotation group,

$$
\varepsilon_{i j k}=R_{i i^{\prime}} R_{i j} R_{k k^{\prime}} \cdot \varepsilon_{i^{\prime} j^{\prime} k^{\prime}}
$$

Therefore, we can define helicity raising and lowering operators

$$
\begin{align*}
& H_{+}(\hat{\mathbf{p}}) \equiv\left(H_{1}+i H_{2}\right)(\hat{\mathbf{p}})=\sqrt{2} e_{i}^{(1)}(\hat{\mathbf{p}}) S_{i} \\
& H_{-}(\hat{\mathbf{p}})=\left(H_{1}-i H_{2}\right)(\hat{\mathbf{p}})=-\sqrt{2} e_{i}^{(-1)}(\hat{\mathbf{p}}) S_{i} \tag{4.51}
\end{align*}
$$

which commute according to the rules

$$
\begin{equation*}
\left[H_{3}, H_{ \pm}\right]= \pm H_{ \pm}, \quad\left[H_{+}, H_{-}\right]=2 H_{3} . \tag{4.52}
\end{equation*}
$$

Since $e_{l}^{(h)}(\hat{\mathbf{p}})$ are orthonormal, the total spin is measured by

$$
\begin{equation*}
\mathbf{H}(\hat{\mathbf{p}})^{2}=\mathbf{S}^{2} . \tag{4.53}
\end{equation*}
$$

The same algebraic relations remain valid if the spin-one matrices $\left(S_{k}\right)_{i j}$ are replaced by any higher dimensional representation. The possible eigenvalues of $H^{2}$ are $s(s+1)$ for $s=0,1,2, \ldots$ Here we shall look at the tensor representation

$$
\begin{equation*}
\left(S_{k}\right)_{i, m j}=\delta_{t m}\left(S_{k}\right)_{i j}+\left(S_{k}\right)_{t, \ldots} \delta_{i j} . \tag{4.54}
\end{equation*}
$$

It is straightforward to construct linear combinations in the $3 \times 3$ dimensional product space of all $e_{\gamma^{(h)}(\hat{\mathbf{p}})} e_{i}^{\left(h^{\prime}\right)}(\hat{\mathbf{p}})$ with $h, h^{\prime}=0, \pm 1$,

$$
\begin{equation*}
e_{i i}^{\left(s, h_{1}\right)}(\hat{\mathbf{p}})=\sum_{h_{1}+h_{2}=h} C_{s . / 2}^{n_{1} / h_{2}} e_{i}^{\left(h_{1}\right)}(\hat{\mathbf{p}}) e_{i}^{\left(h_{1}\right)}(\hat{\mathbf{p}}), \tag{4.55}
\end{equation*}
$$

which diagonalize $H$ and have total spins $s=0,1$, 2, i.e.,

$$
\begin{align*}
& H(\hat{\mathbf{p}})_{(i, \ldots j j} e_{l, i j}^{(s, h)}(\hat{\mathbf{p}})=h e_{(i,}^{(s, h)}(\hat{\mathbf{p}}), \quad h=-s, \ldots, s, \\
& H^{2}(\hat{\mathbf{p}})_{(i, \ldots j j} e_{m, i \prime}^{(s, h)}(\hat{\mathbf{p}})=s(s+1) e_{G i}^{(s, h)}(\hat{\mathbf{p}}), \quad s=0,1,2, \ldots \tag{4.56}
\end{align*}
$$

We simply use the well-known vector addition or Clebsch-Gordan coefficients $\left\langle s_{1} h_{1} s_{2} h_{2} \mid s h\right\rangle$ and write
$e_{(i}^{(s . h)}(\hat{\mathbf{p}})=\sum_{h_{1}+h_{2}=h}\left\langle 1 h_{1} 1 h_{2} \mid s h\right\rangle e^{\left(h_{1}\right)}(\hat{\mathbf{p}}) e_{i}^{\left(h_{2}\right)}(\hat{\mathbf{p}})=(-1)^{h} e_{i i}^{\left(s-h^{\prime}\right)^{*}}(\hat{\mathbf{p}})$,
In particular

$$
\begin{align*}
& e_{i i}^{(2,2)}=\langle 1111 \mid 22\rangle e_{i}^{(1)} e_{i}^{(1)}=e_{i} e_{i}=e_{(i i}^{(2,-2) *}, \\
& e_{i,}^{(2,1)}=\langle 1110 \mid 21\rangle e_{\ell}^{(1)} e_{i}^{(0)}+\langle 1011 \mid 21\rangle e_{\ell}^{(0)} e_{i}^{(1)} \\
& =\frac{1}{\sqrt{2}}\left(e_{i} \hat{p}_{i}+\hat{p}_{\ell} e_{i}\right)=-e_{i i}^{(2,-1)^{*}}, \\
& e_{i,}^{(2.0)}=\langle 111-1 \mid 20\rangle e_{i}^{(1)} e_{i}^{(-1)}+\left\langle\begin{array}{ll}
1-111|20\rangle & e_{i}^{(-1)} e_{i}^{(1)}+\left\langle\begin{array}{ll}
10 & 10|20\rangle
\end{array} e_{i}^{(0)} e_{i}^{(0)}, ~\right.
\end{array}\right. \\
& =-\frac{1}{\sqrt{6}}\left(e_{r} e_{i}^{*}+e_{i}^{*} e_{i}\right)+\sqrt{\frac{2}{3}} \hat{p}_{\epsilon} \hat{p}_{i}=e_{\epsilon i}^{(2,0)^{*}} . \tag{4.58}
\end{align*}
$$

We now employ the completeness relation (4.27) of the three basic vectors $\mathbf{e}, \mathbf{e}^{*}, \hat{\mathbf{p}}$ in the form

$$
\begin{equation*}
e_{\ell} e_{i}^{*}+e_{\ell}^{*} e_{i}+\hat{p}_{c} \hat{p}_{i}=\delta_{\ell i}, \tag{4.59}
\end{equation*}
$$

to rewrite the $(2,0)$ basis tensor as

$$
\begin{equation*}
e_{c i}^{(2.0)}=\sqrt{\frac{3}{2}}\left(\hat{p}_{\epsilon} \hat{p}_{i}-\frac{1}{3} \delta_{c i}\right) \tag{4.60}
\end{equation*}
$$

For total spin one we obtain

$$
\begin{align*}
e_{\ell i}^{(1.1)} & =\langle 1110 \mid 11\rangle e_{\ell}^{(1)} e_{i}^{(0)}+\langle 1011 \mid 11\rangle e_{\ell}^{(0)} e_{i}^{(1)} \\
& =\frac{1}{\sqrt{2}}\left(e_{\ell} \hat{p}_{i}-\hat{p}_{\ell} e_{i}\right)=-e_{\ell i}^{(1,-1)^{*}}, \\
e_{\ell i}^{(1.0)} & =\langle 111-1 \mid 10\rangle e_{i}^{(1)} e_{i}^{(-1)}+\langle 1-111 \mid 10\rangle e_{\ell}^{(-1)} e_{i}^{(1)}+\left\langle\begin{array}{ll}
10 & 10|10\rangle e_{\ell}^{(0)} e_{i}^{(0)} \\
& =-\frac{1}{\sqrt{2}}\left(e_{\ell} e_{i}^{*}-e_{\epsilon}^{*} e_{i}\right)=e_{\ell i}^{(1.0)^{*}} .
\end{array} .\right.
\end{align*}
$$

These formulas can be rewritten, using

$$
\begin{aligned}
\frac{1}{\sqrt{2}}\left(e_{\epsilon} \hat{p}_{i}-p_{\epsilon} \hat{e}_{i}\right) & =\frac{1}{\sqrt{2}} \varepsilon_{\ell i k} \varepsilon_{\ell m n} e_{m} \hat{p}_{n} \\
& =\frac{1}{\sqrt{2}} \varepsilon_{i i k} \frac{1}{\sqrt{2}}\left(\mathbf{e}^{(1)} \times \hat{\mathbf{p}}+i \mathbf{e}^{(2)} \times \hat{\mathbf{p}}\right)_{k}=\frac{i}{\sqrt{2}} \varepsilon_{\epsilon i k} \frac{1}{\sqrt{2}}\left(\mathrm{e}^{(1)}+i \mathrm{e}^{(2)}\right)_{k} \\
& =\frac{i}{\sqrt{2}} \varepsilon_{\ell i k} e_{k}, \\
e_{\ell} e_{i}^{*}-e_{\ell}^{*} e_{i} & =\frac{1}{2}\left(e_{\ell}^{(1)}+i e_{\ell}^{(2)}\right)\left(e_{i}^{(1)}-i e_{i}^{(2)}\right)-\text { c.c. }=-i\left(e_{\ell}^{(1)} e_{i}^{(2)}-e_{\ell}^{(2)} e_{i}^{(1)}\right) \\
& =-i \varepsilon_{\ell i k} \varepsilon_{k \ell^{\prime} i^{\prime}} e_{\ell^{\prime}}^{(1)} e_{i^{(2)}}^{(2)}=-i \varepsilon_{\ell i k}\left(\mathbf{e}^{(1)} \times \mathbf{e}^{(2)}\right)_{k}=-i \varepsilon_{\ell i k} \hat{p}_{k},
\end{aligned}
$$

as

$$
\begin{equation*}
e_{\ell i}^{(1.1)}=\frac{i}{\sqrt{2}} \varepsilon_{e i k} e_{k}=-e_{(\hat{\ell}, i)}^{(1,-1))^{*}} \quad e_{\ell i j}^{(1,0)}=\frac{i}{\sqrt{2}} \varepsilon_{\ell i k} \hat{p}_{k} . \tag{4.62}
\end{equation*}
$$

Finally, the spin-zero tensor is

$$
\begin{align*}
e_{i i}^{(1)(1)} & =\langle 111-1 \mid 00\rangle e_{i}^{(1)} e_{i}^{(-1)}+\langle 1-111 \mid 00\rangle e_{i}^{(-1)} e_{i}^{(1)}+\langle 1010 \mid 00\rangle e_{i}^{(1))} e_{i}^{(1))} \\
& =\frac{1}{\sqrt{3}}\left(e_{i} e_{i}^{*}+e_{i}^{*} e_{i}\right)+\frac{1}{\sqrt{3}} \hat{p}_{i} \hat{p}_{i}=\frac{1}{\sqrt{3}} \delta_{i i} . \tag{4.63}
\end{align*}
$$

The fact that

$$
\begin{equation*}
\mathbf{H}^{2}(\hat{\mathbf{p}}) e^{(s, h)}(\hat{\mathbf{p}})=s(s+1) e^{(s, h)}(\hat{\mathbf{p}}) \tag{4.64}
\end{equation*}
$$

follows directly from the matrix elements

$$
\begin{align*}
& H_{+}(\hat{\mathbf{p}}) e^{(s, h)}(\hat{\mathbf{p}})=\sqrt{(s-h)(s+h+1)} e^{(s, h+1)}(\hat{\mathbf{p}}) \\
& H_{-}(\hat{\mathbf{p}}) e^{(s, h)}(\hat{\mathbf{p}})=\sqrt{(s+h)(s-h+1)} e^{(s, h-1)}(\hat{\mathbf{p}}), \\
& H_{3}(\hat{\mathbf{p}}) e^{(s, h)}(\hat{\mathbf{p}})=h e^{(s, h)}(\hat{\mathbf{p}}) \tag{4.65}
\end{align*}
$$

as can be verified by direct calculation:

$$
\begin{align*}
\mathbf{H}^{2} e^{(s, h)} & =\left[\frac{1}{2}\left(H_{+} H_{-}+H_{-} H_{+}\right)+H_{3}^{2}\right] e^{(s . h)} \\
& =\left[\frac{1}{2}((s+h)(s-h+1)+(s-h)(s+h+1))+h^{2}\right] e^{(s, h)} \\
& =s(s+1) e^{(s . h)} . \tag{4.66}
\end{align*}
$$

Because $e^{(s . h)}(\hat{\mathbf{p}})$ are all eigenvectors of the hermitian matrices $\mathbf{H}^{2}$ and $\mathrm{H}_{3}$ with different eigenvalues, the eigenvectors are necessarily orthogonal. The Clebsch-Gordan coefficients automatically normalize their scalar products to

$$
\begin{equation*}
e_{f i}^{(s, h)^{*}}(\hat{\mathbf{p}}) e_{C i}^{\left(s^{\prime} \cdot h^{\prime}\right)}(\hat{\mathbf{p}})=\delta_{s s^{\prime}} \delta_{t t h^{\prime}} \tag{4.67}
\end{equation*}
$$

For this reason the matrices

$$
\begin{equation*}
P_{\epsilon i, m j}^{(s, h)}(\hat{\mathbf{p}})=e_{\epsilon i}^{(s, h)}(\hat{\mathbf{p}}) e_{\epsilon i}^{(s, h)^{*}}(\hat{\mathbf{p}}) \tag{4.68}
\end{equation*}
$$

satisfy

$$
\begin{equation*}
P_{\ell i, m j}^{(s, h)}(\hat{\mathbf{p}}) P_{m j, n k}^{(s, h)}(\hat{\mathbf{p}})=P_{\ell i, n k}^{(s, h)}(\hat{\mathbf{p}}) \tag{4.69}
\end{equation*}
$$

and are projection operators into the $s, h$ subspaces. The polarization tensors $e_{e i}^{(s, h)}(\hat{\mathbf{p}})$ are complete, a fact which may be expressed in terms of projection matrices as

$$
\begin{equation*}
\sum_{s, h} P_{\ell i, m j}^{(s, h)}=\delta_{t m} \delta_{i j} . \tag{4.70}
\end{equation*}
$$

One may verify this by inserting the explicit expressions, (4.68), (4.58)(4.63), and using the completeness relation (4.27) for the basis vectors.

Therefore, given an arbitrary tensor field $A_{\ell_{i}}(\mathbf{p})$, we can expand it as

$$
\begin{align*}
A_{t i}(\mathbf{p}) & =\sum_{s . h} P_{\ell i, \ldots j j}^{(s, h)}(\hat{\mathbf{p}}) A_{m j}(\mathbf{p})  \tag{4.71}\\
& =\sum_{s . h} e_{\ell i}^{(s, t)}(\hat{\mathbf{p}}) A^{(s, h)}(\mathbf{p}), \tag{4.72}
\end{align*}
$$

the helicity amplitudes being

$$
\begin{equation*}
A^{(s .11}(\mathbf{p}) \equiv e_{k i}^{(s, h)^{*}}(\hat{\mathbf{p}}) A_{(i}(\mathbf{p}) . \tag{4.73}
\end{equation*}
$$

### 4.4. HELICITY FORM OF THE MAGNETIC ENERGY

In order to illustrate the use of the helicity decompositions let us recall the familiar magnetic situation to which we apply this formalism. By Fourier transforming the fields, i.e.,

$$
\begin{equation*}
\mathbf{A}(\mathbf{x})=\int \frac{d^{3} q}{(2 \pi)^{3}} e^{i \boldsymbol{q} \cdot \mathbf{x}} \mathbf{A}(\mathbf{q}) \tag{4.74}
\end{equation*}
$$

the magnetic field energy took the form [compare Part I, (3.10)]

$$
\begin{equation*}
E_{\mathrm{mag}}=\frac{1}{2 \mu} \int d^{3} x(\nabla \times \mathbf{A})^{2}=\frac{1}{2 \mu} \int \frac{d^{3} q}{(2 \pi)^{3}} A_{i}(-\mathbf{q})\left(\mathbf{q}^{2} \delta_{i j}-q_{i} q_{j}\right) A(\mathbf{q}) . \tag{4.75}
\end{equation*}
$$

Using the completeness relation, the matrix $q^{2} \delta_{i j}-q_{i} q_{j}$ can now be expressed in terms of projection matrices (4.28) as

$$
\mathbf{q}^{2} \delta_{i j}-q_{i} q_{j}=\mathbf{q}^{2}\left(\delta_{i j}-\hat{q}_{i} \hat{q}_{j}\right)=\mathbf{q}^{2}\left(e_{i} e_{j}^{*}+e_{i}^{*} e_{j}\right)=\mathbf{q}^{2}\left(P^{(1)}(\hat{\mathbf{p}})+P^{(-1)}(\hat{\mathbf{p}})\right) .
$$

Therefore, $E_{\text {mag }}$ diagonalizes as

$$
E_{\text {mag }}=\frac{1}{2 \mu} \int \frac{d^{3} q}{(2 \pi)^{3}} \mathbf{q}^{2} \mathbf{A}(-\mathbf{q})\left(P^{(1)}(\hat{\mathbf{q}})+P^{(-1)}(\hat{\mathbf{q}})\right) \mathbf{A}(\mathbf{q})
$$

$$
\begin{equation*}
=\frac{1}{2 \mu} \int \frac{d^{3} q}{(2 \pi)^{3}} \mathbf{q}^{2}\left(\left|\mathbf{A}^{(1)}(\mathbf{q})\right|^{2}+\left|A^{(-1)}(\mathbf{q})\right|^{2}\right) . \tag{4.76}
\end{equation*}
$$

Here we have used the fact that for a real field

$$
\begin{equation*}
\mathbf{A}(\mathbf{q})=\int d^{3} x e^{-i q \cdot x} \mathbf{A}(\mathbf{x})=\mathbf{A}(-\mathbf{q})^{*} \tag{4.77}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\mathbf{A}(-\mathbf{q}) \mathbf{e}^{(h)}(\hat{\mathbf{q}})^{*}=\mathbf{A}^{*}(\mathbf{q}) \mathbf{e}^{(h)}(\hat{\mathbf{q}})^{*}=\left(\mathbf{e}^{(h)}(\hat{\mathbf{q}}) \mathbf{A}(\mathbf{q})\right)^{*}=\mathbf{A}^{(h)}(\mathbf{p})^{*} . \tag{4.78}
\end{equation*}
$$

The gauge invariance of the magnetic energy manifests itself in the absence of the longitudinal helicity $A^{(1)}(\mathbf{q})$ in the expression for energy. That this has to happen follows immediately by considering the gauge transformation

$$
\begin{equation*}
A_{i}(\mathbf{x}) \rightarrow A_{i}(\mathbf{x})+\partial_{i} \Lambda(\mathbf{x}) \tag{4.79}
\end{equation*}
$$

which reads, in momentum space,

$$
\begin{equation*}
A_{i}(\mathbf{q}) \rightarrow A_{i}(\mathbf{q})+i q_{i} \Lambda(\mathbf{q}) . \tag{4.80}
\end{equation*}
$$

On going to the helicity basis we see that while the $h= \pm 1$ components, whose spin is transverse to their momentum, remain unaffected, i.e.,

$$
\begin{equation*}
A^{(=1)}(\mathbf{q}) \rightarrow A^{(=1)}(\mathbf{q}), \tag{4.81}
\end{equation*}
$$

the longitudinal component on the other hand, for which the spin is parallel to $\mathbf{q}$, changes by

$$
\begin{equation*}
A^{(0)}(\mathbf{q}) \rightarrow A^{(0)}(\mathbf{q})+i|\mathbf{q}| \Lambda(\mathbf{q}) . \tag{4.82}
\end{equation*}
$$

Clearly, the energy can remain invariant under this gauge change only if the longitudinal component does not appear at all. This component is unphysical.

Consider now the interacting part of the energy

$$
\begin{equation*}
E_{\mathrm{int}}=\int d^{3} x j_{i}(\mathbf{x}) A_{i}(\mathbf{x}) \tag{4.83}
\end{equation*}
$$

This is also diagonalized in the helicity basis. Let us Fourier transform and decompose the current in the same way as the field $A_{i}(\mathbf{x})$ :

$$
\begin{equation*}
j_{i}(\mathbf{q})=\sum_{h} e_{i}^{(h)}(\widehat{\mathbf{q}}) j^{(h)}(\mathbf{q})=j_{i}(-\mathbf{q})^{*}, \tag{4.84}
\end{equation*}
$$

with the helicity components

$$
\begin{equation*}
j^{(h)}(\mathbf{q}) \equiv e^{(h) *}(\widehat{\mathbf{q}}) j_{i}(\mathbf{q}) \tag{4.85}
\end{equation*}
$$

The condition for zero divergence,

$$
\begin{equation*}
q_{i} j_{i}(\mathbf{q})=0, \tag{4.86}
\end{equation*}
$$

eliminates the longitudinal $h=0$ component so that

$$
\begin{equation*}
j_{i}(\mathbf{q})=e^{(1)}(\hat{\mathbf{q}}) j^{(1)}(\mathbf{q})+e^{(-1)}(\hat{\mathbf{q}}) j^{(-1)}(\mathbf{q}) . \tag{4.87}
\end{equation*}
$$

This decomposition shows that the current is purely transverse.
In the helicity decomposition therefore, the total magnetic field energy now has the simple diagonal form,

$$
\begin{align*}
E= & \int \frac{d^{3} q}{(2 \pi)^{3}}\left\{\frac{1}{2 \mu} \mathbf{q}^{2}\left(\left|A^{(1)}(\mathbf{q})\right|^{2}+\left|A^{(-1)}(\mathbf{q})\right|^{2}\right)\right. \\
& \left.+j^{(1) *}(\mathbf{q}) A^{(1)}(\mathbf{q})+j^{(-1)}(\mathbf{q}) A^{(-1)}(\mathbf{q})\right\} . \tag{4.88}
\end{align*}
$$

The advantage of this form is obvious: The field equations are trivial, i.e.,

$$
\begin{equation*}
q^{2} A^{(\geq 1)}(\mathbf{q})=\mu j^{j=1)}(\mathbf{q}) . \tag{4.89}
\end{equation*}
$$

Only the two transverse components appear. The helicity formulation no longer requires invoking gauge invariance since it permits working only with physical field variables.

### 4.5. HELICITY FORM OF THE STRESS ENERGY

After this exercise we are ready to apply the same type of decomposition to the stress energy in (4.3). Let us first see how the constraints (4.2) manifest themselves in the helicity expansion,

$$
\begin{equation*}
A_{c i}(\mathbf{p})=\sum_{s=0,1,2} e_{\epsilon i}^{(s, h)}(\hat{\mathbf{p}}) A^{(s, h)}(\mathbf{p}) \tag{4.90}
\end{equation*}
$$

Contracting $\hat{p}_{i}$ with the helicity basis gives

$$
\begin{gather*}
\hat{p}_{i} e_{\ell i}^{(2 . \pm 2)}=0,  \tag{4.91}\\
\hat{p}_{i} e_{l i}^{(1.0)}=0,  \tag{4.92}\\
\hat{p}_{i} e_{f i}^{(2.0)}=\sqrt{\frac{2}{3}} \hat{p}_{\ell},  \tag{4.93}\\
\hat{p}_{i} e_{f i}^{(0.0)}=\frac{1}{\sqrt{3}} \hat{p}_{\ell}, \tag{4.94}
\end{gather*}
$$

Furthermore,
$p_{i} e_{\ell i}^{(2.1)}=\frac{1}{\sqrt{2}}|\mathbf{p}| e_{\ell}=p_{i} e_{\ell i}^{(1,1)}, \quad p_{i} e_{\ell i}^{(2,-1)}=-\frac{1}{\sqrt{2}}|\mathbf{p}| e_{\ell}^{*}=p_{i} e_{\ell i}^{(1,-1)}$,
so that

$$
\begin{equation*}
p_{i} \frac{1}{\sqrt{2}}\left(e^{(2 . \pm 1)}-e^{(1 .=1)}\right)_{\epsilon_{i}}=0 . \tag{4.96}
\end{equation*}
$$

Also, since all $e_{i ;}^{\left.(s)^{n}\right)}$, except $e_{i i}^{(0)^{(1)}}=\sqrt{3}$, are traceless we see that only the six components

$$
e^{(2 .=2)}, e^{(1.0)}, \frac{1}{\sqrt{2}}\left(e^{(2 .=1)}-e^{(1 .=1)}\right), \quad \frac{1}{\sqrt{3}}\left(\sqrt{2} e^{(2.0)}+e^{(0.0)}\right),
$$

satisfy the three constraints (4.2). The three orthogonal components $(1 / \sqrt{2})\left(e^{(2 . \pm 1)}+e^{(1 .=1)}\right),(1 / \sqrt{3})\left(-e^{(2.0)}+\sqrt{2} e^{(0.0)}\right)$ do not. In the following it will be useful to have an abbreviation for these combinations of polarization vectors; we shall call

$$
\begin{align*}
& e_{\epsilon i}^{+t} \equiv \frac{1}{\sqrt{2}}\left(e^{(2 . \pm 1)}+e^{(1 . \pm 1)}\right)_{\ell i}=\left\{\begin{array}{r}
e_{\ell} \hat{p}_{i}, \\
-e_{\epsilon}^{*} \hat{p}_{i},
\end{array}\right. \\
& e_{\overline{-} \bar{i}^{*}} \equiv \frac{1}{\sqrt{2}}\left(e^{(2 . \pm 1)}-e^{(1 . \pm 1)}\right)_{\ell i}=\left\{\begin{array}{r}
\hat{p}_{\ell} e_{i}, \\
-\hat{p}_{\ell} e_{i}^{*},
\end{array}\right. \tag{4.97}
\end{align*}
$$

$$
\begin{align*}
& e_{\ell i}^{L} \equiv \frac{1}{\sqrt{3}}\left(-e^{(2.0)}+\sqrt{2} e^{(0.0)}\right)_{\ell i}=\frac{1}{\sqrt{2}}\left(\delta_{\ell i}-\hat{p}_{\ell} \hat{p}_{i}\right) \\
& e_{1 i}^{L} \equiv \frac{1}{\sqrt{3}}\left(\sqrt{2} e^{(2.0)}+e^{(0.0)}\right)_{\ell i}=\hat{p}_{\ell} \hat{p}_{i} \tag{4.98}
\end{align*}
$$

Then $A_{\ell i}$ can be expanded as follows

$$
\begin{align*}
A_{c i}(\mathbf{p})= & e_{\ell i}^{(2,2)}(\hat{\mathbf{p}}) A^{(2.2)}(\mathbf{p})+e_{\ell i}^{(2,-2)}(\hat{\mathbf{p}}) A^{(2 .-2)}(\mathbf{p})+e_{\ell i}^{(1,0)}(\hat{\mathbf{p}}) A^{(1.0)}(\mathbf{p}) \\
& +e_{\ell i}^{-+}(\hat{\mathbf{p}}) A^{-+}(\mathbf{p})+e_{\ell i}^{--}(\hat{\mathbf{p}}) A^{--}(\mathbf{p})+e_{\ell i}^{L^{\prime}}(\hat{\mathbf{p}}) A^{L^{\prime}}(\mathbf{p}) \tag{4.99}
\end{align*}
$$

Let us now form the stresses

$$
\begin{equation*}
\sigma_{i j}=\varepsilon_{i k r} \partial_{k} A_{\ell j}=i|\mathbf{p}| \sum_{s, h} \varepsilon_{i k e} \hat{p}_{k} e_{\ell_{j}}^{\left(\varepsilon_{j}, h\right)} A^{(s, h)}(\mathbf{p}) \tag{4.100}
\end{equation*}
$$

and expand them again in the helicity basis. For this, let us first consider

$$
\varepsilon_{i k \varepsilon} \hat{p}_{k} e_{\ell j}^{\left(t_{j} h\right)}(\hat{\mathbf{p}})
$$

Using (4.58), (4.62), (4.97), (4.98) and the relations

$$
\begin{equation*}
i \mathbf{p} \times \mathbf{e}=\mathrm{e}, \quad-i \mathbf{p} \times \mathrm{e}^{*}=\mathbf{e}^{*} \tag{4.101}
\end{equation*}
$$

we calculate directly:

$$
\begin{gather*}
i \varepsilon_{i k \ell} \hat{p}_{k} e_{\ell j}^{(2, \pm 2)}= \pm e_{i j}^{(2, \pm 2)},  \tag{4.102}\\
i \varepsilon_{i k \ell} \hat{p}_{k} e_{\ell j}^{L}=i \varepsilon_{i k \ell} \hat{p}_{k} \frac{1}{\sqrt{2}}\left(\delta_{\ell j}-\hat{p}_{\ell} \hat{p}_{j}\right)=-e_{i j}^{(1.0)},  \tag{4.103}\\
i \varepsilon_{i k \ell} \hat{p}_{k} e_{\ell_{j}}^{L_{j}^{\prime}}=i \varepsilon_{i k \ell} \hat{p}_{k} \hat{p}_{\ell} \hat{p}_{j}=0,  \tag{4.104}\\
i \varepsilon_{i k i} \hat{p}_{k} e_{\ell j}^{++}=i(\hat{\mathbf{p}} \times \mathbf{e})_{i} p_{j}=e_{i} p_{j}=e_{i j}^{++},  \tag{4.105}\\
i \varepsilon_{i k \ell} \hat{p}_{k} e_{\ell j}^{+-}=-i\left(\hat{\mathbf{p}} \times \mathbf{e}^{*}\right)_{i} p_{j}=e_{i}^{*} p_{j}=-e_{i j}^{+-},  \tag{4.106}\\
i \varepsilon_{i k \ell} \hat{p}_{k} e_{\ell_{j}}^{-^{+}}=i(\hat{\mathbf{p}} \times \hat{\mathbf{p}})_{i} e_{j}=0,  \tag{4.107}\\
i \varepsilon_{i k \ell} \hat{p}_{k} e_{\ell_{j}}^{--}=-i(\hat{\mathbf{p}} \times \hat{\mathbf{p}})_{i} e_{j}^{*}=0 \tag{4.108}
\end{gather*}
$$

$$
\begin{align*}
i \varepsilon_{i k e} \hat{p}_{k} e_{e_{j}}^{(1.0)} & =-\frac{i}{\sqrt{2}}\left[(\hat{\mathbf{p}} \times \mathbf{e})_{i} e_{j}^{*}-\left(\hat{\mathbf{p}} \times \mathrm{e}^{*}\right)_{i} e_{j}\right]=-\frac{1}{\sqrt{2}}\left(e_{i} e_{j}^{*}-e_{i}^{*} e_{j}\right) \\
& =-\frac{1}{\sqrt{2}}\left(\delta_{i j}-\hat{p}_{i} \hat{p}_{j}\right)=-\frac{1}{\sqrt{3}}\left(-e^{(2.0)}+\sqrt{2} e^{(0.0)}\right)_{i j} \\
& \equiv-e_{i j}^{L} \tag{4.109}
\end{align*}
$$

This leads to the formula

$$
\begin{align*}
\sigma_{i j}= & \varepsilon_{i k \ell} \partial_{k} A_{\ell j} \\
= & |\mathbf{p}|\left\{e_{i j}^{(2.2)} A^{(2.2)}-e_{i j}^{(2 .-2)} A^{(2 .-2)}-e_{i j}^{L} A^{(1.0)}+e_{i j}^{++} A^{++}-e_{i j}^{+-} A^{+-}\right. \\
& \left.-e_{i j}^{(1.0)} A^{L}\right\} . \tag{4.110}
\end{align*}
$$

Since the $A_{e_{i}}$ have only the six nonzero components shown in (4.99), we obtain the decomposition

$$
\begin{equation*}
\sigma_{i j}(\mathbf{p})=|\mathbf{p}|\left\{e_{i j}^{(2.2)}(\hat{\mathbf{p}}) A^{(2.2)}(\mathbf{p})-e_{i j}^{(2 .-2)}(\hat{\mathbf{p}}) A^{(2 .-2)}(\mathbf{q})-e_{i j}^{L}(\hat{\mathbf{p}}) A^{(1.0)}(\mathbf{p})^{L}\right\} \tag{4.111}
\end{equation*}
$$

which displays the three physical components of the $3 \times 3$ matrix $A_{\ell_{i}}$. They correspond to two transverse and one longitudinal phonon, respectively. Using the orthonormality of the polarization tensors we see that

$$
\begin{align*}
\left|\sigma_{i j}(\mathbf{p})\right|^{2} & =\mathbf{p}^{2}\left\{\left|A^{(2.2)}(\mathbf{p})\right|^{2}+\left|A^{(2 .-2)}(\mathbf{p})\right|^{2}+\left|A^{(1 ., 6)}(\mathbf{p})\right|^{2}\right\}, \\
\left|\sigma_{\ell \ell}(\mathbf{p})\right|^{2} & =2 \mathbf{p}^{2}\left|A^{(1.0)}(\mathbf{p})\right|^{2} . \tag{4.112}
\end{align*}
$$

Thus the stress energy [which we now can take directly from (1.43)] has the helicity form
$E_{\mathrm{cl}}=\int \frac{d^{3} p}{(2 \pi)^{3}} \mathbf{p}^{2}\left(\left|A^{(2.2)}(\mathbf{p})\right|^{2}+\left|A^{(2 .-2)}(\mathbf{p})\right|^{2}+\frac{1-v}{1+v}\left|A^{(1.0)}(\mathbf{p})\right|^{2}\right)$.
That only three of the six components of $A^{(s . h)}(\mathbf{q})$ in (4.99) survive is, of course, a direct manifestation of the gauge invariance of the decomposition (4.100) under local transformations,

$$
\begin{equation*}
A_{\ell_{j}}(\mathbf{x}) \rightarrow A_{\ell_{j}}(\mathbf{x})+\partial_{\ell} \Lambda_{j}(\mathbf{x}) \tag{4.114}
\end{equation*}
$$

In Fourier space, $\Lambda_{j}(\mathbf{p})$ may be expressed in terms of longitudinal and transverse parts, as defined in (4.31),

$$
\partial_{l} \Lambda_{j}=i\left(p_{l} e_{j} \Lambda^{(1)}-p_{c} e_{j}^{*} \Lambda^{(-1)}+p_{l} \hat{p}_{j} \Lambda^{(0)},\right.
$$

where $\Lambda^{(=1)}, \Lambda^{(1)}$ are arbitrary functions of momenta. In terms of helicity components (4.97), (4.98) this amounts to

$$
\begin{equation*}
\partial_{\ell} \Lambda_{j}=i|\mathbf{p}|\left(e_{\ell j}^{-+} \Lambda^{(1)}+e_{\ell_{j}}^{--} \Lambda^{(-1)}+e_{\ell_{j}}^{L_{j}^{\prime}} \Lambda^{(0)}\right) . \tag{4.115}
\end{equation*}
$$

Thus gauge transformations modify precisely the last three components of the helicity expansion (4.99) and this is why they cannot occur in the gauge invariant energy (4.113).

In the helicity formalism the partition function (4.6) must contain only the three fluctuating physical gauge field components as integration variables.

$$
\begin{equation*}
Z=\int \mathscr{D} A^{(2.2)} \mathscr{D} A^{(2 .-2)} \mathscr{D} A^{(1.1)} e^{-(1 / \pi)\left(E_{\mathrm{s}}+i E_{\mathrm{mm}}\right)} \tag{4.116}
\end{equation*}
$$

The three physical components satisfy the specific gauge condition

$$
\begin{equation*}
\partial_{\ell} A_{\ell j}=0 . \tag{4.117}
\end{equation*}
$$

as can be seen directly from (4.91). (4.92). The gauge-fixing factor in the formulation (4.6) is therefore

$$
\begin{equation*}
\Phi[A]=\prod_{\mathrm{x} . j} \delta\left(\dot{d}_{\ell} A_{\ell j}\right)=\delta\left(\dot{d}_{\ell} A_{\varphi j}\right) . \tag{4.118}
\end{equation*}
$$

Notice that this gauge together with the constraint implies the tracelessness of all $p \neq 0$ components of $A_{\ell j}(\mathbf{p})$, i.e.,

$$
\begin{equation*}
A_{1 /}(\mathrm{p})=0, \quad \text { for all } p \neq 0 \tag{4.119}
\end{equation*}
$$

It is useful to visualize the effect of the six $\delta$-functionals in the integrand (4.6) for a particular Fourier component $A_{1}(\mathbf{p})$. If the momentum $\mathbf{p}$ points in the $z$-direction, the constraint and gauge conditions read

$$
\begin{equation*}
p_{3} A_{\ell 3}(\mathbf{p})=\delta_{\ell 3} p_{3} A_{p p}(\mathbf{p}) \tag{4.120}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{3} A_{3 j}(\mathbf{p})=0 \tag{4.121}
\end{equation*}
$$

respectively. Inserting the second into the first we find

$$
A_{63}(\mathrm{p})=0, \quad A_{3 /}(\mathrm{p})=0, \quad A_{\epsilon \ell}(\mathrm{p})=0
$$

This leaves us with only three independent matrix elements $A_{11}, A_{12}$, $A_{21}$, as it should. Incidentally, it should be realized that in the helicity formalism we could have restricted the $A_{\ell j}$ fields to be traceless right from the beginning. The constraint would then have simplified to $\partial_{i} A_{\ell_{j}}(\mathbf{x})=0$ and three components eliminated. Gauge invariance, on the other hand, would have been restricted to transverse functions $\Lambda_{j}$ only, i.e.,

$$
A_{\ell j} \rightarrow A_{\ell j}+\partial_{\ell} \Lambda_{j}
$$

with $\partial_{i} \Lambda_{j}=0$. Correspondingly, the gauge condition $\partial_{\epsilon} \mathrm{A}_{\ell_{j}}=0$ would no longer have implied three independent statements. In the example in which $\mathbf{p}$ and $\hat{\mathbf{z}}$ were parallel, this would have showed up with $A_{3}^{3}=0$ being automatically satisfied.

Let us now turn to the helicity-representation of the interaction in (4.6). Here we encounter a difference with respect to the magnetic case. The dislocation density $\alpha_{t_{i}}(\mathbf{x})$ satisfies only the three divergenceless conditions

$$
\begin{equation*}
\partial_{i} \alpha_{i i}(x)=0 \quad(i=1,2,3) \tag{4.122}
\end{equation*}
$$

and nothing equivalent to the constraints (4.2) which would be cast as

$$
\begin{equation*}
\partial_{i} \alpha_{\ell i}(\mathbf{x})=\partial_{\epsilon} \alpha_{i i}(\mathbf{x}) . \tag{4.123}
\end{equation*}
$$

Using the equations (4.91) to (4.96) and the fact that $e_{\ell j}^{(e . h)}, e_{\ell j}^{(0.0)}$ are symmetric in $\ell, j$ while $e_{(j,}^{(1) h)}$ is antisymmetric, we see that the first condition is satisfied by the helicity components

$$
\begin{aligned}
& e_{l i}^{(2,2)}, \quad e_{i i}^{(2,-2)}, \quad e_{l i}^{(1.0)}, \quad e_{i i}^{L} \equiv \frac{1}{\sqrt{2}}\left(-e^{(2.0)}+\sqrt{2} e^{(0.0)}\right)_{e i}, \\
& e_{i i}^{++}=\frac{1}{\sqrt{2}}\left(e^{(2.1)}+e^{(1.1)}\right)_{i i}, \quad e^{+-}=\frac{1}{\sqrt{2}}\left(e^{(2.1)}+e^{(1.1)}\right)_{e i},
\end{aligned}
$$

The last three components would be eliminated by the condition (4.123) which, however, does not exist. Thus we have the peculiar feature that within linear elasticity, stress couples only to the first three of the six independent components of $\alpha^{(s, h)}$.

The field energy in the partition function (4.7) reads

$$
\begin{align*}
&-\frac{1}{T}\left(E_{\mathrm{cl}}+i E_{\mathrm{int}}\right) \\
&=-\frac{1}{T} \int \frac{d^{3} p}{(2 \pi)^{3}}\left\{\frac{\mathbf{p}^{2}}{4 \mu}\left(\left|A^{(2,2)}(\mathbf{p})\right|^{2}+\left|A^{(2,-2)}(\mathbf{p})\right|^{2}+\frac{1-v}{1+v}\left|A^{(1.0)}(\mathbf{p})\right|^{2}\right)\right. \\
&\left.+i\left(\alpha^{(2.2)}(\mathbf{p})^{*} A^{(2,2)}(\mathbf{p})+\alpha^{(2 .-2)}(\mathbf{p})^{*} A^{(2 .-2)}(\mathbf{p})+\alpha^{(1.0)}(\mathbf{p})^{*} A^{(1,0)}(\mathbf{p})\right)\right\} . \tag{4.124}
\end{align*}
$$

The three components $\alpha^{+ \pm}, \alpha^{L}$ are absent. They carry no stress energy at the level of linear elasticity.

We can now integrate out the physical fields $A^{(2.2)}, A^{(2 .-2)}, A^{(1.0)}$ in (4.116) and, after a quadratic completion, arrive at

The exponent must be the momentum space version of Blin's interaction energy for arbitrary dislocation densities which was derived before in the traditional way [see (3.29)-(3.31)]. In order to verify this not immediately obvious fact let us rewrite (4.125) in terms of the tensor of dislocation density $\alpha_{\ell_{j}}(\mathbf{p})$ by using the projection matrices into the helicity states,

This can be brought into a somewhat more convenient form by observing that $\left(P^{(2,2)}+P^{(2,-2)}+P^{(1,0)}\right)_{\ell,,^{\prime} j^{\prime}}$ can also be written as $\delta_{j j^{\prime}} \delta_{\ell \ell^{\prime}}$ minus all orthogonal projections $P^{(2.1)}, P^{(2,-1)}, P^{(1,1)}, P^{(1,-1)}, P^{(2,0)}, P^{(0.0)}$. From (4.68), (4.58)-(4.63) we calculate

$$
\begin{aligned}
& P_{\ell j, \ell^{\prime} j^{\prime}}^{\left(2, \frac{3}{2} \hat{p}_{\ell} \hat{p}_{j} \hat{p}_{\ell}, \hat{p}_{j^{\prime}}-\frac{1}{2}\left(\hat{p}_{\ell} \hat{p}_{j} \delta_{\ell^{\prime} j^{\prime}}+\delta_{\ell j} \hat{p}_{\ell^{\prime}} \hat{p}_{i^{\prime}}\right)+\frac{1}{6} \delta_{\ell j} \delta_{\ell^{\prime} j^{\prime}},\right.} \\
& \left(P^{(2,1)}+P^{(2 .-1)}\right)_{\ell j, \ell^{\prime} j^{\prime}}=\frac{1}{2}\left(e_{\ell} \hat{p}_{j}+\hat{p}_{j} e_{\ell}\right)\left(e_{\ell}^{*} \hat{p}_{i^{\prime}}+\hat{p}_{\ell^{\prime}} e_{j^{*}}^{*}\right)+\text { c.c. }
\end{aligned}
$$

$$
\begin{align*}
= & \frac{1}{2}\left\{\hat{p}_{\ell} \hat{p}_{\ell^{\prime}}\left(\delta_{i j^{\prime}}-\hat{p}_{j} \hat{p}_{j^{\prime}}\right)+\hat{p}_{j} \hat{p}_{j^{\prime}}\left(\delta_{\ell \ell^{\prime}}-\hat{p}_{\ell} \hat{p}_{\ell^{\prime}}\right)\right. \\
& \left.+\hat{p}_{\ell} \hat{p}_{i^{\prime}}\left(\delta_{j^{\prime}}-\hat{p}_{j} \hat{p}_{\ell^{\prime}}\right)+\hat{p}_{j} \hat{p}_{\ell^{\prime}}\left(\delta_{\ell j^{\prime}}-\hat{p}_{\ell} \hat{p}_{j^{\prime}}\right)\right\} \\
= & \frac{1}{2}\left(\delta_{\ell \ell^{\prime}} \hat{p}_{i} \hat{p}_{i^{\prime}}+\delta_{i j^{\prime}} \hat{p}_{\ell} \hat{p}_{\ell^{\prime}}+\delta_{\ell j^{\prime}} \hat{p}_{i} \hat{p}_{\ell^{\prime}}+\delta_{j \ell^{\prime}} \hat{p}_{\ell} \hat{p}_{i^{\prime}}\right) \\
& -2 \hat{p}_{\ell} \hat{p}_{j} \hat{p}_{\ell^{\prime}} \hat{p}_{j^{\prime}}, \\
\left(p^{(1.1)}+p^{(1 .-1)}\right)_{\ell j, \ell^{\prime} j^{\prime}}= & \frac{1}{2}\left(e_{\ell} \hat{p}_{j}-\hat{p}_{\ell} e_{j}\right)\left(e_{\ell^{\prime}} \hat{p}_{j^{\prime}}-\hat{p}_{\ell^{\prime}} e_{j^{\prime}}\right)+\text { c.c. } \\
= & \frac{1}{2}\left\{\left(\delta_{\ell \ell^{\prime}}-\hat{p}_{\ell} \hat{p}_{\ell^{\prime}}\right) \hat{p}_{i} \hat{p}_{j^{\prime}}+\left(\delta_{j j^{\prime}}-\hat{p}_{j} \hat{p}_{j^{\prime}}\right) \hat{p}_{\ell} \hat{p}_{\ell^{\prime}}\right. \\
& \left.-\left(\delta_{\ell j^{\prime}}-\hat{p}_{\ell} \hat{p}_{j^{\prime}}\right) \hat{p}_{j} \hat{p}_{\ell^{\prime}}-\left(\delta_{j \ell^{\prime}}-\hat{p}_{j} p_{\ell^{\prime}}\right) \hat{p}_{\ell} \hat{p}_{j^{\prime}}\right\} \\
= & \frac{1}{2}\left(\delta_{\ell \ell^{\prime}} \hat{p}_{j} \hat{p}_{j^{\prime}}+\delta_{j j^{\prime}} \hat{p}_{\ell} \hat{p}_{\ell^{\prime}}-\delta_{\ell j^{\prime}} \hat{p}_{j} \hat{p}_{\ell^{\prime}}-\delta_{\ell^{\prime}} \hat{p}_{\ell} \hat{p}_{i^{\prime}}\right), \\
P_{\ell j, \ell^{\prime} j^{\prime}}^{(0,0)}= & \frac{1}{3} \delta_{\ell j} \delta_{\ell^{\prime} j^{\prime}} . \tag{4.127}
\end{align*}
$$

By current conservation, $p_{i} \cdot \alpha_{c^{\prime} ;}=0$, most terms in (4.126) cancel so that of these projection operators only the tensors

$$
-\frac{1}{2} p_{\ell} p_{j} \delta_{\ell^{\prime} j^{\prime}}+\frac{1}{6} \delta_{\ell^{\prime}} \delta_{\ell^{\prime} j^{\prime}}, \quad \frac{1}{2}\left(\delta_{\ell \ell^{\prime}} p_{j} p_{j^{\prime}} \pm \delta_{j \ell^{\prime}} p_{\ell} p_{j^{\prime}}\right), \quad \frac{1}{3} \delta_{\ell_{j} j} \delta_{\ell^{\prime} j^{\prime}}
$$

survive in front of $\alpha_{\ell^{\prime} j^{\prime}}(\mathbf{p})$, respectively. This shows that

$$
\begin{align*}
& \left(P^{(2,2)}+P^{(2,-2)}+P^{(1,0)}\right)_{\ell, \ell^{\prime} \prime^{\prime}} \alpha_{\ell^{\prime} j^{\prime}}(\mathbf{p}) \\
& \quad=\left[\delta_{\ell \ell^{\prime}}\left(\delta_{i j^{\prime}}-\hat{p}_{j} \hat{p}_{j^{\prime}}\right)-\frac{1}{2}\left(\delta_{\ell j}-\hat{p}_{\ell} \hat{p}_{j}\right) \delta_{\ell^{\prime} j^{\prime}}\right] \alpha_{\ell^{\prime} j^{\prime}}(\mathbf{p}) \tag{4.128}
\end{align*}
$$

When multiplied from the left by $\alpha_{\ell_{j}}(\mathbf{p})$ the last term vanishes (since also $\alpha_{\ell j} p_{\ell}=0$ ) and (4.126) becomes


A final simplification is based on the observation that the projection matrix $P^{(1.0)}$, whose explicit form is

$$
P^{(1,0)}(\hat{\mathbf{p}})_{\ell j, \ell^{\prime} j^{\prime}}=\frac{1}{2} \varepsilon_{\ell j k} \varepsilon_{\ell^{\prime} j^{\prime} k^{\prime}} \hat{p}_{k} \hat{p}_{k^{\prime}},
$$

[see (4.68), (4.62)] can be expanded as

$$
\begin{align*}
P^{(1,0)}(\hat{p})_{\ell j}, \ell^{\prime} j^{\prime}= & \frac{1}{2}\left(\delta_{\ell \ell^{\prime}} \delta_{j j^{\prime}}-\delta_{\ell^{\prime}} \delta_{\ell^{\prime} j}\right)+\frac{1}{2}\left(-\delta_{\ell \ell^{\prime}} \hat{p}_{j} \hat{p}_{j^{\prime}}-\delta_{i j^{\prime}} \hat{p}_{\ell} \hat{p}_{\ell^{\prime}}\right. \\
& \left.+\delta_{\ell j^{\prime}} \cdot \hat{p}_{\ell^{\prime}} \hat{p}_{j}+\delta_{\ell^{\prime} j} \hat{p}_{\ell} \hat{p}_{j^{\prime}}\right) . \tag{4.130}
\end{align*}
$$

Between conserved $\alpha_{\ell_{j}}(\mathbf{p})$ matrices, only

$$
\frac{1}{2} \delta_{f f^{\prime}}\left(\delta_{i j^{\prime}}-\hat{p}_{j} \hat{p}_{j^{\prime}}\right)-\frac{1}{2} \delta_{\ell^{\prime}} \delta_{j \psi^{\prime}}
$$

survives and the exponent in (4.129) can be rewritten as

$$
-\frac{\mu}{T} \int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{\mathbf{p}^{2}} \alpha_{i j}^{*}(\mathbf{p})\left(\delta_{\ell j^{\prime}} \delta_{j f^{\prime}}-\frac{1}{2} \delta_{\ell_{j}} \delta_{\ell^{\prime} j^{\prime}}+\frac{2}{1-v} P_{\ell j, \ell^{\prime} j^{\prime}}^{(1,0)}\right) \alpha_{\ell^{\prime} j^{\prime}}(\mathbf{p}),
$$

or

$$
\begin{equation*}
-\frac{\mu}{T} \int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{\mathbf{p}^{2}} \alpha_{\ell j}^{*}(\mathbf{p})\left[\frac{1}{2} \delta_{\ell j} \delta_{\rho^{\prime} j^{\prime}}-\varepsilon_{\ell \ell^{\prime} k} \varepsilon_{j j^{\prime} k}+\frac{2}{1-v} P_{\ell j, \ell^{\prime} j^{\prime}}^{(1,0)}\right] \alpha_{\ell^{\prime} j^{\prime}}(\mathbf{p}) . \tag{4.131}
\end{equation*}
$$

Going over to position space, this amounts to the partition function [recalling (1.81), (1.89)]

$$
\begin{align*}
Z=\text { const. } \times \exp \left\{-\frac{\mu}{4 \pi T} \int\right. & d^{3} x d^{3} x^{\prime} \alpha_{i j}(\mathbf{x})\left[\frac{1}{2} \delta_{r j} \delta_{r^{\prime}, \prime^{\prime}}-\varepsilon_{i r^{\prime} k} \varepsilon_{i j^{\prime} k} \frac{1}{R}\right. \\
& \left.\left.+\frac{1}{1-v} \varepsilon_{i j k} \varepsilon_{r^{\prime} j^{\prime} k^{\prime}} \partial_{k} \partial_{k^{\prime}} R\right] \alpha_{\ell^{\prime} j^{\prime}}\left(\mathbf{x}^{\prime}\right)\right\} . \tag{4.132}
\end{align*}
$$

This exponent coincides with Blin's law (3.29)-(3.31) for arbitrary dislocation densities.

### 4.6. THE TWO-DIMENSIONAL CASE

Here the situation is much simpler. The conserved stress tensor can be expressed in terms of a field $A_{j}(\mathbf{x})$ as

$$
\begin{equation*}
\sigma_{i j}=\varepsilon_{j k} \partial_{k} A_{j} \tag{4.133}
\end{equation*}
$$

where $\varepsilon_{i k}$ is the antisymmetric unit matrix, $\varepsilon_{11}=\varepsilon_{22}=0, \varepsilon_{12}=-\varepsilon_{21}=1$. Notice that $A_{j}$ is no longer a proper gauge field. This is peculiar to two dimensions. When written out in component form. (4.133) reads

$$
\begin{equation*}
\sigma_{11}=\partial_{2} A_{1}, \quad \sigma_{22}=-\partial_{1} A_{2}, \quad \sigma_{12}=\partial_{2} A_{2}, \quad \sigma_{21}=-\partial_{1} A_{1} . \tag{4.134}
\end{equation*}
$$

The symmetry is guaranteed by using a transverse $A_{j}$ field.

$$
\begin{equation*}
\partial_{1} A_{1}+\partial_{2} A_{2}=0 \tag{4.135}
\end{equation*}
$$

In the isotropic case the stress energy becomes

$$
\begin{align*}
E^{\mathrm{cl}} & =\int d^{2} x \frac{1}{4 \mu}\left[\left(\varepsilon_{i k} \partial_{k} A_{j}\right)^{2}-\frac{v}{1+v}\left(\varepsilon_{i k} \partial_{k} A_{i}\right)^{2}\right] \\
& =\int d^{2} x \frac{1}{4 \mu}\left[\left(\partial_{k} A_{i}\right)^{2}-\frac{v}{1+v}\left(\partial_{1} A_{2}-\partial_{2} A_{1}\right)^{2}\right] . \tag{4.136}
\end{align*}
$$

A partial integration in the mixed second term, together with (4.135), brings this to the form

$$
\begin{equation*}
E^{\mathrm{cl}}=\frac{1}{4 \mu(1+\nu)} \int d^{2} x\left(\partial_{k} A_{j}\right)^{2} \tag{4.137}
\end{equation*}
$$

apart from a surface term.
In two dimensions, for which defect lines degenerate into points, the density of a dislocation with Burgers vector $\mathbf{b}$ at the place $x_{0}$ is

$$
\begin{equation*}
\alpha_{i}(\mathbf{x}) \equiv \varepsilon_{k i} \partial_{k} \partial_{i} u_{i}(\mathbf{x})=b_{i} \delta^{2}\left(\mathbf{x}-\mathbf{x}_{0}\right) \tag{4.138}
\end{equation*}
$$

The interaction energy of a dislocation in the stress field of another is found, just as in (3.22), to be

$$
\begin{align*}
E^{\mathrm{I} \cdot \mathrm{II}} & =\int d^{2} x \sigma_{i j}^{\mathrm{I}} \partial_{i} u_{j}^{\mathrm{II}}=\int d^{2} x \varepsilon_{i k} \partial_{k} A_{j}(\mathrm{x}) \partial_{i} u_{j}^{\mathrm{II}}=\int d^{2} x A_{j}(\mathrm{x}) \varepsilon_{i k} \partial_{i} \partial_{k} u_{i}^{\mathrm{II}} \\
& =\int d^{2} x A_{j}(\mathbf{x}) \alpha_{j}(\mathrm{x})=b_{i} A_{j}\left(\mathbf{x}_{\mathrm{N}}\right) \tag{4.139}
\end{align*}
$$

The partition function of stress for a given set of dislocations is $(\beta \equiv 1 / T)$

$$
\begin{equation*}
Z=\int \mathscr{D} A_{j} \delta\left(\partial_{j} A_{j}\right) e^{-\beta \mid 1 /\left(\mu \mu(1+v) \mid \nu \int d d^{2} x\left(\partial_{,}, A_{j}\right)^{2}+\beta i j d d_{x} x A_{1}(x) a_{1}(x)\right.} . \tag{4.140}
\end{equation*}
$$

The $A_{j}$ field can be integrated out with the result

$$
\begin{equation*}
Z=\text { const. } \times \operatorname{det}\left(\beta \dot{d}^{2}\right)^{-1 / 2} e^{-\beta \mu(1+w) \int d^{2} x d^{\prime} x^{\prime} \alpha_{1}(x) r_{n}^{\prime}\left(x-x^{\prime}\right) a_{1}\left(x^{\prime}\right)} \tag{4.141}
\end{equation*}
$$

where $c_{i j}^{T}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ is the transverse Coulomb potential in two dimensions
calculated in (1.124). The exponent is the two-dimensional analogue of Blin's law.

The potential $v_{i j}^{T}$ has an infinity. Let us isolate it and discuss it separately. It contributes an exponent

$$
\begin{equation*}
\beta \mu(1+\nu)\left(\int d^{2} x \alpha_{i}^{T}(\mathbf{x})\right)^{2} \frac{1}{4 \pi}\left(\log \left(\frac{\delta}{2} e^{\gamma}\right)+\frac{1}{2}\right) \tag{4.142}
\end{equation*}
$$

where $\delta$ is the small regulator mass. The superscript $T$ of $\alpha^{T}$ records the fact that $v_{i j}^{T}(\mathbf{x})$ acts only on the transverse projection of $\alpha_{i}(\mathbf{x})$, $\alpha_{i}^{T}(\mathbf{x}) \equiv\left(\delta_{i j}-\left(\partial_{i} \partial_{j} / \partial^{2}\right)\right) \alpha_{j}(\mathbf{x})$. In the limit $\delta \rightarrow 0$, this exponent diverges to $-x$ so that the dislocation can have a finite contribution only if

$$
\begin{equation*}
\int d^{2} x \alpha_{i}^{T}(\mathbf{x})=0 \tag{4.143}
\end{equation*}
$$

We shall refer to this condition as dislocation neutrality. For such neutral systems, the infinity in (4.141) cancels and we can write

$$
\begin{equation*}
-\int d^{2} x d^{2} x^{\prime} \alpha_{i}^{T}(\mathbf{x}) v_{i j}^{T}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \alpha_{j}^{T}(\mathbf{x})=-\int d^{2} x d^{2} x^{\prime} \alpha_{i}^{T}(\mathbf{x}) v_{i j}^{\prime T}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \alpha_{j}^{T}\left(\mathbf{x}^{\prime}\right) \tag{4.144}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{i j}^{\prime T}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=-\frac{1}{4 \pi}\left(\delta_{i j} \log |\mathbf{x}|-\frac{x_{i} x_{j}}{|\mathbf{x}|^{2}}\right) \tag{4.145}
\end{equation*}
$$

is the subtracted transverse Coulomb potential.
The fact that the elastic energy couples only to the transverse part of the dislocation is the two-dimensional analogue of the coupling to only $\alpha^{(2.2)}, \alpha^{(2 .-2)}, \alpha^{(1.1)}$. The energy is indifferent to modifications of the longitudinal part of $\alpha_{i}, \alpha^{L}(\mathbf{x})=\left(\partial_{i} \partial_{j} / \partial^{2}\right) \alpha_{j}(\mathbf{x})$, or in Fourier space to $\alpha^{L}(\mathbf{p})=\hat{p}_{i} \hat{p}_{j} \alpha_{j}(\mathbf{p})$, just as it was previously indifferent to the components

$$
\alpha^{L}=\frac{1}{\sqrt{3}}\left(-\alpha^{(2.0)}+\sqrt{2} \alpha^{(0.0)}\right), \quad \alpha^{++}=\frac{1}{\sqrt{2}}\left(\alpha^{(2.1)}+\alpha^{(1.1)}\right) .
$$

$$
\alpha^{+-}=\frac{1}{\sqrt{2}}\left(\alpha^{(2 .-1)}+\alpha^{(1,-1)}\right)
$$

[recall the discussion after (4.123)].

## NOTES AND REFERENCES

See the end of the next chapter.

## STRESS ENERGY OF GENERAL DEFECT DISTRIBUTIONS

### 5.1. THE SYMMETRIC STRESS GAUGE FIELD

So far, the development has been very similar to that of vortex lines in superfluid ${ }^{4} \mathrm{He}$. The forces between line elements are of the $1 / R$ type and the only additional complication consists in the different possibilities of contracting the indices related to the Burgers vector. The situation changes drastically when it comes to including also the line-like defects of the rotational type, the disclinations. If they are present, the gauge field $A_{i j}(\mathbf{x})$ is no longer useful since it does not couple locally to disclinations. A further derivative is necessary to achieve this goal. We therefore introduce a gauge field $\chi_{\text {in }}(\mathbf{x})$ which has the property that its double curl is equal to the stress tensor,

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\varepsilon_{i k c} \varepsilon_{j m n} \partial_{k} \partial_{m} X_{\ell n}(\mathbf{x}) \tag{5.1}
\end{equation*}
$$

This representation has the advantage of being automatically symmetric if $\chi_{1 n}$ is. The local gauge transformations which leave $\sigma_{i j}$ invariant are now

$$
\begin{equation*}
\chi_{\ell n}(\mathbf{x}) \rightarrow \chi_{\ell n}(\mathbf{x})+\partial_{\ell} \xi_{n}(\mathbf{x})+\partial_{n} \xi_{\ell}(\mathbf{x}) . \tag{5.2}
\end{equation*}
$$

This ensures that only three of the six components of $\chi_{i j}(\mathbf{x})$ are physical.

It is straightforward to derive the coupling of this gauge field to a general defect line. For this we consider again one line $L^{1}$ in the stress field of another $L^{\prime \prime}$, so that interaction energy is

$$
\begin{equation*}
E^{\mathrm{III}}=\int d^{3} x \sigma_{i j}^{\mathrm{I}} u_{i j}^{\mathrm{II}} . \tag{5.3}
\end{equation*}
$$

Using the gauge field (5.1) this can be rewritten in the form

$$
\begin{equation*}
E^{1, \mathrm{II}}=\int d^{3} x\left(\varepsilon_{i k r} \varepsilon_{j m, n} \partial_{k} \partial_{1, \prime} x_{t_{n}}^{1}\right) u_{i j}^{\mathrm{II}} \tag{5.4}
\end{equation*}
$$

A partial integration yields

$$
E^{\mathrm{I}, \mathrm{II}}=\int d^{3} x \chi_{r n}^{\mathrm{I}} \varepsilon_{r k i} \varepsilon_{m m j} \partial_{k} \partial_{m} u_{i j}^{\mathrm{II}}
$$

Hence we see that the symmetric gauge field $\chi_{(n)}$ couples locally to the total defect density $\eta_{\ell_{n}}$ which was introduced in (2.76).

$$
\begin{equation*}
E^{\mathrm{I}, 1 \mathrm{I}}=\int d^{3} x \chi_{\ell=n}^{\mathrm{I}}(\mathbf{x}) \eta_{\ell=n}^{\mathrm{II}}(\mathbf{x}) . \tag{5.6}
\end{equation*}
$$

With the gauge field $\chi_{\ell n}$ it is now straightforward to derive a partition function for the stress fluctuations around an arbitrary defect configuration [the analogue of (4.116)]. For this it is again convenient to go to a helicity basis. Expanding the gauge field $\chi_{r_{n}}(\mathbf{x})$ into its Fourier components [as in (4.72)], we use (4.71) to decompose
with the helicity amplitudes

$$
\begin{equation*}
\chi^{(s, h)}(\mathbf{p}) \equiv e_{\ell_{n}}^{(s, h)^{*}}(\hat{\mathbf{p}}) \chi_{c n}(\mathbf{p}) . \tag{5.8}
\end{equation*}
$$

By virtue of the symmetry of $\chi_{e_{n}}(\mathbf{p})$, only the six components with spin $s=0$ and 2 can be nonzero. Three of these are gauge modes. From (5.2), these have the general form

$$
\begin{equation*}
i\left(q_{e} \xi_{n}(\mathbf{p})+p_{n} \xi_{c}(\mathbf{p})\right) \tag{5.9}
\end{equation*}
$$

Decomposing $\xi_{n}(\mathbf{p})$ into longitudinal and transverse components,

$$
\begin{equation*}
\xi_{n}(\mathbf{p})=\hat{p}_{n} \xi^{(0)}+e_{n}(\mathbf{p}) \xi^{(1)}+e_{n}^{*}(\mathbf{p}) \xi^{(-1)} \tag{5.10}
\end{equation*}
$$

we see that (5.9) can be written as [see (4.58)-(4.63)]

$$
\begin{align*}
& 2 i|\mathbf{q}|\left[\hat{p}_{\epsilon} \hat{p}_{n} \xi^{(0)}(\mathbf{p})+\left(\frac{1}{\sqrt{2}}\left(e_{l} \hat{p}_{n}+\hat{p}_{t} e_{n}\right) \xi^{(1)}(\mathbf{p})+\mathbf{c . c}\right)\right] \\
& \quad=2 i|\mathbf{q}|\left[\frac{1}{\sqrt{3}}\left(\sqrt{2} e^{(2.0)}+e^{(0.0)}\right) \xi^{(0)}+\left(e^{(2.1)} \xi^{(1)}+\text { c.c. }\right)\right] . \tag{5.11}
\end{align*}
$$

Hence the components $(2,1),(2,-1)$ and the linear combination $\chi^{L^{\prime}} \equiv$ $(1 / \sqrt{3})\left(\sqrt{2} x^{(2,10)}+x^{(12,0)}\right)$ are unphysical. Using the previously defined polarization tensor [see (4.98)]

$$
\begin{equation*}
e_{\epsilon n}^{\ell_{i n}^{\prime}}(\hat{\mathbf{p}})=\frac{1}{\sqrt{3}}\left(\sqrt{2} e_{\epsilon n}^{(2.0)}(\hat{\mathbf{p}})+e_{\ell n}^{(0.0)}(\hat{\mathbf{p}})=\hat{p}_{c} \hat{p}_{n}\right. \tag{5.12}
\end{equation*}
$$

the unphysical components are spanned by $e^{(2.1)}, e^{(2 .-1)}$, and $e^{L^{\prime}}$. The physical components, on the other hand, are spanned by the orthogonal complements $e^{(2.2)}, e^{(2 .-2)}$ and the previously defined

$$
\begin{equation*}
e_{\ell n}^{L}(\hat{\mathbf{p}})=\frac{1}{\sqrt{3}}\left(-e_{\ell n}^{(2,0)}(\hat{\mathbf{p}})+\sqrt{2} e_{\ell n}^{(0.0)}(\hat{\mathbf{p}})\right)=\frac{1}{\sqrt{2}}\left(\delta_{\ell n}-\hat{p}_{\ell} \hat{p}_{n}\right) . \tag{5.13}
\end{equation*}
$$

It is useful to introduce also projection matrices associated with the polarization tensors $e^{L}$ and $e^{L^{\prime}}$ :

$$
\begin{align*}
& P_{\ell n \ell^{\prime} n^{\prime}}^{L}(\hat{\mathbf{p}})=\varepsilon_{\ell n}^{L}(\hat{\mathbf{p}}) \varepsilon_{\ell^{\prime} n^{\prime}}^{L}(\hat{\mathbf{p}})=\frac{1}{2}\left(\delta_{\ell n}-\hat{p}_{\ell} \hat{p}_{n}\right)\left(\delta_{\ell^{\prime} n^{\prime}}-\hat{p}_{\ell^{\prime}} \hat{p}_{n^{\prime}}\right), \\
& P_{\ell n \ell^{\prime} n^{\prime}}^{L^{\prime}}(\hat{\mathbf{p}})=\varepsilon_{\ell n}^{L}(\hat{\mathbf{p}}) \varepsilon_{\ell^{\prime} n^{\prime}}^{L^{\prime}}(\hat{\mathbf{p}})=\hat{p}_{\ell} \hat{p}_{n} \hat{p}_{\ell} \hat{p}_{n^{\prime}} . \tag{5.14}
\end{align*}
$$

In terms of these, the completeness relation reads

$$
\begin{equation*}
\left(\sum_{\substack{h=-2 \\ h \neq 0}}^{2} P^{(2 \cdot h)}+P^{L}+P^{L^{\prime}}\right)_{\substack{ \\\text { in. } C^{\prime} n^{\prime}}}=\frac{1}{2}\left(\delta_{\ell f^{\prime}} \delta_{n n^{\prime}}+\delta_{\ell n^{\prime}} \delta_{n e^{\prime}}\right) \tag{5.15}
\end{equation*}
$$

The right-hand side is the unit matrix in the space of symmetric tensors. The physical components of $\chi_{1 n}(p)$ are projected out via

$$
\begin{align*}
& \chi_{r, \prime^{\prime}}^{n \nmid n}(\mathbf{p})=\left(P^{(2.2)}+P^{(2 .-2)}+P^{L}\right)_{f n, f^{\prime} n^{\prime}} X_{f^{\prime} n^{\prime}}(\mathbf{p}) \tag{5.16}
\end{align*}
$$

They satisfy the obvious gauge condition

$$
\begin{equation*}
p_{1} X_{n}^{\text {plys }}(\mathbf{p})=0 . \tag{5.17}
\end{equation*}
$$

These are three equations which suffice to eliminate the three unphysical components, since the corresponding polarization tensors would give

$$
\begin{equation*}
\left.p_{\ell} e_{\ell n}^{(2 .)}(\hat{\mathbf{p}})=\frac{1}{\sqrt{2}} e_{n}(\hat{\mathbf{p}}), \quad p_{r} e_{\ell n}^{(i, 2)}-2\right)(\hat{\mathbf{p}})=-\frac{1}{\sqrt{2}} e_{n}^{*}(\hat{\mathbf{p}}), \quad p_{r} e_{l n}^{L}(\hat{\mathbf{p}})=\frac{1}{\sqrt{2}} p_{n}, \tag{5.18}
\end{equation*}
$$

which are three nonzero independent vectors such that their sum vanishes only if the components do.

The stress tensor can be calculated from $\chi_{(n}^{\text {phys }}(\mathbf{p})$ by observing that the physical polarization tensors $e^{(2.2)}(\hat{\mathbf{p}}), e^{L}(\hat{\mathbf{p}})$ are invariant under the operation of the double curl, up to a factor $\mathbf{p}^{2}$, and a trivial sign change for the $L$ component. For $e^{(2, \pm 2)}(\hat{\mathbf{p}})$, this follows directly from (4.102):

$$
i \varepsilon_{i k \kappa} \hat{p}_{k} i \varepsilon_{j m,} \hat{p}_{m} e_{i n}^{(\underline{2},=2)}(\hat{\mathbf{p}})= \pm \varepsilon_{j m,} \hat{p}_{m} e_{i n}^{(2.2)}(\hat{\mathbf{p}})=e_{i j}^{([-\geq 2)}(\hat{\mathbf{p}}) .
$$

For $e^{L}(\hat{\mathbf{p}})$, we use (4.103) and calculate

$$
i \varepsilon_{i k \ell} \hat{p}_{k} i \varepsilon_{j m n} \hat{p}_{m} e^{L}(\hat{\mathbf{p}})_{\ell n}=-i \varepsilon_{j m n} \hat{p}_{m} e_{i n}^{(1.0)}(\hat{\mathbf{p}})
$$

The right-hand side becomes, with (4.109), $-(1 / \sqrt{3})\left(-e^{(2.11)}(\hat{\mathbf{p}})+\right.$ $\left.\sqrt{2} e^{(1), ~(1)}(\hat{\mathbf{p}})\right)=-e_{i j}^{\prime}(\hat{\mathbf{p}})$ and this proves our statement. Note that the unphysical components vanish under the same operation, as they should, due to the gauge invariance of the decomposition (5.1).

As a result, we can expand the stress tensor directly in the forma

$$
\begin{equation*}
\sigma_{i j}(\mathbf{p})=\mathbf{p}^{2}\left(e_{i j}^{(2.2)}(\hat{\mathbf{p}}) \chi^{(2.2)}(\mathbf{p})+e^{(2 .-2)}(\hat{\mathbf{p}}) \chi^{(2 .-2)}(\mathbf{p})-e_{i j}^{L}(\hat{\mathbf{p}}) \chi^{L}(\mathbf{p})\right) \tag{5.19}
\end{equation*}
$$

and identify its helicity components as

$$
\begin{equation*}
\sigma^{(2 . \pm 2)}(\mathbf{p})=\mathbf{p}^{2} \chi^{(2 . \pm 2)}(\mathbf{p}), \quad \sigma^{L}(\mathbf{p})=-\mathbf{p}^{2} \chi^{L}(\mathbf{p}) \tag{5.20}
\end{equation*}
$$

Comparison with (4.111) shows that $\chi^{(s, h)}$ and the former gauge field $A^{(s, h)}$ are related by

$$
\begin{equation*}
A^{(2 . \pm 2)}(\mathbf{p})=|\mathbf{p}| \chi^{(2 . \pm 2)}(\mathbf{p}), \quad A^{(1,0)}(\mathbf{p})=-|\mathbf{p}| \chi^{L}(\mathbf{p}) \tag{5.21}
\end{equation*}
$$

Inserting these into (4.113), the stress energy takes the helicity form

$$
\begin{equation*}
E=\frac{1}{4 \mu} \int \frac{d^{3} p}{(2 \pi)^{3}} \mathbf{p}^{4}\left(\left|\chi^{(2.2)}(\mathbf{p})\right|^{2}+\left|\chi^{(2 .-2)}(\mathbf{p})\right|^{2}+\frac{1-v}{1+v}\left|\chi^{L}(\mathbf{p})\right|^{2}\right) \tag{5.22}
\end{equation*}
$$

The linear coupling (5.6) with the defect density can be decomposed in a similar way. Since $\eta_{i j}(\mathbf{p})$ is symmetric and divergenceless, it has the same helicity decomposition as the stress tensor, namely,

$$
\begin{equation*}
\eta_{i j}(\mathbf{p})=e_{i j}^{(2,2)}(\hat{\mathbf{p}}) \eta^{(2 \cdot 2)}(\mathbf{p})+e_{i j}^{(2 \cdot-2)}(\hat{\mathbf{p}}) \eta^{(2 \cdot-2)}(\mathbf{p})+e^{L}(\hat{\mathbf{p}}) \eta^{L}(\mathbf{p}) \tag{5.23}
\end{equation*}
$$

and the general interaction energy now reads

$$
\begin{align*}
E_{\mathrm{int}} & =-\int \frac{d^{3} p}{(2 \pi)^{3}} \eta_{\ell n}(\mathbf{p})^{*} \chi_{t n}(\mathbf{p}) \\
& =-\int \frac{d^{3} p}{(2 \pi)^{3}}\left(\eta^{(2.2)}(\mathbf{p})^{*} \chi^{(2.2)}(\mathbf{p})+\eta^{(2-2)}(\mathbf{p})^{*} \chi^{(2 .-2)}(\mathbf{p})+\eta^{L}(\mathbf{p})^{*} \chi^{L}(\mathbf{p})\right) \tag{5.24}
\end{align*}
$$

${ }^{2}$ More generally, we could have derived the following identity [using Eqs. (4.70). (4.68). (4.102)-(4.109)]:

$$
\begin{aligned}
& \varepsilon_{t m^{\prime}} \varepsilon_{i m^{\prime} j} \hat{p}_{m} \hat{p}_{n}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+p^{(1.1)}+p^{(1 .-1)}+p^{(1.11)}\right)_{r,-1 \cdot p_{i}} \\
& =\left(p^{(2,2)}+p^{(2,-2)}-p^{L}+P^{(1,0)}\right)(c, c \% \text {. }
\end{aligned}
$$

Applying this to $X_{r j} \cdot$ gives (5.19).

### 5.2. ELASTIC PARTITION FUNCTION FOR A FIXED GENERAL DEFECT DISTRIBUTION

After these preliminaries it is easy to write down the partition function for a fixed set of defects with all their stress fluctuations,

$$
\begin{equation*}
Z=\int \mathscr{D} \chi^{(2.2)} \mathscr{D} \chi^{(2 .-2)} \mathscr{D} \chi^{L} e^{-(1 / T)\left(E+i E_{\text {inl }}\right)} . \tag{5.25}
\end{equation*}
$$

Since the physical components satisfy the gauge condition (5.17), the measure of integration can also be written as

$$
\prod_{\mathbf{x} . \ell \geq n}\left[\int \mathscr{D} X_{\ell n}(\mathbf{x})\right] \prod_{\mathrm{x} . n} \delta\left(\partial_{\ell} X_{\ell n}\right)
$$

Integrating out the three physical gauge-field components gives

This partition function is the proper generalization of formula (4.125). The exponent is the momentum-space version of the elastic energy for arbitrary defect distributions.

The expression can be simplified in a manner similar to (4.131). For this purpose we insert the projection matrices $\left(P^{(2.2)}+P^{(2 .-2)}+(1+\nu) /\right.$ $\left.(1-v) P^{L}\right)_{\epsilon, c^{\prime \cdot} n^{\prime}}$ and rewrite them as the symmetric traceless unit matrix in the subspace of symmetric tensors, $(1 / 2)\left(\delta_{\ell \ell^{\prime}} \delta_{n n^{\prime}}+\delta_{\ell n^{\prime}} \delta_{n \ell^{\prime}}\right)$ minus the matrices

$$
\begin{equation*}
P^{(2 \cdot 1)}+P^{(2 \cdot-1)}+P^{L^{\prime}}-\frac{2 v}{1-v} P^{L} . \tag{5.27}
\end{equation*}
$$

These matrices are now contracted with the tensors $\eta_{\epsilon n}(\mathbf{p})^{*}, \eta_{\epsilon^{\prime} n^{\prime}}(\mathbf{p})$ which are divergenceless, i.e., they satisfy the conservation laws

$$
\begin{equation*}
p_{t} \eta_{\epsilon_{n}}(\mathbf{p})=0, \quad p_{n} \eta_{\epsilon_{n}}(\mathbf{p})=0 . \tag{5.28}
\end{equation*}
$$

With the aid of the explicit polarization tensors (5.14) we see that $P^{L^{\prime}}(\mathbf{p})$ gives no contribution while $P^{L}(\mathbf{p})$ can be replaced by $(1 / 2) \delta_{\ell_{n}} \delta_{\ell^{\prime} n^{\prime}}$. Moreover, due to (4.58) and (4.59), the matrix $P^{(2.1)}+P^{(2 .-1)}$ between the $\eta$ tensors vanishes since it can be rewritten as

$$
\begin{align*}
\left(p^{(2,1)}(\mathbf{p})+P^{(2 .-1)}(\mathbf{p})\right)_{\left(n f^{\prime} n^{\prime}\right.}= & \frac{1}{2}\left(e_{1} \hat{p}_{n}+\hat{p}_{l} e_{n}\right)\left(e_{l^{\prime}} p_{n^{\prime}}+p_{l^{\prime}} \boldsymbol{e}_{n^{\prime}}\right)+\mathbf{c} . c . \\
= & \frac{1}{2}\left[\left(\delta_{l^{\prime}}-\hat{p}_{t} \hat{p}_{l^{\prime}}\right) \hat{p}_{n} \hat{p}_{n^{\prime}}+\left(\delta_{n^{\prime}}-\hat{p}_{n} \hat{p}_{n^{\prime}}\right) \hat{p}_{i} \hat{p}_{l^{\prime \prime}}\right. \\
& \left.+\left(\delta_{n^{\prime}}-\hat{p}_{l} \hat{p}_{n^{\prime}}\right) \hat{p}_{n} \hat{p}_{l^{\prime}}+\left(\delta_{n \prime^{\prime}}-\hat{p}_{n} \hat{p}_{l^{\prime}}\right) \hat{p}_{i} \hat{p}_{n^{\prime}}\right] \tag{5.29}
\end{align*}
$$

clearly there are always momenta that are contracted with the $\eta$ tensors and give zero. Thus we arrive at the matrix form of the exponent,

$$
\begin{equation*}
-\frac{\mu}{T} \int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{|\mathbf{p}|^{4}} \eta_{(n}^{*}(\mathbf{p})\left[\frac{1}{2}\left(\delta_{l n} \delta_{\prime^{\prime} n^{\prime}}+\delta_{\left(n^{\prime}\right.} \delta_{n \prime^{\prime}}\right)+\frac{v}{1-v} \delta_{(n} \delta_{\prime^{\prime} n^{\prime}}\right] \eta_{\prime^{\prime} n^{\prime}}(\mathbf{p}) \tag{5.30}
\end{equation*}
$$

In position space, this amounts to a partition function for stress fluctuations, i.e.,

$$
\begin{equation*}
Z=\text { const. } \times e^{-(\mu / T) \int d^{2} x d^{3} 3^{3} x_{m}\left(\eta_{m}(x) \eta_{m n}\left(x^{\prime}\right)+(w /(1-v)) \eta_{c+}(x) \eta_{m u}\left(x^{\prime}\right) \mid v_{d}\left(x-x^{\prime}\right)\right.} \tag{5.31}
\end{equation*}
$$

where $r_{+}(x)$ denotes the potential

$$
\begin{equation*}
u_{\perp}(x)=\int \frac{d^{3} p}{(2 \pi)^{3}} e^{i p \cdot x} \frac{1}{\mathbf{p}^{+}} \tag{5.32}
\end{equation*}
$$

In Eq. (1.88) we had calculated this potential and found that it consisted of two terms: a constant

$$
\begin{equation*}
c=\frac{1}{2 \pi^{2}} \int_{0}^{x} \frac{d q}{q^{2}}>0 \tag{5.33}
\end{equation*}
$$

which diverges due to the small $q$ fluctuations (infrared catastrophe) and a subtracted potential

$$
\begin{equation*}
v_{4}^{\prime}(\mathbf{x})=v_{+}(\mathbf{x})-v_{+}(0)=-R / 8 \pi . \tag{5.34}
\end{equation*}
$$

Inserting this decomposition into (5.31), the subtracted potential leads to

The infinite constant can be treated following (4.141). It gives the overall factor

$$
\begin{equation*}
e^{\left.\left.-(\mu / T) \int d d^{2} x d^{\prime} x^{\prime} \mid \eta_{n}(x)\right)_{m_{m}\left(x^{\prime}\right)}\right)+(w /(1-\nu)) \eta_{m_{1}}(x) \eta_{m_{m}}\left(x^{\prime}\right) \|} \tag{5.36}
\end{equation*}
$$

which may be rewritten as

$$
\begin{equation*}
e^{-\left.(\mu / T)\left|\int\right| \int d^{\prime} x\left(\eta_{n, \ldots}(x)+\omega \delta_{i n} \eta_{1}(x)\right)\right|^{2}} \tag{5.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{1}{3}\left(\sqrt{\frac{1+2 v}{1-v}}-1\right) . \tag{5.38}
\end{equation*}
$$

Since $c$ diverges against plus infinity, the factor vanishes unless

$$
\begin{equation*}
\int d^{3} x\left(\eta_{l n}(\mathbf{x})+\alpha \delta_{l n} \eta_{i i}(\mathbf{x})\right)=0 \tag{5.39}
\end{equation*}
$$

for each $\ell, n$. Separating $\eta_{1 \prime}(\mathbf{x})$ into its traceless spin-two part $\eta_{\ell n}^{2}(\mathbf{x})$ and the spin-zero part $\eta_{i i}(\mathbf{x})$, this amounts to the two equations

$$
\begin{equation*}
\int d^{3} x \eta_{11}^{(2)}(\mathbf{x})=0, \quad \int d^{3} x \eta_{i i}(\mathbf{x})=0 \tag{5.40}
\end{equation*}
$$

These state that only such defect contributions have a non-vanishing stress partition function whose integrated densities vanish. We shall call this property charge neutrality of defects or defect neutrality.

Let us decompose the defect tensor $\eta_{i j}(\mathbf{x})$ into dislocation and disclination densities according to (2.7.9b). (2.80a)

$$
\begin{equation*}
\eta_{i j}(\mathbf{x})=\Theta_{i j}(\mathbf{x})+\varepsilon_{i m n} \dot{d}_{m}\left(\alpha_{j n}(\mathbf{x})-\frac{1}{2} \delta_{j n} \alpha_{k k}(\mathbf{x})\right) . \tag{5.41}
\end{equation*}
$$

The dislocations by themselves satisfy automatically charge neutrality (5.40) ${ }^{\text {b }}$ due to the derivatives in front of $\alpha_{i, n}$. When inserted into (5.35), these derivatives ensure that the potential between dislocations goes like $1 / R$ as given in formula (3.29). Just as for dislocations, the force between disclination lines is repulsive for line elements and attractive for opposite line elements, but the potential is linear. This leads to a "permanent confinement" of opposite line elements. In a statistical ensemble they can

[^3]never be found far from each other. This situation is analogous to the permanent confinement of quarks and antiquarks in elementary particle physics, which apparently cannot be isolated in the laboratory. Only their bound states, the strongly interacting particles (mesons and baryons) are observable.

For disclination lines we have seen in the general discussion of Section 2.4 that the bound states of lines of opposite sign are dislocation lines. The permanent confinement implies that a crystal in thermal equilibrum never contains free disclination line elements. Only their bound states, the dislocation lines can be found. External forces are necessary to generate disclination via plastic deformations. Nevertheless we shall see later that it is possible to produce disclinations by heating, but only at the expense of a complete destruction of the crystalline order in a melting process.

### 5.3. TWO-DIMENSIONAL DEFECTS

In two dimensions, the stress tensor can be written as

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\varepsilon_{i k} \varepsilon_{j, m} \partial_{k} \partial_{m} X(\mathbf{x}) \tag{5.42}
\end{equation*}
$$

and $\chi$ has lost both indices (since it corresponds to restricting $X_{11}$ to $\chi_{33}$ only). As was previously true for $A_{i}$, it is no longer a gauge field. Explicitly we have

$$
\begin{equation*}
\sigma_{11}=\partial_{2}^{2} \chi, \quad \sigma_{22}=\partial_{1}^{2} \chi, \quad \sigma_{12}=\sigma_{21}=-\partial_{1} \partial_{2} \chi . \tag{5.43}
\end{equation*}
$$

The field $A_{i}$ is related to X via

$$
\begin{equation*}
A_{i}(\mathbf{x})=\varepsilon_{i k} \partial_{k} \chi(\mathbf{x}) \tag{5.44}
\end{equation*}
$$

It is explicitly transverse. The elastic energy reads [compare (4.137)]

$$
\begin{equation*}
E^{\mathrm{cl}}=\frac{1}{4 \mu(1+v)} \int d^{2} x\left(d^{2} x\right)^{2} . \tag{5.45}
\end{equation*}
$$

The field $\chi$ now couples to a defect tensor $\eta$ (corresponding to $\eta_{33}$ )

$$
\begin{equation*}
E^{\mathrm{int}}=i \int d^{2} x x(\mathbf{x}) \eta(\mathbf{x}) \tag{5.46}
\end{equation*}
$$

Hence we obtain for the elastic partition function [compare (4.140). (4.141)]

$$
\begin{align*}
Z & =\int \mathscr{D} X(\mathbf{x}) e^{-\left|\beta \beta /\left(f_{\mu}(1+\nu)\right)\right| \int d^{\prime} \cdot x\left(\partial^{2} x\right)^{2}+\beta i j d d^{2} x x(x) \eta(x)}  \tag{5.47}\\
& =\text { const. } \times \operatorname{det}\left(\beta d^{4}\right)^{-1 / 2} e^{-\beta \mu(1+\nu) \int d^{2} x d d^{2} x^{\prime} \eta(x) r d\left(x-x^{\prime}\right) \eta\left(x^{\prime}\right)} . \tag{5.48}
\end{align*}
$$

The potential $v_{4}(x)$ was calculated in (1.121). Using a small cutoff mass $\delta$, it contains an infinity $1 /\left(4 \pi \delta^{2}\right) \rightarrow \infty$. This shows that $Z$ vanishes for any defect distribution which does not satisfy the condition

$$
\begin{equation*}
\int d^{2} x \eta(\mathbf{x})=0 \tag{5.49}
\end{equation*}
$$

This implies two-dimensional defect neutrality.
Neutrality is not yet sufficient to guarantee a finite $Z$. There is another infinity in $v_{4}(\mathbf{x})$ which goes like $-|\mathbf{x}|^{2} \log \delta$. This is eliminated as follows. We write the exponent as

$$
\begin{align*}
& -\log \delta\left[\int d^{2} x d^{2} x^{\prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)^{2} \eta(\mathbf{x}) \eta\left(\mathbf{x}^{\prime}\right)\right] \\
& =-\log \delta\left[2 \int d^{2} x \mathbf{x}^{2} \eta(\mathbf{x}) \int d^{2} x^{\prime} \eta\left(\mathbf{x}^{\prime}\right)-2\left(\int d^{2} x \mathbf{x} \eta(\mathbf{x})\right)^{2}\right] \\
& =2 \log \delta\left(\int d^{2} x \mathbf{x} \eta(\mathbf{x})\right)^{2} \tag{5.50}
\end{align*}
$$

From this we see that only such defect distributions can occur which also have a vanishing dipole moment.

$$
\begin{equation*}
\int d^{2} x \times \eta(\mathbf{x})=0 \tag{5.51}
\end{equation*}
$$

This condition will be called dipole neutrality. Once $\eta(\mathbf{x})$ fulfills both conditions, the partition function can be written in the form (5.48) but with $v_{\downarrow}(\mathbf{x})$ replaced by the finite potential $v_{4}^{\prime \prime}(\mathbf{x})=\left(|\mathbf{x}|^{2} / 8 \pi\right) \log |\mathbf{x}|$ of (1.122).
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## KINEMATIC PROPERTIES OF DISLOCATION LINES

So far we have studied only static defect lines. For a complete understanding of the plastic properties of materials caused by defect lines it is necessary to know also their kinematic properties. In this text we shall be mainly interested in equilibrium thermodynamics of defects and stresses, where these properties are, to a large extent, irrelevant. For completeness, however, it will be useful to recapitulate the way defects move in a crystal.

### 6.1. GLIDE

In Section 2.1 we already saw that a dislocation line of the edge type facilitates the movement of one crystal piece over another. The movement proceeds in a slip plane parallel to the Burgers vector and orthogonal to the line. Such a movement is called planar glide. If the stress is not applied uniformly over the surface of a crystal, dislocation lines take a piece-wise screw character (see Fig. 6.1) and the slip planes become cylindrical (see Fig. 6.2a). Just as in the planar slip, only switching of bond directions is required as long as the lines move so as to keep a constant projection along the $b$ direction.

FIG. 6.1.a. If a slip starts with a pure edge disiocation line and the shear forces become inhomogeneously distributed along the $y$-axis, the edge line acquires the screw and mixed sections shown in Fig. 6.1b.


FIG. 6.1.b. The atoms above and below a mixed dislocation piece connecting edge and screw parts. This can move to the right via slight shifts in bond directions. The circles and dots are atoms above and below the slip plane, respectively.

(b)

FIG. 6.2.a.b. The mixed edge-screw dislocation line in glide configurations on a cylindrical surface whose projection along $b$ is the line shown to the left of the figure. This slip occurs if a force pushes to the right in the center and to the left outside the periphery. In Fig. 6.2 b we also find a cross-slip away from the slip plane (see also Fig. 6.4).


### 6.2. KINKS

It may be expected that the slip movement of a line is not a continuous one. Due to the periodic nature of the crystal, the positions where the dislocation line can lie most comfortably are determined by potential grooves which in a s.c. lattice would run parallel and orthogonal to $\mathbf{b}$ in the slip plane [see Fig. 6.3 for an illustration of the orthogonal grooves]. In such potentials a dislocation line may form kinks in which the line jumps across one potential barrier and proceeds in the next groove. Kinks are single line elements of screw character. A finite-line piece of screw character may be seen as a multi-kink jump in a pure edge dislocation.

FIG. 6.3. The kinks due to the undulation of the effective potential for a dislocation line which is caused by the periodicity of the lattice (Peierls potential). We have omitted the undulation orthogonal to $\mathbf{b}$ which is certainly also there.


### 6.3. CLIMB

A movement of a line away from the slip surface is in general restricted. In order to understand this most simply, consider the possibility of a dislocation line moving orthogonal to $\mathbf{b} \times d \mathbf{x}$, a movement which is meaningfill only to the non-screw piece of a dislocation line. Such a movement is called a climb. Looking at Fig. 2.2. we see that such a movement of the dislocation line to the right or left can only take place by extending the plane of excessive atoms. This, in turn, requires the presence and rearrangement of the interstitial atoms. We conclude that the climb must be a degree of freedom which hardly occurs in a plastic deformation. It can take place only on a long time scale which is needed by the interstitial atoms to diffuse to the climbing line.

### 6.4. GENERAL CONSERVATION MOTION

Closed dislocation loops have a slightly easier possibility of performing a climb without requiring extra interstitials. For they may use their own excess atoms and simply change their arrangement. Such a climb is called conservative. In general, any movement of defects which can take place
without the need of extra interstitial atoms is called conservative. It is characterized by the invariance of

$$
\begin{equation*}
\frac{1}{a^{3}} \int_{S} d S_{i} b_{i} \tag{6.1}
\end{equation*}
$$

since this obviously counts the number of excess atoms in the dislocation loop. The conservative movement may also be characterized by an integral along the dislocation line. Let $\delta \mathbf{x}(s)$ be the displacement of the line. The excessive atoms of a dislocation line lie in the direction $d s \dot{\mathbf{x}}(s) \times \mathbf{b}$ where $d s \dot{\mathbf{x}}(s)$ is the infinitesimal tangent vector. Thus a movement $\delta x(s)$ requires

$$
\begin{equation*}
\delta A=\frac{1}{a^{3}} \int d s(\dot{\mathbf{x}} \times \mathbf{b}) \cdot \delta \mathbf{x}(s) \tag{6.2}
\end{equation*}
$$

additional atoms. In terms of this expression, we see that a glide always proceeds in such a way that for each line element it only displaces the same set of excessive atoms, i.e.. $\delta \mathbf{x}(s)$ is orthogonal to the excessive layer:

$$
\begin{equation*}
(\dot{\mathbf{x}} \times \mathbf{b}) \cdot \delta \mathbf{x}(s)=0 \tag{6.3}
\end{equation*}
$$

Thus a glide is a conservative motion.
A climb is defined by (6.3) as being nonzero. One speaks of a conservative climb if it possesses at least a vanishing integral around the whole line

$$
\begin{equation*}
\frac{1}{a^{3}} \int_{L} d s(\dot{\mathbf{x}} \times \mathbf{b}) \cdot \delta \mathbf{x}(s)=0 \tag{6.4}
\end{equation*}
$$

Even though a conservative climb is much easier to generate than a non-conservative one since the diffusion of atoms along the dislocation line is easier than the diffusion in the bulk of the crystal, it nevertheless is extremely unfavorable when compared with the glide.

### 6.5. CROSS SLIP

At this place we may observe that there is another possible dislocation movement which is not a glide but also of the easy type by having $(\dot{\mathbf{x}} \times \mathbf{b}) \cdot \delta \mathbf{x}=0$. It arises for screw dislocations for which $\dot{\mathbf{x}} \times \mathbf{b}=0$.

FIG. 6.4. A cross slip. Two loops on different slip planes can fuse without need of extra intestitial atoms, or a screw piece of a dislocation may suddenly escape from the slip plane in such a way that its projection along $\mathbf{b}$ is a line (compare with the cross slip tongues forming in Fig. 6.5b).



Therefore, a whole section of screw dislocations can move away from the slip plane without need of interstitial atoms. Such a movement is called cross slip and shown in Fig. 6.2b. It is characterized by its projection along $b$ being a line. A cross slip may aiso form and connect two different dislocation loops on different slip planes as shown in Fig. 6.4.

### 6.6. DISLOCATION SOURCES

If a dislocation line has moved once through the crystal, the plastic displacement is equal to the Burgers vector $b$ of the line. In order to arrive at macroscopic deformations, a great number of lines is necessary. It was pointed out by Kuhlmann-Wilsdorf and by Frank that in order to understand the large deformations observed in many materials, an efficient source must exist by which dislocation loops can be created under external stress. The basic mechanism by which this happens was discovered by Frank and Read and is nicely explained in the book by Read. A modification of his pictures is shown in Fig. 6.5a-d. By inspection we see that if the upper portion of the crystal is sheared against the lower, the section $D C$ of the edge dislocation line starts circulating around the axis $D E$ in the clockwise sense thereby expanding the slip plane once through the whole crystal. The result is a movement of the upper portion against the lower by b.

The importance of the mechanism lies in its periodicity: After one sweep, the line $D C$ has returned to its initial position from where it can start the next sweep. In the illustration, the surface of the crystal seems to

FIG. 6.5. The periodic motion of a dislocation according to Frank and Read which cuts a crystal an arbitrary number of times and permits a plastic shift of the top half against the bottom hall by any number of Burgers' vectors.

(c)
(d)

FIG.6.6. The Frank-Read mechanism in Fig. 6.5a-d in a large crystal. It can produce dislocation loops which lie completely within the crystal. Only for small crystals, smaller than the typical loop size does it lead to a complete slip of the upper portion against the lower.

play an essential role. But this is not really true. A similar process can go on completely inside a crystal leading to the periodic formation of dislocation loops. In order to see this we may consider a symmetric initial configuration as shown in Fig. 6.6. By applying shear stress to the upper portion in the direction of $\mathbf{b}$ the line $D C$ will bend and sweep out the same arc as those in Figs. $6.5 \mathrm{a}-\mathrm{b}$ within the crystal. The return to the original position proceeds, however, in a different way. After a certain amount of sweeping, the curve collides at point $M$. There the section
$D M C$ separates from the outside ring and re-establishes the initial line $D C$. The outside ring remains inside the crystal. This is obviously an easy movement since all that is necessary for a shift is a slight switching of bond directions as indicated by the dashed line.

Certainly, the dislocation lines in this plastic deformation process are not necessarily as smooth as shown. Even in a homogeneous stress field, the segments of the line have edge, screw, and predominantly mixed character.

It should be noted also that the lower part of the double cross slip in Fig. 6.4 can also act as a Frank-Read source.

### 6.7. INTERSECTING LINES AND JOGS

Another important aspect of dislocation movement is the possibility that lines can be driven to intersect and pass each other. This happens if external shear forces are large enough to overcome the elastic repulsion between the lines. The conservation of interstitial atoms does not permit the lines to have the same shape before and after intersections. A moment's thought shows us that, in general, each line acquires a jump orthogonal to its own slip surface whose size equals the component of the Burgers vector of the other line in this direction. An example is shown in Fig. 6.7 for two lines $A B$ and $X Y$ which are straight before intersecting. Afterwards, the line $X Y$ is still straight since the Burgers vector $\mathbf{b}$ of $A B$ lies in the slip plane of $X Y$. The other line $A B$, however, acquires a vertical component $P P^{\prime}$.

Such jumps orthogonal to the slip plane are called jogs. They are the counterparts of kinks, which are jumps within the slip plane. The main difference between the two consists in the fact that whereas a kink requires no migration of atoms, a jog does. In the example, the jog line contains an extra row of atoms below the line $A P$ which is necessary for this partial climb of the line. These atoms have, of course, been left behind by the dislocation line $X Y$. In order to see this we only have to keep in mind that the line $X Y$ before the intersection has a layer of excess atoms to the left while $A B$ has such a layer extending downwards. After the intersection, the layer to the left of $X Y$ is reduced by one Burgers vector $\mathbf{b}$ so that it contains one row of atoms less. It is precisely these that have been left behind in the row to the right of the jog.

FIG. 6.7. Two lines before and after intersection. The line $A B$ has a jog $P P^{\prime}$ as large as the Burgers vector of the line $X Y$, which points orthogonal to the slip plane of $A B$. The other line $X Y$ remains straight since the Burgers vector of $A B$ lies in the slip plane.


### 6.8. BASIC ENERGETIC CONSIDERATIONS OF BRANCHING OF DISLOCATION LINES

We saw in Section 2.11 that defect lines can branch off each other satisfying conservation laws like those for electric currents. If a pure dislocation line $L_{1}$ with Burgers vector splits $\mathbf{b}_{1}$ into two others $L_{2}, L_{3}$ with $\mathbf{b}_{\mathbf{2}}, \mathbf{b}_{3}$, they obey the analogue of Kirchhoff's law:

$$
\begin{equation*}
\mathbf{b}_{1}=\mathbf{b}_{2}+\mathbf{b}_{3} \tag{6.5}
\end{equation*}
$$

Energetically, such branching configurations are usually unstable. Just as in the case of vortex lines, the elastic energy of a dislocation line increases roughly quadratically in $\mathbf{b}$. Thus, if the square of one vector is larger than the sum of the others, say

$$
\begin{equation*}
\mathbf{b}_{1}^{2}>\mathbf{b}_{2}^{2}+\mathbf{b}_{3}^{2}, \tag{6.6}
\end{equation*}
$$

the line $L_{1}$ will slice open in favor of two lines $L_{2}$ and $L_{3}$. This is analogous to the case with elementary particles where a decay process takes place with the conservation of the momentum vectors

$$
\begin{equation*}
\mathbf{p}_{1}=\mathbf{p}_{2}+\mathbf{p}_{3} \tag{6.7}
\end{equation*}
$$

as soon as the masses satisfy

$$
\begin{equation*}
m_{1}>m_{2}+m_{3} . \tag{6.8}
\end{equation*}
$$

From this argument, it is obvious that among all admissible Burgers vectors only the shortest ones have the largest chance of being stable. Others may be stable because of elastic anisotropy or because their atomic configuration in the core has a low energy. In a simple cubic lattice, the Burgers vectors

$$
\begin{equation*}
\mathbf{b}_{1}=(1,0,0) a, \quad \mathbf{b}_{2}=(0,1,0) a, \quad \mathbf{b}_{3}=(0,0,1) a \tag{6.9}
\end{equation*}
$$

and their mirror images are stable while all others decay into them. In a body-centered cubic lattice which is spanned by basic lattice vectors

$$
\mathbf{a}_{1}=(1,0,0) a, \quad \mathbf{a}_{2}=(0,1,0) a, \quad \mathbf{a}_{3}=(1 / 2)(1,1,1) a,(6.10)
$$

the shortest Burgers vectors which are of the form (6.10), as well as the next longer ones pointing to the six next nearest neighbors

$$
\begin{equation*}
\mathbf{b}=\frac{1}{2}(1,1,1) a, \frac{1}{2}(1,1,-1) a, \ldots, \frac{1}{2}(-1,-1,-1) a \tag{6.11}
\end{equation*}
$$

are stable. In a face-centered cubic lattice, the situation is similar. Here (6.9) and the twelve shortest Burgers vectors

$$
\begin{align*}
\mathbf{b}= & \pm(1 / 2)(0,1,1) a, \pm(1 / 2)(0,1, \pm 1) a \\
& \pm(1 / 2)(1,0,1) a, \pm(1 / 2)(1,0, \pm 1) a \\
& \pm(1 / 2)(1,1,0) a, \pm(1 / 2)(1, \pm 1,0) a . \tag{6.12}
\end{align*}
$$

In the following it will be useful to think of all unstable dislocation lines as composite objects consisting of those stable lines into which they can decay. This is similar to the old fashioned theory of elementary particles in prequark days when all hadronic resonances were thought of as being composed of pions and nucleons. The smallest set of stable dislocation lines capable of building up all others will be referred to as basic or fundamental. Only these fundamental objects must be included explicitly in the field theory of defects to be developed later. The others can be viewed as consequences of the field interactions.

### 6.9. ANCHORED BRANCH POINTS

Branching dislocation lines have interesting properties as far as motion is concerned. In general, three slip planes intersect each other only in one point. ${ }^{\text {a }}$ In this case the vertex cannot perform any conservative motion. One therefore speaks of anchoring a vertex. The Frank-Read source mechanism for dislocation loops can take place between any two such anchored vertices. In line configurations which are formed like the letter $H$ and in which the four external lines do not lie in the slip plane of the cross connection, this can perform precisely the same periodic sweeps as discussed above, thereby producing sequences of loops.

## NOTES AND REFERENCES

For more details see the books listed in Chapter 2 and the book by
W.T. Read. Jr.. Dislocations in Crystals (McGraw-Hill. New York, 1953).
${ }^{3}$ An important exception is that of

$$
\mathbf{b}_{1}=\frac{a}{2}(1,-1,0), \quad \mathbf{b}_{2}=\frac{a}{2}(1,0 .-1) . \quad \mathbf{b}_{3}=\frac{a}{2}(0,-1,1)
$$

with $b_{1}=b_{2}+b_{3}$ and all three vectors lying in the plane orthogonal to the space diagonal (1, 1, 1).

## SOME GENERAL PROPERTIES OF THE MELTING PROCESS

So far we have studied specific defect configurations with their elastic long range stress interactions. These interactions were described by a gauge field coupled locally to the defect densities. In the previously investigated case of superfluid ${ }^{4} \mathrm{He}$ we saw that given a system of random lines with such a coupling, it is relatively easy to develop a disorder field theory for a grand canonical ensemble of such lines. This field theory permitted the study of phase transitions in which vortex lines condensed. In ${ }^{\dagger} \mathrm{He}$ this transition carried the superfluid into the normal state.

In Chapters 4 and 5 we found gauge structures which are very similar to those in superfluid ${ }^{4} \mathrm{He}$. Hence we might expect that a very similar disorder field theory can be set up for the defect lines in a perfect crystal. At a certain temperature, the entropy of the lines overcomes the energy and the lines become infinitely long and proliferate. Once the crystal is filled with long defect lines it loses its high degree of symmetry. The fluctuations of the defects carry the atoms of the crystal to arbitrary positions. The resulting disordered state may be expected to behave like a liquid ${ }^{\text {a. }}$. Thus, once we succeed in finding a proper disorder field theory of defect lines, this should provide a possible theoretical basis for the study of the melting transition.

When attempting such an approach, however, one immediately realizes that there exists an important difference between the two phase tran${ }^{2}$ If the time scale of defect movements is sufficiently short. Otherwise the state will be glasslike.
sitions. The superfluid transition in ${ }^{4} \mathrm{He}$ is a second-order phase transition. Near the critical point, the physically relevant fluctuations are all of very long range. This makes the critical behavior, in particular the critical indices, independent of the properties of the system at short distances. For this reason a lattice model of the superfluid phase transition such as the classical $X Y$ model is able to reproduce the critical behavior with arbitrary accuracy, even though the phenomenon of superfluidity does certainly not take place on a lattice. The critical behavior does not depend on the particular choice of the lattice structure. This property of second-order phase transition is called universality. It has been one of the most important achievements in theoretical physics in the past decade to have recognized this property and developed methods to understand the different universality classes theoretically. Universality is the reason why the critical behavior of second order phase transitions can not only be described by various lattice models but also by a suitably chosen field theory. The field has only to be capable of representing properly those degrees of freedom of the system whose fluctuations acquire an infinite range at the critical point. For the superfluid transition, it had to be a complex field.
In contrast to this pleasant situation with the superfluid transition, the melting process which we would like to understand in this part of the text, is a first-order process. Just above the transition temperature, in the molten phase, all correlation lengths are finite. Thus the melting transition can certainly not be a universal phenomenon in the same sense as second order phase transitions are. Crystals with different lattice structures show different transitions. For these reasons, there cannot be a simple universal field theory from which to extract quatitative poperties of all melting transitions which are comparable to the critical indices in second order phase transitions. The results will depend on short range properties of the field theory which differ from crystal to crystal. This has to be kept in mind when we go about trying to construct a field theory of melting. The best we can hope to achieve is to exhibit a universal mechanism of the melting transition.

### 7.1. HISTORICAL NOTES

The process of melting was probably one of the very first phase transitions ever observed by man in prehistoric times. The ancient Greeks were certainly wondering about it. For its understanding they possessed, around 450 B.C., two important theoretical concepts.

1. Atomic build-up of matter, as advanced by Leucippus and Demo-
critus: In solids the atoms were supposed to be hooked together by branch-like elements. In liquids, they were imagined as smooth and rounded objects, comparable to poppy seeds.
2. Ceaseless motion of atoms: This concept was an extrapolation of the dance of dust particles as seen through a sunbeam. It can be considered as a predecessor of the Brownian motion, which was to be discovered in the 19th century.
Both concepts are beautifully recapitulated in the famous book on the history of science, De Rerum Natura, written in verse form in the year 57 B.C. by the Roman Lucretius (see the quotations in the beginning of Parts I, II, III, IV).

For a proper description of the transition between the solid and liquid phase the Greeks lacked, however, two important theoretical ingredients.

1. The connection between motion and heat.
2. The role of entropy, which gives a preference to states with many microscopic configurations over those with few.
The first of these two ingredients did not become available until 1762 , when Joseph Black (1728-1795) discovered latent heat, a discovery which went hand in hand with the practical development of the steam engine by James Watt (1736-1819) in 1765. Many years later, in 1809, Humphry Davy (1778-1829) claimed to have demonstrated this connection even more directly: he showed that ice melts when two pieces are scraped against each other ${ }^{\text {b }}$. In 1850, Michael Faraday (1791-1867) observed that increased pressure lowers the melting temperature (a fact which in the opinion of many people forms the physical basis of the art of ice skating) and in 1860, R.W. Bunsen (1811-1899) determined the volume changes during the melting process. The second theoretical ingredient was discovered around 1850 by R. Clausius (1822-1888), W. Thomson (Lord Kelvin) (1824-1907), and W.M. Rankine (1820-1872) who formulated the second law of thermodynamics.

The statistical machanical basis embodying both ingredients was laid down in 1877 by L. Boltzmann (1814-1906), who showed that a macroscopic state of energy $E$ occurs with a probability $W e^{-E k_{B} T}$, where $W$ is the total number of microscopic possible configurations of this state. He also found that the experimental quantity $S$ (entropy) was a measure for $W$, namely, $W=e^{s / k_{k}}$. Therefore, different configurations of energy $E$ of a system occur with probability $e^{-F / \mathcal{K}_{B} T}=e^{-(E-T S) / k_{B} T}$ and the quantity $F$ was introduced as the free energy of a system.

Since then it has been clear, at least in principle, how the melting

[^4]transition should be described theoretically. The practical calculation, however, remained very difficult due to the collective nature of the transition. While it is rather easy to describe a cold solid owing to its regular structure, the breakdown of crystalline order poses difficult theoretical problems, some of which are not yet understood even today.

Experimentally, the melting transition has been the subject of many detailed studies. Since there exists an excellent review by Borelius, ${ }^{\text {c }}$ we shall not dwell into the many interesting aspects of the process but refer the reader to that article. We only display the specific heat and the thermal expansion coefficients for two typical simple crystals, Na and Pb (see Figs. 7.1, 7.2). We also show the important discontinuities, the jumps in volume, $\Delta V$ and entropy, $\Delta s \equiv \Delta S$ per atom, for a number of substances (see Table 7.1 and Fig. 7.3) which have to be reproduced by theory. Notice that the data lie approximately on a line which intersects the $\Delta s / k_{B}$ axis at about $\log 2$.

### 7.2. THE LINDEMANN CRITERION

Within statistical mechanics, simple rough ideas about the temperature scale of the melting process can be formulated following Lindemann. In the ideal solid, each atom undergoes thermal vibrations about its equilibrium position. Its average displacement is controlled by the elastic energy. Neglecting the differences between the elastic constants we may estimate the energy by

$$
\begin{equation*}
E=\frac{1}{2} \mu \int d^{3} x\left(\dot{d}_{i} u_{j}\right)^{2}=\frac{1}{2} a^{3} \mu \sum_{\mathbf{x}}\left(\partial_{i} u_{j}\right)^{2}=\frac{1}{2} a^{3} \mu \sum_{\mathbf{k}} k_{i}^{2} u_{j}^{2}(\mathbf{k}) . \tag{7.1}
\end{equation*}
$$

where $a^{3}$ is the volume per atom, $a^{3}=V / N=r$. Thus, in Fourier space, the different modes decouple. According to the law of equipartition, each mode has the same average energy, i.e. (no sum over $j$ ).

$$
a^{3}\left\langle\mu \mathbf{k}^{2} u_{j}^{2}(\mathbf{k})\right\rangle=k_{\mathrm{B}} T .
$$

In $x$-space, this amounts to the correlation function

$$
\begin{equation*}
\left\langle u_{i}(\mathbf{x}) u_{j}\left(\mathbf{x}^{\prime}\right)\right\rangle=\frac{k_{B} T}{\mu a^{3}} \frac{1}{N} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} \frac{\delta_{i j}}{\mathbf{k}^{2}}=\frac{k_{B} T}{\mu} \int \frac{d^{3} k}{(2 \pi)^{3}} e^{\left.i \mathbf{k} \cdot \mathbf{x}-\mathbf{x}^{\prime}\right)} \frac{\delta}{i j}_{\mathbf{k}^{2}} . \tag{7.2}
\end{equation*}
$$

[^5]FIG. 7.I. The specific heat and the expansion coefficient of two typical Na (b.c.c.) through the melting transition (after Borelius, op. cir. in the Notes and References).


FIG. 7.2. The corresponding curves for Pb (f.c.c.).


Thus the average size of the displacement is

$$
\left\langle\mathbf{u}^{2}(\mathbf{x})\right\rangle \sim 3 \frac{k_{B} T}{\mu} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{\mathbf{k}^{2}} .
$$

Since the momenta $\mathbf{k}$ all lie within the Brillouin zone of size $\approx \pi / a$, this gives, roughly [see also Eq. (7.166)]

$$
\begin{equation*}
\left\langle\mathbf{u}^{2}(\mathbf{x})\right\rangle \sim \frac{3}{\pi} \sqrt{\frac{3}{4 \pi}} \frac{k_{B} T}{\mu a} \sim \frac{k_{B} T}{2 \mu a} . \tag{7.3}
\end{equation*}
$$

Thus, for rising temperature, $\left\langle\mathbf{u}^{2}\right\rangle$ increases linearly. It is obvious that this increase cannot go on indefinitely. As oscillating atoms begin to

FIG.7.3. The entropy and volume jumps at the melting transition for various materials (after Lasocka and Tallon, op. cil. in the Notes and References). The two points for Ce ( $0.61,-1.1$ ) and $\mathrm{Pu}(0.37,-2.4)$ are from Gschneider. J. Less-Comm. Mat. 43 (1975) 179, Table 2. I thank Prof. Lasocka for a communication of these points.

invade into the regime of the nearest neighbours the crystalline structure necessarily breaks down.

According to Lindemann, the melting temperature $T_{\text {melt }}$ can therefore be characterized by a dimensionless number, the ratio of $\sqrt{\left\langle\mathbf{u}^{2}\right\rangle}$ with the length scale $a$,

$$
\begin{equation*}
\frac{\sqrt{\left\langle\mathbf{u}^{2}\right\rangle}}{a} \sim \sqrt{\frac{k_{B} T_{\mathrm{mclt}}}{\mu a^{3}}}=\sqrt{\frac{k_{B} T_{\mathrm{mcle}}}{\mu a^{3}}} . \tag{7.4}
\end{equation*}
$$

The inverse of this ratio,

$$
\begin{equation*}
\bar{L}=\sqrt{\frac{\mu a^{3}}{k_{B} T_{\mathrm{mclt}}}} \tag{7.5a}
\end{equation*}
$$

is tabulated in the literature as the so-called Lindemann parameter.
Actually, what is given in the tables is usually the following combination of material properties (see Table 7.2),

TABLE 7.1. Discontinuities in the melting transition, $\Delta s / k_{B}=$ entropy jump per atom. $(\Delta V / V)(\%)=$ relative volume change in percent (after A.R. Ubbelohde. op. cif. in the Notes and References).

| b.b.c. metals | $2 \Delta s / k_{B}$ | $\frac{\Delta V}{V}(\%)$ | f.c.c. metals | $2 \Delta s / k_{B}$ | $\frac{\Delta V}{V}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Li | 1.58 | 2.2 | cAl | 2.76 | 6.5 |
| Na | 1.67 | 2.5 | Co | 2.19 | 3.5 |
| K | 1.66 | 2.5 | Ni | 2.42 | 5.4 |
| Rb | 1.68 | 2.4 | Cu | 2.30 | 4.2 |
| Cs | 1.66 | 2.6 | Pd | 2.25 | 5.9 |
| Tl | 1.72 | 2.2 | Ag | 2.19 | 3.8 |
| Ca | 1.84 | - | Pt | 2.30 | 6.6 |
| Sr | 2.10 | - | Au | 2.24 | 5.2 |
| Ba | 1.85 | - | Pb | 1.91 | 3.6 |
| Sc | 1.86 | - | Mn | 2.31 | 1.7 |
| Cr | 1.62 | - | Yb | 1.51 | - |
| Fe | 1.82 | 3.5 | Nb | 2.34 | - |
|  |  |  | Mo | 2.69 | - |
| La | 1.24 | 0.6 | Sm | 1.53 | 3.6 |
| Ce | 1.22 | -1.1 | Eu | 2.02 | 4.8 |
| Pr | 1.36 | 0.02 | Gd | 1.52 | 2.0 |
| Pu | 0.74 | -2.4 | Tb | 1.59 | 3.1 |
| Nd | 1.32 | 0.9 | Dy | 1.57 | (4.5) |
|  |  |  | Yb | 1.67 | 5.1 |
| h.c.p |  |  | W | 2.31 | - |
| metals |  |  | U | 1.45 | 2.2 |
| Mg | 2.32 | 3.6 |  |  |  |
| Zn | 2.53 | 4.3 |  |  |  |
| Cd | 2.49 | 3.8 |  |  |  |
| Ho | (2.31) | (7.4) |  |  |  |
| Er | 2.65 | (9.0) |  |  |  |
| Tm | 2.22 | (6.9) |  |  |  |

$$
\begin{equation*}
L=\Theta_{D} V_{\mathrm{mol}}^{1 / 3}\left(A / T_{\mathrm{mcl}}\right)^{1 / 2}, \tag{7.5b}
\end{equation*}
$$

where $\Theta_{D}$ is the Debye temperature, measured in $\mathrm{K}, V_{\text {mol }}$ the volume per mol in $\mathrm{cm}^{3}, A$ the atomic number, and $T_{\text {melt }}$ the melting temperature in K. See, for example, the book by A.R. Ubbelohde (cited in the Notes and References). In order to find the relation between $\widetilde{L}$ and this $L$ it is useful to recall a few basic properties of Debye's theory of specific heat.

### 7.3. REVIEW OF DEBYE'S THEORY OF SPECIFIC HEAT

The Debye temperature is experimentally accessible through measurements of the specific heat which for low temperature behaves as

TABLE 7.2. Lindemann parameters $L$ and melting temperature $T_{m}$ in K (from A.R. Ubbelohde, op. cii.).

| f.c.c. | $L$ | $T_{m} / \mathrm{K}$ | b.c.c. | $L$ | $T_{m} / \mathrm{K}$ | hex. | $L$ | $T_{m} / \mathrm{K}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Ag | 148 | 1235.0 | Ba | 147 | 1983.1 | Be | 150 | 1558.1 |
| Al | 138 | 933.5 | Cr | 125 | 2133.1 | Cd | 168 | 594.2 |
| Au | 137 | 1337.5 | Cs | 118 | 301.7 | Co | 132 | 1767.1 |
| Ca | 124 | 1113.1 | Fe | 121 | 1813.1 | Gd | 129 | 1583.1 |
| Cu | 143 | 1357.6 | K | 122 | 336.3 | Hf | 143 | 2503.1 |
| lr | 155 | 2720.1 | Li | 124 | 453.1 | Ir | 155 | 2720.1 |
| Ni | 143 | 1728.1 | Mo | 138 | 2893.1 | Mg | 134 | 923.1 |
| Pb | 149 | 600.6 | Nb | 104 | 2698.1 | Re | 134 | 3453.1 |
| Pd | 138 | 1827.1 | Na | 114 | 370.9 | Ti | 140 | 1943.1 |
| Pt | 151 | 2045.1 | Rb | 118 | 311.9 | TI | 138 | 577.1 |
| Rh | 167 | 2236.1 | Ta | 110 | 3273.1 | Zn | 151 | 692.7 |
| Sr | 140 | 1043.1 |  |  |  | Zr | 133 | 2123.1 |
| Th | 159 | 1973.1 |  |  |  | Se | 91 | 493.1 |
| V | 123 | 2193.1 |  |  |  | Te | 178 | 723.1 |
| W | 135 | 2640.1 |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| Rhomb. | $L$ | $T_{m} / \mathrm{K}$ | Orrhom. | $L$ | $T_{m} / \mathrm{K}$ | Tetr. | $L$ | $T_{m} / \mathrm{K}$ |
| Bi | 201 | 472.4 | Ga | 261 | 302.9 | In | 142 | 429.7 |
| Hg | 171 | 234.2 | V | 192 | 2193.1 | Sn | 259 | 505.1 |
| Sb | 138 | 903.8 |  |  |  |  |  |  |
| As | 170 | 886.1 |  |  |  |  |  |  |

$$
\begin{equation*}
C_{V}=\frac{12 \pi^{4}}{5} N k_{B}\left(\frac{T}{\Theta_{D}}\right)^{3} . \tag{7.6}
\end{equation*}
$$

The $T^{3}$ behaviour is a consequence of the quantum nature of the elastic lattice waves. In order to derive it we have to use the quantum partition function [recall (1.84), (1.86) in Part I]. The Euclidean action is

$$
\begin{equation*}
A_{E}=\int_{0}^{\hbar / k_{\Delta} T} d \tau \int d^{3} x\left[-i \mathbf{p}(\mathbf{x}, \tau) \cdot \mathbf{u}(x, \tau)+E_{\mathrm{kin}}+E\right] \tag{7.7}
\end{equation*}
$$

$E$ being the elastic energy [recall (1.20)],

$$
\begin{equation*}
E=\int d^{3} x\left(\mu u_{i j}^{2}+\frac{\lambda}{2}\left(\sum_{i} u_{i i}\right)^{2}\right)=\frac{a^{3}}{2} \sum_{\mathbf{k}}\left(\mu \mathbf{k}^{2} \delta_{i j}+(\mu+\lambda) k_{i} k_{j}\right) u_{i}^{*}(\mathbf{k}) u_{j}(\mathbf{k}) \tag{7.8}
\end{equation*}
$$

$$
\begin{equation*}
E_{\mathrm{kin}}=a^{3} \sum_{\mathbf{x}} \frac{\mathbf{p}^{2}(\mathrm{x}, \tau)}{2 \rho} \tag{7.9}
\end{equation*}
$$

The parameter $\rho$ denotes the mass density. The partition function of elastic waves, including quantum effects, reads

$$
\begin{equation*}
Z=\int \mathscr{D}^{3} u(\mathbf{x}, \tau) \frac{\mathscr{D}^{3} p(\mathbf{x}, \tau)}{2 \pi} e^{-(\mid / / t) A_{F}} . \tag{7.10}
\end{equation*}
$$

The measure of integration is well-defined only on a lattice. If $a$ is the spacelike lattice distance and $\varepsilon$ the timelike one, the action reads

$$
\begin{align*}
A_{E}= & a^{3} \sum_{\mathbf{x}, \tau_{n}}\left\{-i \mathbf{p}\left(\mathbf{x}, \tau_{n}\right) \cdot\left(\mathbf{u}\left(\mathbf{x}, \tau_{n}\right)-\mathbf{u}\left(\mathbf{x}, \tau_{n-1}\right)\right)+\varepsilon \frac{\mathbf{p}\left(\mathbf{x}, \tau_{n}\right)^{2}}{2 \rho}\right\} \\
& +a \varepsilon \sum_{\mathbf{x}, \tau_{n}} \mu\left[\left(u_{i j}\left(\mathbf{x}, \tau_{n}\right)\right)^{2}+\frac{\lambda}{2}\left(\sum_{i} u_{i i}\left(\mathbf{x}-\mathbf{i}, \tau_{n}\right)\right)^{2}\right] \tag{7.11}
\end{align*}
$$

where $u_{i j}(\mathbf{x}, \tau)$ is a convenient lattice version of the strain tensor which we shall take in the form

$$
\begin{equation*}
u_{i j}(\mathbf{x}, \tau)=\frac{1}{2}\left(\nabla_{i} u_{j}(\mathbf{x}, \tau)+\nabla_{j} u_{i}(\mathbf{x}, \tau)\right) . \tag{7.12}
\end{equation*}
$$

We have shifted the argument of the $\lambda$ term in (7.11) from $\mathbf{x}$ to $\mathbf{x}-\mathbf{i}$. This will be advantageous to us later when we come to calculating correlation functions of $u_{i}(\mathbf{x}, \tau)$ on the lattice. Integrating out the conjugate momentum variables $\mathbf{p}\left(\mathbf{x}, \tau_{n}\right)$ gives the lattice version of the elastic partition function,

$$
\begin{align*}
Z=\prod_{\mathbf{x}, \tau_{n} . i}\left[\int \frac{d u_{i}\left(\mathbf{x}, \tau_{n}\right)}{\sqrt{2 \pi \varepsilon \hbar / a^{3}} \rho}\right] & \exp \left[-\frac{1}{\hbar} a^{3} \varepsilon \sum_{\mathbf{x}, \tau_{n}}\left\{\frac{\rho}{2} \frac{1}{\varepsilon^{2}}\left(\nabla_{\tau} u_{i}^{\prime}\left(\mathbf{x}, \tau_{n}\right)\right)^{2}+\mu u_{i j}^{2}\left(\mathbf{x}, \tau_{n}\right)\right.\right. \\
& \left.\left.+\frac{\lambda}{2}\left(\sum_{i} u_{i i}\left(\mathbf{x}-\mathbf{i}, \tau_{n}\right)\right)^{2}\right\}\right] \tag{7.13}
\end{align*}
$$

Recall that $\tau$ is an imaginary time. For real times, the $\left(\nabla_{\mathrm{r}} u_{\mathrm{i}}\right)^{2}$ term would have the opposite sign. Then, for $\varepsilon \rightarrow 0$, the extrema of the action would be given by

$$
\left[\rho \partial_{l}^{2} \delta_{i j}-\mu \bar{\nabla} \cdot \nabla \delta_{i j}-(\mu+\lambda) \nabla_{i} \bar{\nabla}_{j}\right] u_{j}(\mathbf{x}, t)=0
$$

This is the first place where we see that it pays to have shifted the argument in the $\lambda$ term. Had we not done so and used the naive form ( $\left.\Sigma_{i} u_{i i}(\mathbf{x})\right)^{2}$ instead, the equation would have read

$$
\left(\rho \delta_{i}^{2} \delta_{i j}-\mu \bar{\nabla} \cdot \nabla \delta_{i j}-\mu \nabla_{i} \bar{\nabla}_{j}-\lambda \bar{\nabla}_{i} \nabla_{j}\right) u_{j}(\mathbf{x}, \tau)=0,
$$

which contains three different matrices in $i j$ - space. With the shift, there are only two matrices which can be diagonalized by the standard methods:

$$
\left[\rho \partial_{\tau}^{2}-\mu \nabla \cdot \bar{\nabla}\left(\delta_{i j}-\frac{\bar{\nabla}_{i} \bar{\nabla}_{j}}{\bar{\nabla} \cdot \bar{\nabla}}\right)-(2 \mu+\lambda) \nabla \cdot \bar{\nabla} \frac{\nabla_{i} \bar{\nabla}_{j}}{\bar{\nabla} \cdot \nabla}\right] u_{j}(\mathbf{x}, \tau)=0
$$

where $\nabla_{i} \nabla_{j} / \bar{\nabla} \cdot \nabla$ and $\delta_{i j}-\left(\nabla_{i} \bar{\nabla}_{j} / \bar{\nabla} \cdot \nabla\right)$ are projection operators onto a lattice analogue of longitudinal and transverse sound waves. In Fourier space they satisfy the equations

$$
\begin{equation*}
\left(\rho \omega^{2}-\mu \overline{\mathbf{K}} \cdot \mathbf{K}\right) u_{j}^{T}(\mathbf{k}, \omega)=0, \quad\left(\rho \omega^{2}-(2 \mu+\lambda) \overline{\mathbf{K}} \cdot \mathbf{K}\right) u_{j}^{L}(\mathbf{k}, \omega)=0, \tag{7.14}
\end{equation*}
$$

with the two "transverse" and one "longitudinal" sound velocities

$$
\begin{equation*}
c_{T}=\sqrt{\frac{\mu}{\rho}}, \quad c_{L}=\sqrt{\frac{2 \mu+\lambda}{\rho}} . \tag{7.15}
\end{equation*}
$$

The imaginary time variable is periodic in $\hbar / k_{B} T$ so that the Fourier decomposition reads

$$
\begin{equation*}
u_{i}(\mathbf{x}, \tau)=\frac{1}{\sqrt{N}} \sum_{\mathbf{k} \cdot \omega_{m}} e^{i \mathbf{k} \cdot \mathbf{x}-i \omega_{m} \tau} u_{i}\left(\mathbf{k}, \omega_{m}\right) \tag{7.16a}
\end{equation*}
$$

where $\omega_{m}$ are the Matsubara frequencies

$$
\begin{equation*}
\omega_{m}=m \cdot 2 \pi k_{B} T / \hbar, \quad m=0, \pm 1, \pm 2, \ldots \tag{7.16b}
\end{equation*}
$$

In terms of these variables, the action $A_{E}$ reads

$$
\begin{align*}
A_{E}= & \frac{\rho}{2} a^{3} \varepsilon\left\{\sum_{\mathbf{k} \cdot \omega_{m}} u_{i}^{T}\left(\mathbf{k}, \omega_{m}\right)^{*}\left(\frac{1}{\varepsilon^{2}} \bar{\Omega}_{m} \Omega_{m}+c^{2} \frac{1}{a^{2}} \overline{\mathbf{K}} \cdot \mathbf{K}\right) u_{i}^{T}\left(\mathbf{k}, \omega_{m}\right)\right. \\
& \left.+\sum_{\mathbf{k} \cdot \omega_{m}} u_{i}^{L}\left(\mathbf{k}, \omega_{m}\right)^{*}\left(\frac{1}{\varepsilon^{2}} \bar{\Omega}_{m} \Omega_{m}+c_{L}^{2} \frac{1}{a^{2}} \overline{\mathbf{K}} \cdot \mathbf{K}\right) u_{i}^{L}\left(\mathbf{k}, \omega_{m}\right)\right\}, \tag{7.17}
\end{align*}
$$

where $\Omega_{m}, \bar{\Omega}_{m}$ are the analogues of $\mathbf{K}$ and $\overline{\mathbf{K}}$ for the timelike direction,

$$
\begin{equation*}
\bar{\Omega}_{m} \Omega_{m} \equiv 2\left[1-\cos \left(\omega_{m} \varepsilon\right)\right]=4 \sin ^{2}\left(\frac{\omega_{m} \varepsilon}{2}\right) \tag{7.18}
\end{equation*}
$$

and $u_{i}^{T}, u_{i}^{L}$ the lattice analogues of the transverse and longitudinal components, i.e.,

$$
\begin{align*}
& u_{i}^{T}\left(\mathbf{k}, \omega_{m}\right) \equiv\left(\delta_{i j}-K_{i} \overline{K_{i}} / \overline{\mathbf{K}} \cdot \mathbf{K}\right) u_{j}\left(\mathbf{k}, \omega_{m}\right), \\
& u_{i}^{L}\left(\mathbf{k}, \omega_{m}\right) \equiv \frac{K_{i} \bar{K}_{j}}{\overline{\mathbf{K}} \cdot \mathbf{K}} u_{j}\left(\mathbf{k}, \omega_{m}\right) . \tag{7.19}
\end{align*}
$$

Integrating out the $u_{i}$ variables according to the rules of Chapter 1, Part I gives

The sum over $\Omega_{, m}$ can now be performed using Eq. (6.248) of Part I. In the limit of zero timelike lattice spacing, the result is particularly simple and (6.250) of Part I leads to
where we have set

$$
\begin{equation*}
\omega_{T} \equiv c_{T} \sqrt{\overline{\mathbf{K}} \cdot \mathbf{K} / a^{2}}, \quad \omega_{l .} \equiv c_{L} \sqrt{\overline{\mathbf{K}} \cdot \mathbf{K} / a^{2}} \tag{7.22}
\end{equation*}
$$

The factor for each $\mathbf{k}$ represents the well-known partition function

$$
\begin{equation*}
Z_{\omega}=\frac{1}{2 \sinh \frac{\hbar \omega}{2 k_{B} T}}=\sum_{n=0}^{\infty} e^{-(n+1 / 2)\left(h \omega / k_{n} n\right)} \tag{7.23}
\end{equation*}
$$

of a harmonic oscillator having frequencies $\omega_{T}, \omega_{\mathcal{L}}$ [see (6.251), Part I].
The internal energy is found by differentiating $\log Z$. This gives the standard "blackbody" radiation energy

$$
\begin{equation*}
U=\sum_{h=0 . \pm 1} \sum_{\mathbf{k}} \hbar \omega_{h}(\mathbf{k})\left(\frac{1}{2}+\frac{1}{e^{h \omega_{h}(\mathbf{k}) / k_{n} T}-1}\right) . \tag{7.24}
\end{equation*}
$$

The sum over $h$ covers the three polarization modes of the phonons. The momentum sum is usually evaluated in the approximation of an isotropic continuum for which [for the general case see Appendix 7B]

$$
\begin{equation*}
\omega_{L . T} \sim c_{L . T}|\mathbf{k}| \tag{7.25}
\end{equation*}
$$

so that one may change momentum integrals into frequency integrals, i.e.,

$$
\begin{equation*}
\sum_{k} \rightarrow V \int \frac{d^{3} k}{(2 \pi)^{3}}=V \int d \omega \frac{4 \pi}{(2 \pi)^{3}} \frac{\omega^{2}}{c_{h}^{3}}=V \int d \omega g^{(h)}(\omega) . \tag{7.26}
\end{equation*}
$$

The functions $g^{(h)}(\omega)$ are called the densities of states. It is necessary to introduce a cutoff in the integration so that the total number of modes is equal to the number of atoms for each polarization. (Note that the proper lattice sum over $\mathbf{k}$ would have done so automatically, since $\Sigma_{\mathbf{k}}=N$.) This gives the conditions.

$$
\begin{equation*}
V \int_{0}^{\omega_{0}^{\prime \prime \prime}} d \omega g^{(h)}(\omega)=N, \quad h=0, \pm 1 \tag{7.27}
\end{equation*}
$$

where $\omega_{D}^{\left(h_{1}\right)}$ are called the Debye frequencies. Hence we have

$$
\begin{gather*}
g^{(h)}(\omega)=V \frac{4 \pi}{(2 \pi)^{3}} \frac{\omega^{2}}{c_{h}^{3}}=3 N \frac{\omega^{2}}{\omega_{D}^{(h) 3}}  \tag{7.28a}\\
\omega \omega_{h^{(h)}}^{()^{3}} \equiv 2 \pi\left(\frac{3}{4 \pi V / N}\right)^{1 / 3} \cdot c_{h}=2 \pi c_{h} / r_{1} . \tag{7.28b}
\end{gather*}
$$

where $r_{0}$ is the radius of the spherical volume associated with each particle.

A simpler but cruder approximation uses only a single density of states,

$$
g(\omega)=\sum_{h=0 . \pm 1} g^{(h)}(\omega)
$$

which is given by

$$
\begin{equation*}
g(\omega)=3 \times V \frac{4 \pi}{(2 \pi)^{3}} \frac{\omega^{2}}{\bar{c}^{3}} \tag{7.29a}
\end{equation*}
$$

where $\bar{c}$ is an average sound velocity

$$
\begin{equation*}
\bar{c}=\left[3 /\left(\frac{2}{c_{T}^{3}}+\frac{1}{c_{l}^{3}}\right)\right]^{1 / 3} \tag{7.29b}
\end{equation*}
$$

Then $g(\omega)$ can be parametrized as

$$
\begin{equation*}
g(\omega)=3 \times 3 N \frac{\omega^{2}}{\omega_{I}^{3}} \tag{7.30a}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{D}=2 \pi\left(\frac{3}{4 \pi V / N}\right)^{1 / 3} \bar{c}=2 \pi \bar{c} / r_{11} . \tag{7.30b}
\end{equation*}
$$

The temperatures related to $\omega_{D}^{(h)}, \omega_{D}$ via $\hbar$ and the Boltzmann constant $k_{B}$ are the Debye temperatures

$$
\begin{equation*}
\Theta_{D}^{\left(l^{\prime}\right)}=\hbar \omega_{D}^{(1)} / k_{B}, \quad \Theta_{D}=\hbar \omega_{D} / k_{B} . \tag{7.31}
\end{equation*}
$$

Using the averaged density of states $g(\omega)$, the internal energy (7.24) can be rewritten as the integral ${ }^{4}$

$$
\begin{align*}
U & =9 N k_{B} T\left(\frac{T}{\Theta_{D}}\right)^{3} \int_{0}^{\Theta_{n} / T} d \xi \xi^{3}\left[\frac{1}{2}+\frac{1}{e^{\xi}-1}\right] \\
& =9 N k_{B} \Theta_{D}\left[\frac{1}{8}+\left(\frac{T}{\Theta_{D}}\right)^{3} \int_{0}^{\Theta_{n} / T} d \xi \xi^{3} \frac{1}{e^{\xi}-1}\right] \tag{7.32}
\end{align*}
$$

and the specific heat at constant volume becomes

$$
\begin{equation*}
C=9 N k_{B}\left(\frac{T}{\Theta_{D}}\right)^{3} \int_{0}^{\Theta_{D} / T} e^{\xi} \frac{\xi^{4} d \xi}{\left(e^{\xi}-1\right)^{2}} . \tag{7.33}
\end{equation*}
$$

[^6]Using the well-known integral $\int_{0}^{*} d \xi \xi^{\prime \prime} \frac{1}{e^{\xi}-1}=\Gamma(D+1) \zeta(D+1)$ and $\check{\zeta}(4)=\pi^{ \pm} / 90$. the low temperature behaviour of $U$ and $C$ is seen to follow the well-known $T^{4}$ and $T^{3}$ laws, respectively

$$
\begin{equation*}
U \xrightarrow[T 巛 \Theta_{l}]{ } 9 N k_{B} \Theta_{D}\left(\frac{1}{8}+\frac{1}{15} \pi^{4}\left(T / \Theta_{D}\right)^{4}\right), \quad C \xrightarrow[T<\Theta_{l}]{\longrightarrow} 9 N k_{B} \frac{4}{15} \pi^{4}\left(T / \Theta_{D}\right)^{3} \tag{7.34a}
\end{equation*}
$$

For high temperature, they tend to the classical limits

$$
\begin{equation*}
U \xrightarrow[T » \Theta_{n}]{ } U^{\mathrm{cl}}=3 N k_{B} T, \quad C \xrightarrow[T » \Theta_{p}]{ } C^{c l}=3 N k_{B} . \tag{7.34b}
\end{equation*}
$$

This limit is in agreement with the law of Dulong-Petit according to which a classical harmonic system has a specific heat of $N k_{B} / 2$ for each degree of freedom, where kinetic and potential degrees are counted separately ( $\left.C=(3+3) N k_{B} / 2\right)$. Using the Avogadro number of $6.022 \times 10^{23}$ atoms per mole this amounts to a specific heat of

$$
C=5.96 \frac{\mathrm{cal}}{\overline{\mathrm{~K}}} \times \text { number of moles. }
$$

The ratio $C / C^{\mathrm{cl}}$ varies with temperature as a universal function of $T / \Theta_{D}$ which is plotted in Fig. 7.4.

In real materials, this universality is violated for increasing temperatures as a consequence of the anisotropy and anharmonicity of the crystal and the temperature dependence of the sound velocities which were neglected in the above derivation. It is customary to display the violations by fitting $C$ to Debye's formula while allowing $\Theta_{D}$ to be a function of temperature. $\Theta_{D}(T)$. The deviations of $\Theta_{D}(T) / \Theta_{D}(0)$ from unity can be of the order of $10 \%$ (see Fig. 7.5).

After this interlucle. it is now easy to find the relation between the parameter $\bar{L}$ of (7.5a) and the Lindemann parameter $L$ of ( 7.5 b ). We simply combine (7.30b). (7.29b) and find the Debye frequency
$\omega_{D}=2 \pi \hbar\left(\frac{3 \rho}{4 \pi M}\right)^{1 / 3}\left(3 /\left(\frac{2}{c_{T}^{2}}+\frac{1}{c_{L}^{3}}\right)\right)^{1 / 3}=2 \pi \hbar\left(\frac{3 \rho}{4 \pi M}\right)^{1 / 3} c_{T} \frac{1}{\left(1-\frac{1}{3}(1-r)\right)^{1 / 3}}$.

FIG. 7.4. The specific heat $C_{V}$ (for constant volume) divided by the classical Dulong-Petit value $C_{V}^{c l}=3 N k_{B}$, for various materials with different Debye temperatures as compared to the universal Debye curve.


FIG.7.5. The variation of the Debye temperature $\Theta_{D}$, with temperature necessary to achieve a perfect fit of the universal function (7.33) to the specific heat data of various materials.

where $M$ is the mass per unit cell and the ratio

$$
\begin{equation*}
r \equiv \frac{c_{T}^{3}}{c_{l}^{3}} \tag{7.36}
\end{equation*}
$$

is a number which lies between 0 and $3 / 4$. It is related to the Poisson ratio [see (1.40), $v \in(-1.1 / 2)]$ via

$$
\begin{equation*}
r=\frac{1 / 2-v}{1-v}, \quad \nu=\frac{1 / 2-r}{1-r} . \tag{7.37}
\end{equation*}
$$

Inserting (7.37) into (7.35) and (7.5b) we see that the Lindemann number is indeed proportional to $\sqrt{\mu a^{3} / T_{\text {mell }}}$. Before doing this however it is useful to rewrite (7.5b) in a slightly different form involving proper dimensional quantities:

$$
\begin{equation*}
L=\frac{\Theta_{D}}{\mathrm{~K}}\left(\frac{A g}{\rho \mathrm{~cm}^{3}}\right)^{1 / 3}\left(\frac{A}{T_{\mathrm{mel1}} / \mathrm{K}}\right)^{1 / 2} . \tag{7.38}
\end{equation*}
$$

Using the fact that the mass per unit cell is $M=A m_{p}$, where $m_{p}=1.6762 \times 10^{-24} \mathrm{gm}$ is the proton mass, this may then be reexpressed in the form

$$
\begin{equation*}
L=\left(\frac{m_{p}}{g}\right)^{-5 / 6} \frac{1}{\mathrm{~cm}} \frac{1}{g^{1 / 2}} \frac{\hbar}{\sqrt{k_{B} \cdot \mathrm{~K}}} \bar{L}=5.84 \times \bar{L} \tag{7.39}
\end{equation*}
$$

where $\bar{L}$, which will be referred to as the modified Lindemann number, has the form

$$
\begin{align*}
\bar{L} & =\Theta \Theta_{1} k_{B}\left(\frac{1}{h^{2}} a^{2} M\right)^{1 / 2}\left(\frac{1}{k_{B} T_{\text {macl }}}\right)^{1 / 2}=\left(6 \pi^{2}\right)^{1 / 3} \sqrt{\frac{\mu a^{3}}{k_{B} T_{\text {mell }}}} \frac{1}{\sqrt[3]{1-\frac{1}{3}(1-r)}} . \\
& =\widetilde{L}\left[6 \pi^{2} /\left(1-\frac{1}{3}(1-r)\right]^{1,3}\right. \tag{7.40}
\end{align*}
$$

Thus we arrive at the desired relation between $\bar{L}$ of (7.5a) and the Lindemann number $L$ of (7.5b). (7.38):

$$
\begin{equation*}
L=22.8\left(1-\frac{1}{3}(1-r)\right)^{-1 / 3} \bar{L} . \tag{7.41}
\end{equation*}
$$

Some experimental numbers for $L$ are shown in Table 7.2 and we see that $L$ ranges between 100 and 180 for materials of completely different hardness. As an example we may compare silver and beryllium which have

$$
\begin{array}{rlrl}
\rho & =\binom{10.4}{1.87} \frac{\mathrm{~g}}{\mathrm{~cm}^{3}}, & \mu & =\binom{2.7}{14.7} \times 10^{11} \text { dyne } \mathrm{cm}^{-2} . \\
c_{T} & =\binom{1.61}{8.88} \times 10^{5} \frac{\mathrm{~cm}}{\mathrm{sec}}, & c_{L-}=\binom{3.65}{12.89} \times 10^{5} \frac{\mathrm{~cm}}{\mathrm{sec}}, \\
\nu & =\binom{0.38}{0.05} . & T_{\text {nevll }}=\binom{1235}{1558.1} \mathrm{~K} . \tag{7.42}
\end{array}
$$

In spite of the differences, their Lindemann numbers are almost the same: $L=\binom{148}{150}, \bar{L} \sim\binom{25}{26}, \bar{L} \sim\binom{5.8}{6.1}$.

In general anisotropic media the Debye theory is quite complicated. Usually. however, the samples are polycrystalline, and sound propagates isotropically on the average. Then formula (7.15) can be applied again but with $\mu$ and $\kappa$ in $\lambda=\kappa-\frac{2}{3} \mu$ replaced by the following averages of the elastic constants:

$$
\begin{align*}
\bar{\mu} & =\frac{1}{15}\left(c_{11}+c_{22}+c_{33}-c_{12}-c_{23}-c_{13}\right)+\frac{1}{5}\left(c_{44}+c_{55}+c_{66}\right) . \\
\bar{\kappa} & =\frac{1}{9}\left(c_{11}+c_{22}+c_{32}\right)+\frac{2}{9}\left(c_{12}+c_{23}+c_{13}\right) . \tag{7.43}
\end{align*}
$$

This is derived in the classic book on elasticity by Voigt (referred to at the end of Chapter 1). For cubic materials one has simply

$$
\begin{align*}
& \bar{\mu}=\frac{1}{5}\left(c_{11}-c_{12}+3 c_{44}\right)=\frac{\mu}{5}(3+2 \xi) . \\
& \bar{\kappa}=\frac{1}{3}\left(c_{11}+2 c_{12}\right)=c_{12}+\frac{1}{3}\left(c_{11}-c_{12}\right)=\lambda+\frac{2}{3} \mu \xi . \tag{7.44}
\end{align*}
$$

Let us translate the Lindemann number back to the physical quantity $\left\langle u_{i}^{2}\right\rangle$ at the melting point. According to (7.41) we have $L \sim 150$, which corresponds to $\bar{L} \sim 25, \bar{L} \sim 6$ so that (7.3) leads to the estimate

$$
\begin{equation*}
\sqrt{\frac{\left\langle\mathbf{u}^{2}\right\rangle}{3 a^{2}}} \sim \frac{1}{\sqrt{6}} \frac{1}{\bar{L}} \sim 7 \% \quad(\text { no sum in } i) \tag{7.45}
\end{equation*}
$$

This is an important observation: The melting process occurs when the displacements of the atoms are still very small compared to the distance between neighbors. For such small displacements the movement of the atoms can be considered nearly harmonic. The breakdown of crystalline order occurs all of a sudden, before the atoms invade deeply into the nonlinear regime of the interatomic potential. It is a strongly cooperative phenomenon. This fact will be essential when we comes to formulating our defect theory of melting in the next chapter.

### 7.4. QUANTUM CORRECTIONS TO THE LINDEMANN PARAMETER

If we include quantum effects, the atomic displacements are given by

$$
\begin{align*}
\left\langle u_{i}(0) u_{j}(0)\right\rangle= & \frac{k_{B} T}{\rho} \sum_{"} \int \frac{d^{3} k}{(2 \pi)^{3}} \\
& \times\left[\frac{1}{\omega_{n}^{2}+\omega_{T}^{2}(\mathbf{k})}\left(\delta_{i j}-\frac{k_{i} k_{j}}{\mathbf{k}^{2}}\right)+\frac{1}{\omega_{n}^{2}+\omega_{I_{-}}^{2}(\mathbf{k})} \frac{k_{i} k_{j}}{\mathbf{k}^{2}}\right] \\
= & \delta_{i j} \frac{k_{B} T}{3 \rho} \sum_{n} \int \frac{d^{3} k}{(2 \pi)^{3}}\left[\frac{2}{\omega_{n}^{2}+\omega_{T}^{2}(\mathbf{k})}+\frac{1}{\omega_{n}^{2}+\omega_{L}^{2}(\mathbf{k})}\right], \tag{7.46}
\end{align*}
$$

where $\omega_{n}=2 \pi n k_{B} T / \hbar$ are the Matsubara frequencies. Summing these up according to formula (6.261) of Part I gives

$$
\begin{align*}
\left\langle u_{i}(\mathbf{0}) u_{i}(\mathbf{0})\right\rangle= & \frac{\delta_{i j}}{3 \rho} \int \frac{d^{3} k}{(2 \pi)^{3}}\left[\frac{2}{\omega_{r}^{2}(\mathbf{k})} \hbar \omega_{T}(\mathbf{k})\left(\frac{1}{2}+\frac{1}{e^{h \omega_{T}\left(\mathbf{k} / k_{A} T\right.}-1}\right)\right. \\
& \left.+\frac{1}{\omega_{l}^{2}(\mathbf{k})} \hbar \omega_{l .}(\mathbf{k})\left(\frac{1}{2}+\frac{1}{e^{h \omega_{I} \mathbf{k} / /_{A} T}-1}\right)\right] . \tag{7.47}
\end{align*}
$$

This can be written as

$$
\begin{equation*}
\left\langle u_{i}(\mathbf{0}) u_{i}(\mathbf{0})\right\rangle=\delta_{i i} \frac{1}{3 \rho} \int \frac{d^{3} k}{(2 \pi)^{3}} \sum_{h} \frac{1}{\omega_{h}^{2}(\mathbf{k})} u_{h}(\mathbf{k}) \tag{7.48}
\end{equation*}
$$

where $h$ runs over the three polarizations and $u_{h}(k)$ is the average energy of a single harmonic mode of momentum $\mathbf{k}$.

In fact, this formula could have been written down directly. It is a consequence of the equipartition theorem. On the average, the energy for these modes is (no sum over $i$ )

$$
\begin{equation*}
\overline{\frac{M}{2}|\dot{u}(\mathbf{k}, \omega)|^{2}}=\frac{M}{2} \omega^{2}(\mathbf{k}) \overline{\left|u_{i}(\mathbf{k}, \omega)\right|^{2}}=\frac{1}{2} \bar{E}(\mathbf{k})=\frac{1}{2} \hbar \omega(\mathbf{k})\left(\frac{1}{2}+\bar{n}(\mathbf{k})\right) . \tag{7.49}
\end{equation*}
$$

where $\bar{n}$ is the average number of quanta $1 /\left(e^{\mu_{\omega} / k_{n} T}-1\right)$. At the level of the Debye theory we can replace $\sum_{k}=V \int\left(d^{3} k /(2 \pi)^{3}\right)$,

$$
V \int_{0}^{\omega_{D}^{(h)}} d \omega g^{(h)}(\omega)=3 N \int_{0}^{\omega_{i l}^{(i n)}} d \omega \frac{\omega^{2}}{\omega_{D}^{(1) 3}}
$$

and find

$$
\begin{equation*}
\left\langle u_{i}(0) u_{j}(0)\right\rangle=\delta_{i j} \sum_{h} \frac{1}{M \omega_{D}^{\left(h_{D}\right) 3}} \int_{0}^{\omega_{D}^{(h)}} d \omega \hbar \omega\left(\frac{1}{2}+\frac{1}{e^{h \omega / k_{n} T}-1}\right) . \tag{7.50}
\end{equation*}
$$

where $M$ is the mass of the atoms. Changing the variable of integration to $\xi$ of (7.32) gives

$$
\begin{align*}
\left\langle u_{i}(\mathbf{0}) u_{j}(\mathbf{0})\right\rangle & =\delta_{i j} \sum_{h} \frac{\hbar}{M \omega_{D}^{(h) 3}}\left(\frac{k_{B} T}{\hbar}\right)^{2} \int_{0}^{\Theta_{D}^{\left(h^{\prime} / T\right.} / T} d \xi \xi\left(\frac{1}{2}+\frac{1}{e^{\xi}-1}\right) \\
& =\delta_{i j} \sum_{h} \frac{\hbar^{2}}{4 M k_{B} \Theta_{D}^{(/ 2)}}\left[1+4\left(\frac{T}{\Theta_{D}^{(/)}}\right)^{2} \int_{0}^{\Theta_{D}^{(2 / 1 / T} T} d \xi \xi \frac{1}{e^{\xi}-1}\right] . \tag{7.51}
\end{align*}
$$

The ratio of $\sqrt{\frac{1}{3}\left(\sum_{i} u_{i}^{2}(0)\right)}$ to the cell size $a=(V / N)^{1 / 3}=v^{1 / 3}$ is given by

$$
\begin{equation*}
\delta \equiv \frac{\sqrt{\frac{1}{3}\left\langle\sum_{i} u_{i}^{2}(0)\right\rangle}}{a}=\left[\frac{1}{4} \frac{\hbar^{2}}{M a^{2}} \sum_{l /} \frac{1}{k_{B} \Theta_{b}^{(/)}}\left[1+4\left(\frac{T}{\Theta_{D}^{(/ 2)}}\right)^{2} \int_{0}^{\Theta_{b}^{\left(k^{\prime \prime} / T\right.}} d \xi \xi \frac{1}{e^{\xi}-1}\right]\right]^{1 / 2} . \tag{7.52}
\end{equation*}
$$

Using the modified Lindemann number $\bar{L}$ of (7.40), this ratio may be written as

$$
\begin{equation*}
\delta=\frac{1}{2} \frac{1}{\bar{L}} \sqrt{\frac{\Theta_{D}^{2}}{T_{\mathrm{melt}}} \sum_{h} \frac{1}{\Theta_{D}^{(h)}} w\left(T / \Theta_{D}^{(h)}\right)} . \tag{7.53}
\end{equation*}
$$

where

$$
\begin{equation*}
w(\tau)=1+4 \tau^{2} \int_{0}^{1 / \tau} d \xi \xi \frac{1}{e^{\xi}-1}=1+4 \frac{\pi^{2}}{6} \tau^{2}+\ldots \tag{7.54}
\end{equation*}
$$

This function is plotted in Fig. 7.6. For high temperatures, it grows linearly with $\tau$, i.e.,

$$
w(\tau) \underset{\tau \geqslant 1}{=} 4 \tau+\frac{1}{9 \tau}+\frac{1}{9(0) \tau^{3}} \ldots
$$

FIG.7.6. The function which rules the temperature dependence of the mean square displacement ( $u^{2}$ ) within the Debye approximation [see Eq. (7.5.3)]

$$
\frac{1}{3} \frac{\left(u^{2}\right)}{a^{2}}=\frac{1}{4 \bar{L}^{2}} \frac{\left(\Theta_{D)}^{2}\right.}{T_{n u l i}} \sum_{n} \frac{w^{\prime}\left(T /(-)^{(n)}\right)}{(-)_{n}^{(h)}} .
$$



Thus, if the melting temperature lies far above the Debye temperature, which is usually the case (classical melting), then

$$
\begin{equation*}
\delta_{\mathrm{cl}} \sim \frac{\sqrt{3}}{\bar{L}}\left[\frac{T}{T_{\mathrm{mell}}}\left(\frac{1}{3} \sum_{h} \frac{\Theta_{D}^{2}}{\Theta_{D}^{(h)^{2}}}\right)\right]^{1 / 2}, \tag{7.55}
\end{equation*}
$$

which of the order of $7 \%$ at $T=T_{\text {mcll }}$ (for $\bar{L} \sim 25$ ).
In general, $\omega\left(T / \Theta_{D}\right)$ lies above $T / \Theta_{D}$, due to quantum fluctuations. These are seen in pure form at zero temperature for which

$$
\begin{equation*}
\delta=\frac{1}{=} \frac{\sqrt{3}}{\bar{L}} \sqrt{\frac{\Theta_{D}}{T_{\mathrm{melt}}}} \sqrt{\frac{1}{3} \sum_{h} \frac{\Theta_{D}}{\Theta_{D}^{(h)}}} . \tag{7.56}
\end{equation*}
$$

The classical value (7.55) can be checked by calculating [more accurately than in the estimate (7.3)] from (1.77)

$$
\begin{aligned}
\left\langle u_{i}(\mathbf{0}) u_{j}(\mathbf{0})\right\rangle & =k_{B} T \int \frac{d^{3} k}{(2 \pi)^{3}}\left[\frac{1}{\mu \mathbf{k}^{2}}\left(\delta_{i j}-\frac{k_{i} k_{j}}{\mathbf{k}^{2}}\right)+\frac{1}{\lambda+2 \mu} \frac{k_{i} k_{j}}{\mathbf{k}^{4}}\right] \\
& =\delta_{i j} \frac{k_{B} T}{3} \int \frac{d^{3} k}{(2 \pi)^{3}}\left(\frac{2}{\mu \mathbf{k}^{2}}+\frac{1}{(\lambda+2 \mu) \mathbf{k}^{2}}\right) .
\end{aligned}
$$

Using the frequency distribution $g^{(h)}(\omega)$ of (7:28a), this becomes

$$
\begin{aligned}
\left\langle u_{i}(0) u_{j}(0)\right\rangle & =\delta_{i j} \frac{k_{B} T}{V / N}\left[\sum_{h= \pm 1} \int_{0}^{\omega_{D}^{(h)}} d \omega \frac{\omega^{2}}{\omega_{D}^{(h) 3}} \frac{\epsilon_{T}^{2}}{\mu \omega^{2}}+\int_{0}^{\omega_{R}^{(1)}} d \omega \frac{\omega^{2}}{\omega_{D}^{(0) 3}} \frac{c_{L}^{2}}{(\lambda+2 \mu) \omega^{2}}\right] \\
& =\delta_{i j} \frac{k_{B} T}{M} \sum_{h} \int_{0}^{\omega_{D}^{(h)}} d \omega \frac{\omega^{2}}{\omega_{D}^{(h) 3}} \frac{1}{\omega^{2}} .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left\langle u_{i}(0) u_{j}(\mathbf{0})\right\rangle=\delta_{i j} \frac{k_{B} T}{M} \sum_{h} \frac{1}{\omega_{D}^{(h) 2}}, \tag{7.57}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\delta_{\mathrm{cl}}=\sqrt{3} \frac{1}{\bar{L}}\left[\frac{T}{T_{\mathrm{mcl}}} \frac{1}{3} \sum_{h} \frac{\Theta_{D}^{2}}{\Theta_{D}^{(h) 2}}\right]^{1 / 2} \tag{7.58}
\end{equation*}
$$

as in (7.55).
Some values for $\delta_{\mathrm{cl}}$ at the melting point are given in Table 7.4. Actually, this table does not quite show the same $\delta$ as defined here but $\delta_{\text {table }}=\sqrt{\left\langle\frac{1}{3} \sum u_{i}^{2}\right\rangle} / d$ where $d$ is the nearest neighbour distance. In b.c.c. and f.c.c. lattices, $d$ is given by $d=\left(a_{0} / 2\right) \sqrt{3}=v^{1 / 3}\left(3^{1 / 2} / 2^{2 / 3}\right) \sim v^{1 / 3} \times 1.09$, $d=a_{0} / \sqrt{2}=v^{1 / 3}\left(4^{1 / 3} / \sqrt{2}\right) \sim v^{1 / 3} \times 1.122$, respectively, where $a_{0}$ is the lattice spacing (so that $\left.a^{3}=v=a_{0}^{3} / 2\right)^{\mathrm{c}}$. The second to last column is calculated from $\bar{L}$ of Eq. (7.40) and the purely classical approximation (7.58). The last column comes from a more elaborate numerical evaluation of (7.47) using a realistic $\omega_{1 /}(\mathbf{k})$. It does not assume crystal isotropy but respects the proper b.c.c. and f.c.c. symmetries (while restricting itself to central forces between the nearest and next neighbours, thus satisfying the Cauchy relations, i.e., $c_{12}=c_{44}$ ). We see that for each of the two groups of b.c.c. and f.c.c. crystals, the relative amplitude of the melting point is indeed quite universal, with $\delta_{\text {table }}=\sqrt{\left\langle\frac{1}{3} L_{i} u_{i}^{2}\right\rangle / d}$ ranging from $0.11-0.46$ for b.c.c. and $0.065-0.077$ for f.c.c. symmeiries. The strongest quantum effect in the table occurs for Li for which the result of a purely classical calculation would be 0.067 rather than 0.116 .

Accepting the universality of the Lindemann number also for the quantum regime we are led to conclude from (7.56) that a crystal at zero temperature whose Lindemann number $\bar{L}$ when evaluated with $T_{\text {melt }}$ replace by $\Theta_{D} / 4$ [i.e., the number $2\left(v^{2 / 3} M / \hbar^{2}\right)^{1 / 2}\left(k_{B} \Theta_{D}\right)^{1 / 2}$ ] becomes smaller than 25 will melt. This is the case for ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$, which are solid only for pressures of more than 30 bar. There the sound velocities are of the order of ${ }^{\text {r }}$

$$
c \sim 300 \frac{\mathrm{~m}}{\mathrm{sec}} \sim 23 \mathrm{~K} \AA \frac{k_{B}}{\hbar} .
$$

At a molar volume of $v N_{\text {Avogadro }} \approx 21 \mathrm{~cm}^{3}(v \approx 3.27 \AA)$ this implies

$$
\begin{equation*}
\Theta_{D} \sim \frac{\hbar}{k_{B}} \sqrt{6 \pi} c / v^{1 / 3} \sim 30.5 \mathrm{~K} \tag{7.59}
\end{equation*}
$$

so that the Lindemann number $\bar{L}$, for $T_{\text {melt }} \rightarrow \Theta_{D} / 4$, becomes

$$
\begin{equation*}
\left.\bar{L}\right|_{T_{\mathrm{men}} \rightarrow \Theta_{D} / 4}=2 \sqrt{v^{2 / 3} M k_{B} \Theta_{D} / \hbar^{2}} \approx 10 . \tag{7.60}
\end{equation*}
$$

[^7]TABLE 7.3. Various material parameters associated with nonlinear elasticity (after A. Eucken, Lehrbuch der Physikalischen Chemie (Akad. Verlagsges., Leipzig, 1944) p. 675.

|  | coeff. of vol. <br> expansion <br> $\alpha \cdot 10^{6}\left[\mathrm{~K}^{-1}\right]$ | Grüneisen <br> constant <br> $\gamma=\frac{\alpha V \kappa}{C}$ | compressibility <br> $k^{-1}\left[10^{12}\right.$ <br> dyne $\left.\mathrm{cm}^{-1}\right]$ | spec. heat <br> per mole <br> $c N_{\text {Avog }}$ <br> $[\mathrm{erg} /(\mathrm{K} \cdot \mathrm{mole})]$ | molar volume <br> $a^{3} N_{\text {Avog }}$ <br> $\left[\mathrm{cm}^{3} / \mathrm{mole}\right]$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Na | 216 | 1.25 | 15.8 | 26.0 | 23.7 |
| K | 250 | 1.34 | 33 | 25.8 | 45.5 |
| Cu | 49.2 | 1.96 | 0.75 | 23.7 | 7.1 |
| Ag | 57 | 2.40 | 1.01 | 24.2 | 10.3 |
| Al | 67.8 | 2.17 | 1.37 | 22.8 | 10.0 |
| C | 2.9 | 1.10 | 0.16 | 5.66 | 3.42 |
| Fe | 33.6 | 1.60 | 0.6 | 24.8 | 8.1 |
| Pt | 26.7 | 2.54 | 0.38 | 24.5 | 9.2 |
| NaCl | 121 | 1.61 | 4.2 | 48.3 | 27.1 |
| KCl | 114 | 1.54 | 5.6 | 49.7 | 37.5 |
| KBr | 126 | 1.68 | 6.7 | 48.4 | 43.3 |
| KJ | 128 | 2.12 | 8.6 | 48.7 | 53.2 |
| $=$ |  |  |  |  |  |

TABLE 7.4. The relative displacements $\delta=\sqrt{\frac{1}{3} \frac{\sum\left\langle u_{i}\right\rangle^{2}}{d^{2}}}$ calculated in two different ways (after Shaptro, cited in the Notes and References).

| b.c.c. | $L$ | $T_{m} / \Theta_{D}$ | $\delta_{\text {melt }}$ from L (classical) | $\delta_{\text {melr }}$ from latt. dyn. w. qu. corr. |
| :---: | :---: | :---: | :---: | :---: |
| Li | 124 | 1.08 | 0.067 | 0.116 |
| Na | 114 | 2.47 | 0.073 | 0.111 |
| K | 122 | 3.36 | 0.068 | 0.112 |
| Rb | 118 | 5.20 | 0.070 | 0.115 |
| Cs | 118 | 6.70 | 0.070 | 0.111 |
| b.c.c. | $L$ | $T_{m} / \Theta_{D}$ | $\delta_{\text {melt }}$ <br> from L <br> (classical) | $\delta_{\text {melt }}$ <br> from latt. dyn. w. qu. corr. |
| Al | 138 | 2.42 | 0.072 | 0.072 |
| Cu | 143 | 4.38 | 0.058 | 0.068 |
| Ag | 148 | 5.61 | 0.056 | 0.071 |
| Aa | 137 | 7.43 | 0.060 | 0.073 |
| Pb | 149 | 7.07 | 0.056 | 0.065 |
| Ni | 143 | 3.93 | 0.058 | 0.077 |

FIG. 7.7. The temperature dependence of the specific heats of molten metals at fixed volume (after Grimwall. op. cit. in the Notes and References).


This is indeed smaller than the average number $\bar{L} \sim 25$ so that the zero-point fluctuations in solid ${ }^{4} \mathrm{He}$ exceed the Lindemann size. This is why the crystal exhibits melting into a quantum liquid at zero temperature. if pressure decreases below 30 bar.

Notice that the Lindemann criterium can be verified directly, at least in principle, by looking at the decrease of the Bragg intensities with temperature. The scattering cross section for X rays ${ }^{\frac{2}{2}}$ is governed by the dynamic structure factor $S(\mathbf{q} . \omega$ ) where

$$
\begin{equation*}
S(\mathbf{q}, \omega)=\int_{-\infty}^{\infty} \frac{d t}{2 \pi} e^{i \omega t} \sum_{n} e^{-i q \cdot x_{n}}\left\langle e^{i \psi_{l} u_{i},\left(x_{n}, t\right)} e^{-i q_{i}, \mu_{t}(0,0)}\right\rangle . \tag{7.61}
\end{equation*}
$$

In the harmonic approximation, this can be calculated, giving

$$
\begin{equation*}
S(\mathbf{q}, \omega)=e^{-2 w} \int_{-\infty}^{\infty} \frac{d t}{2 \pi} e^{i \omega t} \sum_{n} e^{-i q \cdot x_{n}} e^{\left\langle q, u_{i}\left(x_{a}, t\right) q_{j} u_{i}(0.0)\right\rangle}, \tag{7.62}
\end{equation*}
$$

${ }^{8}$ The differential cross section per solid angle $d \Omega$ and energy interval $d E$ is

$$
\frac{d \sigma}{d \Omega d E}=N \frac{\sigma}{4 \pi} \frac{p^{\prime}}{p} \frac{1}{\hbar} S(\mathbf{q}, \omega),
$$

where $\sigma$ is the individual cross section for each atom in the lattice.
where

$$
\begin{equation*}
2 W \equiv\left\langle\left(q_{i} u_{i}(0,0)^{2}\right\rangle\right. \tag{7.63}
\end{equation*}
$$

is the so-called Debye-Waller factor. Expanding the last exponential in (7.62) into a power series, the sum over $n$ can be analyzed according to a purely elastic contribution which carries a $\delta(\omega)$ function, due to energy conservation,

$$
\begin{equation*}
S_{\mathrm{cl}}(\mathbf{q}, \omega)=e^{-2 w} \delta(\omega) N \sum_{\mathbf{c}} \delta_{\mathbf{q}, \mathrm{c}}, \tag{7.64}
\end{equation*}
$$

where are the reciprocal lattice vectors plus multi-phonon contributions. The elastic contribution gives the sharp peak seen in Bragg scattering. Its intensity has a temperature dependence, $e^{-2 w}$. For isotropic systems

$$
\begin{equation*}
2 W=\mathbf{q}^{2} \frac{\left\langle\mathbf{u}^{2}\right\rangle}{3} . \tag{7.65a}
\end{equation*}
$$

If $\theta$ is the Bragg angle, then $q^{2}=4 \sin ^{2} \theta\left(4 \pi^{2} / \lambda^{2}\right)$, where $\lambda$ is the wavelength of the light and

$$
\begin{align*}
2 W & =\sin ^{2} \theta \frac{4 \pi^{2}}{\lambda^{2}} \frac{\hbar^{2}}{M} \sum_{h} \frac{1}{k_{B} \Theta_{D}^{(h)}} W\left(T / \Theta_{D}^{(h)}\right) \\
& =\sin ^{2} \theta \frac{4 \pi^{2}}{\lambda^{2}} a^{2} 4 \delta^{2} . \tag{7.65b}
\end{align*}
$$

Thus, in Bragg scattering, one can directly observe the temperature behaviour of $\delta^{2}$ (7.53). If the Lindemann criterion is right, all crystals melt when the Debye-Waller factor has reached the same size $e^{-2 W_{m 4 \prime}}$ which depends only on the crystal structure.

### 7.5. CLASSICAL MELTING

When comparing the melting temperature $T_{\text {melt }}$ with the Debye temperature $\Theta_{D}$ we realize that for most materials $T_{\text {melt }}$ lies far above $\Theta_{D}$ (see Table 7.4). There are only a very few exceptions to this, one being
the quantum crystal of solid ${ }^{4} \mathrm{He}$. Thus, in general, the melting process takes place in a region where all Debye expressions have approached their classical limit. In particular, the internal energy has approached the linear behavior (7.34b) and the specific heat, a constant (Dulong-Petit law). From (7.21) we see that for high temperatures, the partition function is dominated by the classical expression

$$
\begin{equation*}
Z_{\mathrm{cl}}=\prod_{\mathbf{k}} e^{-2 \log \left(h \omega_{\mathrm{I}}(\mathbf{k}) / k_{\mathrm{B}} T-\log \left(h \omega_{L}(\mathbf{k}) k_{n} T\right)\right.} \tag{7.66}
\end{equation*}
$$

This, in turn, arises from the full partition function (7.20) if one uses only one infinitesimal $\tau$ interval in which the only Matsubara frequency is $\Omega_{m}=0$.

In the path integral (7.13), we arrive at the same limit by noticing that for high temperatures, the $\tau$ interval is so small that $u(\mathbf{x}, \tau)$ has "no time" to vary and the time-dependent fluctuations are completely frozen out. One may therefore forget the infinitesimal time slicing and keep only the initial and final times $\tau_{0}=0, \tau_{1}=\hbar / k_{B} T$, setting $\varepsilon=\hbar / k_{B} T$. Since $u(\mathbf{x}, \tau)$ is periodic in this interval, $u\left(\mathbf{x}, \tau_{0}\right)=u\left(\mathbf{x}, \tau_{1}\right)$, the kinetic term in the exponent of (7.13) disappears and the partition function reduces to the classical limit,

$$
\begin{equation*}
Z \rightarrow Z_{\mathrm{cl}}=\left(\sqrt{\frac{k_{B} T a^{5} \rho}{2 \pi \hbar^{2}}}\right)^{3 N} \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-\left(1 / k_{A} T E_{\mathrm{cl}}\left|u_{\mathrm{q}}\right|\right.} \tag{7.67}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\mathrm{cl}}\left[u_{i j}\right]=a^{3} \sum_{\mathbf{x}}\left[\mu u_{i j}^{2}+\frac{\lambda}{2}\left(\sum_{i} u_{i i}\right)^{2}\right] \tag{7.68}
\end{equation*}
$$

is the static elastic energy and $u_{i j}$ are the lattice versions of the strain tensor, $u_{i j}=\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}\right) / 2 a$. The prefactor

$$
\begin{equation*}
Z_{\text {kin }, \mathrm{cl}}=\left(\sqrt{\frac{k_{B} T a^{5} \rho}{2 \pi \hbar^{2}}}\right)^{3 N} \tag{7.69}
\end{equation*}
$$

leads to a specific heat per atom of $(3 / 2) k_{B}$. It collects the three kinetic degrees of freedom of the harmonic oscillations. The second factor

$$
\begin{equation*}
Z_{\mathrm{pot} . \mathrm{cl}}=\prod_{\mathbf{x}, i}\left[\int \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-\left(1 / k_{A} T\right) E_{\mathrm{c} \mid}\left(u_{i j}\right]} \tag{7.70}
\end{equation*}
$$

accounts for the three potential degrees of freedom. Integrating out the $u_{i}(\mathbf{x})$ fields we obtain

$$
\begin{equation*}
Z_{\mathrm{pot} . \mathrm{cl}}=\prod_{\mathbf{k}}\left(\sqrt{2 \pi k_{B} T}\right)^{3} \frac{1}{\left(\sqrt{a^{3} \mu \overline{\mathbf{K}} \cdot \mathbf{K}}\right)^{2}} \frac{1}{\sqrt{a^{3}(2 \mu+\lambda) \overline{\mathbf{K}} \cdot \mathbf{K}}} \tag{7.71}
\end{equation*}
$$

Combining this with (7.69) we obtain again

$$
\begin{equation*}
Z_{\mathrm{cl}}=Z_{\mathrm{kin} . \mathrm{cl}} Z_{\mathrm{pot} . \mathrm{cl}}=\prod_{\mathrm{k}}\left(\frac{k_{B} T}{\hbar \omega_{T}}\right)^{2}\left(\frac{k_{B} T}{\hbar \omega_{L}}\right) \tag{7.72}
\end{equation*}
$$

in agreement with the classical result (7.66).

### 7.6. LATTICE EXPANSION UP TO THE MELTING TRANSITION

Since the interatomic forces are anharmonic, the crystalline phonons are not independent of each other but are subject to interactions. This gives rise to some changes in the results derived up till now. Fortunately, apart from a few quantum crystals, melting occurs at very small displacements. Therefore, the anharmonic effects are quite small. They can be taken into account by a simple lattice expansion and renormalization of the elastic constant (softening). In order to see how this happens let us consider the elastic energy of the crystal up to the cubic terms in the strain tensor. In the isotropic case this may be parametrized as ${ }^{\text {h }}$
${ }^{\text {n }}$ Some authors (see the references at the end) employ the invariants

$$
\begin{gathered}
I_{1}=\frac{1}{2} \varepsilon_{i j k} \varepsilon_{i j 1} u_{k l}=u_{11}, \quad I_{2}=\frac{1}{2} \varepsilon_{i j k} \varepsilon_{i n} u_{j i} u_{k n}=\frac{1}{2}\left(u_{i,}-u_{i j}^{2}\right) . \\
I_{3}=\frac{1}{6} \varepsilon_{i j k} \varepsilon_{i, m n} u_{i t} u_{j m} u_{k n}=\frac{1}{6}\left(u_{i 1}^{3}-3 u_{1 ،} u_{i j}^{2}+2 u_{i j} u_{j k} u_{k i}\right)
\end{gathered}
$$

and they expand

$$
e_{\mathrm{c} 1}=\left(1-I_{1}\right)\left[-2 \mu I_{2}+(\lambda+2 \mu) / 2 I_{1}^{2}\right]+\left(t I_{1}^{3}+m I_{1} I_{2}+n I_{s}\right)
$$

so that

$$
c_{1}=(\ell-(\lambda+2 \mu) / 2)+(m / 2+\mu) / 2+n / 6 . \quad c_{2}=[(m / 2+\mu)+n] / 2 . \quad c_{3}=n / 2 .
$$

The factor ( $1-I_{1}$ ) in $e_{\mathrm{cl}}$ comes from the expansion

$$
\operatorname{det}\left(\delta_{i j}-2 u_{i j}\right)^{1 / 2}=\left(1-2 I_{1}+4 I_{2}-8 I_{3}\right)^{1 / 2}=1-I_{1}+\ldots
$$

due to which the quadratic energy density. which is defined with respect to the invariant volume elements. receives a cubic correction when expressed in terms of the volume elements of the ideal reference lattice, which appears as $\int d^{3} x$ in the integral (7.73).

$$
\begin{align*}
E_{\mathrm{cl}} & =\int d^{3} x e_{\mathrm{cl}} \\
& =\int d^{3} x\left(\mu_{0} u_{i j}^{2}+\frac{\lambda_{0}}{2} u_{\ell \ell}^{2}\right)+\int d^{3} x\left(c_{1} u_{\ell \ell}^{3}+c_{2} u_{\ell \ell} u_{i j}^{2}+c_{3} u_{i j} u_{j k} u_{k i}\right) \tag{7.73}
\end{align*}
$$

where $\mu_{0}, \lambda_{0}, c_{1}, c_{2}, c_{3}$ will be called "bare elastic constants." The elastic partition function on the lattice is now [see (7.13)]

$$
\begin{equation*}
Z=\prod_{\mathbf{x}, \tau_{n}, i}\left[\int \frac{d u_{i}\left(\mathbf{x}, \tau_{n}\right)}{\sqrt{2 \pi \varepsilon \hbar / a^{3} \rho}}\right] \exp \left\{-\frac{1}{\hbar} a^{3} \varepsilon \sum_{\mathbf{x}, \tau_{n}}\left[\frac{\rho}{\varepsilon} \frac{1}{\varepsilon^{2}} \quad\left(\nabla_{\mathrm{r}} u_{i}\left(\mathbf{x}, \tau_{n}\right)\right)^{2}+e_{\mathrm{el}}\right]\right\}, \tag{7.74}
\end{equation*}
$$

with the classical limit [see (7.70)]

$$
\begin{equation*}
Z_{\text {poo.cl }}=\prod_{\mathbf{x}, i}\left[\int \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-E_{\mathrm{c} 1 / k} T} \tag{7.75}
\end{equation*}
$$

apart from a prefactor $Z_{\text {kin.cl }}=\left(\sqrt{k_{B} T a^{5} \rho / 2 \pi \hbar^{2}}\right)^{3 N}$ [see (7.72)].
In Chapter 5, Part I, we introduced the concept of an effective energy which allowed us to study a field theory in the presence of a non-zero field expectation value. Let us apply these methods to the present partition function. Since the cubic terms produce an asymmetry between positive and negative dilations, we expect the fluctuations to lead to a new minimum at a non-vanishing strain $\left\langle u_{i j}\right\rangle \equiv U_{i j}$. For symmetry reasons, only the diagonal elements can be non-zero and must be equal to each other. Hence, they are equal to $1 / 3$ of the relative volume expansion:

$$
\begin{equation*}
\left\langle u_{i j}\right\rangle=U_{i j} \equiv \delta_{i j} \frac{1}{3} \Delta=\delta_{i j} \frac{1}{3} \frac{\Delta V}{V} . \tag{7.76}
\end{equation*}
$$

According to the rules of Section 5.4, Part I, we can calculate the effective energy by inserting the field $u_{i j}=U_{i j}+\delta u_{i j}=\delta_{i j \frac{1}{3}} \Delta+\delta u_{i j}$ into the exponent, expanding it in powers of $\delta u_{i j}$, and summing over all one-particle irreducible vacuum graphs involving the propagator and the interactions of $\delta u_{i j}$. The resulting expression can then be minimized in $\Delta$ and yields the volume expansion due to fluctuations. The smallness of $|\delta u|$ ( $<a$ ) permits us to consider only the one-loop correction which is quite
easy to calculate. With $u_{i j}=\delta_{i j}(1 / 3) \Delta+\delta u_{i j}$, the elastic energy density becomes

$$
\begin{align*}
e_{\mathrm{cl}} & =e_{01}(\Delta)+\delta e_{\mathrm{el}}+\delta^{2} e_{\mathrm{cl}} \\
& =e_{10}(\Delta)+e_{\mathrm{cl}}^{(1)}(\Delta)_{i j} \delta u_{i j}+\frac{1}{2} e_{\mathrm{ci}}^{(2)}(\Delta)_{i j k i} \delta u_{i j} \delta u_{k i}+\ldots . \tag{7.77}
\end{align*}
$$

where
$e_{11}(\Delta)=\left[\frac{\mu_{0}}{3}+\frac{\lambda_{11}}{2}+\left(c_{1}+\frac{c_{2}}{3}+\frac{c_{3}}{9}\right) \Delta\right] \Delta^{2}=\left[\frac{1}{2} \kappa_{0}+\left(c_{1}+\frac{c_{2}}{3}+\frac{c_{3}}{9}\right) \Delta\right] \Delta^{2}$
is the elastic energy of the dilated solid and

$$
\begin{equation*}
\delta e_{\mathrm{cl}}=\left[\kappa_{11}+3\left(c_{1}+\frac{c_{2}}{3}+\frac{c_{3}}{9}\right) \Delta\right] \delta u_{11} \tag{7.79}
\end{equation*}
$$

describes the linear deviations while

$$
\begin{equation*}
\delta^{2} e_{e 1}=\mu_{0} \delta u_{i j}^{2}+\frac{\lambda}{2} \delta u_{11}^{2}+\left(c_{2}+c_{3}\right) \Delta \delta u_{i j}^{2}+\left(3 c_{1}+\frac{2}{3} c_{2}\right) \Delta \delta u_{11}^{2} \tag{7.80}
\end{equation*}
$$

the quadratic ones. These can be rewritten succinctly as

$$
\begin{equation*}
\delta^{2} e_{e 1}=\mu_{10}(\Delta) \delta u_{i j}^{2}+\frac{\lambda_{0}(\Delta)}{2} \delta u_{\psi+}^{2} . \tag{7.81}
\end{equation*}
$$

where $\mu, \lambda$ are the bare elastic constants in the dilated crystal:

$$
\begin{equation*}
\mu_{0}(\Delta)=\mu_{0}+\left(c_{2}+c_{3}\right) \Delta, \quad \lambda_{0}(\Delta)=\lambda_{0}+2\left(3 c_{1}+\frac{2}{3} c_{2}\right) \Delta . \tag{7.82}
\end{equation*}
$$

'Hence

$$
\begin{aligned}
\operatorname{tr} u & =\Delta+\delta u_{r p} \quad \operatorname{tr}\left(u^{2}\right)=\frac{\Delta^{2}}{3}+\frac{2}{3} \Delta \delta u_{r+}+\left(\delta u_{i j}\right)^{2} . \\
\operatorname{tr}\left(u^{3}\right) & =\frac{\Delta^{3}}{9}+\frac{\Delta^{2}}{3} \delta u_{r r}+\Delta \delta u_{i j}^{2}+(\delta u)_{e r .}^{3} . \\
\operatorname{tr}\left(u^{4}\right) & =\frac{\Delta^{4}}{27}+\frac{4}{27} \Delta^{3} \delta u_{r p}+2 \frac{\Delta^{2}}{3}\left(\delta u u_{1}\right)^{2}+\frac{4}{3} \Delta(\delta u)_{i r}^{3}+(\delta u)_{r r}^{4},
\end{aligned}
$$

The bare modulus of compression defined by

$$
\begin{equation*}
\frac{d^{2} e_{0}(\Delta)}{d \Delta^{2}}=\kappa_{0}(\Delta) \tag{7.83}
\end{equation*}
$$

consists of the usual combinations,

$$
\begin{equation*}
\kappa_{0}(\Delta)=\frac{2}{3} \mu_{01}(\Delta)+\lambda_{0}(\Delta)=\kappa_{0}+6\left(c_{1}+\frac{c_{2}}{3}+\frac{c_{3}}{9}\right) \Delta . \tag{7.84}
\end{equation*}
$$

The anharmonic constants $c_{1}, c_{2}, c_{3}$ depend on the volume expansion and are experimentally accessible via the dependence of the sound velocity upon changes of the volume. What one can easily measure are the so-called Grüneisen constants,

$$
\begin{align*}
\gamma_{0 T} & =-\left.\frac{1}{c_{0 T}} \frac{\partial c_{0 T}(\Delta)}{\partial \Delta}\right|_{\Delta=0} \equiv-\left.\frac{1}{2} \frac{1}{\mu_{0}} \frac{\partial}{\partial \Delta} \mu_{0}(\Delta)\right|_{\Delta=0}=-\frac{1}{\mu_{0}} \frac{1}{2}\left(c_{2}+c_{3}\right), \\
\gamma_{0 I L} & =-\left.\frac{1}{c_{01}} \frac{\partial c_{0 L}(\Delta)}{\partial \Delta}\right|_{\Delta=0}=-\left.\frac{1}{2} \frac{1}{\left(2 \mu_{0}+\lambda_{01}\right.} \frac{\partial}{\partial \Delta}\left(2 \mu_{01}+\lambda_{01}\right)(\Delta)\right|_{\Delta=0} \\
& =-\frac{1}{\left(2 \mu_{0}+\lambda_{0}\right)} \frac{1}{2}\left(6 c_{1}+\frac{10}{3} c_{2}+2 c_{3}\right) . \tag{7.85}
\end{align*}
$$

With (7.81), we can now easily calculate one-loop fluctuation corrected effective potential [see Section 5.3. Part I] of the crystal, associated with the classical partition $Z_{\text {pous. }}$, which is equal to the free energy density of the anharmonic crystal:

$$
\begin{align*}
v_{\text {pul. .c }}(\Delta)= & \frac{1}{V} \Gamma_{\text {pol. .cl }}[\Delta]=e_{0}(\Delta)+\frac{k_{B} T}{2} \int \frac{d^{3} k}{(2 \pi)^{3}}\left\{2 \log \left[\mu_{0}(\Delta) \overline{\mathbf{K}} \cdot \mathbf{K}\right]\right. \\
& \left.+\log \left[\left(2 \mu_{0}(\Delta)+\lambda_{0}(\Delta)\right) \overline{\mathbf{K}} \cdot \mathbf{K}\right]\right\}+\frac{3}{2} \log \left(2 \pi T / a^{5}\right) . \tag{7.86}
\end{align*}
$$

To lowest order in $\Delta$, we can replace $\mu_{0}(\Delta), 2 \mu_{0}(\Delta)+\lambda_{0}(\Delta)$ by the full fluctuation corrected values $\mu, 2 \mu+\lambda$. Including the prefactors of $Z_{\mathrm{cl}}$ [recall (7.67)], this gives
$v_{\mathrm{cl}}(\Delta)=\frac{1}{V} \Gamma_{\mathrm{cl}}[\Delta]=e_{01}(\Delta)+\frac{k_{B} T}{2} \int \frac{d^{3} k}{(2 \pi)^{3}}\left[2 \log \left(\frac{\hbar c_{T} K}{k_{B} T}\right)+\log \left(\frac{\hbar c_{1} K}{k_{B} T}\right)\right]$.
where $K \equiv \sqrt{\overline{\mathbf{K}} \cdot \bar{K} / a^{2}}$ is the lattice version of $|\mathbf{k}|$ and

$$
\begin{equation*}
c_{T} \equiv c_{T}(\Delta)=\frac{\mu}{\rho}, \quad c_{L} \equiv c_{L}(\Delta)=\frac{2 \mu+\lambda}{\rho} \tag{7.88}
\end{equation*}
$$

are now the properly renormalized sound velocities of the softened crystal. Apart from $e_{0}(\Delta)$, this energy coincides with the expression for the classical partition function (7.71) except that now

$$
\begin{equation*}
\omega_{T}(\mathbf{k})=c_{T} K, \quad \omega_{L}(\mathbf{k})=c_{L} K \tag{7.89}
\end{equation*}
$$

are the volume dependent frequencies of the sound waves of wave vector $k$ extrapolated linearly to zero temperature.

If we now minimize $v_{\mathrm{cl}}(\Delta)$ with respect to the volume dilations we find, using

$$
\begin{equation*}
\int \frac{d^{3} k}{(2 \pi)^{3}}=\frac{1}{a^{3}} \int \frac{d^{3} k a^{3}}{(2 \pi)^{3}}=\frac{1}{a^{3}} \tag{7.90}
\end{equation*}
$$

$a^{3}$ being the volume per unit cell,

$$
\begin{equation*}
\kappa_{0}(\Delta) \Delta-\left(2 \gamma_{0 T}+\gamma_{0 L}\right) \frac{k_{B} T}{a^{3}}=0 . \tag{7.91}
\end{equation*}
$$

To lowest order in $T$ (which is really the only reliable order at the one-loop level), this amounts to

$$
\begin{equation*}
\Delta=\frac{1}{a^{3} \kappa_{0}}\left(2 \gamma_{0 T}+\gamma_{0 L}\right) k_{B} T+O\left(T^{2}\right) \tag{7.92}
\end{equation*}
$$

The factor in front of $T$ is the thermal expansion coefficient and is commonly denoted by $\alpha$, i.e.,

$$
\begin{equation*}
\alpha \equiv \frac{\partial \Delta}{\partial T}=\frac{1}{a^{3} \kappa_{0}}\left(2 \gamma_{0 T}+\gamma_{0 L}\right) k_{B}+O(T) . \tag{7.93}
\end{equation*}
$$

Given the linear expansion law (7.92) we find from (7.82) that the elastic constants soften linearly with temperature as follows ${ }^{j}$

$$
\begin{equation*}
\mu=\mu_{01}\left(1-2 \gamma_{0 T} \alpha T\right), \quad 2 \mu+\lambda=(2 \mu+\lambda)_{0}\left(1-2 \gamma_{0 L} \alpha T\right) . \tag{7.94}
\end{equation*}
$$

It is straightforward to include also the quantum effects. For this, all we have to do is replace the logarithms in (7.87) by

$$
\begin{align*}
& \frac{k_{B} T}{2} \int \frac{d^{3} k}{(2 \pi)^{3}}\left[2\left(\frac{\hbar \omega_{T}(\mathbf{k})}{2 k_{B} T}+\log \left(1-e^{-\hbar \omega_{I}(\mathbf{k}) / k_{B} T}\right)\right)\right. \\
& \left.\quad+\left(\frac{\hbar \omega_{L}(\mathbf{k})}{2 k_{B} T}+\log \left(1-e^{-\hbar \omega_{l}(\mathbf{k}) / k_{n} T}\right)\right)\right] \tag{7.95}
\end{align*}
$$

[recall (7.21)]. If we now minimize $v(\Delta)$ with respect to $\Delta$, we find

$$
\begin{align*}
& \kappa \Delta-\int \frac{d^{3} k}{(2 \pi)^{3}}\left[2 \gamma_{0 T} \hbar \omega_{T}(\mathbf{k})\left(\frac{1}{2}+\frac{1}{e^{\hbar \omega_{0}(k) / k_{H} T}-1}\right)\right. \\
& \left.+\gamma_{0 L .} \hbar \omega_{L}(\mathbf{k})\left(\frac{1}{2}+\frac{1}{e^{\hbar \omega_{j}(\mathbf{k}) / k T}-1}\right)\right]=0 . \tag{7.96}
\end{align*}
$$

The integrals can be replaced by as the internal energy densities $u_{T . /}$ associated with the transverse and longitudinal modes [compare (7.24)]

$$
\begin{equation*}
u_{T, L}=\int \frac{d^{3} k}{(2 \pi)^{3}} \hbar \omega_{T, L}(\mathbf{k})\left(\frac{1}{2}+\frac{1}{e^{h \omega_{1 . L}(\mathbf{k}) k_{n} T}-1}\right) \tag{7.97}
\end{equation*}
$$

and the thermal expansion is now given by

$$
\begin{equation*}
\kappa_{0}(\Delta) \Delta=\left(2 \gamma_{0 T} u_{T}+\gamma_{0 L} u_{L}\right) . \tag{7.98}
\end{equation*}
$$

In isotropic systems it is easy to calculate this expression. Let us work with the separate Debye approximation for each polarization with the densities of states [recall (7.26)]

$$
\begin{equation*}
g^{T}(\omega)=V \frac{4 \pi}{(2 \pi)^{3}} \frac{\omega^{2}}{c_{T}^{3}}, \quad g^{L}(\omega)=V \frac{4 \pi}{(2 \pi)^{3}} \frac{\omega^{2}}{c_{L}^{3}}, \tag{7.99}
\end{equation*}
$$

${ }^{1}$ Here we have omitted $T^{2}$ terms which, at the one-loop level, are unreliable.
each having its own Debye frequencies

$$
\begin{equation*}
\omega_{D}^{T . L}=2 \pi \hbar\left(\frac{3}{4 \pi V / N}\right)^{1 / 3} c_{T . L} . \tag{7.100}
\end{equation*}
$$

The three modes have a internal energy density

$$
\begin{equation*}
u_{T . L}=\frac{3 N}{V} k_{B} T\left(\frac{T}{\Theta_{D}^{T, L}}\right)^{3} \int_{0}^{\Theta_{D}^{T L / T}} d \xi \xi^{3}\left[\frac{1}{2}+\frac{1}{e^{\xi}-1}\right] \tag{7.101}
\end{equation*}
$$

At high temperatures these have the Dulong-Petit behavior

$$
\begin{equation*}
u_{T . I} \rightarrow \frac{N}{V} k_{B} T=\frac{1}{v} k_{B} T \tag{7.102}
\end{equation*}
$$

so that (7.96) reduces to the previous classical equation (7.91). At low temperatures, the internal energies are given by (7.34a) i.e.,

$$
\begin{align*}
u_{T, L} & \sim \frac{3}{v} k_{B} \Theta_{l,}^{T, L}\left[\frac{1}{8}+\frac{\pi^{4}}{15}\left(\frac{T}{\Theta_{b}^{T} L}\right)^{4}+\ldots\right] \\
& =\frac{3}{8} \frac{\hbar c_{T, L} 2 \pi}{v r_{11}}+\frac{\pi^{2}}{30} \frac{1}{\hbar^{3} c_{T, L}^{3}}\left(k_{B} T\right)^{4}+\ldots \tag{7.103}
\end{align*}
$$

Thus, the cubic terms give rise to a volume expansion at zero temperature due to quantum fluctuations.

$$
\begin{equation*}
\kappa_{0} \Delta_{0}=\left(2 \gamma_{0 T} c_{T}+\gamma_{0 L} c_{L}\right) \frac{3}{8} \frac{\hbar 2 \pi}{v r_{0}} . \tag{7.104}
\end{equation*}
$$

Starting from this value, the thermal expansion sets in with an expansion coefficient

$$
\begin{equation*}
\alpha \equiv \frac{\partial \Delta}{\partial T}=\frac{4}{\kappa_{0}}\left(2 \gamma_{0 T} \frac{1}{c_{T}^{3}}+\gamma_{0 I} \frac{1}{c_{i .}^{3}}\right) \frac{\pi^{2}}{30} \frac{1}{\hbar^{3}}\left(k_{B} T\right)^{3} k_{B} \tag{7.105}
\end{equation*}
$$

It is useful to introduce the quantity

$$
\begin{equation*}
\gamma_{0}=\bar{c}^{3}\left(2 \gamma_{0 T} \frac{1}{c_{T}^{2}}+\gamma_{0 L} \frac{1}{c_{L}^{2}}\right) \tag{7.106}
\end{equation*}
$$

called the overall Grüneisen constant. It governs the change of the Debye temperature due to volume expansion,

$$
\begin{align*}
\gamma_{0} & =-\frac{\partial \log \Theta_{D}}{\partial \log V}=-\left.\frac{1}{\Theta_{D}} \frac{\partial}{\partial \Delta} \Theta_{D}\right|_{\Delta=0}=-\left.\frac{1}{\bar{c}} \frac{\partial}{\partial \Delta} \bar{c}\right|_{\Delta=0} \\
& =\left.\frac{1}{3} \bar{c}^{3} \frac{\partial}{\partial \Delta} \bar{c}^{-3}\right|_{\Delta=0}=\frac{1}{3} \bar{c}^{3} \frac{\partial}{\partial \Delta}\left(\frac{2}{c_{T}^{3}}+\frac{1}{c_{L}^{3}}\right)=\bar{c}^{3}\left(\frac{2 \gamma_{0 T}}{c_{T}^{3}}+\frac{\gamma_{0 L}}{c_{L}^{3}}\right) . \tag{7.107}
\end{align*}
$$

This quantity can be extracted from purely thermodynamic measurements. In order to see this we observe that within the Debye approximation (7.99), the free energy with quantum effects (7.95) has the general form

$$
\begin{equation*}
F=E_{0}+T \sum_{/} f\left(\Theta_{D}^{(h)} / T\right)=E_{0}+F_{1} \tag{7.108}
\end{equation*}
$$

where $E_{0}$ is independent of temperature. The internal energy is given by

$$
\begin{equation*}
U=\left.\frac{\partial}{\partial(1 / T)}(F / T)\right|_{V} \equiv \sum_{h} U_{h}=\sum_{h} \Theta_{l}^{(h)} f^{\prime}\left(\Theta_{D}^{(h)} / T^{\prime}\right) . \tag{7.109}
\end{equation*}
$$

From this one finds the pressure,

$$
\begin{equation*}
p \equiv-\left.\frac{\partial F}{\partial V}\right|_{T}=-\frac{\partial E_{0}}{\partial V}-\sum_{h} \Theta_{D}^{(h)} f^{\prime}\left(\Theta_{D}^{(h)} / T\right) \frac{1}{\Theta_{D}^{(h)}} \frac{\partial}{\partial V} \Theta_{D}^{(h)} \tag{7.110}
\end{equation*}
$$

and further the thermal expansion coefficient

$$
\begin{align*}
\alpha & \left.\doteq \frac{1}{V} \frac{\partial V}{\partial T}\right|_{p}=\frac{1}{V} \frac{\partial p /\left.\partial T\right|_{V}}{\partial p /\left.\partial\right|_{T}}=\left.\frac{1}{\kappa} \frac{\partial p}{\partial T}\right|_{V} \\
& =\frac{1}{\kappa} \frac{1}{V} \sum_{h} \Theta_{D}^{(h)} \frac{\partial}{\partial T} f^{\prime}\left(\Theta_{D}^{(h)} / T\right)\left(-\frac{V}{\Theta_{D}^{(h)}} \frac{\partial}{\partial V} \Theta_{D}^{(l)}\right) . \tag{7.111}
\end{align*}
$$

We may identify

$$
c_{V / n}=\frac{1}{V} \frac{\partial}{\partial T} U_{l l}=\frac{1}{V} \Theta_{D)}^{(l)} \frac{\partial}{\partial T} f^{\prime}\left(\Theta_{D}^{(l)} / T\right)
$$

with the specific heats of the modes of polarization $h$ whose sum is the total specific heat at constant volume,

$$
\begin{equation*}
c_{V}=\sum_{h} c_{V / i} \tag{7.112}
\end{equation*}
$$

The derivatives

$$
\begin{equation*}
\gamma_{h} \equiv-\frac{V}{\Theta_{D}^{(h)}} \frac{\partial}{\partial V} \Theta_{D}^{(h)}=-\frac{1}{c_{h}} \frac{\partial}{\partial \Delta} c_{h}, \tag{7.113}
\end{equation*}
$$

where $c_{h}$ are the sound velocities $c_{T . L}$, are recognized as the Grüneisen constants defined before. Moreover, we may introduce the overall Grüneisen constant $\gamma$ at arbitrary temperature $T$.

$$
\begin{equation*}
\gamma=\frac{\sum_{h} \gamma_{h} c_{V h}}{\sum_{h} c_{V h}} \tag{7.114}
\end{equation*}
$$

[which has the same low $T$ limit as (7.106), by (7.34a)]. In this way, (7.111) becomes

$$
\begin{equation*}
\alpha=\frac{1}{\kappa} \gamma c_{V} ; \tag{7.115}
\end{equation*}
$$

hence $\gamma$ can indeed be obtained from a compressional experiment for $\kappa=-\left.V(\partial p / \partial V)\right|_{T}$ and the thermodynamic measurements of $\alpha=\left(1 / V^{\prime}\right)$ $\left.(\partial V / \partial T)\right|_{p}$ and $c_{V}=\left.(1 / V)(\partial U / \partial T)\right|_{V}=\left.(1 / V) T(\partial S / \partial T)\right|_{V}$. Actually, the latter quantity is usually taken from

$$
\begin{equation*}
c_{V}=c_{p}-T \alpha^{2} \kappa=c_{p}+\left.T \frac{\partial V}{\partial T}\right|_{p} ^{2}\left|V \frac{\partial V}{\partial p}\right|_{T}, \tag{7.116}
\end{equation*}
$$

since the specific heat at constant pressure,

$$
\begin{equation*}
\left.c_{p} \equiv \frac{1}{V} T \frac{\partial S}{\partial T}\right|_{p}, \tag{7.117}
\end{equation*}
$$

is easier to measure. The connection follows from the well-known Jacobi identity

$$
\begin{align*}
c_{p} & =\left.\frac{T}{V} \frac{\partial S}{\partial T}\right|_{V}=\frac{T}{V} \frac{\partial(S, V)}{\partial(T, V)}=\frac{T}{V} \frac{\partial(S, V)}{\partial(T, p)} \frac{\partial(T, p)}{\partial(T, V)} \\
& =\left.\frac{T}{V} \frac{1}{\frac{\partial V}{\partial p}}\right|_{T}\left(\left.\left.\frac{\partial S}{\partial T}\right|_{p} \frac{\partial V}{\partial p}\right|_{T}-\left.\left.\frac{\partial S}{\partial p}\right|_{T} \frac{\partial V}{\partial T}\right|_{p}\right)=c_{V}-\left.\left.\left.\frac{T}{V} \frac{\partial S}{\partial p}\right|_{T} \frac{\partial V}{\partial T}\right|_{p} \frac{1}{\partial V}\right|_{T} \tag{7.118}
\end{align*}
$$

in conjunction with the Maxwell relation
$\left.\frac{\partial S}{\partial p}\right|_{T}=-\frac{\partial}{\partial p} \frac{\partial}{\partial T}[F+p V](p, T)=-\frac{\partial}{\partial T} \frac{\partial}{\partial p}[F+p V](p, T)=-\left.\frac{\partial V}{\partial T}\right|_{p}$.

It should be noted that all these relations are special cases of the very general properties of a phonon gas of frequencies $\omega_{h}(\mathbf{k})$, which does not necessarily factorize as $c_{T} \cdot K, c_{L} \cdot K$ and which may have an arbitrary dependence on the temperature. In the general case, the free energy is given by
$F=E_{0}+F^{1 \mathrm{loop}}=E_{0}+\frac{1}{2} \sum_{h, \mathrm{k}}\left[\frac{\hbar \omega_{h}(\mathbf{k})}{2}+k_{B} T \log \left(1-e^{-\AA \omega_{h}(\mathbf{k}) k_{k} T}\right)\right]$,
where $E_{0}=V e_{0}$ is independent of temperature [compare (7.87) and (7.108)]. The pressure of this gas is found from

$$
\begin{equation*}
p=-\left.\frac{\partial F}{\partial V}\right|_{T}=-\frac{\partial E_{0}}{\partial V}+\sum_{h, \mathbf{k}} u_{h}(\mathbf{k})\left[-\frac{1}{\omega_{h}(\mathbf{k})} \frac{\partial}{\partial V} \omega_{h}(\mathbf{k})\right] \tag{7.121}
\end{equation*}
$$

where we have introduced the internal energy for each momentum state,

$$
\begin{equation*}
u_{h}(\mathbf{k})=\hbar \omega_{h}(\mathbf{k})\left[\frac{1}{2}+\frac{1}{e^{\hbar \omega_{h}(\mathbf{k}) k_{B} T}-1}\right] \tag{7.122}
\end{equation*}
$$

The coefficient of thermal volume expansion at constant pressure is therefore given by

$$
\begin{align*}
\alpha & =\left.\frac{1}{V} \frac{\partial V}{\partial T}\right|_{p}=\frac{1}{V} \frac{\partial p /\left.\partial T\right|_{V}}{\partial p /\left.\partial V\right|_{T}}=\left.\frac{1}{\kappa} \frac{\partial p}{\partial T}\right|_{V} \\
& =\frac{1}{\kappa V} \sum_{h, \mathbf{k}}\left[\frac{\partial}{\partial T} u_{h}(\mathbf{k})\right]\left[-\frac{V}{\omega_{h}(\mathbf{k})} \frac{\partial}{\partial V} \omega_{h}(\mathbf{k})\right] . \tag{7.123}
\end{align*}
$$

The derivatives

$$
\begin{equation*}
\gamma_{h}(\mathbf{k}) \equiv-\frac{V}{\omega_{h}(\mathbf{k})} \frac{\partial}{\partial V} \omega_{h}(\mathbf{k}) \tag{7.124}
\end{equation*}
$$

may be defined as the Grüneisen parameter per state. For a linear sound spectrum,

$$
\begin{equation*}
\omega_{l /}(\mathbf{k})=c_{h}|\mathbf{k}| \tag{7.125}
\end{equation*}
$$

these certainly reduce to the constants (7.113) introduced before.
We may also introduce the temperature derivative of $u_{h}(\mathbf{k})$,

$$
\begin{equation*}
c_{V / \prime}(\mathbf{k})=\frac{\partial}{\partial T} u_{h}(\mathbf{k})=k_{B}\left(\frac{\hbar \omega_{h}(\mathbf{k})}{k_{B} T}\right)^{2} \frac{e^{h \omega_{n}(\mathbf{k}) / k_{B} T}}{\left(e^{h \omega_{h}(\mathbf{k}) / k_{B} T}-1\right)^{2}}, \tag{7.126}
\end{equation*}
$$

as the specific heat at constant volume for each momentum state. Its integral and sum over $h$,

$$
\begin{equation*}
c_{V}=\sum_{h} \int \frac{d^{3} k}{(2 \pi)^{3}} c_{h}(\mathbf{k}) \tag{7.127}
\end{equation*}
$$

is the total specific heat at constant volume. Using these quantities, the thermal expansion coefficient can again be written as

$$
\begin{equation*}
\alpha=\frac{1}{\kappa} \gamma c_{V} \tag{7.128}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{\sum_{h, k} \gamma_{h}(\mathbf{k}) c_{V h}(\mathbf{k})}{\sum_{h, k} c_{V h}(\mathbf{k})} \tag{7.129}
\end{equation*}
$$

is the overall Grüneisen constant for a general phonon spectrum. For the linear spectrum $\omega_{l 1}(\mathbf{k})=c_{h}|\mathbf{k}|$ it reduces to the previous constant (7.114).

### 7.7. SOFTENING OF ELASTIC CONSTANTS

In Eq. (7.82) we observed that the cubic terms not only cause an expansion of the crystal but also a softening of the elastic constants. If we force the total volume to remain constant, by some external walls for example, this mechanism becomes inoperative. Still there is softening of the elastic constant due to higher anharmonic terms, with the quartic term predominanting. Such a situation had been encountered before in Sections 7.6 and 7.7 of Part Il in the context of the $X Y$ model. There, we had the partition function

$$
\begin{equation*}
Z=\prod_{\mathbf{x}}\left[\int_{-\pi}^{\pi} \frac{d \gamma(\mathbf{x})}{2 \pi}\right] e^{\beta L_{,} \cos \mathrm{F}_{\mathrm{F}} \gamma(\mathrm{x})} \tag{7.130}
\end{equation*}
$$

Recall that we had two options for dealing with the low temperature regime. One was the perturbative approach in which we expanded $\cos \nabla_{i} \gamma$ in powers of the argument

$$
\begin{equation*}
\sum_{\mathrm{x}, i} \cos \nabla_{i} \gamma=\sum_{\mathrm{x}, \mathrm{i}}\left[1-\frac{1}{2}\left(\nabla_{i} \gamma\right)^{2}+\frac{1}{4!}\left(\nabla_{i} \gamma\right)^{4}-\ldots\right] . \tag{7.131}
\end{equation*}
$$

used the second term $\Sigma_{\mathrm{x} . i}\left(\nabla_{i} \gamma\right)^{2} / 2$ as a free-field energy, and treated the remaining powers as interactions. The other was the Hartree-Fock approach in which we removed from the exponent an unknown quadratic piece.

$$
\begin{equation*}
\beta \sum_{\mathrm{x}, i} \cos \nabla_{i} \gamma=\beta D-\frac{\beta^{R}}{2} \sum_{\mathrm{x}, i}\left(\nabla_{i} \gamma\right)^{2}+\sum_{\mathrm{x} . i}\left[\beta\left(\cos \nabla_{i} \gamma-1\right)+\frac{\beta^{R}}{2}\left(\nabla_{i} \gamma\right)^{2}\right] \tag{7.132}
\end{equation*}
$$

and treated the rest in such a way that an infinite set of diagrams was automatically included, namely, those diagrams which brought the interaction to normal form. The renormalization of $\beta$ which achieved this was determined by a self-consistency equation,

$$
\begin{equation*}
\beta^{R}=\beta e^{-1 /\left(2 \beta^{R} D\right)} . \tag{7.133}
\end{equation*}
$$

This determined the softening of the effective stiffness $\beta^{R}$ as a function of $\beta$.

Let us now follow a similar approach for the softening of the elastic constants. For this we write the partition function of the crystalline $N$ body system in the form ${ }^{k}$

$$
\begin{equation*}
Z=\prod_{\mathrm{x}, i}\left[\int_{-\infty}^{\mathrm{x}} \frac{d u_{i}(\mathrm{x})}{a}\right] e^{-(\beta / 2) \Sigma_{\mathrm{r}}, \phi(\mathrm{x}+\mathrm{u}(\mathrm{x})-\mathrm{y}-\mathrm{u}(\mathrm{y}))} \tag{7.134}
\end{equation*}
$$

where $\Phi(\mathbf{x}-\mathbf{y})$ is the (symmetric) pair potential, $\mathbf{u}(\mathbf{x})$ the displacement field and the sum over $x$ covers all lattice sites. The bare elastic constants are obtained by expanding $\Phi(\mathbf{x})$ around the lattice sites, i.e.,

$$
\begin{align*}
& \frac{1}{2} \sum_{\mathbf{x} \neq \mathrm{y}} \Phi(\mathbf{x}+\mathbf{u}(\mathbf{x})-\mathbf{y}-\mathbf{u}(\mathbf{y})) \\
& \quad=\frac{1}{2} \sum_{\mathbf{x} \neq \mathbf{y}} \Phi(\mathbf{x}-\mathbf{y})+\frac{1}{2} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \Phi(\mathbf{x}-\mathbf{y})\left(u_{i}(\mathbf{x})-u_{i}(\mathbf{y})\right) \\
& \quad+\frac{1}{4} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \partial_{j} \Phi(\mathbf{x}-\mathbf{y})\left(u_{i}(\mathbf{x})-u_{i}(\mathbf{y})\right)\left(u_{j}(\mathbf{x})-u_{j}(\mathbf{y})\right)+\ldots, \tag{7.135}
\end{align*}
$$

where

$$
\begin{equation*}
\sum_{x \neq y} \partial_{i} \Phi(x-y)=0 \tag{7.136}
\end{equation*}
$$

since $\mathbf{x}, \mathbf{y}$ are the equilibrium positions. Rewriting the quadratic piece as

$$
2 \cdot \frac{1}{4} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \partial_{j} \Phi(\mathbf{x}-\mathbf{y}) u_{i}(\mathbf{x})\left(u_{j}(\mathbf{x})-u_{j}(\mathbf{y})\right)
$$

and transforming $\mathbf{u}(\mathbf{x})$ to Fourier space,

$$
\mathbf{u}(\mathbf{x})=\frac{1}{\sqrt{N}} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}} \mathbf{u}(\mathbf{k})
$$

we have

[^8]\[

$$
\begin{equation*}
\frac{1}{2} V_{i j}(\mathbf{k}) u_{i}(\mathbf{k}) u_{i}(\mathbf{k}) \equiv \frac{1}{2} \sum_{\mathbf{x} \neq 0} \dot{j}_{i} \dot{\partial}_{i} \Phi(\mathbf{x})\left(1-e^{-i k \cdot}\right) u_{i}^{*}(\mathbf{k}) u_{j}(\mathbf{k}) . \tag{7.137}
\end{equation*}
$$

\]

We now decompose $u_{i}(\mathbf{k})$ into eigenstates of $V_{i j}(\mathbf{k})$,

$$
\begin{equation*}
u_{i}(\mathbf{k})=\sum_{\lambda} \varepsilon_{i}^{(\lambda)}(\mathbf{k}) u^{(\lambda)}(\mathbf{k}) \tag{7.138}
\end{equation*}
$$

we rewrite (7.137) in the form

$$
\begin{equation*}
\frac{1}{2} \frac{M}{\rho} \sum_{\mathbf{k}, \lambda} c^{(\lambda)}(\mathbf{k}) \mathbf{k}^{2}\left|u^{(\lambda)}(\mathbf{k})\right|^{2} \tag{7.139}
\end{equation*}
$$

where $\rho$ is the mass density $M N / V$ and

$$
\begin{equation*}
c^{(\lambda)}(\mathbf{k})=\frac{1}{M} \frac{\rho}{\mathbf{k}^{2}} \sum_{\mathbf{x} \neq 0} \partial_{i} \partial_{j} \Phi(\mathbf{x})\left(1-e^{-i \mathbf{k} \cdot \mathbf{x}}\right) \varepsilon_{i}^{(\lambda) *}(\mathbf{k}) \varepsilon_{j}^{(\lambda)}(\mathbf{k}) . \tag{7.140}
\end{equation*}
$$

These are the elastic constants for the wave vectors $\mathbf{k}$ and with polarization $\lambda$. If kinetic terms are included ${ }^{1},(M / 2) \Sigma_{\mathbf{x}} \dot{u}_{i}^{2}(\mathbf{x})$, these have the corresponding decomposition (1/2)M $\Sigma_{\mathbf{k}}\left|\dot{u}_{i}^{(\lambda)}(k)\right|^{2}$ so that the elastic constants determine the frequency in the usual way,

$$
\begin{equation*}
\omega^{(\lambda) 2}(\mathbf{k})=\frac{c^{(\lambda)}(\mathbf{k})}{\rho} \mathbf{k}^{2} \tag{7.141}
\end{equation*}
$$

$\left[c^{(\lambda)}(k) / \rho\right]^{1 / 2}$ being the sound velocities.
Let us now see how these results change due to thermal fluctuations. We could again proceed as in Section 7.6, 7.7, Part II, but find it more convenient to use the effective action formalism as in the last section. We introduce expectation values of the displacements,

$$
U_{i}(\mathbf{x})=\left\langle u_{i}\right\rangle
$$

and write

$$
\begin{equation*}
Z=\prod_{\mathrm{x}, i} \int_{-\infty}^{\infty}\left[\frac{d u_{i}(\mathbf{x})}{a}\right] e^{-(\beta / 2) E_{x}, \phi(x+U(x)+\mathrm{u}(\mathrm{k})-\mathrm{y}-\mathrm{U}(\mathrm{y})-\mathrm{u}(\mathrm{y}))} . \tag{7.142}
\end{equation*}
$$

${ }^{1}$ We suppress the time variable in the arguments of $u_{1}(x), u_{1}(k)$.

Then we expand the exponent in powers of $\mathbf{U}(\mathbf{x})-\mathbf{U}(\mathbf{y})$ as follows:

$$
\begin{align*}
- & \frac{\beta}{2} \sum_{\mathbf{x} \neq \mathbf{y}} \Phi(\mathbf{x}+\mathbf{u}(\mathbf{x})-\mathbf{y}-\mathbf{u}(\mathrm{y}))-\frac{\beta}{2} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \Phi(\mathbf{x}+\mathbf{u}(\mathbf{x})-\mathbf{y}-\mathbf{u}(\mathrm{y})) \\
& \times\left(U_{i}(\mathbf{x})-U_{i}(\mathbf{y})\right)-\frac{\beta}{4} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \partial_{i} \Phi(\mathbf{x}+\mathbf{u}(\mathbf{x})-\mathbf{y}-\mathbf{u}(\mathbf{k})) \\
& \times\left(U_{i}(\mathbf{x})-U_{i}(\mathbf{y})\right)\left(U_{i}(\mathbf{x})-U_{j}(\mathbf{y})\right)+\ldots \tag{7.143}
\end{align*}
$$

We now identify the renormalized elastic constants,

$$
\begin{equation*}
c^{(\lambda)}(\mathbf{k})=\frac{1}{M} \frac{\rho}{\mathbf{k}^{2}} \sum_{\mathbf{x} \neq 0}\left\langle\partial_{i} \partial_{j} \Phi(\mathbf{x}+\mathbf{u}(\mathbf{x})-\mathbf{u}(\mathbf{0}))\right\rangle\left(1-e^{-i \mathbf{k} \cdot \mathbf{x}}\right) \varepsilon_{i}^{(\lambda)}(\mathbf{k}) \varepsilon_{j}^{(\lambda)}(\mathbf{k}) . \tag{7.144}
\end{equation*}
$$

The self-consistent approach is based on taking the thermal expectation value with the harmonic vibrations,
where $c^{(\lambda)}(\mathbf{k})$ are the same as those in (7.144). We decompose $\Phi(\mathbf{x})$ into a Fourier series

$$
\begin{equation*}
\Phi(\mathbf{x})=\frac{1}{N} \sum_{\mathbf{q}} e^{i \mathbf{q} \cdot x} \Phi(\mathbf{q}) \tag{7.146}
\end{equation*}
$$

rewrite (7.144) in the form

$$
\begin{equation*}
\boldsymbol{c}^{(\lambda)}(\mathbf{k})=-\frac{1}{M} \frac{\rho}{\mathbf{k}^{2}} \frac{1}{N} \sum_{\mathbf{q} \cdot \mathbf{x} \neq \mathbf{0}} \Phi(\mathbf{q}) e^{i \mathbf{q} \cdot x}\left(1-e^{-i \mathbf{k} \cdot \mathbf{x}}\right) q_{i} \varepsilon_{i}^{(\lambda)}(\mathbf{k}) q_{i} \varepsilon_{j}^{(\lambda)}(\mathbf{k})\left\langle e^{i q_{i}\left(u_{i}(\mathbf{x})-u_{i}(\theta)\right)}\right\rangle, \tag{7.147a}
\end{equation*}
$$

and evaluate the exponent in the usual way, for harmonic modes

$$
\begin{equation*}
\left\langle e^{i_{q}\left(u_{1}(x)-u_{1}(0)\right)}\right\rangle=e^{q_{1} q_{1} D_{n}(x)}, \tag{7.147b}
\end{equation*}
$$

where $D_{i j}(\mathbf{x})$ is the subtracted correlation function

$$
\begin{equation*}
D_{i j}(\mathbf{x})=\left\langle u_{i}(\mathbf{x}) u_{j}(\mathbf{0})\right\rangle-\left\langle u_{i}(\mathbf{0}) u_{j}(\mathbf{0})\right\rangle . \tag{7.148}
\end{equation*}
$$

Under the self-consistency assumption, the correlation function $\left\langle u_{i}(\mathbf{x}) u_{j}(0)\right\rangle$ is determined by (7.145),

$$
\begin{equation*}
\left\langle u_{i}(\mathbf{x}) u_{j}(\mathbf{0})\right\rangle=\frac{1}{\beta} N \frac{\rho}{M} \sum_{\mathbf{k}} \frac{1}{c^{(\lambda)}(\mathbf{k}) \mathbf{k}^{2}} e^{i \mathbf{k} \cdot \mathbf{x}} \varepsilon_{i}^{(\lambda)}(\mathbf{k}) \varepsilon_{j}^{(\lambda) *}(\mathbf{k}) . \tag{7.149}
\end{equation*}
$$

Thus (7.147) has to be solved together with

$$
\begin{equation*}
D_{i j}(\mathbf{x})=\frac{1}{\beta} N \frac{\rho}{M} \sum_{\mathbf{k}} \frac{1}{c^{(\lambda)}(\mathbf{k}) \mathbf{k}^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1\right) \varepsilon_{i}^{(\lambda)}(\mathbf{k}) \varepsilon_{j}^{(\lambda) *}(\mathbf{k}) . \tag{7.150}
\end{equation*}
$$

It is easy to include also quantum effects. All one has to do is replace, $\rho / c^{(\lambda)}(\mathbf{k}) \mathbf{k}^{2} \equiv 1 / \omega^{(\lambda)}(\mathbf{k})^{2}$ by the Matsubara sum [recall (6.261), Part I]

$$
\begin{equation*}
\sum_{n} \frac{1}{\omega_{n}^{2}+\omega^{(\lambda)}(\mathbf{k})^{2}}=\frac{\beta}{\omega^{(\lambda)}(\mathbf{k})} \operatorname{coth} \beta \omega^{(\lambda)}(\mathbf{k}) . \tag{7.151}
\end{equation*}
$$

For $\mathbf{x}=0, D_{i f}(\mathbf{x})$ vanishes, by construction. For large $\mathbf{x}$ it approaches a constant rapidly, namely, the quantity

$$
-\left\langle u_{i}(\mathbf{0}) u_{j}(\mathbf{0})\right\rangle,
$$

which is related to the well-known Waller factor [recall (7.63)] by

$$
\begin{equation*}
2 W \equiv q_{i} q_{j}\left\langle u_{i}(\mathbf{0}) u_{j}(\mathbf{0})\right\rangle . \tag{7.152}
\end{equation*}
$$

In cubic materials, upon which we shall now focus attention, the Debye-Waller factor is

$$
2 W=\frac{1}{j} q^{2}\left\langle\mathbf{u}^{2}\right\rangle
$$

and the limit becomes

$$
\begin{equation*}
q_{i} q_{j} D_{i j}(\mathbf{x}) \underset{x \rightarrow \mathrm{x}}{\longrightarrow} 2 W=\frac{1}{3} \mathbf{q}^{2}\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle . \tag{7.153}
\end{equation*}
$$

The approach to this asymptotic value is exponential. In practice, this is fast enough to permit the approximation,

$$
q_{i} q_{j} D_{i j}(\mathbf{x}) \underset{\mathbf{x} \neq 0}{\approx} 2 W=\frac{1}{3} q^{2}\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle .
$$

We thus arrive at the self-consistency equation for the elastic constants
where $\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle$ depends again on $\boldsymbol{c}^{(\lambda)}(\mathbf{k})$ via (7.149) since

$$
\begin{equation*}
\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle=\frac{1}{\beta} N \frac{\rho}{M} 3 \sum_{\mathbf{k}} \frac{1}{c^{(\lambda)}(\mathbf{k}) \mathbf{k}^{2}} . \tag{7.155}
\end{equation*}
$$

We can go back to $\mathbf{x}$ space by performing the sum over $\mathbf{q}$. The extra factor $e^{-\left(q^{2} / 3\right)\left(u^{2}(0)\right\rangle}$ amounts to replacing the pair potential $\Phi(\mathbf{x})$ by the renormalized one

$$
\begin{equation*}
\Phi^{R}(\mathbf{x})=\frac{1}{\left(\sqrt{2 \pi \frac{3}{2\left\langle\mathbf{u}^{2}(0)\right\rangle}}\right)^{3}} \int d^{3} x^{\prime} e^{-\left(\left(\mathbf{x}-x^{2}\right)^{2} \cdot 2\right)(3)\left(2 /\left(u^{\prime}(0)\right)\right)} \Phi\left(\mathbf{x}^{\prime}\right) . \tag{7.156}
\end{equation*}
$$

This has a simple physical interpretation: the renormalized potential is obtained from the original one by smearing the $\mathbf{x}$ variable out over a radius proportional to the mean square displacement $\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle$.

In isotropic systems there are only two different sound waves, a longitudinal wave with an elastic constant along $\mathbf{k}$

$$
\begin{equation*}
c_{l .}(\mathbf{k})=-\frac{1}{M} \frac{\rho}{\mathbf{k}^{2}} \frac{1}{N} \sum_{\mathbf{q}, \mathbf{x} \neq \mathbf{0}} \Phi^{R}(\mathbf{q})\left(e^{i \mathbf{q} \cdot \mathbf{x}}-e^{i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{x}}\right) \frac{(\mathbf{q} \cdot \mathbf{k})^{2}}{\mathbf{k}^{2}} \tag{7.157}
\end{equation*}
$$

and two degenerate transverse ones with

$$
\begin{equation*}
c_{T}(\mathbf{k})=-\frac{1}{M} \frac{\rho}{\mathbf{k}^{2}} \sum_{\mathbf{q} \cdot \mathbf{x} \neq 0} \Phi^{R}(\mathbf{q})\left(e^{i \cdot \mathbf{q} \cdot x}-e^{i(\mathbf{q}-\mathbf{k}) \cdot \mathbf{x}}\right)\left(\frac{\mathbf{q}^{2}}{2}-\frac{(\mathbf{q} \cdot \mathbf{k})^{2}}{\mathbf{k}^{2}}\right) \tag{7.158}
\end{equation*}
$$

where we have used the obvious notation

$$
\begin{equation*}
\Phi^{R}(\mathbf{q})=\Phi(\mathbf{q}) e^{-\left(\mathbf{q}^{2} / 3\right)\left\langle\mathbf{u}^{2}(0)\right\rangle} \tag{7.159}
\end{equation*}
$$

Performing the sum over $\mathbf{x}$ squeezes $\mathbf{q}$ once to $\mathbf{c}$ and once $\mathbf{c}+\mathbf{k}$ where $\mathbf{c}$ is the reciprocal lattice vectors [recall Part I, (6.29)]

$$
\begin{equation*}
\sum_{\mathbf{x}} e^{i q \cdot x}=N \sum_{\mathbf{c}} \delta(\mathbf{q}-\mathbf{c}) \tag{7.160}
\end{equation*}
$$

and we find

$$
\begin{align*}
\omega_{L}^{2}(\mathbf{k}) & =c_{L}(\mathbf{k}) \frac{\mathbf{k}^{2}}{\rho} \\
& =\frac{1}{M}\left(\mathbf{k}^{2} \Phi^{R}(\mathbf{k})+\sum_{\mathbf{c} \neq 0}\left(\frac{((\mathbf{c}+\mathbf{k}) \cdot \mathbf{k})^{2}}{\mathbf{k}^{2}} \Phi^{R}(\mathbf{c}+\mathbf{k})-\frac{(\mathbf{c} \cdot \mathbf{k})^{2}}{\mathbf{k}^{2}} \Phi^{R}(\mathbf{c})\right)\right), \\
\omega_{T}^{2}(\mathbf{k}) & =c_{T}(\mathbf{k}) \frac{\mathbf{k}^{2}}{\rho}=\frac{1}{M} \sum_{\mathbf{c} \neq \mathbf{0}}\left(\mathbf{c}^{2}-\frac{(\mathbf{c} \cdot \mathbf{k})^{2}}{\mathbf{k}^{2}}\right)\left(\Phi^{R}(\mathbf{c}+\mathbf{k})-\Phi^{R}(\mathbf{c})\right) . \tag{7.161}
\end{align*}
$$

The important observation at this point is that the transverse elastic constant does not contain $\mathbf{c}=\mathbf{0}$ in the sum. Thus it begins with the nearest neighbor in reciprocal space, say $\mathbf{c}_{1}$. For small $|\mathbf{k}| \ll\left|\mathbf{c}_{1}\right|$, the leading term is

$$
\begin{equation*}
\omega_{T}^{2}(\mathbf{k}) \sim \frac{1}{M} \sum_{\mathbf{c}_{1}}\left(\mathbf{c}_{1}^{2}-\frac{\left(\mathbf{c}_{1} \cdot \mathbf{k}\right)^{2}}{\mathbf{k}^{2}}\right)\left(\Phi^{R}\left(\mathbf{c}_{1}+\mathbf{k}\right)-\Phi^{R}\left(\mathbf{c}_{1}\right)\right) . \tag{7.162}
\end{equation*}
$$

The longitudinal term, on the other hand, has the leading term

$$
\begin{equation*}
\omega_{L}^{2}(\mathbf{k}) \sim \frac{1}{M} \mathbf{k}^{2} \Phi^{R}(\mathbf{k}) . \tag{7.163}
\end{equation*}
$$

In general, the potentials fall off rapidly in momentum space such that it is a reasonable first approximation to neglect the higher cectors.

This observation allows for two immediate conclusions: Since $\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle$ increases toward larger temperature, the transverse elastic constant shows a much stronger thermal softening than the longitudinal constant. The transverse softening, for small $\mathbf{k}$, is approximately [using (7.159)]

$$
\begin{equation*}
\frac{\left.c_{T}(\mathbf{k})\right|_{T \neq 0}}{\left.c_{T}(\mathbf{k})\right|_{T=0}} \approx e^{-\left(c^{\mathrm{c}} / 3\right)\left(\mathbf{v}^{\prime}(0)\right)} . \tag{7.164}
\end{equation*}
$$

Here [see (7.50)]

$$
\begin{equation*}
\left\langle u^{2}(0)\right\rangle=3 \sum_{h} \frac{1}{M \omega_{D}^{(1))^{3}}} \int_{0}^{\omega_{i l}^{i / 2}} d \omega \hbar \omega\left(\frac{1}{2}+\frac{1}{e^{\hbar \omega k_{h} T}-1}\right) \tag{7.165}
\end{equation*}
$$

Let us estimate $\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle$ from the classical limit of formula (7.57),
i.e.,

$$
\begin{equation*}
\left\langle\mathbf{u}^{2}(\mathbf{0})\right\rangle=3 \frac{k_{B} T}{M} \sum_{h} \frac{1}{\omega_{D}^{(h) 2}} . \tag{7.166}
\end{equation*}
$$

Using Eq. (7.28), this can also be written as

$$
\begin{equation*}
\left\langle\mathbf{u}^{2}(0)\right\rangle=3 \frac{k_{B} T}{M} \frac{1}{(2 \pi)^{2}}\left(\frac{4 \pi V}{3 N}\right)^{2 / 3} \sum_{h} \frac{1}{c_{h}^{2}}=3 \frac{k_{B} T}{M} \frac{r_{0}^{2}}{(2 \pi)^{2}} \sum_{h} \frac{1}{c_{h}^{2}}, \tag{7.167}
\end{equation*}
$$

where $r_{0}$ is radius of the sphere available to each atom. Here $c_{h}$ are the three sound velocities. The transverse elastic constants $c_{T}(\mathbf{k})$, on the left-hand side of (7.164) are themselves (for small $\mathbf{k}$ ) proportional to the square of the transverse sound velocities $c_{T}$. Using $\left|c_{1}\right|=2 \pi / r_{10} \times 0.695$ (b.c.c.), $2 \pi / r_{0} \times 0.676$ (f.c.c.) [see Appendix 7.A] we thus arrive at the nonlinear equation for sound velocities

To lowest order in $T$

$$
\begin{equation*}
\frac{c_{T}^{2}(T)}{c_{T}^{2}} \approx 1-0.68^{2} \frac{k_{h} T}{M} \sum_{h} \frac{1}{c_{h}^{2}} . \tag{7.169}
\end{equation*}
$$

Before comparing this with experimental data. e.g., those in Fig. 7.8, we have to perform an isotropic average a la Voigt [see (7.44)] and allow for the additional linear softening law due to volume expansion (7.94).

As a very rough approximation let us ignore that and study (7.168) itself. We also neglect, on the right-hand side of (7.168) the difference between elastic constants. Then we find the self-consistency equation

$$
\begin{equation*}
\frac{c_{T}^{2}(T)}{c_{T}^{2}} \approx e^{-10 . \operatorname{sk}^{2}-3\left(k_{B} T_{M} / \| \hat{\lambda}(T)\right.} . \tag{7.170}
\end{equation*}
$$

Setting $r \equiv c_{T}^{2}(T) / c_{T}^{2}$ and $\tau \equiv 1.38\left(k_{B} T / M c_{T}^{2}\right)$ we can rewrite this as

$$
\begin{equation*}
\tau=\frac{\tau}{r} e^{-\tau / r} \tag{7.171}
\end{equation*}
$$

FIG. 7.8. Experimental softening of elastic constants in Ag (after Grimwall op. cit.).



This has a solution only as long as $\tau$ is smaller than the maximum of the function on the right-hand side, which lies at $\tau / r=1$ where $(\tau / r) e^{-\tau / r}=1 / e$ [compare (7.143) and Fig. 7.17 of Part II], i.e.,

$$
\begin{equation*}
\tau_{\max }=\frac{1}{e} . \tag{7.172}
\end{equation*}
$$

At this point, the transverse elastic sound velocity constants have softened by a factor of $1 / e$. The self-consistency approximation cannot be continued beyond this point. The maximal temperature is

$$
\begin{equation*}
T_{\max }=\frac{1}{k_{B}} M c_{T}^{2} \frac{1}{1.38 e} \tag{7.173}
\end{equation*}
$$

Let us translate the result to the mean square displacement. Using (7.167) we find

$$
\begin{equation*}
\delta_{\max }=\sqrt{\frac{1}{3} \frac{\left\langle\mathbf{u}^{2}(0)\right\rangle_{\max }}{a^{2}}}=\sqrt{\frac{k_{B} T_{\max }}{M} \sum_{h} \frac{1}{c_{h}^{2}}} \sim \sqrt{3} \sqrt{\frac{k_{B} T_{\max }}{M c_{T}^{2}}} \sim \sqrt{\frac{3}{1.38 e}} \sim 0.89 \tag{7.174}
\end{equation*}
$$

Since melting occurs at $\delta_{\text {melt }} \sim 0.07$ (from Table 7.4), in accordance with Lindemann's law, we conclude that the self-consistent approximation can well be used to describe softening of the elastic constants up to this point.

Notice that we can use the more precise determinations of $\delta$ at the melting point to calculate the softening of the elastic constants. For this we rewrite the exponential

$$
e^{-\left(\cos ^{2}(0)\left(u^{\prime}(0)\right)\right.}
$$

as follows

$$
\begin{equation*}
e^{-\pi_{i} d^{2}\left(\omega^{2}(0) 3 d^{2}\right)}=e^{-\lambda_{1} d^{2} \delta^{2}}, \tag{7.176}
\end{equation*}
$$

where $\delta$ is the ratio of $\sqrt{\left\langle u_{i}^{2}\right\rangle / 3}$ with respect to the nearest neighbour distance $d$. Then we use the fact that the classical regime $\delta^{2}$ grows linearly with temperature,

$$
\begin{equation*}
\delta^{2} \approx \delta_{\text {melt }}^{2} \frac{T}{T_{\text {melt }}} \tag{7.177}
\end{equation*}
$$

and take $\delta_{\text {melt }}^{2}$ from Table 7.4. In b.c.c. and f.c.c. crystals, the smallest reciprocal lattice vectors are given by

$$
\begin{equation*}
\left|c_{t}\right|=\sqrt{\frac{3}{2}} \frac{2 \pi}{d} \tag{7.178}
\end{equation*}
$$

where $d$ is the nearest neighbour distance [see Appendix 7.A] so that (7.176)

$$
e^{-59.2 \delta_{\text {men }}^{2}\left(T / T_{\text {ment }}\right)} .
$$

Inserting the classical numbers of Table 7.4 this gives us a softening ratio for the elastic constants,

$$
\begin{align*}
& \frac{c_{T}(T)}{c_{T}} \approx e^{-\left(1.7\left(T I T_{\text {maxin }}\right)\right.} \quad \text { (b.c.c.) }  \tag{7.179}\\
& \frac{c_{T}(T)}{c_{T}} \approx e^{-0.29\left(T \pi T_{\text {math }}\right)} \quad \text { (f.c.c.) } \tag{7.180}
\end{align*}
$$

For an order of magnitude comparison we take the experimental curves for the softening of the elastic constants of the f.c.c. crystal Ag as shown in Fig. 7.8. With $T_{\text {mell }}=1235 \mathrm{~K}$ we find the slope

$$
\frac{c_{T}(T)}{c_{T}} \approx 1-0.3 \frac{T}{T_{\mathrm{mclt}}}
$$

Despite the neglect of the contribution due to thermal expansion, (7.94), this agrees with (7.180). For the b.c.c. metal Ta we use the data of Table 1.2 and find with $T_{\text {melt }}=3270 \mathrm{~K}$

$$
\frac{c_{T}(T)}{c_{T}} \approx 1-0.76 \frac{T}{T_{\mathrm{mcll}}}
$$

also in reasonable agreement with (7.179).
In the literature the breakdown of the self-consistent approximation has sometimes been associated with the melting transition ${ }^{m}$. From the

[^9]discussion of the $X Y$ model in Sections 7.6, 7.7, Part II however, we know that this breakdown bears no relation to the phase transition. The phase transition is not caused by perturbative effects, and cannot therefore be derived from a partial resummation of infinitely many diagrams. The $X Y$ model has taught us that the physical origin of the superfluid phase transition is the condensation of vortex lines. Only these lead to the destruction of the superfluid order.
We must therefore expect that a proper understanding of the melting transition will be possible only after an analogous treatment of line-like defects. This will be given in later chapters.
Let us end this chapter with a few comments on the two-dimensional situation.

### 7.8. TWO-DIMENSIONAL CRYSTALS

Just as was the case with superfluids, solids too can be studied experimentally in the reduced dimensionality $D=2$, at least to a certain approximation. It is possible to prepare large monoatomic layers of atoms on grafoil (recall Section 11.1, Part II) and investigate their thermodynamic properties as well as their correlation functions (through X-ray scattering). The favourite systems are layers of rare gases like Helium, Xenon, Argon or Krypton.
Such layers are usually not completely uniform since the binding potential has the periodicity of the substrate and the diameter of the Xenon atoms is somewhat larger than the lattice spacing of graphite. Thus the atoms do not properly match with the optimal positions (see Fig. 7.9). Fortunately, however, the variations in the binding energy are quite small. For Xenon, for example it is $\approx 37 \mathrm{~K}$. Melting of Xenon occurs at $\approx 100-152 \mathrm{~K}$ (for the phase diagram see Fig. 14.5). Hence the deviations from uniformity should be neglegible.

The Debye theory developed in the beginning of this chapter applies to such two-dimensional solids with only minor modifications. The Debye frequencies (7.28) are again equal to $2 \pi c_{h} / r_{0}$, where $c_{h}$ are the velocities of sound with polarization $h$ and the radius $r_{0}$ associated with each particle is now equal to $(N / V)^{1 / 2}, V$ being the two-dimensional volume, i.e., the area occupied by the atoms. Hence

$$
\begin{equation*}
\omega_{D}^{(h)}=2 \pi\left(\frac{1}{\hbar V / N}\right)^{1 / 2} \times c_{h}=2 \pi c_{h} / r_{0} \tag{7.180}
\end{equation*}
$$

FIG. 7.9. The geometry for the adsorption of Xenon on graphite. The Xe atoms are slightly larger than the lattice spacing so that the layer is not quite commensurate.


Xenon adsorbed on graphite (001) surface

There are only two polarizations $h=L, T$ whose density of states is $g^{(h)}(\omega)=V[1 / 2 \pi]\left(\omega / c_{h}^{2}\right)$. With the average sound velocity [recall (7.29b)]

$$
\begin{equation*}
\bar{c}=\left[2 /\left(\frac{1}{c_{T}^{2}}+\frac{1}{c_{L}^{2}}\right)\right]^{1 / 2} \tag{7.181}
\end{equation*}
$$

The single density of states is $g(\omega)=2 V(1 / 2 \pi)\left(\omega / \bar{c}^{2}\right)$. The average Debye temperature is

$$
\begin{equation*}
\Theta_{D}=\hbar \omega_{D} / k_{B}, \quad \omega_{D}=2 \pi \bar{c} / r_{0} \tag{7.182}
\end{equation*}
$$

and the internal energy becomes

$$
\begin{equation*}
U=4 N k_{B} T\left(\frac{T}{\Theta_{D}}\right)^{2} \int_{0}^{\theta_{D} / T} d \xi \xi^{2}\left[\frac{1}{2}+\frac{1}{e^{\xi}-1}\right] \tag{7.183}
\end{equation*}
$$

and the specific heat

$$
\begin{equation*}
C=4 N k_{B}\left(\frac{T}{\Theta_{D}}\right)^{2} \int_{0}^{\Theta_{D} / T} d \xi e^{\xi} \frac{\xi^{3}}{\left(e^{\xi}-1\right)^{2}} d \xi . \tag{7.184}
\end{equation*}
$$

For low temperatures, we use $\int_{0}^{\infty} d \xi \xi^{2} \frac{1}{e^{\xi}-1}=2 \zeta(3)=2.404$ and find that $U$ and $C$ have the limiting behavior

$$
\begin{equation*}
U \xrightarrow[T \mu \theta_{D}]{ } 4 N k_{B} \Theta_{D}\left(\frac{1}{6}+2.404\left(\frac{T}{\Theta_{D}}\right)^{3}\right), \quad C \underset{T<\Theta_{D}}{\longrightarrow} 4 N k_{B} 7.212\left(\frac{T}{\Theta_{D}}\right)^{2} . \tag{7.185}
\end{equation*}
$$

The experimental $T^{2}$ behavior of $C$ for monolarges of ${ }^{3} \mathrm{He}$ of various densities are shown in Fig. 7.10. The Debye temperature $\Theta_{D}$ extracted from data are plotted in Fig. 7.11 as a function of the molecular areas $a^{2}=\pi r_{0}^{2}$. For large temperatures, $U$ and $C$ follow again the Dulong-Petit law,

$$
\begin{equation*}
U \underset{T>\theta_{n}}{ } U_{\mathrm{cl}}=2 N k_{B} T, \quad C \underset{T>\Theta_{D}}{\longrightarrow} U_{\mathrm{cl}}=2 N k_{B} . \tag{7.186}
\end{equation*}
$$

Most of the other formulas can be transformed straightforwardly to two dimensions.

There are, however, a few pecularities due to the Landau-Peierls argument, mentioned before in the context of superfluidity in twodimensional layers, i.e., based on the fact that $\int\left(d^{2} k /(2 \pi)^{2}\right) e^{i k \cdot\left(x-x^{\prime}\right)}\left(1 / k^{2}\right)$ is divergent. This fact has sometimes been used to argue that twodimensional solids cannot exist, but this is not really true. What is true is that this divergence prevents two-dimensional crystals from having a proper long-range order with $\delta$-function Bragg reflexes. The deviations are quantitatively not very significant. Theoretically, however, they are of great interest. This warrants a special discussion, which we now turn to.

In the continuum approximation, the linear elastic energy is

$$
\begin{equation*}
E_{\mathrm{el}}=\int d^{2} x\left[\frac{\mu}{4}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)^{2}+\frac{\lambda}{2}\left(\partial_{i} u_{i}\right)^{2}\right] \tag{7.187}
\end{equation*}
$$

FIG. 7.10. The specific heat data at low temperatures for high density ${ }^{4} \mathrm{He}$ on grafoil (from Hering and Vilches, 1973, see J.G. Dash op. cit. in the Notes and References). The densities in units of $n / \AA^{2}$ are $0.078,0.079,0.080,0.082,0.087,0.092$, for increasing $\Theta_{D}$.


FIG. 7.11. The Debye temperature for layers of solid ${ }^{4} \mathrm{He}$, as extracted from the low $T$ behavior of the specific heat data, as a function of the molecular area $a^{2}=\pi r r^{2}$. For comparison, we show the data points of hcp ${ }^{4} \mathrm{He}$ on the same length scale $a$ (after M. Bretz et al., op. cit. in the Notes and References).

with a partition function ${ }^{\text {n }}$

$$
\begin{equation*}
Z=\prod_{\mathrm{x}}\left[\int \frac{d u_{i}(\mathrm{x})}{a}\right] e^{-E_{\mathrm{c}} / T} \tag{7.188}
\end{equation*}
$$

This gives the correlation function

$$
\begin{equation*}
\left\langle u_{i}(\mathbf{x}) u_{j}\left(\mathbf{x}^{\prime}\right)\right\rangle=G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{2} k}{(2 \pi)^{2}} e^{i \mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} \frac{1}{\mu k^{4}}\left(k^{2} \delta_{i j}-\frac{\lambda+\mu}{\lambda+2 \mu} k_{i} k_{j}\right) \tag{7.189}
\end{equation*}
$$

We can now convince ourselves that due to the logarithmic singularity of the Coulomb Green function $\int\left(d^{2} k /(2 \pi)^{2}\right) e^{i k \cdot\left(x-x^{\prime}\right)}\left(1 / k^{2}\right)$, the twodimensional solid has indeed no proper long-range order, a fact which manifests itself in the absence of true $\delta$-function Bragg peaks in scattering experiments. In order to see this we calculate the dimensionless structure factor ${ }^{\circ}$

$$
\begin{equation*}
S(\mathbf{q})=\frac{1}{N} \int d^{2} x d^{2} x^{\prime} e^{i q \cdot\left(x-x^{\prime}\right)}\left\langle\rho(\mathbf{x}) \rho\left(\mathbf{x}^{\prime}\right)\right\rangle \tag{7.190}
\end{equation*}
$$

where $\rho(\mathbf{x})$ is the local particle density and $N$ the total number. If the atoms are at their equilibrium positions [recall (1.1)], this is given by

$$
\begin{equation*}
\rho(\mathrm{x})=\sum_{n} \delta^{(2)}\left(\mathrm{x}-\mathrm{x}_{n}\right) \tag{7.191}
\end{equation*}
$$

Inserting this into (7.106) gives

$$
\begin{equation*}
S(\mathbf{q})=\frac{1}{N} \sum_{\mathbf{n}, \mathbf{n}^{\prime}} e^{i q \cdot\left(x_{\mathrm{a}}-x_{\mathrm{c}}\right)}=\sum_{\mathbf{n}} e^{i q \cdot x_{n}}=\left(\frac{2 \pi}{a}\right)^{2} \sum_{\mathbf{c}} \delta^{(2)}(\mathbf{q}-\mathbf{c})=N \sum_{\mathbf{c}} \delta_{\mathbf{q}, \mathbf{c}} \tag{7.192}
\end{equation*}
$$

where $\mathbf{c}$ are the reciprocal lattice vectors $(2 \pi / a)\left(c_{1}, c_{2}, \ldots\right)$ with $c_{i}=$ integer. If the atoms are displaced by $u_{i}(\mathbf{x})$, one has instead

[^10]$$
\frac{d \sigma}{d \Omega}=\frac{a^{2}}{\hbar} N S(\mathbf{q})
$$
\[

$$
\begin{equation*}
\rho(\mathbf{x})=\sum_{\mathbf{n}} \delta^{2}\left(\mathbf{x}-\mathbf{x}_{\mathrm{n}}-u_{i}\left(\mathbf{x}_{n}\right)\right) \tag{7.193}
\end{equation*}
$$

\]

and finds

$$
\begin{equation*}
S(\mathbf{q})=\frac{1}{N} \sum_{\mathbf{n}, \mathbf{n}^{\prime}} e^{i q \cdot\left(x_{n}-x_{n}\right)}\left\langle e^{i q_{q} u_{i}\left(x_{n}\right)} e^{-i q q_{1} u_{i}\left(x_{n}\right)}\right\rangle=\sum_{\mathbf{n}} e^{i q x_{n}}\left\langle e^{i q, u_{1}\left(x_{n}\right)} e^{-i q_{1} u_{i}(0)}\right\rangle . \tag{7.194}
\end{equation*}
$$

As long as the displacement field is small and follows the laws of linear elasticity we can calculate directly [compare (11.92)-(11.96), Part II],

$$
\begin{align*}
& \left\langle e^{i q_{1}, u_{1}(\mathbf{x})} e^{-i q_{1}, u_{1}(0)}\right\rangle=Z^{-1} \prod_{\mathbf{x}}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-E_{\mathrm{d}} / T+i i_{i} \varepsilon_{1} u_{1}(\mathbf{x})} \mathrm{m}_{\mathrm{x}}(\mathbf{x}) \\
& =Z^{-1} \prod_{\mathrm{x}}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-\left(1 / 2 \eta \Sigma_{1} u_{i}(x) G_{i}^{-1}\left(x-x^{\prime}\right) u_{1}\left(x^{\prime}\right)+i \eta_{1} \Sigma_{x} u_{i}(x) Q(x)\right.} \\
& =e^{-q_{1}, q_{1}(T n) \sigma_{. . i} Q(x) G_{i j}\left(x-x^{\prime}\right) Q\left(x^{\prime}\right)}=e^{\eta_{1, q_{i}} T G_{i j}^{\prime}(x)}, \tag{7.194'}
\end{align*}
$$

where we have used the abbreviations $Q(\mathbf{x})=\delta_{\mathbf{x}, \mathbf{x}}-\delta_{\mathbf{x}, \mathbf{0}}$,

$$
\begin{equation*}
G_{i j}^{\prime}(\mathbf{X}) \equiv G_{i j}(\mathbf{X})-G_{i j}(\mathbf{0}) \tag{7.195}
\end{equation*}
$$

In three dimensions, $G_{i j}^{\prime}(\mathbf{X})$ would go to zero for large distances and $\left\langle e^{i q, u_{1}(\mathbf{X})} e^{-i q, \mu_{1}(0)}\right\rangle \rightarrow 1$. Inserting this into (7.194) we see that we obtain $S(\mathbf{q}) \propto \Sigma_{\mathbf{c}} \delta_{\mathbf{q} . \mathrm{c}}$ so that thermal fluctuations do not destroy the $\delta$-function peaks in the structure function.

In two dimensions, however, $G_{i j}^{\prime}(\mathbf{X})$ diverges logarithmically and $\left\langle e^{i q_{i} u_{l}(\mathbf{X})} e^{-i q_{i} u_{i}(0)}\right\rangle$ falls off like a power of $|\mathbf{X}|$ instead of becoming constant. When inserting the power behaviour $|\mathbf{X}|^{-n(9)}$ into (7.194), the $\delta$-functions widen into cusps around the reciprocal lattice vectors $\mathbf{c}$, with the behaviour

$$
\begin{equation*}
S(\mathbf{q}) \propto \sum_{\mathbf{c}} \frac{1}{|\mathbf{q}-\mathbf{c}|^{2-\eta(q)}} \tag{7.196}
\end{equation*}
$$

The precise value of $\eta(\mathbf{q})$ is found by extracting the long-range logarithmic term in (7.189). According to (1.125) this is given by

$$
\begin{equation*}
G_{i j}(\mathbf{x})_{\delta \approx 0}-\frac{1}{\mu} \frac{1}{4 \pi} \delta_{i j} \frac{\lambda+3 \mu}{\lambda+2 \mu} \log \left(\frac{\delta}{2}|\mathbf{x}| e^{\gamma}\right) \tag{7.197}
\end{equation*}
$$

so that the subtracted Green function has the finite limit

$$
\begin{equation*}
G_{i j}^{\prime}(\mathbf{x})=-\frac{1}{\mu} \frac{1}{4 \pi} \delta_{i j} \frac{\lambda+3 \mu}{\lambda+2 \mu} \log |\mathbf{x}| \tag{7.198}
\end{equation*}
$$

giving $^{p}$

$$
\begin{equation*}
\eta(\mathbf{q})=q^{2} \frac{T}{4 \pi} \frac{\lambda+3 \mu}{\mu(\lambda+2 \mu)} \tag{7.199}
\end{equation*}
$$

Since power behaviors like $|\mathbf{X}|^{-\eta}$ are typical for critical systems, the power $\eta$ is called a critical index.

Experimentally, the power behaviour (7.196) is visible in the intensity profiles of X-rays scattered on adsorbed layers of atoms as illustrated in Fig. 7.12 with the data of Heiney et al. See the Notes and References.

The melting transition in two-dimensional systems was first observed in monolayers of ${ }^{4} \mathrm{He}$ by Bretz et al. (1973). The data show sharp peaks in the specific heat (see Fig. 7.13).

Certainly, it is possible to carry through all the discussions of the previous sections once more in two dimensions. For brevity, however, we shall not do this and embark directly in studying the role of defects in the melting transition. Later, after having improved our understanding of the three-dimensional transition we shall return and study also twodimensional melting in more detail.

## APPENDIX 7A. SOME LATTICE PROPERTIES

In a b.c.c. lattice, we use the basis

$$
\mathbf{a}_{1}=\frac{a_{0}}{2}(-\hat{\mathbf{x}}+\hat{\mathbf{y}}+\hat{\mathbf{z}}), \quad \mathbf{a}_{2}=\frac{a_{0}}{2}(\hat{\mathbf{x}}-\hat{\mathbf{y}}+\hat{\mathbf{z}}), \quad \mathbf{a}_{3}=\frac{a_{0}}{2}(\hat{\mathbf{x}}+\hat{\mathbf{y}}-\hat{\mathbf{z}}), \quad(7 \mathrm{~A} .1)
$$

and find the volume per cell

$$
\begin{equation*}
v=\left(\mathbf{a}_{1} \times \mathbf{a}_{2}\right) \cdot \mathbf{a}_{3}=\frac{a_{0}^{3}}{2} \tag{7A.2}
\end{equation*}
$$

PNotice that the combination of elastic constants in the same as in the Debye temperature

$$
\Theta_{D}=\frac{2 \pi \hbar}{k_{B}}\left(\frac{1}{\pi a^{2}}\right)^{1 / 2} \bar{c}=\frac{2 \pi \hbar}{k_{B}} \sqrt{\frac{2}{\pi M}} \sqrt{\frac{\mu(\lambda+2 \mu)}{\lambda+3 \mu}} .
$$

FIG.7.12. Diffraction profiles illustrating the power-like peaks (solid lines) in the structure factor $S(\mathbf{Q})$ rather than the $\delta$-like peaks in the Bragg reflexes of $3 D$ solids (after Heiney et al., op. cit. in the Notes and References).

so that $a \equiv v^{1 / 3}=a_{0} / 2^{1 / 3}$ and the nearest neighbour distance is $d=\left(a_{0} / 2\right)$ $\sqrt{3}=v^{1 / 2}\left(\sqrt{3} / 2^{2 / 3}\right) \approx 1.0911 a$. With $r_{0} \equiv((3 / 4 \pi) v)^{1 / 3}=(3 / 4 \pi)^{1 / 3} a$ we also have $d=1.76 r_{0}$.

In an f.c.c. lattice

$$
\begin{equation*}
\mathbf{a}_{1}=\frac{a_{0}}{2}(\hat{\mathbf{y}}+\hat{\mathbf{z}}), \quad \mathbf{a}_{2}=\frac{a_{0}}{2}(\hat{\mathbf{z}}+\hat{\mathbf{x}}), \quad \mathbf{a}_{3}=\frac{a_{0}}{2}(\hat{\mathbf{x}}+\hat{\mathbf{y}}), \tag{7A.3}
\end{equation*}
$$

FIG. 7.13. The specific heat data of ${ }^{4} \mathrm{He}$ films on grafoil as found by Bretz et al. (1973) (op. cit. in the Notes and References).

so that $v=a_{0}^{3} / 4$ and $v^{1 / 3}=a=a_{0} / 4^{1 / 3}$. The nearest neighbour distance is $d=a_{0} / \sqrt{2}=v^{1 / 3}\left(4^{1 / 3} / \sqrt{2}\right) \approx 1.1225 a \sim 1.81 r_{11}$. The reciprocal basis of an f.c.c. (b.c.c.) lattice is a b.c.c. (f.c.c.) lattice with $a_{0}^{\text {rec }}=4 \pi / a_{0}$ and a volume $(2 \pi)^{3} / v=(2 \pi / a)^{3}$ so that $a^{r e c}=2 \pi / a$. Hence the smallest reciprocal lattice vectors of a b.c.c. lattice have a length $d_{1}^{\text {rec }}=$ $\left(4^{1 / 3} / \sqrt{2}\right) a^{\text {rec }}=(\sqrt{3 / 2})(2 \pi / d)=1.1225(2 \pi / a)$ while those of an f.c.c. lattice have $d_{1}^{\text {rec }}=\left(\sqrt{3} / 2^{2 / 3}\right) a^{\text {rec }}=(\sqrt{3 / 2})(2 \pi / d)=1.0911(2 \pi / a)$.

## APPENDIX 7B. FREQUENCY DISTRIBUTIONS

For a general spectrum $\omega_{h}^{2}(\mathbf{k})$, the frequency distribution may be calculated as follows:

$$
\begin{equation*}
g^{(h)}(\omega)=\frac{2 \omega}{V} \sum_{\mathbf{k}} \delta\left(\omega^{2}-\omega_{h}^{2}(\mathbf{k})\right) \tag{7.B1}
\end{equation*}
$$

By integrating this over $\omega$ it is obvious that it has the correct
normalization (7.27). We now observe that the right-hand side can be rewritten as

$$
\begin{equation*}
g^{(i)}(\omega)=\frac{N}{V} \frac{2 \omega}{\pi} \operatorname{lm} \frac{1}{N} \sum_{\mathbf{k}} \frac{1}{-\omega^{2}-i \varepsilon+\omega_{1}^{2}(\mathbf{k})}, \tag{7.B2}
\end{equation*}
$$

where $\varepsilon$ is an infinitesimal positive number. This implies that $g^{(/ \prime)}(\omega)$ can be obtained from the Green function $v_{m}^{\left({ }_{m}^{\prime}\right)}(0)$ at the origin,

$$
\begin{equation*}
v_{m}^{(\prime \prime)}(\mathbf{0}) \equiv \frac{1}{N} \sum_{\mathbf{k}} \frac{1}{m^{2}+\omega_{1}^{2}(\mathbf{k})}, \tag{7.B3}
\end{equation*}
$$

by an analytic continuation in the square mass $m^{2}$ to

$$
\begin{equation*}
m^{2}=-\omega^{2}-i \varepsilon \tag{7.B4}
\end{equation*}
$$

and taking the imaginary part. i.e..

$$
\begin{equation*}
g^{(h)}(\omega)=\left.\frac{N}{V} \frac{2 \omega}{\pi} \operatorname{Im} v_{m}^{(h)}(0)\right|_{m^{2}=-\omega^{2}-i \varepsilon} . \tag{7.B5}
\end{equation*}
$$

As an example, take the one-dimensional case where for lattice space $a=1$ [see Part I, Eq. (6.184)],

$$
\begin{equation*}
v_{m}(0)=\left[\left(m^{2}+2\right)^{2}-4\right]^{1 / 2}, \tag{7.B6}
\end{equation*}
$$

so that

$$
\begin{equation*}
g(\omega)=\frac{N}{V} \frac{2}{\pi} \frac{1}{\sqrt{4-\omega^{2}}} \tag{7.B7}
\end{equation*}
$$

On a square lattice we can use Eq. (6.134) of Part I,

$$
\begin{equation*}
v_{m}(0)=\frac{1}{m^{2}+4} \frac{2}{\pi} K\left(\frac{1}{\left(1+m^{2} / 4\right)^{\frac{2}{2}}}\right) . \tag{7.B8}
\end{equation*}
$$

where $K(z)$ is the elliptic integral $\int_{0}^{\pi / 2} d \theta\left(1-z \sin ^{2} \theta\right)^{-1 / 2}$, and find for a
mode with a lattice spectrum $\omega_{h}^{2}=2\left(1-\cos k_{1}\right)+2\left(1-\cos k_{2}\right)$

$$
\begin{array}{rlrl}
g(\omega) & =\frac{4 \omega}{\pi^{2} \sqrt{4-\omega^{2}}} K\left(\frac{16}{\omega^{2}\left(4-\omega^{2}\right)}\right), & \omega^{2}\left(4-\omega^{2}\right)>16, \\
& =\frac{\omega}{\pi^{2}} K\left(\frac{\omega^{2}\left(4-\omega^{2}\right)}{16}\right), & & 0<\omega^{2}\left(4-\omega^{2}\right)<16,
\end{array}
$$

For a three dimensional simple cubic lattice we have to replace $\omega^{2}$ by $\omega^{2}-2(1-\cos k)$ and do one more integral over $\int_{-\pi / 2}^{\pi / 2} d k / 2 \pi$. Plots of these functions can be found in the book by Maradudin et al. [see Notes and References).

Similarly, we can use the Green functions of b.c.c., and f.c.c. lattices in Part I, Eqs. (6A.43), (6A.46) to calculate explicitly the associated frequency distributions.
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## FIRST ATTEMPT AT A DISORDER FIELD THEORY OF DEFECT MELTING

The Lindemann criterion gave us some important information on the nature of the melting transition: the transition occurs at a temperature slightly below which the atoms still perform, to a very good approximation, harmonic fluctuations about their mean positions. The nonlinearities of the interatomic potential are not very important. They merely provide a shift in the mean position and a softening of the elastic constants. If these two effects are taken into account, the crystal, even right below the melting temperature, can be treated practically as an ideal crystal. Defects are quite rare, due to their high energy, and we can describe the interactions of defect lines by the methods developed in the previous chapters.

As we approach the melting temperature, the situation changes abruptly. All of a sudden, the crystalline order breaks down. In analogy with the superfluid phase transition we set for ourselves the goal of describing this breakdown by the condensation of defect lines. In the following chapters we shall try and follow the historical development which ultimately led to the lattice models to be described in Chapters $9-13$. The disorder field theory which will arise in the course of the present chapter will not be used later on. The insights gained in this discussion will put us in a better position to appreciate the properties of these models.

The practically minded reader is therefore advised to skip this chapter and turn directly to Chapter 9.

### 8.1. DISORDER FIELDS OF DISLOCATION LINES

Let us begin by studying fluctuating ensembles of dislocation lines. We proceed in complete analogy with the vortex lines of Chapter 2, Part II.

The elastic energy of $N$ lines $L^{(i)}, i=1, \ldots, N$ with Burgers' vectors $b_{( }^{(i)}$ is given by (3.42):

$$
\begin{align*}
E_{\mathrm{Blin}}= & \frac{\mu}{8 \pi} \sum_{i, j} \oint_{L^{(i)}} \oint_{L^{(i)}} \\
& \times\left[\left(\mathbf{b}^{(i)} \cdot d \mathbf{x}^{(i)}\right)\left(\mathbf{b}^{(i)} \cdot d \mathbf{x}^{(j)}\right) / R-2\left(\mathbf{b}^{(i)} \times \mathbf{b}^{(i)}\right) \cdot\left(d \mathbf{x}^{(i)} \times d \mathbf{x}^{(i)}\right) / R\right. \\
& \left.+\frac{1}{1-v}\left(\mathbf{b}^{(i)} \times d \mathbf{x}^{(i)}\right)_{\ell}\left(\mathbf{b}^{(j)} \times d \mathbf{x}^{(j)}\right)_{n} \partial_{\epsilon} \partial_{n} R\right] \tag{8.1}
\end{align*}
$$

This formula was based on the laws of linear elasticity which are valid for large distances between the lines.

In the near-zone around each line, nonlinear effects become important. Just as in the superfluid, these are difficult to calculate. We shall assume that they can be parametrized approximately by a core energy of the form

$$
\begin{equation*}
E_{\mathrm{corc}}=\sum_{i=1}^{N}\left(e_{c} \int_{L^{(i)}} d s^{(i)}+e_{c}^{\prime} \int_{L^{(i)}} d \mathbf{x}^{(i)} \cdot \hat{\mathbf{b}}^{(i)}\right) \tag{8.2}
\end{equation*}
$$

where $e_{r}^{T} \equiv e_{c}^{\prime}$ is the energy per unit length of an edge dislocation (which has $d \mathbf{x} \perp \hat{\mathbf{b}}$ ) and $e_{c}^{L} \equiv e_{c}+e_{c}^{\prime}$ that of a screw dislocation (which has $d \mathbf{x} \| \hat{\mathbf{b}}$, $\hat{\mathbf{b}} \equiv \mathbf{b} /|\mathbf{b}|)$. The total partition function to be calculated is

$$
\begin{equation*}
Z=\sum_{N} \frac{1}{N!} \sum_{\{L\}} \exp \left\{-\frac{1}{T}\left(E_{\text {Blin }}+E_{\text {corc }}\right)\right\} \tag{8.3}
\end{equation*}
$$

As in Chapter 2, Part II, we shall proceed in two steps and suppose first that there is no elastic energy. We shall also assume, for a moment, that the parameters $e^{T}$ and $e^{L}$ are equal. Then it is straightforward to write down a disorder field theory for $Z$, in analogy with Eq. (2.3) of Part II:

$$
\begin{align*}
Z= & \int \mathscr{D} \varphi \mathscr{D} \varphi^{+} \\
& \times \exp \left\{-\int d^{3} x\left[\sum_{b}\left(\frac{1}{2}\left|\partial_{\epsilon} \varphi_{b}\right|^{2}+\frac{m^{2}}{2}\left|\varphi_{b}\right|^{2}\right)+\sum_{b, b^{\prime}} \frac{g_{b b^{\prime}}}{4}\left|\varphi_{b}\right|^{2}\left|\varphi_{b^{\prime}}\right|^{2}\right]\right\} \tag{8.4}
\end{align*}
$$

The mass is given by

$$
\begin{equation*}
m^{2}=\left(\frac{\varepsilon_{c}^{T}}{T}-\log 2 D\right) \frac{2 D}{a^{2}} \tag{8.5}
\end{equation*}
$$

with $\varepsilon_{c}^{T}=e_{c}^{T} \cdot a$ being the energy per link. The sum over $b=1, \ldots, n$ accounts for the fundamental Burgers vectors. We have initially assumed a quartic short range interaction which is purely phenomenological and whose precise form is unknown. It has to satisfy an important fundamental physical property: when dislocation lines interact with each other, the Burgers vectors are conserved just like electric charges (recall the discussion in Section 2.9 on branching defect lines). The corresponding property of the disorder field theory is that it is invariant under the global phase rotations,

$$
\begin{equation*}
\varphi_{b}(\mathbf{x}) \rightarrow e^{i \gamma_{r} b_{r}} \varphi_{b}(\mathbf{x}) . \tag{8.6}
\end{equation*}
$$

This is why we wrote the interaction immediately in the form $\Sigma_{b, b}$, $\left(g_{b b^{\prime}} / 4\right)\left|\varphi_{b}\right|^{2}\left|\varphi_{b^{\prime}}\right|^{2}$. The coupling matrix $g_{b b^{\prime}}$ is further restricted by cubic symmetry. This permits only two independent matrix elements and we can parametrize the energy density as

$$
\begin{equation*}
e(\mathbf{x})=\sum_{b}\left[\frac{1}{2}\left|\partial_{\ell} \varphi_{b}\right|^{2}+\frac{m^{2}}{2}\left|\varphi_{b}\right|^{2}\right]+\frac{g_{1}}{4}\left(\sum_{b=1}^{n}\left|\varphi_{b}\right|^{2}\right)^{2}+\frac{g_{2}}{4} \sum_{b=1}^{n}\left|\varphi_{b}\right|^{4} . \tag{8.7}
\end{equation*}
$$

### 8.2. FLUCTUATION INDUCED FIRST-ORDER TRANSITION

Let us study the partition function associated with this energy. It is useful to view the complex field $\varphi_{b}$ as a special case of a general $n \cdot q$ component field $\varphi_{i}^{\alpha}$ with $i=1, \ldots n, \alpha=1, \ldots, q$ and a field energy

$$
\begin{align*}
e(\mathbf{x})= & \sum_{(i, \alpha)=1,1}^{(n, q)}\left[\frac{1}{2}\left(\partial_{e} \varphi_{i}^{\alpha}\right)^{2}+\frac{m^{2}}{2}\left(\varphi_{i}^{\alpha}\right)^{2}\right]+\frac{g_{1}}{4}\left(\sum_{(i, \alpha)=1,1}^{(n, q)}\left(\varphi_{i}^{\alpha}\right)^{2}\right)^{2} \\
& +\frac{g_{2}}{4} \sum_{i=1}^{n}\left(\sum_{\alpha=1}^{q}\left(\varphi_{i}^{\alpha}\right)^{2}\right)^{2} . \tag{8.8}
\end{align*}
$$

This is invariant under $O(q)$ rotations of the indices $\alpha$ and has a symmetry under the cubic point group in the indices $i$ which count the different fundamental Burgers vectors.

Theories of this type have been discussed in the literature in great detail (see the Notes and References). They are used to illustrate the possibility that fluctuations may induce a full $O(n \cdot q)$ symmetry between all $n \cdot q$ components of $\varphi_{i}^{\alpha}$. What is more important in the present context is that these field theories are also examples of a further type of fluctuation-induced first-order transition, similar to the one we had encountered previously in Section 3.11 in a superconductor for which the crucial fluctuation role was played by gauge fields. Let us recapitulate some of the well-known features of a field with energy (8.8) which could be relevant for our purposes. For simplicity, we shall first focus attention upon the simplest prototype of a field with arbitrary $n$ and $q=1$ at the mean-field level. Its energy is

$$
\begin{equation*}
e(\mathbf{x})=\sum_{i=1}^{n}\left[\frac{1}{2}\left(\partial_{\epsilon} \varphi_{i}\right)^{2}+\frac{m^{2}}{2} \varphi_{i}^{2}\right]+\frac{g_{1}}{4}\left(\sum_{i=1}^{n} \varphi_{i}^{2}\right)^{2}+\frac{\mathrm{g}_{2}}{4} \sum_{i=1}^{n} \varphi_{i}^{4} . \tag{8.9}
\end{equation*}
$$

For $m^{2}<0$, the fields acquire non-zero expectation values. Their properties depend on the values of $g_{1}, g_{2}$. For $g_{2}=0, g_{1}>0$, the energy is invariant under $n$-dimensional rotations of the components $\left(\varphi_{1}, \ldots, \varphi_{n}\right)$, and the ground state is degenerate with respect to these rotations, with a field expectation value

$$
\begin{equation*}
\varphi=\sqrt{\sum_{i=1}^{n} \varphi_{i}^{2}}=\sqrt{-\frac{m^{2}}{g_{1}}} . \tag{8.10}
\end{equation*}
$$

For $n=2$, this ground state is the same as the ordered state in the $O(2)$ symmetric field theory of superfluid ${ }^{4} \mathrm{He}$ (or the $X Y$ model). If $g_{2}<0$, and $g_{1}>-g_{2}$ the energy loses its isotropy and the ground state can no longer point along an arbitrary direction in the $O(n)$ field space but must select one of the three directions along the field axes, say,

$$
\begin{equation*}
\varphi_{i}=\varphi \delta_{i, 1}=\sqrt{-\frac{m^{2}}{g_{1}+g_{2}}} \delta_{i, 1} . \tag{8.11}
\end{equation*}
$$

If $g_{2}>0$, and $g_{1}>-g_{2} / n$ the expectation value is diagonal in field space,

$$
\begin{equation*}
\varphi_{i} \equiv \frac{\varphi}{\sqrt{n}}=\frac{1}{\sqrt{n}} \sqrt{-\frac{m^{2}}{g_{1}+g_{2} / n}} . \tag{8.12}
\end{equation*}
$$

In the three cases, the ground state energy is given by the minima of the potentials which are

$$
\begin{align*}
& v_{g_{2}=0}=\frac{m^{2}}{2} \varphi^{2}+\frac{g_{1}}{4} \varphi^{4}=-\frac{m^{4}}{4 g_{1}}, \\
& v_{g_{2}<0}=\frac{m^{2}}{2} \varphi^{2}+\frac{g_{1}+g_{2}}{4} \varphi^{4}=-\frac{m^{4}}{4\left(g_{1}+g_{2}\right)}, \\
& v_{g_{2}>0}=\frac{m^{2}}{2} \varphi^{2}+\frac{g_{1}+g_{2} / n}{4} \varphi^{4}=-\frac{m^{4}}{4\left(g_{1}+g_{2} / n\right)} . \tag{8.13}
\end{align*}
$$

These ground states exist only as long as $g_{1}$ and $g_{2}$ satisfy the conditions

$$
\begin{equation*}
g_{1}+g_{2}>0, \quad g_{1}+g_{2} / n>0 \tag{8.14}
\end{equation*}
$$

These define what is called the stability wedge in the coupling constant plane (see Fig. 8.1). For each point within the wedge, there is a second order phase transition as $m^{2}$ passes through zero. ${ }^{\text {a }}$

We shall now convince ourselves that along the boundary of the stability wedge, and in some neighborhood thereof, fluctuations change the order of the transition from second to first. For this we calculate the one-loop effective potential. According to the rules spelled out in Part I, Section 5.3, this is given by [recall Eq. (I. 5.23)]

$$
\begin{align*}
v\left(\Phi_{i}\right)= & \frac{m^{2}}{2} \sum_{i=1}^{n} \Phi_{i}^{2}+\frac{g_{1}}{4}\left(\sum_{i=1}^{n} \Phi_{i}^{2}\right)^{2}+\frac{g_{2}}{4} \sum_{i=1}^{n} \Phi_{i}^{4} \\
& +\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \operatorname{tr} \log \left[\left(p^{2}+m^{2}\right) \delta_{i j}+\frac{\partial^{2} e}{\partial \Phi_{i} \partial \Phi_{j}}\right], \tag{8.15}
\end{align*}
$$

[^11]FIG.8.1. The stability wedge in the coupling constant plane and the phases associated with the different regimes at the mean-field level. The axes $g_{1}=0$ and $g_{1}=0$ correspond to an $O(\prime \prime)$ symmetric and a product of $n$ Ising models, respectively and display the corresponding critical behavior.

where $\Phi_{i}$ is the ground state expectation of the field $\varphi_{i}$ [i.e., $\left.\Phi_{i} \equiv\left\langle\varphi_{i}\right\rangle\right]$. In order to calculate the trace of the logarithm, all we have to do is to find the $n$ eigenvalues $M_{i}^{2}$ of the "mass" matrix,

$$
\begin{equation*}
M_{i j}^{2}=\frac{\partial^{2} e}{\partial \Phi_{i} \partial \Phi_{j}} \tag{8.16}
\end{equation*}
$$

and we can write directly

$$
\begin{align*}
v\left(\Phi_{i}\right)= & \frac{m^{2}}{2} \sum_{i=1}^{n} \Phi_{i}^{2}+\frac{g_{1}}{4}\left(\sum_{i=1}^{n} \Phi_{i}^{2}\right)^{2}+\frac{g_{2}}{4} \sum_{i=1}^{n} \Phi_{i}^{4} \\
& +\frac{1}{2} \sum_{i=1}^{n} \int \frac{d^{D} p}{(2 \pi)^{D}} \log \left(p^{2}+m^{2}+M_{i}^{2}\right) . \tag{8.17}
\end{align*}
$$

Explicitly, we have

$$
\begin{equation*}
M_{i j}^{2}=g_{1}\left(2 \Phi_{i} \Phi_{i}+\delta_{i j} \sum_{k} \Phi_{k}^{2}\right)+3 g_{2} \delta_{i j} \Phi_{i}^{2} \tag{8.18}
\end{equation*}
$$

The eigenvalues depend on the state under consideration. Consider first the case $g_{2}<0$ with the "axial" ground state

$$
\begin{equation*}
\Phi_{i}=\Phi \delta_{i, 1} \tag{8.19}
\end{equation*}
$$

Then

$$
\begin{equation*}
M_{i j}^{2}=\left[g_{1}\left(2 \delta_{i 1} \delta_{j 1}+\delta_{i j}\right)+3 g_{2} \delta_{i 1} \delta_{j 1}\right] \Phi^{2} . \tag{8.20}
\end{equation*}
$$

This matrix has one eigenvalue, namely $3\left(g_{1}+g_{2}\right) \Phi^{2}$ and $n-1$ degenerate eigenvalues $g_{1} \Phi^{2}$. Hence the effective potential reads

$$
\begin{align*}
v(\Phi)= & \frac{m^{2}}{2} \Phi^{2}+\frac{g_{1}+g_{2}}{4} \Phi^{4}+\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}}\left[\log \left(p^{2}+m^{2}+3\left(g_{1}+g_{2}\right) \Phi^{2}\right)\right. \\
& \left.+(n-1) \log \left(p^{2}+m^{2}+g_{1} \Phi^{2}\right)\right] . \tag{8.21}
\end{align*}
$$

In the "diagonal" state

$$
\begin{equation*}
\Phi_{i} \equiv \frac{\Phi}{\sqrt{n}}, \tag{8.22}
\end{equation*}
$$

the matrix $M_{i j}^{2}$ reads

$$
\begin{equation*}
M_{i j}^{2}=\left[g_{1}\left(\frac{2}{n}+\delta_{i j}\right)+3 \frac{g_{2}}{n} \delta_{i j}\right] \Phi^{2} \tag{8.23}
\end{equation*}
$$

This has one longitudinal eigenvalue $3\left(g_{1}+g_{2} / n\right)$ [asociated with the direction $(1,1, \ldots, 1)$ ], and $n-1$ transverse ones $g_{1}+3 g_{2} / n$ [associated with the directions $(1,-1,0, \ldots, 0),(1,0,-1,0, \ldots, 0), \ldots]$. Thus the effective potential reads

$$
\begin{align*}
v(\Phi)= & \frac{m^{2}}{2} \Phi^{2}+\frac{g_{1}+g_{2} / n}{4} \Phi^{4}+\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}}\left[\log \left(m^{2}+3\left(g_{1}+g_{2} / n\right) \Phi^{2}\right)\right. \\
& \left.+(n-1) \log \left(m^{2}+\left(g_{1}+3 g_{2} / n\right) \Phi^{2}\right)\right] \tag{8.24}
\end{align*}
$$

It is now easy to verify that close to the boundary of the stability wedge, the fluctuations indeed change the second-order of the phase transition into a first-order. Along the boundaries $g_{1}+g_{2}=0$ and $g_{1}+g_{2} / n=0$, the potentials (8.21), (8.24) reduce (up to a trivial constant shift) to

$$
\begin{gather*}
v(\Phi)=\frac{m^{2}}{2} \Phi^{2}+\frac{n-1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \log \left(p^{2}+m^{2}+g_{1} \Phi^{2}\right),  \tag{8.25}\\
v(\Phi)=\frac{m^{2}}{2} \Phi^{2}+\frac{n-1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \log \left(p^{2}+m^{2}+\frac{2 g_{2}}{n} \Phi^{2}\right), \tag{8.26}
\end{gather*}
$$

respectively, where in either expression $g_{1}$ and $g_{2}$ are positive quantities. The momentum space integrals in three dimensions were calculated before in Part I [Eq. (3.106)]. If $\Lambda$ denotes the spherical cut-off in momentum space, we obtain

$$
\begin{align*}
v(\Phi)= & \frac{m^{2}}{2} \Phi^{2}+\frac{n-1}{2} \frac{1}{6 \pi^{2}} \\
& \times\left\{\left(\Lambda^{3} \log \Lambda^{2}-\frac{2}{3} \Lambda^{3}+3 \Lambda m^{2}\right)+3 \Lambda\left(m^{2}+g_{1} \Phi^{2}\right)-\pi\left(m^{2}+g_{1} \Phi^{2}\right)^{3 / 2}\right\} \tag{8.27}
\end{align*}
$$

with $g_{1}$ replaced by $2 g_{2} / n$ in the second case, (8.26). This shows that, apart from a trivial additive shift of the potential, the fluctuations change the mass to the renormalized value $m_{R}^{2}=m^{2}\left[1+(n-1)\left(g_{1} / 6 \pi^{2}\right) 3 \Lambda\right]$ and produce an additional term $-((n-1) / 2)(1 / 6 \pi)\left(m^{2}+g_{1} \Phi^{2}\right)^{3 / 2}$. This latter term destabilizes the potential. Hence the potential remains truly stable only inside the stability wedge.

Consider the immediate neighborhood of the lower boundary and set $g_{1}+g_{2}=e$. Then the potential (8.21) becomes

$$
\begin{align*}
v(\Phi)= & \frac{m^{2}}{2} \Phi^{2}+\frac{\varepsilon}{4} \Phi^{4}+\frac{n}{2} \frac{1}{6 \pi^{2}}\left[\Lambda^{3} \log \Lambda^{2}-\frac{2}{3} \Lambda^{3}+3 \Lambda m^{2}\right] \\
& +\frac{1}{2} \frac{1}{6 \pi^{2}} 3 \Lambda\left[\left(m^{2}+3 \varepsilon \Phi^{2}\right)+(n-1)\left(m^{2}+g_{1} \Phi^{2}\right)\right] \\
& -\frac{1}{2} \frac{1}{6 \pi}\left[\left(m^{2}+3 \varepsilon \Phi^{2}\right)^{3 / 2}+(n-1)\left(m^{2}+g_{1} \Phi^{2}\right)^{3 / 2}\right] . \tag{8.28}
\end{align*}
$$

In order to proceed it is useful to include into the potential a further infinite number of loop diagrams which are trivial to do, namely, those which change the value of $m^{2}$ inside the terms $\left(m^{2}+3 \varepsilon \Phi^{2}\right)^{3 / 2}$,
$\left(m^{2}+g_{1} \Phi^{2}\right)^{3 / 2}$ to the renormalization value $m_{R}^{2}$. This is achieved by rewriting the original field energy (8.9) as
$e(\mathbf{x})=\sum_{i=1}^{n}\left[\frac{1}{2}\left(\partial_{i} \varphi_{i}\right)^{2}+\frac{m_{R}^{2}}{2} \varphi_{i}^{2}\right]+\frac{g_{1}}{4}\left(\sum_{i=1}^{n} \varphi_{i}^{2}\right)^{2}+\frac{g_{2}}{4} \sum_{i=1}^{n} \varphi_{i}^{4}+\frac{m^{2}-m_{R}^{2}}{2} \sum_{i=1}^{n} \varphi_{i}^{2}$
and considering the term $\frac{1}{2}\left(m^{2}-m_{R}^{2}\right) \sum_{i} \varphi_{i}^{2}$ as a mass perturbation. Thus we calculate the effective potential only for the first three terms and find the expression (8.25), but with $m^{2}$ replaced by $m_{R}^{2}$. Then we add the mean field part of the mass perturbation $\frac{1}{2}\left(m^{2}-m_{R}^{2}\right) \Phi^{2}$ which removes the terms $\frac{1}{2}(n-1)\left(1 / 6 \pi^{2}\right) 3 \Lambda\left(3 \varepsilon \Phi^{2}+(n-1) g_{1} \Phi^{2}\right)$. Thus, up to a trivial constant shift, we can write the potential as

$$
\begin{align*}
v(\Phi)= & \frac{m_{R}^{2}}{2} \Phi^{2}+\frac{\varepsilon}{4} \Phi^{4} \\
& -\frac{1}{2} \frac{1}{6 \pi}\left[\left(m_{R}^{2}+3 \varepsilon \Phi^{2}\right)^{3 / 2}+(n-1)\left(m_{R}^{2}+g_{1} \Phi^{2}\right)^{3 / 2}-n m_{R}^{3}\right] . \tag{8.30}
\end{align*}
$$

We have normalized $v(\Phi)$ so that it vanishes at zero field, $\Phi=0$.
We are now ready to see the first-order of the transition. We set $m_{R}^{2}=0$ and observe that the potential

$$
\begin{equation*}
v(\Phi)_{m_{\mathrm{R}}=0}=\frac{\varepsilon}{4} \Phi^{4}-\frac{1}{2} \frac{1}{6 \pi}\left[\left(3 \varepsilon \Phi^{2}\right)^{3 / 2}+(n-1)\left(g_{1} \Phi^{2}\right)^{3 / 2}\right] \tag{8.31}
\end{equation*}
$$

has a minimum away from the field origin at

$$
\begin{equation*}
\Phi_{\min }=\frac{1}{4 \pi \varepsilon}\left[(3 \varepsilon)^{3 / 2}+(n-1) g_{1}^{3 / 2}\right] \equiv \frac{a}{\varepsilon}, \tag{8.32}
\end{equation*}
$$

where $v$ is negative:

$$
\begin{equation*}
v\left(\Phi_{\min }\right)=-\frac{1}{12 \varepsilon^{3}} a^{4} . \tag{8.33}
\end{equation*}
$$

Since the field origin is locally stable down to $m_{R}^{2}=0$, we conclude that there must be some positive value of $m_{R}^{2}$ for which it is energetically
favorable for $\Phi$ to jump in a first-order transition from $\Phi=0$ to a non-zero value close to (8.33).

Let us now see whether this conclusion is really trustworthy. For this we have to make sure that the higher loop corrections remain small compared with the mean-field and one-loop terms, which are of order $g_{1}^{6} / \varepsilon^{3}$. Otherwise they will completely change the result. We verify this assertion by observing that for finite $g_{1}$, the mass terms of the $\Phi$ fluctuations at the new minimum are very large, namely, of the order $3 \varepsilon \Phi^{2} \sim g_{1}^{3} / \varepsilon$ and $g_{1} \Phi^{2} \sim g_{1}^{4} / \varepsilon^{2}$. This turns out to ensure the convergence of the loop expansion. For example, a two loop diagram like $O$ is at least small of the order $g_{1}\left(\varepsilon / g_{1}^{3}\right)^{2} \sim \varepsilon^{2} / g_{1}^{5}$. A similar discussion holds for the other boundary $g_{1}+g_{2} / n$ of the stability wedge.

Note that for the argument to go through, it is essential to have two coupling constants. For a simple $(\varepsilon / 4) \varphi^{4}$ theory, there is only the first term in (8.32) so that $\Phi_{\min }$ is small, of the order $\varepsilon^{1 / 2}$ and so is the only mass term $3 \varepsilon \Phi^{2}$ which is of the order $\varepsilon^{2}$. The latter causes the two-loop diagrams $\bigcirc \bigcirc$ to be of order $\varepsilon\left(1 / \varepsilon^{4}\right)$ and convergence is not ensured.

Let us now generalize this result to the case of a $n \cdot q$ component field $\varphi_{i}^{\alpha}$ with the energy (8.8). The energy is minimal for

$$
\begin{equation*}
\Phi_{i}^{\alpha}=\Phi \delta_{i 1} \delta^{\alpha 1} \tag{8.34}
\end{equation*}
$$

or

$$
\begin{equation*}
\Phi_{i}^{\alpha}=\frac{\Phi}{\sqrt{n}} \delta^{\alpha 1} \tag{8.35}
\end{equation*}
$$

and the potential reads again

$$
\begin{equation*}
v(\Phi)=\frac{m^{2}}{2} \Phi^{2}+\frac{g_{1}+g_{2}}{4} \Phi^{4}, \quad v(\Phi)=\frac{m^{2}}{2} \Phi^{2}+\frac{g_{1}+g_{2} / n}{4} \Phi^{4} . \tag{8.36}
\end{equation*}
$$

respectively, just as before [recall Eqs. (8.13)]. Owing to invariance under $O(q)$ rotations of the indices $\alpha$, any orthogonal linear combination of $\Phi_{i}^{\alpha}$ can serve the same purpose.

The stability wedge is again given by $g_{1}+g_{2}>0$ and $g_{1}+g_{2} / n>0$, respectively and the different phases have the same diagram as in Fig. 8.1.

The mass matrix (8.18) becomes

$$
\begin{equation*}
\left(M^{2}\right)_{i j}^{\alpha \beta}=g_{1}\left(2 \Phi_{i}^{\alpha} \Phi_{j}^{\beta}+\delta_{i j} \delta^{\alpha \beta} \sum_{i . \alpha}\left(\Phi_{i}^{\alpha}\right)^{2}\right)+g_{2} \delta_{i j}\left(\delta^{\alpha \beta} \sum_{\gamma}\left(\Phi_{i}^{\gamma}\right)^{2}+2 \Phi_{i}^{\alpha} \Phi_{j}^{\beta}\right) \tag{8.38}
\end{equation*}
$$

In the axial ground state (8.34), it takes the specific form

$$
\begin{equation*}
\left(M^{2}\right)_{i j}^{\alpha \beta}=g_{1}\left(2 \delta_{i 1} \delta_{j 1} \delta^{\alpha 1} \delta^{\beta 1}+\delta_{i j} \delta^{\alpha \beta}\right)+g_{2} \delta_{i 1} \delta_{j 1}\left(\delta^{\alpha \beta}+2 \delta^{\alpha!} \delta^{\beta 1}\right) \tag{8.39}
\end{equation*}
$$

This has one eigenvalue $3\left(g_{1}+g_{2}\right)$ (associated with the eigenvector $\delta_{i 1} \delta^{\alpha 1}$ ), q-1 eigenvalues $g_{1}+g_{2}$ (associated with $\delta_{i 1} \delta^{\alpha 2}, \delta_{i 1} \delta^{\alpha 3}, \ldots$ ), and $(n-1) q$ eigenvalues $g_{1}$ (associated with $\delta_{i 2} \delta^{\alpha \beta}, \delta_{i 3} \delta^{\alpha \beta}, \ldots$ for $\beta=1, \ldots, q)$. Hence the effective potential in the lower part of the stability wedge reads

$$
\begin{align*}
v(\Phi)= & \frac{m^{2}}{2} \Phi^{2}+\frac{g_{1}+g_{2}}{4} \Phi^{4}+\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}}\left[\log \left(p^{2}+m^{2}+3\left(g_{1}+g_{2}\right) \Phi^{2}\right)\right. \\
& +(q-1) \log \left(p^{2}+m^{2}+\left(g_{1}+g_{2}\right) \Phi^{2}\right) \\
& \left.+(n-1) q \log \left(p^{2}+m^{2}+g_{1} \Phi^{2}\right)\right] \tag{8.40}
\end{align*}
$$

At the mean-field minimum, the total mass term in the second logarithm vanishes as a manifestation of the Nambu-Goldstone theorem applied to the $O(q)$ symmetry.

In the upper part of the stability wedge the mass matrix reads

$$
\begin{equation*}
\left(M^{2}\right)_{i j}^{\alpha \beta}=g_{1}\left(\frac{2}{n} \delta^{\alpha 1} \delta^{\beta 1}+\delta_{i j} \delta^{\alpha \beta}\right)+\frac{g_{2}}{n} \delta_{i j}\left(\delta^{\alpha \beta}+2 \delta^{\alpha 1} \delta^{\beta 1}\right) \tag{8.41}
\end{equation*}
$$

This has a longitudinal eigenvalue $3\left(g_{1}+g_{2} / n\right)$ [associated with the eigenvector $(1,1,1, \ldots) \delta^{\alpha 1}$ ], $n-1$ eigenvalues $g_{1}+3 g_{2} / n$ [associated with $\left.(1,-1,0,0, \ldots) \delta^{\alpha 1},(1,0,-1,0, \ldots) \delta^{\alpha 1}, \ldots\right]$ and $n(q-1)$ eigenvalues $g_{1}+g_{2} / n$ [associated with $\delta_{i j} \delta^{\alpha 2}, \delta_{i j} \delta^{\alpha 3}, \ldots$ for $\left.j=1, \ldots, n\right]$.

At the mean field minimum, the total mass terms of the last modes vanish. The first-order transitions near the boundaries of the stability wedge follow in the same way as before.

It is possible to show, via renormalization group arguments in $4-\varepsilon$ dimensions, that in fact a first-order transition takes place for the entire section $g_{2}<0, g_{1}>0$ and $g_{1}<0, g_{2}>0$. For details we refer the reader to the works quoted in the Notes and References.

What does the above result imply about the forces between dislocation lines? Rewriting the interaction energy in (8.7) in the form

$$
\begin{equation*}
\frac{g_{1}+g_{2}}{4} \sum_{b=1}^{n}\left|\varphi_{b}\right|^{4}+\frac{g_{1}}{4} \sum_{b . b^{\prime}=1}^{n}\left|\varphi_{b}\right|^{2}\left|\varphi_{b^{\prime}}\right|^{2} \tag{8.42}
\end{equation*}
$$

we separate the self-energies of the lines from interaction energies between lines of different Burgers vectors. Hence the result implies that, for a small but positive self-energy and arbitrary positive interaction energy, the transition is of first order. This is in contrast with the disorder field theory of vortex lines in ${ }^{4} \mathrm{He}$ where positive self-energies always imply a continuous phase transition.

The other first-order transition occurs for negative $g_{1}$, i.e., at a slightly attractive interaction energy and a positive self-energy, $g_{1}+g_{2}$ in which $g_{2}$ is close to $-n g_{1}$, such that $g_{1}+g_{2} \sim-(n-1) g_{1}>0$. In the first case, only dislocation lines of one sort condense, owing to the fact that the ground state expectation has the form $\Phi_{i}=\Phi \delta_{i 1} \delta^{\alpha 1}$. In the second case, there is an equal density of all dislocation lines $i=1, \ldots, n$, since $\Phi_{i}^{\alpha}=(\Phi / \sqrt{n}) \delta^{\alpha 1}$ for all $i$.

If we want to interprete the phase transition of the above disorder field theory as a melting process, we have to assume the second situation to hold. Dislocation lines are the defects of translational order. The condensation of the lines $\varphi_{b}$ destroys the lattice periodicity along the direction $b$. In a liquid, there is no translational order. Hence all $\varphi_{b}$ fields have to condense.

In some crystals there exists an even more drastic difference between the disorder field theories of dislocation lines and those of vortex lines. Take for example, a hexagonal crystal. The basis vectors are

$$
\begin{equation*}
\mathbf{a}^{(1)}=a_{0}(1,0,0), \quad \mathbf{a}^{(2)}=a_{0}\left(\frac{1}{2}, \frac{\sqrt{3}}{2}, 0\right), \quad \mathbf{a}^{(3)}=a_{0}(0,0,1), \tag{8.43}
\end{equation*}
$$

so that there are four fundamental Burgers vectors

$$
\begin{align*}
& \mathbf{b}^{(1)}=a_{0}(1,0,0), \quad \mathbf{b}^{(2)}=a_{0}\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}, 0\right), \\
& \mathbf{b}^{(3)}=a_{0}\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}, 0\right), \quad \mathbf{b}^{(4)}=a_{0}(0,0,1) . \tag{8.44}
\end{align*}
$$

The first three are of equal length and add up to zero. Since their energies are equal, each of them may be described by its own disorder field $\varphi_{b}$. In this case, the invariance (8.6) permits a cubic interaction of the form

$$
\begin{equation*}
\frac{g_{3}}{3}\left(\varphi_{b_{1}} \varphi_{b_{2}} \varphi_{b_{3}}+\text { c.c. }\right) \tag{8.45}
\end{equation*}
$$

This interaction will always cause a first-order transition in which the three types of dislocation lines all condense at the same time. However, in most atomic lattices, which are of the b.c.c. or f.c.c. types, this mechanism is absent and the disorder theory is of the type (8.4) with the leading interactions being quartic in the fields.

Apart from these special features, the field energy of dislocation lines is structurally similar to that of vortex lines. In particular, the disordered phase of the field theory contains long-range Nambu-Goldstone modes associated with the fluctuations of the phase angles $\gamma^{(b)}=\gamma_{\ell} b_{\ell}$ of the disorder field $\varphi_{b}$. The gradients of the angles $\gamma^{(h)}(\mathbf{x})$ are proportional to the current densities of the three fundamental dislocation lines. If we rewrite the disorder fields in polar coordinates, i.e.,

$$
\begin{equation*}
\varphi_{b}(\mathbf{x})=\rho^{(b)}(\mathbf{x}) e^{i y^{(h)}(x)} \tag{8.46}
\end{equation*}
$$

these currents are

$$
\begin{equation*}
j_{b f}(x)=\frac{1}{2 i} \varphi_{b}^{\dagger} \vec{\partial}_{t} \varphi_{b}(\mathbf{x})=\rho^{(b)}(\mathbf{x})^{2} \partial_{t} \gamma^{(b)}(\mathbf{x}) . \tag{8.47}
\end{equation*}
$$

The incorporation of the second piece of the core energy $e_{c}^{\mathrm{L}}-e_{c}^{\mathrm{T}}$, which we had omitted for a moment. represents no major difficulty. It merely requires a few more steps. First we observe that the coupling of the Burgers vector in (8.2) to the integral over the orbit $\int d x^{(b)}$ is of the same form as that for the magnetic potential in (2.6), Part I. Hence the $e_{c}^{\prime}$ term in (8.2) is equivalent to the minimal replacement

$$
\begin{equation*}
\partial_{t} \rightarrow \partial_{t}-\frac{i}{T} e_{c}^{\prime} \hat{b}_{\epsilon} \tag{8.48}
\end{equation*}
$$

in the gradient term of the disorder field theory. This leads to two additional terms in the exponent of (8.4)

$$
\begin{equation*}
-\sum_{b} \int d^{3} x\left(\frac{e_{c}^{\prime}}{T} \frac{1}{2 i} \varphi_{b}^{\dagger} \vec{\partial}_{c} \varphi_{b} \hat{b}_{\mathrm{E}}+\frac{e_{c}^{\prime 2}}{2 T^{2}}\left|\varphi_{b}\right|^{2}\right) \tag{8.49}
\end{equation*}
$$

The second term represents an additional contribution to the mass of the $\varphi_{b}$ field which is changed to

$$
\begin{equation*}
m^{\prime 2}=\left(\frac{e_{c} a}{T}+\frac{e_{c}^{\prime 2}}{T^{2}} \frac{a^{2}}{2 D}-\log 2 D\right) \frac{2 D}{a^{2}} \tag{8.50}
\end{equation*}
$$

In the mean-field approximation, this disorder field theory has a second order phase transition at

$$
\begin{equation*}
T_{c}=\frac{e_{c}^{\prime 2} a}{e_{c} D}\left(\sqrt{1+\frac{2 e_{c}^{\prime 2}}{e_{c}^{2} D} \log 2 D}-1\right)^{-1} \tag{8.51}
\end{equation*}
$$

At this temperature, dislocation lines proliferate. The thermodynamic functions $-\beta f$ (free energy), $u$ (internal energy), and $s$ (entropy) have the same temperature dependence as that calculated for vortex lines.

While the resulting disorder theory of dislocation lines has many of the pleasant properties which are necessary to describe the melting process, the first-order transition discussed above cannot yet be identified with this process. First of all, in b.c.c. and f.c.c. lattices, when there is no cubic term (8.45), the existence and strength of the first-order transition would depend on a special combination of the coupling constants $\boldsymbol{g}_{1}, \boldsymbol{g}_{2}$. It would then be difficult to understand why all materials melt with similar transition entropies, lying between 1.5 and $2.5 k_{B}$ per atom (see Table 7.1).

A further problem is the following: Dislocations are defect lines only of the discrete translational symmetry of the crystal. When they condense, only this symmetry can be destroyed. We are faced with the problem of explaining how the ground state characterized by $\left|\varphi_{b}\right| \neq 0$ should also have lost the directional memory of the crystal. This second observation is crucial and provides the key for a proper treatment of the melting transition to be developed later. For the moment, however, let us ignore all these problems and proceed in complete analogy with the development in Part II for the superfluid, namely, with introducing the longrange elastic stress forces between dislocation lines into the disorder field theory. Although the resulting field theory will not yet be the correct one, it will provide some interesting insights into the physical properties of the
melting transition. In particular we shall run into several discrepancies between theory and experiment which can be resolved only by the final correct theory (see Chapters 18, 19).

### 8.3. INCLUSION OF STRESS AND THE MEISSNER EFFECT

The inclusion of stress forces is quite straightforward knowing the gaugefield representation (4.7) of Blin's law,
where the contour integrals run over all dislocation lines $L^{(i)}$. For an ensemble of lines with Burgers vector $\mathbf{b}$, the elastic energy is obtained by replacing the derivatives of the associated disorder fields $\varphi_{b}^{(i)}$ by the covariant derivative

$$
\begin{equation*}
\partial_{\ell} \varphi_{b}(\mathbf{x}) \rightarrow D_{\ell} \varphi_{b}(\mathbf{x})=\left(\partial_{\ell}-\frac{i}{T} b_{j} A_{\ell j}\right) \varphi_{b}(\mathbf{x}) \tag{8.53}
\end{equation*}
$$

In a simple cubic lattice, the fundamental Burgers vectors $b_{j}^{(i)}$ coincide with the unit vectors $(1,0,0),(0,1,0),(0,0,1)$, apart from the scale factor $a$, and the covariant derivatives read

$$
\begin{equation*}
D_{c} \varphi_{i}(\mathbf{x})=\left(\partial_{\ell}-i \frac{a}{T} A_{\ell i}\right) \varphi_{i} \quad(\text { no sum over } i) \tag{8.54}
\end{equation*}
$$

where $i=1,2,3$ labels the three spatial directions.
Let us turn our attention upon this case, for simplicity. We arrive at the following partition function for fluctuating dislocation lines under stress,

$$
\begin{align*}
& Z=\int \mathscr{D} A_{\ell j}(\mathbf{x}) \delta\left(\partial_{j} A_{\ell j}-\partial_{\ell} A_{j j}\right) \Phi[\mathbf{A}] e^{-(1 / T))\left(d^{3} x(1 / 4 \mu)\left(\sigma_{j}^{2}-(v /(1+\nu)) \sigma_{ה}^{2}\right)\right.} \\
& \times \int \mathscr{D} \varphi_{i} \mathscr{D} \varphi_{i}^{\dagger} e^{-\int d^{3} x \Sigma_{j}\left((1 / 2)\left(D_{i} \varphi_{i}\right)^{2}+\left(m^{2} \mid 2\right)\left|\varphi_{\varphi}\right|^{2}+\left.\Sigma_{i}\left|\left(g_{i j} / 4\right)\right| \varphi_{i}\right|^{2}\left|\varphi_{i}\right|^{-}-\lambda\right.} . \tag{8.55}
\end{align*}
$$

As in the case of the vortex lines with superflow, the gauge field extends the global invariance (8.6), which guarantees the conservation of Burgers "charges," to local gauge invariance, i.e.,

$$
\begin{equation*}
\varphi_{j}(\mathbf{x}) \rightarrow e^{i(a / T) \Lambda_{j}(\mathbf{x})} \varphi_{j}(\mathbf{x}), \quad A_{\ell j}(\mathbf{x}) \rightarrow A_{\ell_{j}}(\mathbf{x})+\partial_{\ell} \Lambda_{j}(\mathbf{x}) \tag{8.56}
\end{equation*}
$$

Extremizing the energy with respect to variations $\delta \varphi_{i}(\mathbf{x})$ on $\varphi_{i}$ we obtain the field equations for the dislocation fields,

$$
\begin{equation*}
\left[-\left(\partial_{t}-i \frac{a}{T} A_{i j}\right)^{2}+m^{2}+\sum_{j} g_{i j}\left|\varphi_{j^{\prime}}\right|^{2}\right] \varphi_{j}(\mathbf{x})=0 \tag{8.57}
\end{equation*}
$$

The derivation of the field equation for the gauge field is a little more subtle due to the constraints $\delta\left(\partial_{j} A_{\ell j}-\partial_{i} A_{j i}\right)$. If we ignore these and vary the exponent formally we find

$$
\begin{equation*}
-\frac{1}{T} \frac{1}{2 \mu}\left(\varepsilon_{\epsilon m n \prime} \partial_{m} \varepsilon_{n p q} \partial_{p} A_{q j}-\frac{v}{1+v} \varepsilon_{j k \ell} \partial_{k} \varepsilon_{m p q} \partial_{p} A_{q m}\right)=\alpha_{\ell j}(\mathbf{x}) \tag{8.58}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{\ell j}(\mathbf{x}) \equiv \frac{a}{T} \frac{1}{2 i} \varphi_{j}^{\dagger} \vec{\partial}_{\epsilon} \varphi_{j}-\frac{a^{2}}{T^{2}}\left|\varphi_{j}\right|^{2} A_{\ell j} \tag{8.59}
\end{equation*}
$$

is the dislocation current density. Equations (8.57) - (8.59) are a direct analogues of Eqs. (3.27), (3.28), (3.29) in Part II. Due to our neglect of the constraint, however, Eq. (8.58) is not true since in the derivation we are allowed to vary only the physical components of $A_{\ell j}$. This implies that only those parts of the dislocation current appear on the right-hand side which contain the helicity components $(2,2),(2-2),(1,0)$ [recall (4.124)]. Notice that this situation is different from what happens to the equation of motion if the constraint is merely a gauge-fixing condition. In that case one obtains the same result as one would if there were no gauge fixing due to the fact that the current satisfies the conservation law

$$
\begin{equation*}
\partial_{\epsilon} \alpha_{\ell j}(\mathbf{x})=0 \tag{8.60}
\end{equation*}
$$

This ensures that the three gauge-like components $(1 / \sqrt{2})\left(\alpha^{(2.1)}+\alpha^{(1.1)}\right)$ $(1 / \sqrt{2})\left(\alpha^{(2 .-1)}+\alpha^{(1 .-1)}\right), \quad(1 / \sqrt{3})\left(\sqrt{2} \alpha^{(2.0)}+\alpha^{(12.0)}\right) \quad$ are absent $\quad$ [recall
(4.117)]. The same is true on the left-hand side of (8.58) which vanishes trivially when contracting with $\partial_{f}$. This is why neglecting the gauge-fixing factor $\Phi\left[A_{i i}\right]$ in doing the field variations does no harm. For the constraint $\delta\left(\partial_{j} A_{i j}-\partial_{1} A_{j j}\right)$, however, the situation is entirely different, due to the absence of an analogous property in the dislocation density $\alpha_{i j}(\mathrm{x})$ [recall our remarks regarding (4.123)]. Therefore, the right-hand side of (8.58) has to be replaced by the projection

$$
\tilde{\alpha}_{i j}(\mathbf{x}) \equiv\left(P^{(2.2)}+P^{(2,-2)}+P^{(1.0)}\right)_{t j, i^{\prime} j^{\prime}} \alpha_{f^{\prime} j^{\prime}}(\mathbf{x}),
$$

which was calculated in (4.128) to be

$$
\begin{equation*}
\bar{\alpha}_{\ell j}(\mathbf{x})=\left(\delta_{i j^{\prime}}-\frac{\partial_{j} \partial_{j^{\prime}}}{\partial^{2}}\right) \alpha_{\ell j^{\prime}}(\mathbf{x})-\frac{1}{2}\left(\delta_{i_{j}}-\frac{\partial_{\epsilon} \partial_{j}}{\partial^{2}}\right) \alpha_{i i}(\mathbf{x}) . \tag{8.61}
\end{equation*}
$$

The projected $\tilde{\alpha}_{1 j}$ satisfy the constraints

$$
\begin{equation*}
\partial_{j} \bar{\alpha}_{l j}(\mathbf{x})=\partial_{l} \bar{\alpha}_{m \prime \prime}(\mathbf{x}), \tag{8.62}
\end{equation*}
$$

which make it consistent with the left hand-side of Eq. (8.58). In fact, both sides of Eq. (8.62) vanish by themselves as a consequence of the simultaneous validity of the conservation law $\partial_{i} \widetilde{\alpha}_{i j}=0$ [recall Eq. (4.122)].

In order to extract some physical consequences from Eqs. (8.57) and (8.58), we now recall that the analogous equations [(3.27). (3.28) of Part II] were solved most conveniently by writing the fields $\varphi(\mathbf{x})$ in the polar form,

$$
\begin{equation*}
\varphi(\mathbf{x})=\rho(\mathbf{x}) e^{i \gamma(\mathbf{x})} \tag{8.63}
\end{equation*}
$$

with $\gamma(\mathbf{x}) \equiv q \Lambda(\mathbf{x})$, and observing that the phase could be removed by a gauge transformation:

$$
\begin{equation*}
A_{f}(\mathbf{x}) \rightarrow A_{\ell}(\mathbf{x})+\partial_{\mathrm{f}} \Lambda(\mathbf{x}) \tag{8.64}
\end{equation*}
$$

We can do the same thing here by writing

$$
\begin{equation*}
\varphi_{j}(\mathbf{x})=\rho^{(j)}(\mathbf{x}) e^{i(a / T) \lambda_{1}(x)} \tag{8.65}
\end{equation*}
$$

while changing the field $A_{\ell_{j}}$ to $A_{\ell_{j}}+\partial_{t} \Lambda_{j}$. This then results in the equations

$$
\begin{align*}
& \left(-\partial_{\ell}^{2}+\frac{a^{2}}{T^{2}} \sum_{\ell} A_{\ell j}^{2}+m^{2}+\sum_{i^{\prime}} g_{i j^{\prime}} \rho^{\left(j^{\prime}\right) 2}\right) \rho^{(j)}(\mathbf{x})=0 \quad \text { (no sum in } j \text { ), }  \tag{8.66}\\
& -\frac{1}{T} \frac{1}{2 \mu}\left(\varepsilon_{\ell m n} \partial_{m} \varepsilon_{\| p q} \partial_{p} A_{q j}-\frac{v}{1+v} \varepsilon_{j k \ell} \partial_{k} \varepsilon_{m p q} \partial_{p} A_{q m}\right)=\bar{\alpha}_{\ell j}(\mathbf{x}), \tag{8.67}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{\alpha}_{\ell_{j}}(\mathbf{x})=-\frac{a^{2}}{T^{2}} \sum_{\ell^{\prime} j^{\prime}}\left(P^{(2.2)}+P^{(2 .-2)}+P^{(1.0)}\right)_{\ell j, \ell^{\prime} j^{\prime}} \rho^{\left(j^{\prime}\right) 2} A_{\ell^{\prime} j^{\prime}} \tag{8.68}
\end{equation*}
$$

Are these equations in accordance with physical observations? In the disordered state where all $\rho^{(j)} \equiv \rho \neq 0$, the current $\bar{\alpha}_{i j}(\mathbf{x})$, in momentum space, is given by

$$
\widetilde{\alpha}_{\ell_{j}}=-\frac{a^{2}}{2 T^{2}} \rho^{2}\left(P^{(2.2)}+P^{(2,-2)}+P^{(1.0)}\right)_{\ell_{j}, \ell_{j}^{\prime}} A_{\ell^{\prime} j^{\prime}}
$$

The left-hand side of (8.67). on the other hand, has the momentum-space helicity form [recall (4.113)]

$$
\begin{equation*}
\frac{1}{T} \frac{1}{2 \mu} \mathbf{p}^{2}\left(P^{(2,2)}+P^{(2,-2)}+\frac{1-v}{1+v} P^{(1,0)}\right)_{\ell j, \ell^{\prime} j^{\prime}} A_{\ell \ell^{\prime} j^{\prime}} . \tag{8.69}
\end{equation*}
$$

Thus we find the free field equations

$$
\begin{equation*}
\frac{1}{2}\left(\frac{1}{\mu} \mathbf{p}^{2}+\frac{a^{2} \rho^{2}}{T}\right) A^{(2 . \pm 2)}(\mathbf{p})=0, \quad \frac{1}{2}\left(\frac{1}{\mu} \mathbf{p}^{2} \frac{1-\nu}{1+\nu}+\frac{a^{2} \rho^{2}}{T}\right) A^{(1,0)}(\mathbf{p})=0 \tag{8.70}
\end{equation*}
$$

This shows that there exists a dislocation version of the Meissner effect. In the phase transition to the disordered state, the gauge field of stress acquires a finite penetration depth. Thus stress cannot invade into a state filled with dislocations. If the disordered state is interpretated as a molten crystal. this result is only partially consistent with experiment. It is true, and well-known, that the molten state cannot support any shear stress.

The compressional sound waves, however, do survive the melting process and can traverse a boundary between the crystalline and the molten phase.

At first sight it appears as though one could remedy the disagreement by a slight modification of the theory. For this we note that before introducing the stress gauge field, the system had three long-range Nambu-Goldstone bosons associated with the fow of dislocation lines. After the minimal coupling, $\partial_{\ell} \rightarrow D_{\ell}=\partial_{\ell}-i(1 / T) b_{j} A_{\ell j}$, these were turned into pure gauge degrees of freedom and could be absorbed into a redefinition of the $A_{\ell j}$. This suggests a simple way of retaining a longrange mode associated with sound waves: We remove the trace of the field from the outset and postulate that the gauge field satisfies the constraint

$$
\begin{equation*}
A_{l l}(\mathrm{x})=0 . \tag{8.71}
\end{equation*}
$$

Then the theory is no longer invariant under local gauge changes of all three phases of the dislocation fields

$$
\begin{equation*}
A_{\ell_{j}}(\mathbf{x}) \rightarrow A_{\ell_{j}}(\mathbf{x})+\partial_{c} \Lambda_{j}(\mathbf{x}) \tag{8.72}
\end{equation*}
$$

the $\Lambda_{j}(x)$ have to satisfy the transversality condition

$$
\begin{equation*}
\partial_{j} \Lambda_{j}(\mathbf{x})=0 \tag{8.73}
\end{equation*}
$$

With these $\Lambda_{j}(\mathbf{x})$, the longitudinal combination of the phase fluctuations can no longer be removed from the field equation (8.57) and it survives as a long-range mode. This could, in principle, be associated with sound waves.

Actually, this procedure is less ad hoc than it might, at first, seem. We should remember that $A_{\ell j}(\mathbf{x})$ is not really the fundamental gauge field of stress. It is merely a convenient gauge field when restricting attention to dislocation lines only. A crystal can also have disclination lines and these cannot be coupled locally using the $A_{f j}(\mathbf{x})$. For a unified stress gauge theory of both types of defects it is therefore necessary to introduce the gauge field $X_{\ell n}(\mathbf{x})$ defined by [recall (5.1)]

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\varepsilon_{i k r} \varepsilon_{j m m} \partial_{k} \partial_{m} \chi_{l n}(\mathbf{x}) \tag{8.74}
\end{equation*}
$$

Hence the $A_{1 j}(\mathbf{x})$ is really only an abbreviation for the object

$$
\begin{equation*}
A_{\ell j}(\mathbf{x}) \equiv \varepsilon_{j m, n} \partial_{m} X_{C_{n}} \tag{8.75}
\end{equation*}
$$

The proper gauge invariance of the stress coupled to all defects is

$$
\begin{equation*}
\chi_{\prime n}(\mathbf{x}) \rightarrow X_{\ell n}(\mathbf{x})+\partial_{\ell} \xi_{n}(\mathbf{x})+\partial_{n} \xi_{l}(\mathbf{x}) . \tag{8.76}
\end{equation*}
$$

Under this transformation, the field $A_{\ell j}(\mathbf{x})$ transforms as

$$
\begin{equation*}
A_{i j}(\mathbf{x}) \rightarrow A_{i j}(\mathbf{x})+\partial_{i} \Lambda_{j}(\mathbf{x}) \tag{8.77}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{j}(\mathbf{x}) \equiv \varepsilon_{j m,} \partial_{m} \xi_{n}(\mathbf{x}) \tag{8.78}
\end{equation*}
$$

This change is indeed purely transverse and $A_{\ell j}(\mathbf{x})=\varepsilon_{j m n} \partial_{m} \chi_{c_{n}}(\mathbf{x})$ is capable of absorbing only the transverse part of the Nambu-Goldstone modes of the three dislocation fields. Thus the longitudinal combination of the phases of the disorder field $\partial_{j} \Lambda_{j}$ does retain its long-range disorder and we may be led to conclude that $A_{\ell j}$ could describe, in principle, the sound waves in the molten phase.

We shall see later that this mathematical possibility does not correspond to physical reality. In fact, the phenomenological description of dislocation lines given in this section is quite unsatisfactory. It is unpleasant to be faced with a missing constraint $\partial_{j} \alpha_{\ell_{j}}(\mathbf{x})=\partial_{\epsilon} \alpha_{i j}(\mathbf{x})$ in the dislocation current to balance Eq. (8.58). A proper gauge theory of disorder should not contain any components of $\alpha_{f j}(\mathbf{x})$ which are not coupled elastically. The proper fundamental source of the gauge field $\chi_{f_{n}}(\mathbf{x})$ is really the total defect tensor $\eta_{\ell n}(\mathbf{x})$. It is a symmetric conserved matrix field which carries only three independent components rather than the six in $\alpha_{f j}(\mathbf{x})$. It will be necessary to develop a disorder field theory for the statistical ensemble of precisely all independent configurations of the defect tensors. This will be done later after we have deepended our understanding of the problem via certain model studies.

What we shall find is that within a time independent theory of defects, all three physical components of the stress-gauge field $\chi_{\ell n}(\mathbf{x})$ are indeed Meissner screened so that, at the equilibrium level, the disordered phase of a defect system will not be capable of transmitting sound waves. In fact, this phase will not be a liquid but rather an ideal gas. Only if dynamical effects, i.e., those of defect motion, are included can this aspect of the melting transition be properly described. Among the
dynamical effects there is one which is of special physical importance, namely, that a defect line, on a short time scale of sound vibrations, can never climb but only glide. It is this property which ultimately leads to the survival of the longitudinal sound wave in the liquid state.

It turns out that there is a very simple counting argument which shows that at the level of classical equilibrum statistical mechanics of stresses and defects it is impossible to account for the different behaviours of the longitudinal and transverse sound waves during the melting transition: As we shall see in detail later, in two dimensions the gauge field of stress has only a single component [corresponding to $\chi_{33}(\mathbf{x})$ ]. This is obviously incapable of distinguishing the two polarizations of sound waves. Consequently, it cannot describe at the same time the Meissner screening of the transverse wave and the survival of the longitudinal wave when entering the liquid phase. The gauge description of time dependent stresses, on the other hand, does contain an extra vector field and the above difficulty is circumvented.

### 8.4. OTHER POSSIBLE MECHANISMS TO MAKE A TRANSITION FIRST ORDER

The subtleties discussed above in obtaining a first-order phase transition in the theory suggest the search for more effective mechanisms for the entropy jumps observed in the melting process. Some insight comes from stress fluctuations via the Coleman-Weinberg mechanism. We had seen in Section 3.4. Part II, in the discussion on the ordinary Ginzburg-Landau theory, that gauge fluctuations can raise the tricritical point of an ordinary $g|\psi|^{+}$theory from $g=0$ to a $g$ of the order of $e^{2}$. where $e$ is the charge coupling of the gauge field. The condition $g \leqslant e^{2}$ means that the Ginzburg-Landau theory corresponds roughly to a type-I superconductor. By analogy, we can expect the stress-gauge field to extend the first-order regime in the stability wedge of the dislocation field theory to larger couplings. It is therefore useful to introduce the concept of type-I and type-II dislocation theories depending on the ratio between the penetration depth $\lambda$ of the stress field into the disordered state and the range of the size fluctuations $\xi_{\mathrm{sizc}}$ of the disorder field.

Thus we introduce a parameter $\kappa$.

$$
\begin{equation*}
\kappa=\frac{1}{\sqrt{2}} \frac{\lambda}{\xi_{\text {size }}} . \tag{8.79}
\end{equation*}
$$

Let us estimate its size in terms of the coupling constants. From (8.70) we read off the length scales of stress in the disordered state,

$$
\begin{equation*}
\frac{1}{\lambda^{2}}=\mu a^{2} \rho^{2} / T . \tag{8.80}
\end{equation*}
$$

According to (8.42), (8.11), (8.12), the size of the disorder parameter is

$$
\begin{equation*}
\rho^{2}=-m^{2} / \bar{g} \equiv-\frac{m_{0}^{2}}{\bar{g}}\left(\frac{\beta}{\beta_{c}}-1\right), \quad \beta<\beta_{c}, \tag{8.81}
\end{equation*}
$$

where $\bar{g}$ is equal to $g_{1}+g_{2}$ or $n g_{1}+g_{2}$, depending on the phase of the system. Hence ${ }^{\text {b }}$

$$
\begin{equation*}
\frac{1}{\lambda^{2}}=-\frac{\mu a^{2}}{T} \frac{m_{0}^{2}}{\bar{g}}\left(\frac{\beta}{\beta_{c}}-1\right) \tag{8.82}
\end{equation*}
$$

The size fluctuations of the disorder field, on the other hand, have the following two length scales.
(i) In the phase for which $g_{2}>0, g_{1}>-g_{2} / n$, the ground state $\Phi_{i}^{\alpha}=(\Phi / \sqrt{n})(1,1, \ldots) \delta^{\alpha 1}$ has

$$
\begin{align*}
\frac{1}{\xi_{1}^{2}} & =m^{2}+3\left(g_{1}+\frac{g_{2}}{n}\right) \Phi^{2} \\
& =-2 m^{2} \\
\frac{1}{\xi_{2}^{2}} & =m^{2}+\left(g_{1}+\frac{3 g_{2}}{n}\right) \Phi^{2} \quad(n-1 \text { modes }) \\
& =-2 m^{2}\left(1-\frac{g_{1}}{g_{1}+g_{2} / n}\right) \tag{8.83}
\end{align*}
$$

(ii) In the phase for which $g_{2}<0, g_{1}>-g_{2}$, the ground state $\Phi_{i}^{\alpha}=$ $\Phi(1,0,0, \ldots) \delta^{\alpha 1}$ has
${ }^{b}$ This has the proper dimension since $\mu a^{3} / T$ is dimensionless [see (10.4)] and $m_{0}^{2}, g$ have dimensions $1 / \ell^{2}, 1 / \ell$, respectively ( $\ell=$ length $)$.

$$
\begin{align*}
& \frac{1}{\xi_{1}^{2}}=m^{2}+3\left(g_{1}+g_{2}\right) \Phi^{2}=-2 m^{2} \quad \text { [one mode] } \\
& \frac{1}{\xi_{2}^{2}}=m^{2}+g_{1} \Phi^{2}=\frac{g_{2}}{g_{1}+g_{2}} m^{2} \quad[(n-1) \cdot q \text { modes }] \tag{8.84}
\end{align*}
$$

Hence we can introduce two $\kappa$ parameters, each of them having the form

$$
\begin{equation*}
\kappa_{1,2}=\frac{1}{\sqrt{2}} \frac{\lambda}{\xi_{1,2}}=\sqrt{\frac{\tilde{g}_{1,2} a}{\mu a^{3} / T}}, \tag{8.85}
\end{equation*}
$$

$\bar{g}_{1,2}$ being appropriate combinations of the coupling constants. What do we know about the size of these parameters? The couplings $\bar{g}$ parametrize the self-energy and the short range steric repulsion between the dislocation lines; $\bar{g} a$ is a dimensionless constant. The dimensionless expression in the denominator, $\mu a^{3} / T$, compares the elastic energy per unit cell with the thermal energy. Its size is roughly known since the Lindemann number $L \approx 22.8 \sqrt{\mu a^{3} / T}$ [recall Eq. (7.41)] is a number between 100 and 200 at the melting temperature of most materials. Much less is known about the steric interaction between the lines which is hard to measure precisely. A deep type-I dislocation field theory with the ground state $\Phi_{i}^{\alpha}=(\Phi / \sqrt{n})(1,1,1, \ldots) \delta^{\alpha 1}$ would imply an extremely weak self-energy compared with the elastic energy $\mu a^{3} / T$. It is not easy to see how this can come about. The steric repulsion is caused by nonlinear parts of the reduced elastic energy $\mu a^{3} / T$. Its order of magnitude seems to be tied to the elastic constant $\mu$ as well. Thus we expect $\kappa$ to be rather of the order of unity and the Coleman-Weinberg mechanism seems to become a delicate quantitative matter. If this mechanism were really important in crystal melting, the question would now arise why it was not active before in the disorder theory of the superfluid phase transition. Both disorder theories look very similar, apart from the fact that there are three times as many dislocation lines as vortex lines. As in the case of crystals, the steric repulsion of vortex lines in superfluid ${ }^{4} \mathrm{He}$ is generated by the nonlinear parts of superflow and there we do know that it is strong enough to maintain the phase transition at second order. It is hard to believe that the rather universal entropy jumps observed in a process such as crystal melting should be the result of some special choices of the coupling constants. We are therefore led to conclude that the dislocation field theory constructed up to now misses out on a more essential aspect
of the melting transition which makes it completely different from the superfluid transition.

Indeed, let us remember that a little earlier, in Section 8.1, we obtained a first indication in this direction. There we observed that dislocation lines are merely the defects of translational crystal symmetry so that the phase transition discussed so far can only lead to a state in which this symmetry is violated. Atoms can move freely along the three crystal directions $\hat{\mathbf{x}}, \hat{\mathbf{y}}$ and $\hat{\mathbf{z}}$ but this does not imply that they can also move through space isotropically, as they do in a proper liquid. For this, also the other symmetry group of crystals, namely, that of discrete rotations, has to be destroyed. Now we do know that the crystal possesses a natural set of defects which are capable of destroying this symmetry: the disclination lines. A superfluid has no such second set of defect lines. This must then be the crucial difference between the two systems. At this point we are sure that a proper understanding of the melting transition must acount for the possibility of forming disclination lines.

### 8.5. DISORDER FIELDS FOR DISCLINATION LINES

It is instructive to see qualitatively that the possibility of forming disclination lines can, in principle, drive the transition to first-order via an avalanche mechanism triggered by the Meissner effect. The forces between arbitrary defects were derived in Chapter 5. The defect tensor $\eta_{i j}(\mathbf{x})$ can be decomposed into disclination and dislocation parts $\Theta_{i j}(\mathbf{x})$ and $\alpha_{i i}(\mathbf{x})$ [see (2.60), (2.61)]:

$$
\begin{align*}
\eta_{i j}(\mathbf{x}) & =\Theta_{i j}(\mathbf{x})+\frac{1}{2} \varepsilon_{i m n} \partial_{m}\left(\alpha_{j n}(\mathbf{x})-\frac{1}{2} \delta_{j n} \alpha_{f i}(\mathbf{x})\right) \\
& =\Theta_{i j}(\mathbf{x})-\frac{1}{2} \partial_{m}\left(\varepsilon_{m i c} \alpha_{j c}(\mathbf{x})+(i j)-\varepsilon_{i j c} \alpha_{m i}(\mathbf{x})\right) \tag{8.86}
\end{align*}
$$

A disclination line along $L$ may be introduced via a $\delta$-function distribution [recall (2.44)],

$$
\begin{equation*}
\Theta_{i j}(\mathbf{x})=\delta_{i}(L) \Omega_{j} \tag{8.87}
\end{equation*}
$$

where $\Omega_{i}$ is the Frank vector of the line. The gauge tensor $\chi_{t n}(x)$ field couples locally to $\eta_{i j}(\mathbf{x})$ [see (5.6)] and thus to $\Theta_{i j}(\mathbf{x})$. For the disclination line (8.87) this gives an interaction energy

$$
\begin{equation*}
E_{\mathrm{int}}=\Omega_{j} \oint_{\mathrm{L}} d x_{i} x_{i j}(\mathbf{x}) \tag{8.88}
\end{equation*}
$$

This coupling is completely analogous to that for dislocation lines [see (8.52)]. It is therefore straightforward to set up a disorder field theory for a grand canonical ensemble of disclination lines. This has the same structure as that for dislocation lines.

Let $\Delta_{i}$ be the complex disorder fields associated with the fundamental disclinations whose Frank vector $\Omega_{i}$ is equal to $\Omega \mathbf{e}_{i}$ where $\mathbf{e}_{i}$ are the basis vectors in space. Then in analogy with (8.54), the covariant derivative is

$$
\begin{equation*}
D_{i}^{\Delta} \Delta_{j}(\mathbf{x})=\left(\partial_{i}-i \frac{\Omega}{T} \chi_{i j}\right) \Delta_{j}(\mathbf{x}) \quad \text { (no sum over } j \text { ) } \tag{8.89}
\end{equation*}
$$

and the partition function of disclinations has the form

Just as in the case of dislocations, $g_{j j^{\prime}}^{J}$ parametrizes the steric repulsion between disclination lines and the mass parameter is

$$
\begin{equation*}
m_{\Delta}^{2}=\left(\frac{e_{\Delta} a}{T}+\frac{e_{\Delta}^{\prime 2} a^{2}}{T^{2} 2 D}-\log 2 D\right) \frac{2 D}{a^{2}} \tag{8.91}
\end{equation*}
$$

where $e_{\Delta}, e_{\Delta}^{\prime}$ are the two core energies per unit length. The total partition function of dislocation and disclination lines is [recall (5.25)]

$$
\begin{equation*}
Z=\int \mathscr{D} \varphi_{i} \mathscr{D} \varphi_{j}^{\dagger} \mathscr{Q} \Delta_{j} \mathscr{D} \Delta_{i}^{\dagger} \mathscr{D} \chi_{\epsilon,} \delta\left(\partial_{\epsilon} \chi_{t n}\right) e^{-\varepsilon \pi} \tag{8.92}
\end{equation*}
$$

with an energy

$$
\begin{align*}
E= & \frac{1}{4 \mu} \int d^{3} x \chi_{\ell n}(\mathbf{x})\left(P^{(2.2)}+P^{(2 .-2)}+\frac{1-v}{1+v} P^{L}\right)_{\epsilon \epsilon_{0}, \ell^{\prime} n^{\prime}} \nabla^{4} \chi_{C^{\prime} n^{\prime}}(\mathbf{x}) \\
& +T \int d^{3} x\left\{\sum_{j}\left(\frac{1}{2}\left|D_{\epsilon} \varphi_{j}\right|^{2}+\frac{m^{2}}{2}\left|\varphi_{j}\right|^{2}\right)+\sum_{i . j^{\prime}} \frac{g_{i j^{\prime}}}{4}\left|\varphi_{j}\right|^{2}\left|\varphi_{j^{\prime}}\right|^{2}\right. \\
& +T \int d^{3} x\left\{\sum_{j}\left(\frac{1}{2}\left|D_{\ell}^{\Delta} \Delta_{j}\right|^{2}+\frac{m_{\Delta}^{2}}{2}\left|\Delta_{j}\right|^{2}\right)+\sum_{j . j^{\prime}} \frac{g_{j j^{\prime}}^{\Delta}}{4}\left|\Delta_{i}\right|^{2}\left|\Delta_{i^{\prime}}\right|^{2}+E_{\text {int }}\left[\varphi_{j}, \Delta_{j}\right],\right. \tag{8.93}
\end{align*}
$$

where $E_{\text {int }}$ collects the short-range steric interactions between the two types of lines. Notice that in terms of the field $\chi_{\ell n}(\mathbf{x})$, the covariant derivative of the dislocation field $\varphi_{j}(\mathbf{x})$ takes the form

$$
\begin{equation*}
D_{c} \varphi_{j}(\mathbf{x}) \equiv\left(\partial_{\epsilon}-i \frac{a}{T} \varepsilon_{j m n} \partial_{m} \chi_{\ell n}\right) \varphi_{j}(\mathbf{x}) \quad \text { (no sum in } j \text { ). } \tag{8.94}
\end{equation*}
$$

Within the present formulation, the size of the core energy of disclination lines as well as the interaction $E_{\text {ini }}\left[\varphi_{j}, \Delta_{i}\right]$ are hard to assess. In comparison with dislocation lines, however, one thing is quite clear: Disclinations cause a long-range distortion of the crystalline order. Therefore, an individual line carries an enormous amount of elastic energy. This makes them impossible to be created thermally and $m_{\Delta}^{2}$ is very large compared to $\mathrm{m}^{2}$ of the dislocation lines.

At first sight, this property seems to preclude disclinations from playing any role in the thermodynamics of crystals and hence in the melting transition so that it appears as though disclinations cannot resolve the puzzle of the order of the melting transition. This conclusion would, however, be too hasty since it neglects the Meissner effect in the disorder fields. Let us see what this implies for the partition function (8.93). At low temperatures, both types of defects are certainly very rare so that both field expectations $\left\langle\varphi_{j}\right\rangle$ and $\left\langle\Delta_{j}\right\rangle$ vanish. The correlation function of the stress gauge field behaves, in momentum space, like

$$
\begin{equation*}
\left\langle X_{t n}(\mathbf{p}) \chi_{\varepsilon^{\prime} \cdot n^{\prime}}^{+}(\mathbf{p})\right\rangle \propto \frac{1}{\mathbf{p}^{4}} \tag{8.95}
\end{equation*}
$$

In real space, this corresponds to a linear behaviour in $R$. Since disclinations couple locally to $\chi_{\ell n}(\mathbf{x})$, this is directly the $R$ behavior of the elastic interaction energy between disclinations. The coupling to dislocations on the other hand, involves the derivatives $\varepsilon_{j m n} \partial_{m} \chi_{\ell_{n}}(\mathbf{x})$ and the elastic interaction energy of dislocations is governed by

$$
\begin{equation*}
\left\langle\partial_{m} \chi_{\epsilon n}(\mathbf{p}) \partial_{m^{\prime}} \chi_{\epsilon^{\prime} n^{\prime}}(\mathbf{p})\right\rangle \propto \frac{p_{m} p_{m^{\prime}}}{\mathbf{p}^{2}} \triangleq \partial_{m} \partial_{m^{\prime}} R \sim \frac{\widehat{R}_{m} \widehat{R}_{m^{\prime}}}{R} \tag{8.96}
\end{equation*}
$$

resulting in the Biot-Savart like expression of Blin's law (3.42).
Consider now the case $m^{2}<0$ : the dislocation lines are infinitely long. and the fields $\varphi_{j}$ have finite expectation $\varphi$. Then the stress-gauge field possess an additional energy term in the energy (8.93):

$$
\begin{align*}
& -\frac{a^{2}}{2 T^{2}}|\varphi|^{2} \int d^{3} x \sum_{\ell, j}\left(\varepsilon_{j m n} \partial_{m} \chi_{\ell n}\right)^{2} \\
& \quad=-\frac{a^{2}}{2 T^{2}}|\varphi|^{2} \int d^{3} x \sum_{\ell}\left(\partial_{m} \chi_{\ell n}\right)^{2} \tag{8.97}
\end{align*}
$$

This contains two derivatives leading to a momentum space propagation of the type

$$
\begin{equation*}
\left\langle\chi_{\ell n}(\mathbf{p}) X_{C \cdot n}(\mathbf{p})\right\rangle \propto \frac{1}{\mathbf{p}^{4}+\frac{\mu a^{2}|\varphi|^{2}}{T^{2}} \mathbf{p}^{2}} . \tag{8.98}
\end{equation*}
$$

The long-distance part of the forces between defects is given by the small-momentum part of the correlation function. This, in turn, is governed entirely by the new term (8.97), i.e.,

$$
\begin{equation*}
\left\langle\chi_{\ell n}(\mathbf{p}) \chi_{\ell^{\prime} n^{\prime}}(\mathbf{p})\right\rangle \propto \frac{T^{2}}{\mu a^{2}|\varphi|^{2}} \frac{1}{\mathbf{p}^{2}} \hat{=} \frac{T^{2}}{\mu a^{2}|\varphi|^{2}} \frac{1}{R} . \tag{8.99}
\end{equation*}
$$

Hence, as a consequence of the Meissner effect, the correlation function changes from a linear dependence on distance to a Coulomb-like behaviour. In other words, in the presence of a "condensate" of dislocations, disclinations behave in the same way as dislocations previously did in an ideal crystal. They acquire a Blin or Biot-Savart like interaction energy,

$$
\begin{equation*}
E_{\mathrm{int}}^{\text {discl. }} \propto \frac{T^{2}}{\mu a^{2}|\varphi|^{2}} \oint_{L^{\mathrm{I}}} \oint_{L^{\mathrm{II}}} d \mathbf{x}^{\mathrm{I}} \cdot d \mathbf{x}^{\mathrm{H}} \frac{1}{R}, \tag{8.100}
\end{equation*}
$$

and the ensemble of disclination lines has an effective partition function of the form
with $c=T^{2} / \mu a^{2}$.
The crucial observation which leads to the possibility of a first-order transition in the melting process comes from the observation that the temperature in the Boltzmann factor of this expression is accompanied by the density of dislocation lines $\propto|\varphi|^{2}$. We know from the study of dislocations (or of vortex lines in superfluid ${ }^{4} \mathrm{He}$ ) that a partition function of

FIG. 8.2. The mean-ficld free energy of the subsystem of disclination lines as a function of the disorder field of dislocation lines. Due to Meissner screening, increasing $|\varphi|$ has the same effect as raising the temperature, causing a second order transition within the subsystem.

the type (8.101) has a second order transition where the lines $\{L\}$ condense. In $Z^{\text {discl. }}$, these are the disclination lines. Thus the free energy behaves just as in Eq. (3.127), Part II, i.e.,

$$
\begin{equation*}
-\beta f^{\mathrm{l} \text { liscl. }} \approx-\beta_{c} f_{0}\left(\frac{\beta}{\beta_{c}}-1\right)^{2} \tag{8.102}
\end{equation*}
$$

Since the temperature is always accompanied by $|\varphi|^{2}$, the critical value of $\beta_{c}=1 / T_{c}$ must be explicitly proportional to $|\varphi|^{2}$, i.e.,

$$
\begin{equation*}
\tau \equiv\left(\frac{\beta}{\beta_{c}}-1\right) \sim\left(\frac{\text { const }}{\beta_{c}|\varphi|^{2}} \frac{1}{T}-1\right) \tag{8.103}
\end{equation*}
$$

This shows that at a fixed temperature $T$, an increase in the density of dislocations $|\varphi|^{2}$ in the condensate has the same effect upon disclinations as heating. We can therefore identify a critical value $\left|\varphi_{c}\right|^{2}$ of $|\varphi|^{2}$ above which disclination lines would condense at a fixed temperature $T$. Thus, when viewed as a function of $|\varphi|^{2}$, the disclination lines undergo a second order phase transition. The behavior of the free energy as a function of $|\varphi|^{2}$ is shown in Fig. 8.2. [This follows directly from Eqs. (3.127) of Part II and (8.103)].

FIG. 8.3. The mean field behaviour of the disorder free energy of the dislocation lines alone as a function of the disorder field strength $|\varphi|$ above and below the transition. The transition is of second order.


This behavior could indeed be the origin of the first order nature of the melting transition. Consider the effective potential of the dislocations alone. As a function of the common field expectation, it has the standard Landau shape shown in Fig. 8.3, with a second order transition of proliferations at some temperature $T_{c}$. Let us now add the free energy of disclinations of Fig. 8.2, also considered as a function of the dislocation density $|\varphi|^{2}$. This will cause a protrusion of the potential in Fig. 8.3 as indicated in Fig. 8.4. As the temperature is raised, the dislocation potential becomes flatter. At a temperature $T_{m}<T_{c}$, the combined curve touches the $|\varphi|$ axis at a point $\left|\varphi_{m}\right| \neq 0$ (see Fig. 8.4). At this temperature, the disorder parameter jumps from zero to $\left|\varphi_{m}\right|$. This implies a first order phase transition. Notice that this happens before (i.e., at lower temperature) the second-order condensation of dislocations would have taken place in the absence of disclinations.

In simple physical terms, the effect of disclinations can be described as follows: They represent a reservoir of entropy which in a crystal is unaccessible to thermal fluctuations, due to the high elastic energy. A virtual increase in dislocation density, however, can open up this reservoir. At a certain critical density the screening of the elastic forces is so strong that the elastic energy is weak enough to be outweighed by the entropy. This leads to the condensation of disclination lines. For a crystal whose temperature is sufficiently high, i.e., close to the temperature at which the dislocations themselves would proliferate, fluctuations can

FIG. 8.4. The combination of the two curves of Figs. 8.1. and 8.2. giving the effective potential of dislocations plus disclinations as a function of the dislocation density. The formation of a condensate of disclinations can cause a first order phase transition.

carry the dislocation field to such a critical density so that the condensation of disclinations takes place spontaneously. Then both types of defect lines condense jointly and can give rise to the first-order of the phase transition. Similar mechanisms have been observed in other physical systems in which the transition is governed by two types of coupled line ensembles (see Janke and Kleinert (1986), cited in the Notes and References). We therefore see that the condensation process involves defect lines related to both types of crystal symmetry. From this we may conclude that, in the disordered state, not only the translational order but also the rotational order are distroyed. Thus the disordered state has the chance of being a proper liquid and the transition can be identified with the melting process.

There are two objections to this description of the melting transition. First, the discussion is too qualitative. We have neither specified the sizes of the steric repulsions nor the core energies of the disclination lines. The equations had a mean-field character and fluctuations could, in principle, cause drastic changes in the conclusions. The second objection is of a more fundamental nature: The partition function (8.92) pretends that dislocations and disclinations are completely independent line-like defects. This is certainly not true as was discussed and illustrated in Section 2.4. An infinite number of dislocation lines with equal spacing
and equal Burgers vector can be piled up on top of the $x$-axis (say). If the spacing is equal to the lattice spacing, the result is a single disclination line along the $x$-axis. Thus in a consistent disorder field theory we should really use only one type of fundamental defect lines, for example, dislocations, and obtain the disclinations from superpositions of infinitely many dislocation fields. Such a description would not be unique since, conversely, dislocation lines can be viewed as bound states of neighbouring pairs of disclination and anti-disclination lines. Hence we could alternatively introduce fundamental disclination fields and generate dislocation fields from pairs of these. Technically, the latter approach would be easier to handle than the first since bound states of pairs are more tractable than infinite superpositions. One could proceed in analogy with the treatment of Cooper pairs of electrons in a superconductor.

Certainly, the interdependence between the two types of line-like defects does not completely invalidate the use of the partition function (8.92). Even if one of the fields is a bound state of the other it is often possible to introduce it explicitly in a phenomenological description. After all, the entire low energy treatment of nuclear physics is based on the concept of nucleon and meson fields even though these are really bound states of quarks and antiquarks. So, although the partition function (8.92) is fundamentally incorrect, this does not prevent it from having a certain phenomenological relevance. Still, the situation is far from being satisfactory and a more specific approach is desirable. Such a specific approach will be presented in the following chapters. We shall construct a lattice model of an ensemble of fundamental defects in which both dislocations as well as disclinations can appear on the same basis, generated by one type of fundamental defect variables. What we shall find is that the discussion just presented is much too simple-minded. It is true that the possibility of forming disclination lines is a crucial property of crystals which distinguishes their disorder theory from that of superfluids. However, this possibility does not have to be realized to its full extent. Instead of stacking up dislocations side by side, they may be spaced two lattice units apart thus forming only a partial disclination. The fact that the nearest neighbour stack has locally no energy concentrated on the Volterra sheet implies that the doubly spaced stack still has a rather moderate energy per unit area. Experimentally, such incompletely matched quasi Volterra surfaces are observable as a grain boundary (see Fig. 2.6). Grain boundaries combine a moderate energy with a tremendous entropy of random surfaces. This more subtle collective phenomenon is the proper basis of the first order nature of the melting
process. The crystal does not need to go all the way and form a condensate of independent disclination lines. The proliferation of "incomplete disclinations", i.e. of spaced stacks of dislocation lines which are grain boundaries, is sufficient to drive the transition to first-order and to destroy both the translational and the rotational symmetry.

Within the above formulated (not quite correct) pure dislocation description of the melting process, the possibility of forming disclination lines or grain boundaries may be viewed as the fundamental reason for a particularly weak steric repulsion between dislocation lines, which helps to drive the transition to first order. This is in contrast with the strong steric repulsion between vortex lines in superfluid ${ }^{4} \mathrm{He}$. In both systems the short distance forces have their origin in the nonlinear regions of the elastic forces. But only in a crystal do these forces satisfy the extra constraint of allowing for a nearest neighbor stack up of dislocation lines without a build-up of stress across the Volterra sheet. This is what brings the steric repulsion down to such low values that the Ginzburg-Landau disorder theory lies deep within the type-I regime, where the ColemanWeinberg or Halperin-Lubensky-Ma mechanisms can become active. The situation, however, is hard to formulate quantitatively. This is why we shall, from now on, have recourse to specific lattice models of defect melting, which are of the same simplicity as the $X Y$ model of superfluidity. Starting from such models if will be possible to find a field theory, in which all stack-up properties of defects are properly respected.
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## CHAPTER NINE

## LATTICE MODEL OF DEFECT MELTING

### 9.1. SETTING UP THE MODEL

In Part II we studied superfluid ${ }^{4} \mathrm{He}$ and learned that lattice models allow for a simple way of incorporating vortex lines into a system carrying long-wavelength excitations. The steps were:

1. Rewrite the gradient energy of the long-wave-length excitations

$$
\begin{equation*}
E \propto \int d^{3} x \frac{1}{2}\left(\partial_{i} \gamma\right)^{2} \tag{9.1}
\end{equation*}
$$

in terms of lattice gradients,

$$
\begin{equation*}
E \propto a \sum_{\mathrm{x}} \frac{1}{2}\left(\nabla_{i} \gamma\right)^{2} \tag{9.2}
\end{equation*}
$$

where $\nabla_{i} \gamma(\mathbf{x})=\gamma(\mathbf{x}+\mathrm{i})-\gamma(\mathbf{x})$.
2. Set up the partition function for long-wavelength excitations on the lattice

$$
\begin{equation*}
Z=\prod_{\mathrm{x}}\left[\int_{-\infty}^{\infty} \frac{d \gamma(\mathbf{x})}{2 \pi}\right] e^{-(\beta / 2) \Sigma_{\mathbf{x}}\left(\nabla_{i} \gamma\right)^{2}} \tag{9.3}
\end{equation*}
$$

3. Account for the periodicity of the variable $\gamma(\mathbf{x})$ in $2 \pi$ by going to a periodic Gaussian expression

$$
\begin{equation*}
Z=\sum_{\left\{n_{i}(\mathbf{x})\right\}} \prod_{\mathbf{x}}\left[\int_{-\infty}^{\infty} \frac{d \gamma(\mathbf{x})}{2 \pi}\right] e^{-\left(\beta_{v} / 2\right) \Sigma_{\mathrm{x}}\left(\bar{V}_{i} \gamma-2 \pi n_{i}\right)^{2}} . \tag{9.4}
\end{equation*}
$$

The integer numbers $n_{i}(\mathbf{x})$ parametrize an ensemble of surfaces across which the phase variable can jump by multiples of $2 \pi$.
4. Observe that the partition function is degenerate with respect to vortex-gauge transformations consisting in deformations of the jumping surfaces

$$
\begin{equation*}
n_{i}(\mathbf{x}) \rightarrow n_{i}(\mathbf{x})+\nabla_{i} N(\mathbf{x}) \tag{9.5}
\end{equation*}
$$

with a simultaneous shift of the phase variable

$$
\begin{equation*}
\gamma(\mathrm{x}) \rightarrow \gamma(\mathrm{x})+2 \pi N(\mathrm{x}) \tag{9.6}
\end{equation*}
$$

5. Choose a gauge-fixing functional $\Phi[\mathbf{n}]$ in the sum. In the Villain model we took

$$
\begin{equation*}
\Phi[\mathbf{n}]=\delta_{n_{1}, 0} \tag{9.7}
\end{equation*}
$$

which specifies the axial gauge $n_{3}(\mathbf{x})=0$.
The close analogy between superfluid ${ }^{4} \mathrm{He}$ and crystals in the description of both the long-wavelength excitations and the defect lines suggests that a similar procedure can be followed successfully for finding a lattice model of defect melting.

Let us do this step by step.

1. We take the gradient energy of linear elasticity on a simple cubic lattice, ${ }^{\text {a }}$

$$
\begin{equation*}
E=\mu \int d^{3} x\left[\sum_{i \neq j} u_{i j}^{2}+\xi \sum_{i} u_{i i}^{2}+\frac{\lambda}{2 \mu}\left(\sum_{i} u_{i i}\right)^{2}\right] \tag{9.8}
\end{equation*}
$$

and replace the volume integral $\int d^{3} x$ by the lattice sum $a^{3} \Sigma$, the strain tensor $u_{i j}=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)$ by its lattice version [recall (7.12)]

$$
\begin{equation*}
u_{i j}(\mathbf{x})=\frac{1}{2 a}\left(\nabla_{i} u_{j}(\mathbf{x})+\nabla_{j} u_{i}(\mathbf{x})\right) . \tag{9.9}
\end{equation*}
$$

Introducing the same shift in the argument of the $u_{i i}(\mathbf{x})$ term which was found convenient in Eq. (7.11) this leads to an elastic energy on the lattice,

$$
\begin{equation*}
E=a \mu \sum_{\mathrm{x}}\left[\frac{1}{4} \sum_{i \neq j}\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}\right)^{2}+\xi \sum_{i}\left(\nabla_{i} u_{i}\right)^{2}+\frac{\lambda}{2 \mu}\left(\sum_{i} \nabla_{i} u_{i}(\mathbf{x}-\mathbf{i})^{2}\right)\right] . \tag{9.10}
\end{equation*}
$$

2. The partition function of classical elastic fluctuations is then given by

$$
\begin{equation*}
Z=\prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-\left(1 / k_{s} T\right) E} . \tag{9.11}
\end{equation*}
$$

We must remember that according to Eqs. (7.67)-(7.70) this is really only the potential part $Z_{\text {pot.cl }}$ of the full classical partition function which contains an extra factor $Z_{\text {kin.cl }}=\left(\sqrt{\left.k_{B} T a^{5} \rho / 2 \pi \hbar^{2}\right)^{3 N}}\right.$, due to the kinetic part of the classical fluctuations. Just as in the $X Y$ model we shall omit this factor, for brevity, it will be included only later when comparing our results with experimental data.

We are now ready to follow step 3. In the $X Y$ model, the phase variable was defined up to multiples of $2 \pi$. This was accounted for by going from the Gaussian energy to a periodic Gaussian form. In a crystal, there exists a completely analogous ambiguity in the definition of the displacement field $u_{i}(\mathbf{x})$. For very low temperature, this is not immediately obvious. The atomic positions deviate very little from those of an ideal crystal. It is therefore suggestive to use these small deviations for defining the displacement field $u_{i}(\mathbf{x})$. We have discussed before, in Section 2.3, that this definition can be consistent only for a limited duration of time. Due to fluctuations, thermal as well as quantum, the atoms are capable of exchanging positions with their neighbours and migrating, after a sufficiently long time, through the entire crystal. For this process of self-diffusion, which proceeds mainly via the support of vacancies, it is known from experiment that the diffusion constant carries, at higher temperatures, a Boltzmann factor with the vacancy energy [recall the values in Section 2.1]. The time scale factor is of the order of $\approx 0.2 \mathrm{~cm}^{2} / \mathrm{sec}$ for $\mathrm{Na}, \mathrm{Cu}, \mathrm{Ag}$. We had pointed out before that selfdiffusion makes it impossible to specify $u_{i}(\mathbf{x})$ uniquely since the assign-
ment of the original position of each atom to the nearest equilibrium position cannot be made after a long time. Thus, as a matter of principle, the displacement field is undetermined up to an arbitrary lattice vector. On a simple cubic lattice, it is impossible to say whether an atom is displaced by $u_{i}(x)$ or by

$$
\begin{equation*}
u_{i}(\mathbf{x})+a N_{i}(\mathbf{x}) \tag{9.12}
\end{equation*}
$$

Certainly, the field $N_{i}(\mathbf{x})$ has to obey many constraints which ensure that, after a reassignment of the starting position, no two atoms have come from the same place. These constraints will be ignored, for simplicity. We had also seen in Section 2.3 that the multivaledness of $u_{i}(\mathbf{x})$ is completely analogous to the multivaluedness of the phase variable $\gamma(\mathbf{x})$ in superfluid ${ }^{4} \mathrm{He}$ where $\gamma(\mathbf{x})$ and

$$
\begin{equation*}
\gamma(\mathbf{x})+2 \pi N(\mathbf{x}) \tag{9.13}
\end{equation*}
$$

were indistinguishable.
This analogy makes it straightforward to cast the elastic partition function into the appropriate periodic Gaussian form. Guided by (9.4) we introduce an extra sum over an integer-valued field $n_{i j}(\mathbf{x})$ and write ( $k_{B}=1$ )

$$
\begin{align*}
Z= & \sum_{\left\{n_{j}(\mathbf{x})\right\}} \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] \\
& \times \exp \left\{-\frac{a \mu}{T} \sum_{\mathbf{x}}\left[\frac{1}{2} \sum_{i<j}\left(\nabla_{i} u_{j}(\mathbf{x})+\nabla_{j} u_{i}(\mathbf{x})-a\left(n_{i j}+n_{j i}\right)(\mathbf{x})\right)^{2}\right.\right. \\
& \left.\left.+\xi \sum_{i}\left(\nabla_{i} u_{i}(\mathbf{x})-a n_{i i}(\mathbf{x})\right)^{2}+\frac{\lambda}{2 \mu}\left(\sum_{i}\left(\nabla_{i} u_{i}(\mathbf{x}-\mathbf{i})-a n_{i i}(\mathbf{x}-\mathbf{i})\right)\right)^{2}\right]\right\} \tag{9.14}
\end{align*}
$$

The elastic constants $\mu, \xi, \lambda$ and the lattice spacing $a$ may be considered as weakly temperature dependent quantities. They can either be calculated from the zero-temperature values, according to the methods outlined in Chapter 7 using the nonlinear terms of the elastic energy, or they may be taken directly from experiment. For the discussion to come we shall eliminate the temperature dependence of $a$ by enclosing the system in a fixed volume $V$. The case $\xi=1$ corresponds to an isotropic energy (9.8). The lattice version (9.14) is certainly not isotropic. Still we shall refer to this case (somewhat awkwardly) as isotropic, for convenience.

We now come to step 4 and observe that the partition function is invariant under the following integer-valued defect gauge transformations,

$$
\begin{gather*}
u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})+a N_{i}(\mathbf{x})  \tag{9.15}\\
n_{i j}(\mathbf{x}) \rightarrow n_{i j}(\mathbf{x})+\nabla_{i} N_{j}(\mathbf{x}) . \tag{9.16}
\end{gather*}
$$

The transformation on $u_{i}(\mathbf{x})$ expresses the intrinsic multivaluedness of the displacement variable; the transformation on $n_{i j}(\mathbf{x})$ accounts for the irrelevance of the jumping (Volterra) surfaces.

There is a further defect gauge invariance which did not exist in the Villain model. It is due to the fact that only the symmetric combination of $n_{i j}(\mathbf{x})$ and $n_{j i}(\mathbf{x})$ appears in the energy. The transformation law reads

$$
\begin{align*}
& u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})+\varepsilon_{i k j} M_{k}(\mathbf{x}) x_{j}  \tag{9.17}\\
& n_{i j}(\mathbf{x}) \rightarrow n_{i j}(\mathbf{x})+\varepsilon_{i j k} M_{k}(\mathbf{x}) \tag{9.18}
\end{align*}
$$

where $M_{k}(\mathbf{x})$ is an arbitrary integer-valued field. This invariance is associated with the rotational symmetry of the crystal. Its implications will be studied later.

Step 5 consists in choosing a specific gauge in order to do away with a trivial infinite overall factor of the partition function, due to gauge degeneracy. The integer values of $n_{i j}(\mathbf{x})$ make the choice a non-trivial matter which will be dealt with in Section 10.1. Here we only state the result that we shall use a gauge in which $n_{i j}(\mathbf{x})$ is quasi-symmetric with the symmetrized combination $n_{i j}^{5}=\frac{1}{2}\left(n_{i j}+n_{j i}\right)$ having three vanishing components

$$
\begin{equation*}
n_{22}^{5}(x)=0, \quad n_{33}^{5}(x)=0, \quad n_{13}^{s}(x)=0 \tag{9.19}
\end{equation*}
$$

By quasi-symmetric we mean that if $n_{i j}^{s}=\frac{1}{2}\left(n_{i j}+n_{j i}\right)$ is an integer, then $n_{i j}$ is chosen to be properly symmetric, i.e., $n_{i j}=n_{j i}$. If, on the other hand, $n_{i j}^{s}$ is half-integer, then $n_{i j}=n_{j i} \pm 1$ for $i \lessgtr j$.

The non-zero defect gauge fields are taken to satisfy the boundary conditions

$$
\begin{gather*}
\nabla_{3} n_{11}^{s}\left(x_{1}, x_{2}, 0\right)=0  \tag{9.20a}\\
n_{11}^{s}\left(x_{1}, x_{2}, 0\right)=0 \tag{9.20b}
\end{gather*}
$$

$$
\begin{equation*}
n_{12}^{5}\left(x_{1}, 0, x_{3}\right)=0 \tag{9.20c}
\end{equation*}
$$

and

$$
\begin{gather*}
n_{12}^{s}\left(0, x_{2}, 0\right)=0,  \tag{9.21a}\\
n_{23}^{s}\left(0,0, x_{3}\right)=0  \tag{9.21b}\\
n_{23}^{5}\left(0, x_{2}, 0\right)=0,  \tag{9.21c}\\
\nabla_{1} n_{23}^{s}\left(0, x_{2}, 0\right)=0 . \tag{9.21d}
\end{gather*}
$$

The product of Kronecker $\delta_{s}^{\prime}$ which enforces these conditions will collectively be denoted by $\Phi\left[n_{i j}^{5}\right]$ and will constitute our gauge-fixing functional for the defect sum. We shall now proceed just as in the Villain model and first exhibit the defects implied by the sum over jump numbers $n_{i j}^{s}(\mathbf{x})$.

### 9.2. DEFECT REPRESENTATION OF LATTICE MODEL

Let us convince ourselves that the lattice partition function (9.14) does indeed describe what we want, namely a grand canonical ensemble of crystalline defects including their proper long-range interactions. For this we shall perform the same duality transformation as in the Villain form of the $X Y$ model. This goes as follows: First we introduce a set of canonically conjugate variables $\bar{\sigma}_{i j}$ and rewrite $Z$ in the form

$$
\begin{aligned}
& Z=\left(\frac{1}{2^{D} \xi^{D}}\left(1-D \frac{\xi}{\gamma}\right)\right)^{N / 2} \prod_{x . i \leq j}\left[\int_{-x}^{x} \frac{d \bar{\sigma}_{i j}}{\sqrt{2 \pi \beta}}\right] \sum_{\left\{n_{i, \prime}(x)\right\}} \Phi\left[n_{i j}^{s}\right]
\end{aligned}
$$

where

$$
\begin{equation*}
\beta \equiv \frac{a^{3} \mu}{T(2 \pi)^{2}} \tag{9.22b}
\end{equation*}
$$

and the elastic constant $\gamma$ is related to $\lambda$ by [recall Eq. (1.48) and the statement after (1.110)]

$$
\begin{equation*}
\lambda=\frac{2 \mu \xi^{2}}{\gamma-D \xi} \tag{9.23}
\end{equation*}
$$

For the variables $\bar{\sigma}_{i j}$ with $i \neq j$ this follows by direct quadratic completion. For $i=j$ we can rewrite the exponent of (9.22) in matrix form as

$$
\begin{equation*}
e^{-(1 / 2 \beta) \Sigma_{i}, \bar{\sigma}_{i n}(x-i) M_{i j} \bar{\sigma}_{u}(x-j)} \tag{9.24}
\end{equation*}
$$

with ${ }^{\text {b }}$

$$
M_{i j}=\frac{1}{2 \xi}\left(\begin{array}{ccccc}
1-\frac{\xi}{\gamma} & -\frac{\xi}{\gamma} & -\frac{\xi}{\gamma} &  \tag{9.25}\\
-\frac{\xi}{\gamma} & 1-\frac{\xi}{\gamma} & -\frac{\xi}{\gamma} & & \\
-\frac{\xi}{\gamma} & -\frac{\xi}{\gamma} & 1-\frac{\xi}{\gamma} & \\
& & &
\end{array}\right)
$$

This has a determinant,

$$
\begin{equation*}
\operatorname{det} M=\frac{1}{2^{D} \xi^{D}}\left(1-D \frac{\xi}{\gamma}\right)=\frac{1}{2^{D}} \frac{2 \mu}{\lambda} \frac{1}{\xi^{D-2} \gamma}, \tag{9.26}
\end{equation*}
$$

with an inverse

$$
\begin{align*}
M_{i j}^{-1} & =\frac{2 \xi}{\gamma-D \xi}\left(\begin{array}{ccc}
\gamma-(D-1) \xi & \xi & \xi \\
\xi & \gamma-(D-1) \xi & \xi \\
\xi & \xi & \gamma-(D-1) \xi
\end{array}\right. \\
& =2 \xi \delta_{i j}+\frac{\lambda}{\mu} \tag{9.27}
\end{align*}
$$

so that a quadratic completion indeed reproduces (9.14).
'In the isotropic case where $1 / \gamma=\nu /(1+\nu)$. this matrix is equal to

$$
M_{i j}=\frac{1}{2(1+\nu)}\left(\delta_{i j}(1+\nu)-\nu\right)
$$

with an inverse

$$
M_{i i}^{-1}=2 \delta_{i j}+\frac{2 \nu}{1+(1-D) \nu}=2 \delta_{i j}+\frac{\lambda}{\mu} .
$$

Notice that the $\bar{\sigma}_{i j}^{2}$ part of the energy in (9.22) corresponds precisely to the stress energy of Chapter 1, Eq. (1.49). Indeed, the tensor $\bar{\sigma}_{i j}$ is the lattice version of $i a^{3} /\left(2 \pi k_{B} T\right)$ times the physical stress tensor $\sigma_{i j}$.

We now integrate out the $u_{i}(\mathbf{x})$ variables in (9.22). Before doing this it is useful to complement the six components $\bar{\sigma}_{i j}$ with $i<j$ by three more elements $\sigma_{i j}=\sigma_{j i}$ for $i>j$ and form a symmetric matrix $\sigma_{i j}=\sigma_{j i}$ for $i, j=1,2,3$. Then the last exponential can be written as

$$
e^{(2 \pi / a)(i / 2) \varepsilon_{, i, j} \bar{\sigma}_{\eta}\left(\nabla_{i} u_{j}+\nabla_{j} \mu_{1}-2 a n n_{i j}\right) .}
$$

A partial integration brings it to the form

$$
\begin{equation*}
e^{-2 \pi i \Sigma_{x, j}, \overline{\bar{B}}_{i} \bar{\sigma}_{i}, i_{i} / a-2 \pi i \Sigma_{x, i, j}, \bar{\sigma}_{i} r_{i}} . \tag{9.28}
\end{equation*}
$$

Now the integration over $u_{j} / a$ leads to the $\delta$-functions

$$
\begin{equation*}
\prod_{\mathbf{x}, j} \delta\left(\overline{\bar{V}}_{i} \bar{\sigma}_{i j}\right) \tag{9.29}
\end{equation*}
$$

These enforce the lattice version of the stress conservation law in the absence of external body forces.

Just as in the continuum formulation in Chapter 5 [see Eq. (5.1)], this conservation law is satisfied automatically by introducing a stress gauge field $\bar{X}_{e_{n}}(\mathbf{x})$ and writing, in $D=3$ dimensions,

$$
\begin{equation*}
\bar{\sigma}_{i j}(\mathbf{x})=\varepsilon_{i k \ell} \varepsilon_{j m n} \bar{\nabla}_{k} \bar{\nabla}_{m} \bar{X}_{\ell n}(\mathbf{x}-\ell-\mathbf{n}) \tag{9.30}
\end{equation*}
$$

This decomposition [which is the stress version of the decomposition in Part II, Eq. (6.5)] is invariant under stress gauge transformations

$$
\begin{align*}
\bar{\chi}_{\ell n}(\mathbf{x}) & \rightarrow \bar{\chi}_{\ell n}(\mathbf{x})+\nabla_{\ell} \Lambda_{n}(\mathbf{x})+\nabla_{n} \Lambda_{\ell}(\mathbf{x}) \\
& =\bar{\chi}_{\ell n}(\mathbf{x})+\nabla_{\ell} \Lambda_{n}(\mathbf{x}+\ell)+\nabla_{n} \Lambda_{\ell}(\mathbf{x}+\mathbf{n}) \tag{9.31}
\end{align*}
$$

Inserting (9.30) into (9.28), and performing two partial integrations, we find

$$
\begin{equation*}
e^{-2 \pi i \Sigma_{n}, t n}+\bar{x}_{\ln (x)}(x) \overline{\bar{m}}_{n}(x), \tag{9.32}
\end{equation*}
$$

where the symmetric tensor $\bar{\eta}_{\epsilon n}(\mathbf{x})$ is defined by

$$
\begin{equation*}
\bar{\eta}_{\ell n}(\mathbf{x}) \equiv \varepsilon_{\ell k i} \varepsilon_{n m j} \nabla_{k} \nabla_{m} n_{i j}^{s}(\mathbf{x}+\ell+\mathbf{n}) \tag{9.33}
\end{equation*}
$$

The coupling of $\bar{\chi}_{c_{n}}(\mathbf{x})$ to $\bar{\eta}_{c_{n}}(\mathbf{x})$ is the same, up to a normalization factor, as the coupling of the stress gauge field $X_{C n}(\mathbf{x})$ to the defect tensor $\eta_{C_{n}}(\mathbf{x})$ in the continuum formulation (5.6). Thus, $\bar{\eta}_{\ell_{n}}(\mathbf{x})$ may be considered as the proper lattice version of the defect tensor $\eta_{\ell_{n}}(\mathbf{x})$. Indeed, it satisfies the conservation law

$$
\begin{align*}
\bar{\nabla}_{\ell} \bar{\eta}_{\ell n}(\mathbf{x}) & =\varepsilon_{\ell k i} \varepsilon_{n m j} \bar{\nabla}_{\ell} \nabla_{k} \nabla_{m} n_{i j}^{s}(\mathbf{x}+\ell+\mathbf{n})=0 \\
& =\varepsilon_{\ell k i} \varepsilon_{n m j} \nabla_{\ell} \nabla_{k} \nabla_{l m} n_{i j}^{s}(\mathbf{x}+\mathbf{n})=0 . \tag{9.34}
\end{align*}
$$

As a consequence, the coupling (9.32) is invariant under the stress gauge transformations (9.31)

$$
\begin{aligned}
& \sum_{\mathbf{x}, \ell, n} \bar{\chi}_{\ell n}(\mathbf{x}) \bar{\eta}_{\ell n}(\mathbf{x}) \rightarrow \sum_{\mathbf{x}, \ell, n}\left[\bar{\chi}_{\ell, n}(\mathbf{x}) \bar{\eta}_{\ell n}(\mathbf{x})+\left(\nabla_{\ell} \Lambda_{n}+\nabla_{n} \Lambda_{\ell}\right) \bar{\eta}_{\ell n}(\mathbf{x})\right] \\
& \quad=\sum_{\mathbf{x}, \ell_{,}, n} \bar{\chi}_{\ell n}(\mathbf{x}) \bar{\eta}_{\ell n}(\mathbf{x})-2 \sum_{\mathbf{x}, \ell . n} \Lambda_{n}(\mathbf{x}) \bar{\nabla}_{\ell} \bar{\eta}_{\ell n}(\mathbf{x})=\sum_{\mathbf{x}, \ell, n} \bar{\chi}_{\ell n}(\mathbf{x}) \bar{\eta}_{\ell n}(\mathbf{x}) .
\end{aligned}
$$

The decomposition (9.33) itself displays defect gauge invariance under (9.16), according to which

$$
\begin{equation*}
n_{i j}^{s}(\mathbf{x}) \rightarrow n_{i j}^{s}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} N_{j}+\nabla_{j} N_{i}\right)(\mathbf{x}) . \tag{9.35}
\end{equation*}
$$

When expressing the partition function (9.22) in terms of the stress gauge field $\bar{\chi}_{C_{n}}(\mathbf{x})$ we have to watch out to arrive at the correct measure of integration. The simplest gauge is the axial gauge where

$$
\begin{equation*}
\bar{X}_{3 i}(\mathbf{x})=0 . \tag{9.36}
\end{equation*}
$$

Then the stress tensor has the following explicit decomposition,

$$
\begin{align*}
\bar{\sigma}_{11}(\mathbf{x})= & \bar{\nabla}_{3}^{2} \bar{x}_{22}\left(x_{1}, x_{2}-2, x_{3}\right), \\
\bar{\sigma}_{22}(\mathbf{x})= & \bar{\nabla}_{3}^{2} \bar{x}_{11}\left(x_{1}-2, x_{2}, x_{3}\right), \\
\bar{\sigma}_{33}(\mathbf{x})= & \bar{\nabla}_{1}^{2} \bar{x}_{22}\left(x_{1}, x_{2}-2, x_{3}\right)+\bar{\nabla}_{2}^{2} \bar{x}_{11}\left(x_{1}-2, x_{2}, x_{3}\right) \\
& -2 \bar{\nabla}_{1} \bar{\nabla}_{2} \bar{x}_{12}\left(x_{1}-1, x_{2}-1 . x_{3}\right), \tag{9.37}
\end{align*}
$$

$\bar{\sigma}_{12}(\mathbf{x})=-\bar{\nabla}_{3}^{2} \bar{\chi}_{12}\left(x_{1}-1, x_{2}-1, x_{3}\right)$,
$\bar{\sigma}_{23}(\mathbf{x})=\bar{\nabla}_{3}\left(\bar{\nabla}_{1} \bar{x}_{12}\left(x_{1}-1, x_{2}-1, x_{3}\right)-\bar{\nabla}_{2} \bar{x}_{11}\left(x_{1}-2, x_{2}, x_{3}\right)\right)$,
$\bar{\sigma}_{13}(\mathbf{x})=-\bar{\nabla}_{3}\left(\bar{\nabla}_{1} \bar{x}_{22}\left(x_{1}, x_{2}-2, x_{3}\right)-\bar{\nabla}_{2} \bar{x}_{12}\left(x-1, x_{2}-1, x_{3}\right)\right)$.
We now see that the integrals over $\bar{\sigma}_{11}, \bar{\sigma}_{22}$ and $\bar{\sigma}_{12}$ can be exchanged freely with integrals over $\bar{\chi}_{22}, \bar{\chi}_{11}, \bar{\chi}_{12}$ since the only functional determinants which appear are products of det $\nabla_{3}$, which are all unity. The integrations over $\bar{\sigma}_{13}, \bar{\sigma}_{23}, \bar{\sigma}_{33}$, on the other hand, are eliminated by the $\delta$-functions (9.29),

$$
\begin{align*}
& \delta\left(\bar{\nabla}_{1} \bar{\sigma}_{11}+\bar{\nabla}_{2} \bar{\sigma}_{21}+\bar{\nabla}_{3} \bar{\sigma}_{31}\right) \delta\left(\bar{\nabla}_{1} \bar{\sigma}_{12}+\bar{\nabla}_{2} \bar{\sigma}_{22}+\bar{\nabla}_{3} \bar{\sigma}_{32}\right) \\
& \quad \times \delta\left(\bar{\nabla}_{1} \bar{\sigma}_{13}+\bar{\nabla}_{2} \bar{\sigma}_{23}+\bar{\nabla}_{3} \bar{\sigma}_{33}\right), \tag{9.39}
\end{align*}
$$

where the functional determinants are again all trivial (due to det $\bar{\nabla}_{3}=1$ ). Hence (9.22) can be written in $D=3$ dimensions as

$$
\begin{align*}
& Z=\left[\frac{1}{8 \xi^{3}}\left(1-3 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(2 \pi \beta)^{3 N}} \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} d \bar{X}_{11}(\mathbf{x}) d \bar{X}_{22}(\mathbf{x}) d \bar{X}_{12}(\mathbf{x})\right] \\
& \times \sum_{\left\{\bar{\eta}_{i}(\mathrm{x})\right\}} \delta_{\bar{v}_{i,} \bar{\eta}_{i j}, 0} \exp \left[-\frac{1}{2 \beta} \sum_{\mathrm{x}}\left\{\sum_{i<j} \bar{\sigma}_{i j}^{2}+\frac{1}{2 \xi} \sum_{i} \bar{\sigma}_{i j}^{2}\right.\right. \\
& \left.\left.-\frac{1}{2 \gamma}\left(\sum_{i} \bar{\sigma}_{i i}(\mathbf{x}-\mathrm{i})\right)^{2}\right\}-2 \pi i \sum_{\mathrm{x}, \ell, n} \bar{x}_{\ell \prime}(\mathrm{x}) \bar{\eta}_{\ell n}(\mathbf{x})\right] \text {. } \tag{9.40}
\end{align*}
$$

Since the integrand is manifestly stress gauge invariant, it is possible to go from the gauge fixing $\bar{X}_{3 i}(\mathbf{x})=0$ to any other gauge, for instance to the transverse gauge,

$$
\begin{equation*}
\bar{\nabla}_{i} \bar{X}_{i j}(\mathbf{x})=0 . \tag{9.41}
\end{equation*}
$$

The proper normalization is found by the methods developed in Part II, Chapter 3 and applied to lattice gauge theories in Part II, Chapter 6 [see Eq. (6.51)ff in Part II]. We take the integration measure in (9.40) and rewrite it as follows:

$$
\begin{equation*}
\prod_{\mathbf{x}} \int d \bar{X}_{11}(\mathbf{x}) d \bar{X}_{22}(\mathbf{x}) d \bar{X}_{\mathrm{X} 2}(\mathbf{x})=\prod_{\mathbf{x}, i<j} \int d \bar{X}_{i j}(\mathbf{x}) \Phi_{a}\left[\bar{X}_{i j}\right] \tag{9.42}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{a}\left[\bar{x}_{i j}\right]$ is the axial gauge-fixing functional

$$
\begin{equation*}
\Phi_{a}\left[\bar{X}_{i j}\right]=\prod_{\mathbf{x}, i} \delta\left(\bar{X}_{3 i}\right) \tag{9.43}
\end{equation*}
$$

and perform the integral over all gauge transformed versions of $\chi_{i j}$, $\chi_{i j}^{\hat{1}} \equiv \chi_{i j}+\nabla_{i} \Lambda_{j}+\nabla_{i} \Lambda_{i}:$

$$
\begin{equation*}
\prod_{\mathbf{x}, i} \int d \Lambda_{i}(\mathbf{x}) \delta\left(X_{3 i}+\nabla_{3} \Lambda_{i}+\nabla_{i} \Lambda_{3}\right) \tag{9.44}
\end{equation*}
$$

The $\delta$-functions involving $\Lambda_{1}$ and $\Lambda_{2}$ eliminate directly $\Lambda_{1}, \Lambda_{2}$ with only a trivial determinant $\operatorname{det} \nabla_{3}=1$. The third $\delta$-function involving $\bar{X}_{33}$ leads to $\operatorname{det}\left(2 \nabla_{3}\right)^{-1}=2^{-N}$ so that the gauge integration of (9.43) gives

$$
\begin{equation*}
\prod_{\mathrm{x}, i} \int d \Lambda_{i}(\mathbf{x}) \Phi_{a}\left[\bar{\chi}_{i j}^{\wedge}\right]=2^{-N} \tag{9.45}
\end{equation*}
$$

If we now pass over to the transverse gauge we can convince ourselves that the same normalization is achieved by the measure

$$
\begin{equation*}
\prod_{x, i<j} \int_{-\infty}^{\infty} d \bar{X}_{i j}(\mathbf{x}) \Phi_{t}\left[\bar{x}_{i j}\right], \tag{9.46}
\end{equation*}
$$

where $\Phi_{r}\left[\bar{X}_{i j}\right]$ is the transverse gauge-fixing functional [analogous to (6.56) of Part II]

$$
\begin{equation*}
\Phi_{t}\left[\bar{x}_{i j}\right]=\operatorname{det}(-\bar{\nabla} \cdot \nabla)^{3} \prod_{\mathbf{x} \cdot j} \delta\left(\bar{\nabla}_{i j} \bar{x}_{i j}\right) \tag{9.47}
\end{equation*}
$$

In order to see this we write down the integral over $\Phi_{r}\left[\bar{X}_{i j}^{A}\right]$ as follows:

$$
\begin{align*}
& \prod_{\mathbf{x}, i} \int_{-\infty}^{\infty} d \Lambda_{i}(\mathbf{x}) \Phi_{r}\left[\bar{x}_{i j}+\nabla_{i} \Lambda_{j}+\nabla_{j} \Lambda_{i}\right] \\
& =\operatorname{det}(-\bar{\nabla} \cdot \nabla)^{3} \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} d \Lambda_{i}(\mathbf{x})\right] \prod_{\mathbf{x}, j} \delta\left(\bar{\nabla}_{i} \bar{x}_{i j}+\bar{\nabla}_{i} \nabla_{i} \Lambda_{j}+\bar{\nabla}_{i} \nabla_{j} \Lambda_{i}\right) \\
& =\operatorname{det}(-\bar{\nabla} \cdot \nabla)^{3} \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} d \Lambda_{i}(\mathbf{x})\right] \\
& \quad \times \prod_{\mathbf{x}, j} \delta\left(\bar{\nabla}_{i} \bar{x}_{i j}+\bar{\nabla} \cdot \nabla\left(\delta_{i j}-\frac{\nabla_{j} \bar{\nabla}_{i}}{\bar{\nabla} \cdot \nabla}\right) \Lambda_{i}+2 \bar{\nabla} \cdot \nabla \frac{\nabla_{j} \bar{\nabla}_{i}}{\bar{\nabla} \cdot \nabla} \Lambda_{i}\right) . \tag{9.48}
\end{align*}
$$

In the $\delta$-functions, the two transverse components of $\Lambda_{j}$ [those which satisfy $\bar{\nabla}_{j} \Lambda_{j}=0$ ] carry a factor $\bar{\nabla} \cdot \nabla$, the longitudinal component a factor $2 \bar{\nabla} \cdot \nabla$. This leads to the functional determinants $\operatorname{det}(-\bar{\nabla} \cdot \nabla)^{-2}$ $\operatorname{det}(-2 \bar{\nabla} \cdot \nabla)^{-1}=\operatorname{det}(-\bar{\nabla} \cdot \nabla)^{-3} 2^{-N}$ so that the integral (9.48) gives indeed $2^{-N}$ and $\Phi_{t}\left[X_{i j}\right]$ has the same normalization as $\Phi_{a}\left[X_{i j}\right]$.

Notice that it is possible to express $\bar{\eta}_{i j}$ in terms of the defect gauge fields $n_{i j}^{s}$, via the incompatibility relation (9.33), and perform the defect $\operatorname{sum} \sum_{\left\{\bar{\eta}_{i j}\right\}} \delta_{\bar{v}_{i} \eta_{i}, 0}$ by summing over the defect gauge field $n_{i j}^{s}$. This sum requires, of course, its own gauge-fixing functional $\Phi_{\text {def }}\left[n_{i j}^{s}\right]$. It will be specified in detail in Chapter 11. The partition function (9.40) then involves a path integral over stress gauge fields and a sum over defect gauge fields, both with some gauge-fixing functional,

$$
\begin{equation*}
Z=\int \mathscr{D} \chi_{i j} \sum_{\left\{n_{i j}\right\}} \Phi_{\operatorname{def}}\left[n_{i j}^{s}\right] \exp \{\operatorname{as} \text { in }(9.40)\} \tag{9.49}
\end{equation*}
$$

In this form, the partition function describes a double gauge theory of stresses and defects. Let us perform the integral over the stress gauge field, first in the case of two dimensions. There, the decomposition (9.30) reduces to

$$
\begin{equation*}
\bar{\sigma}_{i j}(\mathbf{x})=\varepsilon_{i k} \varepsilon_{j \ell} \bar{\nabla}_{k} \bar{\nabla}_{\ell} \bar{X}(\mathbf{x}) . \tag{9.50a}
\end{equation*}
$$

The components of $\bar{\sigma}_{i j}(\mathrm{x})$ are given by

$$
\bar{\sigma}_{11}(\mathbf{x})=\bar{\nabla}_{2}^{2} \bar{\chi}(\mathbf{x}), \quad \bar{\sigma}_{22}(\mathbf{x})=\bar{\nabla}_{1}^{2} \bar{\chi}(\mathbf{x}), \quad \bar{\sigma}_{12}(\mathbf{x})=-\bar{\nabla}_{1} \bar{\nabla}_{2} \bar{\chi}(\mathbf{x}) .
$$

We can then easily change the measure of integration from

$$
\begin{equation*}
\prod_{\mathbf{x}, i \leq j}\left[\int_{-\infty}^{\infty} \frac{d \bar{\sigma}_{i i}(\mathbf{x})}{\sqrt{2 \pi \beta}}\right] \prod_{j}\left[\delta\left(\bar{\nabla}_{i} \bar{\sigma}_{i j}\right)\right] \tag{9.51}
\end{equation*}
$$

to

$$
\begin{equation*}
\frac{1}{(\sqrt{2 \pi \bar{\beta}})^{3}} \prod_{\mathrm{x}} \int_{-\infty}^{\infty} d \bar{X}(\mathbf{x}) \tag{9.52}
\end{equation*}
$$

since the $\delta$-functions are $\delta\left(\bar{\nabla}_{1} \bar{\sigma}_{11}+\bar{\nabla}_{2} \sigma_{21}\right) \delta\left(\bar{\nabla}_{1} \bar{\sigma}_{12}+\nabla_{2} \bar{\sigma}_{22}\right)$ and can be used to eliminate, for instance, $\bar{\sigma}_{12}(\mathbf{x})$, $\bar{\sigma}_{22}(\mathbf{x})$, with the trivial Jacobian $\operatorname{det} \bar{\nabla}_{2}^{-2}=1$. After this $d \bar{\sigma}_{11}(\mathbf{x})$ can be turned into $d \bar{\chi}(\mathbf{x})$ with another trivial Jacobian det $\nabla_{2}^{2}=1$. Thus the partition function (9.22) becomes for $D=2$

$$
\begin{align*}
Z= & {\left[\frac{1}{4 \xi^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}} \prod_{\mathbf{x}}\left[\int_{-\infty}^{\infty} d \bar{X}(\mathbf{x})\right] } \\
& \times \sum_{\left\{\dot{n}_{i j}(\mathbf{x})\right\}} \Phi\left[n_{i j}\right] e^{-(1 / 2 \beta) \Sigma_{x}\left(\bar{\sigma}_{2}(\mathrm{x})+(1 / 2 \xi)\left(\bar{\sigma}_{11}(\mathrm{x})+\bar{\sigma}_{22}(\mathrm{x})^{2}\right)-(1 / 2 \gamma)\left(\bar{\sigma}_{11}(\mathrm{x}-1)+\bar{\sigma}_{22}(\mathrm{x}-2)\right)^{2}\right)} \\
& \times e^{2 \pi i \Sigma_{\mathrm{x}} \bar{\eta}(\mathrm{x}) \bar{X}(\mathrm{x})} \tag{9.53}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\eta}(\mathbf{x})=\varepsilon_{k i} \varepsilon_{\ell j} \nabla_{k} \nabla_{\ell} n_{i j}^{s}(\mathbf{x}) \tag{9.54}
\end{equation*}
$$

is the two-dimensional defect density analogous to $\bar{\eta}_{i j}(\mathbf{x})$ of (9.33).
We now insert the decomposition (9.50) and see that the elastic energy becomes explicitly

$$
\begin{equation*}
-\frac{1}{2 \beta} \sum_{\mathbf{x}} \bar{\chi}(\mathbf{x})\left\{\bar{\nabla}_{1} \nabla_{1} \cdot \bar{\nabla}_{2} \nabla_{2}+\frac{1}{2 \xi}\left[\left(\bar{\nabla}_{1} \nabla_{1}\right)^{2}+\left(\bar{\nabla}_{2} \nabla_{2}\right)^{2}\right]-\frac{1}{2 \gamma}(\bar{\nabla} \cdot \nabla)^{2}\right\} \bar{\chi}(\mathbf{x}) \tag{9.55}
\end{equation*}
$$

In the last term, a few manipulations were necessary to arrive at the form $(\bar{\nabla} \cdot \nabla)^{2}$. First we employed summation by parts

$$
\begin{align*}
&\left.\sum_{\mathbf{x}}\left(\bar{\nabla}_{2}^{2} \bar{\chi}(\mathbf{x}-1)+\bar{\nabla}_{1}^{2} \bar{x}(\mathbf{x}-2)\right)\left(\bar{\nabla}_{2}^{2} \bar{\chi}(\mathbf{x}-1)+\bar{\nabla}_{1}^{2} \bar{\chi}_{(\mathbf{x}}-\mathbf{2}\right)\right) \\
&= \sum_{\mathbf{x}}\left(\bar{\chi}(\mathbf{x}-1) \nabla_{2}^{2} \bar{\nabla}_{2}^{2} \bar{\chi}(\mathbf{x}-1)+\bar{\chi}(\mathbf{x}-2) \nabla_{1}^{2} \bar{\nabla}_{1}^{2} \bar{\chi}(\mathbf{x}-2)\right. \\
&\left.+2 \bar{\chi}(\mathbf{x}-1) \nabla_{2}^{2} \bar{\nabla}_{1}^{2} \bar{\chi}(\mathbf{x}-2)\right) . \tag{9.56}
\end{align*}
$$

Then we rewrote the last term as

$$
\begin{aligned}
2 \sum_{\mathbf{x}} \nabla_{1}^{2} \bar{\chi}(\mathbf{x}-1) \nabla_{2}^{2} \bar{\chi}(\mathbf{x}-2) & =2 \sum_{\mathbf{x}} \bar{\nabla}_{\mathrm{t}} \nabla_{1} \bar{\chi}(\mathbf{x}) \bar{\nabla}_{2} \nabla_{2} \bar{\chi}(\mathbf{x}) \\
& =2 \sum_{\mathbf{x}} \bar{\chi}(\mathbf{x}) \bar{\nabla}_{1} \nabla_{1} \bar{\nabla}_{2} \nabla_{2} \bar{\chi}(\mathbf{x}) .
\end{aligned}
$$

Using finally translational invariance we obtain, indeed, $\Sigma_{\mathbf{x}} \bar{\chi}(\mathbf{x})$ $(\bar{\nabla} \cdot \nabla)^{2} \bar{\chi}(\mathbf{x})$.

Integrating out the $\bar{\chi}(\mathbf{x})$ field gives ${ }^{\mathrm{c}}$

$$
\begin{align*}
& Z=\left(\sqrt{\frac{1-2 \xi / \gamma}{2 \xi(1-\xi / \gamma)}}\right)^{N} \frac{1}{\sqrt{2 \pi \beta^{2 N}}} \operatorname{det}\left[(\bar{\nabla} \cdot \nabla)^{2}+2 \frac{(\xi-1)}{1-\xi / \gamma} \bar{\nabla}_{1} \nabla_{1} \bar{\nabla}_{2} \nabla_{2}\right]^{-1 / 2} \\
& \times \sum_{\{\bar{\eta}(x)\}} e^{\left.-\beta+\pi^{i}(\xi(1)-\xi(y))\right)_{n}, x^{n}(x) G\left(x-x^{\prime}\right) \bar{\eta}\left(x^{\prime}\right)} \\
& =\frac{1}{(\sqrt{2 \pi \beta})^{2 N}} \operatorname{det}\left[\left(2 \xi+\frac{\lambda}{\mu}\right)(\bar{\nabla} \cdot \nabla)^{2}+4(\xi-1)\left(\xi+\frac{\lambda}{\mu}\right) \bar{\nabla}_{1} \nabla_{1} \bar{\nabla}_{2} \nabla_{2}\right]^{-1 / 2} \tag{9.57}
\end{align*}
$$

where $G(\mathbf{x})$ is the lattice Green function ${ }^{\text {c }}$

$$
\begin{align*}
& G(\mathbf{x})=\frac{1}{N} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+2 \frac{\xi-1}{1-\xi / \gamma} \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}}=\int \frac{d^{2} k}{(2 \pi)^{2}} \\
& \times \frac{1}{\left(2-2 \cos k_{1}+2-2 \cos k_{2}\right)^{2}+2(\xi-1)(1+\nu)\left(2-2 \cos k_{1}\right)\left(2-2 \cos k_{2}\right)} \tag{9.58}
\end{align*}
$$

where we have used the anisotropic Poisson ratio

$$
\begin{equation*}
\gamma=\frac{\lambda}{(D-1) \lambda+2 \xi \mu}=\frac{\xi}{\gamma-\xi} \tag{9.59}
\end{equation*}
$$

In the isotropic limit $\xi=1$ the partition function becomes simply

$$
\begin{align*}
Z= & \frac{1}{(\sqrt{2 \pi \bar{\beta} / \mu})^{2 N}} \frac{1}{(\sqrt{\mu(2 \mu+\bar{\lambda}})^{N}} \frac{1}{\operatorname{det}(-\bar{\nabla} \cdot \nabla)} \\
& \times \sum_{\{\bar{\eta}(x)\}} e^{-\beta+\pi^{*}(1+\cdots) L_{1}, \cdot \bar{\eta}(x) C\left(x-x^{\prime}\right) \bar{\eta}\left(x^{\prime}\right)} . \tag{9.60}
\end{align*}
$$

where now
'We have used the $D=2$ identity

$$
1-\frac{\xi}{\gamma}=1-\frac{\xi \frac{\lambda}{\mu}}{2 \xi\left(\frac{\lambda}{\mu}+\xi\right)}=\frac{2 \xi+\frac{\lambda}{\mu}}{2\left(\xi+\frac{\lambda}{\mu}\right)}
$$

$$
\begin{align*}
G(\mathbf{x}) & =v_{4}(\mathbf{x})=\frac{1}{N} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} \\
& =\int \frac{d^{2} k}{(2 \pi)^{2}} e^{i \mathbf{k} \cdot x} \frac{1}{\left(2-2 \cos k_{1}+2-2 \cos k_{2}\right)^{2}} \tag{9.61}
\end{align*}
$$

Inserting $\beta=\mu a^{2} /\left(k_{B} T(2 \pi)^{2}\right)$ and going to momentum variables, the prefactor becomes the two-dimensional version of the partition function (7.72),

$$
\begin{equation*}
Z_{\mathrm{por} . \mathrm{cl}}=\prod_{\mathbf{k}}\left(\sqrt{2 \pi k_{B} T}\right)^{2} \frac{1}{\sqrt{a^{2} \mu \overline{\mathbf{K}} \cdot \mathbf{K}}} \frac{1}{\sqrt{a^{2}(2 \mu+\lambda) \overline{\mathbf{K}} \cdot \mathbf{K}}} \tag{9.62}
\end{equation*}
$$

Hence we expect the prefactor in the $\xi \neq 1$ partition function (9.57) to be the proper anisotropic version of this. Indeed, if we take the fluctuation energy of the elastic waves
and write it in momentum space as

$$
\begin{equation*}
e^{\left.-(\beta / 2))_{\alpha} \mu_{1}(k) \mid 1 K_{;} \bar{R}_{1}+K \bar{\kappa} \delta_{n}+2(\xi-1) K_{1} R_{1} \delta_{n}+(\lambda / \mu \mu) K_{1} K_{1}\right] u_{r}(k)} . \tag{9.64}
\end{equation*}
$$

Then the $2 \times 2$ determinant of the fluctuation matrix is
$\operatorname{det}\binom{K \bar{K}_{1}+\overline{\mathbf{K}} \cdot \mathbf{K}+2(\xi-1) \bar{K}_{1} K_{1}+\frac{\lambda}{\mu} \bar{K}_{1} K_{1}}{\left.\left(1+\frac{\lambda}{\mu}\right) K_{2} \bar{K}_{1} \quad K_{2} \bar{K}_{2}+\mathbf{K} \cdot \frac{\lambda}{\mu}\right) \bar{K}_{1} K_{2}+2(\xi-1) K_{2} \bar{K}_{2}+\frac{\lambda}{\mu} K_{2} \bar{K}_{2}}$

$$
=\bar{K}_{1} K_{1} \bar{K}_{2} K_{2}+\left(2 \xi+\frac{\lambda}{\mu}\right)^{2} \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}+\left(2 \xi+\frac{\lambda}{\mu}\right)\left[\left(\bar{K}_{1} K_{1}\right)^{2}+\left(\bar{K}_{2} K_{2}\right)^{2}\right]
$$

$$
-\left(1+\frac{\lambda}{\mu}\right)^{2} \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}
$$

$$
=\left(2 \xi+\frac{\lambda}{\mu}\right)(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+4(\xi-1)\left(\xi+\frac{\lambda}{\mu}\right) \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}
$$

$$
\begin{equation*}
=2 \xi(1-\nu)^{-1}\left[(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+2(\xi-1)(1+\nu) \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}\right] . \tag{9.65}
\end{equation*}
$$

Comparison with (9.57) confirms our expectation: the integral over the $u_{i}(\mathbf{k})$ fluctuations is indeed the same as the prefactor in (9.57).

Thus, due to the Gaussian form of the model, the partition function factorizes into a pure phonon part $Z_{\text {pot.cl }}$, the prefactor in (9.57), and a pure defect part,

$$
\begin{equation*}
Z_{\mathrm{def}}=\sum_{\{\vec{\eta}(x)\}} e^{-\beta 4 \pi^{\cdot} 2 \xi\left(\left(\xi+\Lambda^{\prime} / \mu\right) /(2 \xi+\lambda / \mu)\right) \sum_{n \cdot x} \cdot \vec{\eta}(x) G\left(x-x^{\prime}\right) \bar{\eta}\left(x^{\prime}\right)} \tag{9.66}
\end{equation*}
$$

which, in the isotropic case, is equal to

$$
\begin{equation*}
Z_{\mathrm{def}}=\sum_{\{\bar{\eta}(x)\}} e^{-\beta 4 \pi^{2}(1+w) 5_{x} \bar{\eta}(x)\left((-\nabla \cdot \nabla)^{-2}\right)(x)} \tag{9.67}
\end{equation*}
$$

For the calculation of the Green function we may write it as

$$
\begin{equation*}
G(\mathbf{x})=\int \frac{d^{2} k}{(2 \pi)^{2}} e^{i \mathbf{k} \cdot \mathbf{x}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}} \tag{9.68}
\end{equation*}
$$

with the anisotropy parameter

$$
\begin{equation*}
\varepsilon=4(\xi-1) \frac{\xi+\lambda / \mu}{2 \xi+\lambda / \mu} \tag{9.69}
\end{equation*}
$$

and factorize

$$
\frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}}=\frac{1}{\alpha \bar{K}_{1} K_{1}+\beta \bar{K}_{2} K_{2}} \frac{1}{\beta \bar{K}_{1} K_{1}+\alpha \bar{K}_{2} K_{2}}
$$

with

$$
\left\{\begin{array}{l}
\alpha^{2} \\
\beta^{2}
\end{array}\right\}=1+\frac{\varepsilon}{2} \pm \sqrt{\left(1+\frac{\varepsilon}{2}\right)^{2}-1}
$$

Then we introduce a subtraction and define

$$
G^{\prime}(\mathbf{x})=\int \frac{d^{2} k}{(2 \pi)^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}}
$$

For large distances this diverges as

$$
\begin{aligned}
G^{\prime}(\mathbf{x}) & \rightarrow-\frac{\mathbf{x}^{2}}{4} \int \frac{d^{2} k}{(2 \pi)^{2}} \frac{\overline{\mathbf{K}} \cdot \mathbf{K}}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}} \\
& =-\frac{\mathbf{x}^{2}}{4} \frac{1}{\alpha+\beta} \int \frac{d^{2} k}{(2 \pi)^{2}} \frac{\left(\alpha \bar{K}_{1} K_{1}+\beta \bar{K}_{2} K_{2}\right)+(\alpha \leftrightarrow \beta)}{\left(\alpha \bar{K}_{1} K_{1}+\beta \bar{K}_{2} K_{2}\right) \cdot(\alpha \leftrightarrow \beta)} \\
& =-\frac{\mathbf{x}^{2}}{4} \frac{2}{\alpha+\beta} \int \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{\alpha \bar{K}_{1} K_{1}+\beta \bar{K}_{2} K_{2}} .
\end{aligned}
$$

Thus if we introduce the logarithmically divergent quantity
$v_{f}(0)=\int \frac{d^{2} k}{(2 \pi)^{2}} \frac{\overline{\mathbf{K}} \cdot \mathbf{K}}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}}=\frac{2}{\alpha+\beta} \int \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{\alpha \bar{K}_{1} K_{1}+\beta \bar{K}_{2} K_{2}}$,
we arrive at the finite twice subtracted anisotropic potential between disclinations,

$$
\begin{align*}
G^{\prime \prime}(\mathbf{x}) & =G^{\prime}(\mathbf{x})+\frac{\mathbf{x}^{2}}{4} v_{\varepsilon}(\mathbf{0}) \\
& =\int \frac{d^{2} k}{(2 \pi)^{2}}\left(e^{i \mathbf{k} \cdot x}-1+\frac{\mathbf{x}^{2}}{4} \mathbf{K} \cdot \overline{\mathbf{K}}\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}} \\
& =\int \frac{d^{2} x}{(2 \pi)^{2}}\left(\cos k_{1} x_{1} \cos k_{2} x_{2}-1+\frac{\mathbf{x}^{2}}{4} \overline{\mathbf{K}} \cdot \mathbf{K}\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}} \tag{9.70}
\end{align*}
$$

The Green function (9.68) itself is finite only after introducing a small regulator mass $m$. In the limit $m \rightarrow 0$, it contains the same two types of divergences as it would in the continuum since they are caused by the $\mathbf{k} \rightarrow 0$ limit of the integrand and for long distances all lattice gradients can be replaced by ordinary gradients. It is useful to remove these divergencies from $G(\mathbf{x})$ by defining $G^{\prime \prime}(\mathbf{x})$ as follows

$$
\begin{equation*}
G(\mathbf{x})=G_{\mathrm{div}}(\mathbf{x})+G^{\prime \prime}(\mathbf{x}), \tag{9.71}
\end{equation*}
$$

where, for $\varepsilon=0$, the divergent part is given by

$$
\begin{equation*}
G_{\mathrm{div}}(\mathbf{x}) \equiv \frac{1}{4 \pi m^{2}}+\frac{1}{8 \pi}|\mathbf{x}|^{2} \log m . \tag{9.72}
\end{equation*}
$$

If we insert the above into (9.66) we see that there can be a finite limit only if

$$
\begin{gather*}
\sum_{\mathbf{x}, \mathbf{x}^{\prime}} \bar{\eta}(\mathbf{x}) \bar{\eta}\left(\mathbf{x}^{\prime}\right)=\left(\sum_{\mathbf{x}} \bar{\eta}(\mathbf{x})\right)^{2}=0  \tag{9.73}\\
\sum_{\mathbf{x}, \mathbf{x}^{\prime}}\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{2} \bar{\eta}(\mathbf{x}) \bar{\eta}\left(\mathbf{x}^{\prime}\right)=0 \tag{9.74}
\end{gather*}
$$

The first condition enforces defect neutrality, i.e.,

$$
\begin{equation*}
\sum_{x} \bar{\eta}(x)=0 . \tag{9.75}
\end{equation*}
$$

The second can be rewritten as

$$
2 \sum_{\mathbf{x}} \mathbf{x}^{2} \bar{\eta}(\mathbf{x}) \sum_{\mathbf{x}^{\prime}} \bar{\eta}\left(\mathbf{x}^{\prime}\right)-2\left(\sum_{\mathbf{x}} \mathbf{x} \bar{\eta}(\mathbf{x})\right)^{2}=0 .
$$

Using charge neutrality this reduces to

$$
\begin{equation*}
\sum_{\mathbf{x}} \mathrm{x} \bar{\eta}(\mathbf{x})=0 \tag{9.76}
\end{equation*}
$$

i.e., in addition to charge neutrality there must also be dipole neutrality.

Notice that once the defects satisfy these two conditions, the Green's function $G^{\prime \prime}(\mathbf{x})$ can be exchanged by any other one which differs from it by an arbitrary constant plus a quadratic term

$$
\begin{equation*}
\Delta G(\mathbf{x})=\text { const. }+c_{i j} x_{i} x_{j} \tag{9.77}
\end{equation*}
$$

Such an additional piece never contributes to the sum since

$$
\frac{1}{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}} \bar{\eta}(\mathbf{x}) \Delta G\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \bar{\eta}\left(\mathbf{x}^{\prime}\right)=0 .
$$

As a particular finite Green function we may therefore take the previously introduced subtracted expression (9.70) whose values will be given later in Table 11.2.

In three dimensions, the analogous derivation of the defect representation is much more tedious. One thing is immediately obvious: the partition function will certainly factorize in the same way as in two dimensions [see Eq. (9.57)],

$$
\begin{equation*}
Z=Z_{\text {pot. } \mathrm{cl}} Z_{\mathrm{dcf}} \tag{9.78}
\end{equation*}
$$

where the classical part can be obtained by simply integrating out the $u_{i}(\mathbf{k})$ fluctuations of the harmonic energy (9.11). Thus $Z_{\text {pot.cl }}$ will be the generalization of the isotropic expression (7.72),

$$
\begin{equation*}
Z_{\mathrm{pot} . \mathrm{cl}}=\prod_{\mathbf{k}}\left(\sqrt{2 \pi k_{B} T^{3}} \frac{1}{\left(\sqrt{a^{3} \mu \overline{\mathbf{K}} \cdot \mathbf{K}}\right)^{2}} \frac{1}{\sqrt{a^{3}(2 \mu+\lambda) \overline{\mathbf{K}} \cdot \mathbf{K}}}\right) \tag{9.79}
\end{equation*}
$$

to the anisotropic case. To be able to find this, all we have to do is replace the isotropic fluctuation determinant

$$
\begin{equation*}
\prod_{\mathbf{k}} \operatorname{det}\left(\mu\left(\overline{\mathbf{K}} \cdot \mathbf{K} \delta_{i j}+\bar{K}_{i} K_{j}\right)+\frac{\lambda}{\mu} \bar{K}_{i} K_{j}\right)=\prod_{\mathbf{k}}(\mu \overline{\mathbf{K}} \cdot \mathbf{K})^{2} \prod_{\mathbf{k}}(2 \mu+\lambda) \overline{\mathbf{K}} \cdot \mathbf{K} \tag{9.80}
\end{equation*}
$$

by the full one. Writing (9.10) out in matrix from gives

$$
\begin{equation*}
E=a \mu \sum_{\mathbf{x}} \frac{1}{2} u_{i}(\mathbf{x})\left(\bar{\nabla} \cdot \nabla \delta_{i j}+\nabla_{i} \bar{\nabla}_{j}+2(\xi-1) \nabla_{i} \bar{\nabla}_{i} \delta_{i j}+\frac{\lambda}{\mu} \nabla_{i} \bar{\nabla}_{i}\right) u_{j}(\mathbf{x}) \tag{9.81}
\end{equation*}
$$

so that the full determinant becomes

$$
\begin{equation*}
\prod_{\mathbf{k}} \mu^{3} \operatorname{det}\left(\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+K_{i} \bar{K}_{i}+2(\xi-1) K_{i} \bar{K}_{i} \delta_{i j}+\frac{\lambda}{\mu} K_{i} \bar{K}_{i}\right) \tag{9.82}
\end{equation*}
$$

This can easily be calculated after bringing it to the form

$$
\begin{equation*}
\prod_{\mathbf{k}, i} \mu\left(\overline{\mathbf{K}} \cdot \mathbf{K}+2(\xi-1) \bar{K}_{i} K_{i}\right) e^{\mathrm{E}_{\mathbf{k}}+\mathrm{r} \log \left[\delta_{i}+(1+\lambda / \mu) K_{i} R_{i} /\left(\mathbf{R} \cdot \mathbf{K}+2(\xi-1) R_{1} K_{i}\right]\right.} \tag{9.83}
\end{equation*}
$$

and expanding the logarithm in a power series,

$$
\begin{equation*}
-\sum \frac{1}{n}\left(-\left(1+\frac{\lambda}{\mu}\right)\right)^{n} \operatorname{tr} M^{\prime \prime} \tag{9.84}
\end{equation*}
$$

where $M$ denotes the matrix

$$
\begin{equation*}
M_{i j}=\frac{K_{i} \bar{K}_{j}}{\overline{\mathbf{K}} \cdot \mathbf{K}+2(\xi-1) \bar{K}_{i} K_{i}} \tag{9.85}
\end{equation*}
$$

This is a projection matrix up to a factor

$$
\begin{equation*}
M_{i j}^{2}=\left(\sum_{\ell} \frac{\bar{K}_{\ell} K_{\ell}}{\overline{\mathbf{K}} \cdot \mathbf{K}+2(\xi-1) \bar{K}_{\ell} K_{\ell}}\right) M_{i j} \equiv c M_{i j} \tag{9.86}
\end{equation*}
$$

where the factor $c$ is just the trace of $M$, i.e.,

$$
\operatorname{tr} M^{n}=\operatorname{tr}\left(c^{n-1} M\right)=c^{\prime \prime}
$$

The sum (9.84) can now be performed with the result

$$
\log \left[1+\left(1+\frac{\lambda}{\mu} c\right)\right]
$$

Thus we obtain, for anisotropic materials in $D=3$ dimensions,

$$
\begin{align*}
Z_{\mathrm{cl}, \mathrm{pot}}= & \left(\sqrt{\frac{2 \pi k_{B} T}{\mu}}\right)^{N} \prod_{\mathbf{k}, i} \frac{1}{\sqrt{\overline{\mathbf{K}} \cdot \mathbf{K}+2(\xi-1) \bar{K}_{i} K_{i}}} \\
& \times \prod_{\mathbf{k}} \frac{1}{\sqrt{1+\left(1+\frac{\lambda}{\mu}\right) \sum_{\mathbf{i}} \frac{\bar{K}_{\ell} K_{\ell}}{\overline{\mathbf{K}} \cdot \mathbf{K}+2(\xi-1) \bar{K}_{\ell} K_{\ell}}}} \tag{9.87}
\end{align*}
$$

Inserting $D=2$, this formula is seen to reproduce correctly the twodimensional prefactor in (9.57).

In order to calculate the infinite products in (9.57) (9.87) numerically we write them in two dimensions as
$\exp \left\{-\frac{1}{2} \log 2-\frac{1}{2} \int \frac{d^{2} k}{(2 \pi)^{2}} \log \left\{\left[A_{1} A_{2}+\left(1+\frac{\lambda}{\mu}\right)\left(\bar{K}_{1} K_{1} A_{2}+\bar{K}_{2} K_{2} A_{1}\right)\right] / 2\right\}\right.$,
with

$$
A_{1}=(2 \xi-1) \vec{K}_{1} K_{1}+\bar{K}_{2} K_{2}, \quad A_{2}=\bar{K}_{1} K_{1}+(2 \xi-1) \bar{K}_{2} K_{2}
$$

and in three dimensions as
$\exp \left\{-\frac{1}{2} \log 2-\frac{1}{2} \int \frac{d^{3} k}{(2 \pi)^{3}} \log \left\{\left[A_{1} A_{2} A_{3}+\left(1+\frac{\lambda}{\mu}\right) \sum_{i j k \text { cycl. }} \bar{K}_{i} K_{i} A_{i} A_{k}\right] / 2\right\}\right.$,
with

$$
A_{i}=(2 \xi-1) \bar{K}_{i} K_{i}+\bar{K}_{i} K_{j}+\bar{K}_{k} K_{k} \quad(i, j, k=\text { cycl. }),
$$

and approximate the momentum integral by a sum

$$
\int \frac{d^{D} k}{(2 \pi)^{D}} \approx \frac{1}{N^{D}} \sum_{\substack{k_{1}=\frac{2 \pi}{N}\left(n_{i}-0.5\right) \\ n_{i}=1.2 \ldots \ldots N}}
$$

In three dimensions, the integral is so smooth that we obtain a reasonable accuracy for the rather small value $N=3$. In two dimensions, the integral is not as well behaved at the origin in momentum space and we have to take at least $N=10$ to obtain satisfactory accuracy (except for very small $\xi$ for which $N$ has to be taken much larger than that). In order to display the result we write the second exponential in $(9.88 \mathrm{a}, \mathrm{b})$ as

$$
\begin{equation*}
e^{-(D / 2) t} \tag{9.89}
\end{equation*}
$$

and give $\ell$ as a function of $\xi$, for $\lambda=0$ in Table 9.1. We also plot $\ell-\log (2 D)$ for various $\xi$ and $\lambda$ in Fig. 9.1.

As a check of our accuracy we set $\xi=1, \lambda=0$ in which case we must recover the free field trace logs

TABLE 9.1. Logarithm of the fluctuation determinants in $D=2$ and $D=3$ dimensions for anisotropic lattice $\ell=\frac{1}{D} \int \frac{d^{D} k}{(2 \pi)^{\prime 2}} \log \left[\left(\prod_{i=1}^{D} A_{i}\right)\left(1+\left(1+\frac{\lambda}{\mu}\right) \sum_{i=1}^{D} \frac{\bar{K}_{i} K_{i}}{A_{j}}\right) / 2\right]$. where $A_{i}=\overline{\mathbf{K}} \cdot \mathbf{K}+$ $2(\xi-1) \bar{K}_{i} K_{i}$. For $\lambda=1 . \xi=1$ this reduces to $\int\left(d^{D} k /(2 \pi)^{D}\right) \log \overline{\mathbf{K}} \cdot \mathbf{K}$.

| $\boldsymbol{\xi}$ | $\frac{\lambda}{\mu}=0$ | $\frac{\lambda}{\mu}=1$ | $\frac{\lambda}{\mu}=2$ | $\frac{\lambda}{\mu}=3$ | $\xi$ | $\frac{\lambda}{\mu}=0$ | $\frac{\lambda}{\mu}=1$ | $\frac{\lambda}{\mu}=2$ | $\frac{\lambda}{\mu}=3$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.2 | 0.2060 | 0.6560 | 0.8844 | 1.0399 | 0.2 | 1.0352 | 1.2668 | 1.3998 | 1.4942 |
| 0.4 | 0.5980 | 0.9241 | 1.1187 | 1.2582 | 0.4 | 1.2708 | 1.4585 | 1.5774 | 1.6647 |
| 0.6 | 0.8411 | 1.1076 | 1.2803 | 1.4083 | 0.6 | 1.4351 | 1.5990 | 1.7083 | 1.7904 |
| 0.8 | 1.0214 | 1.2506 | 1.4071 | 1.5261 | 0.8 | 1.5649 | 1.7124 | 1.8143 | 1.8923 |
| 1.0 | 1.1662 | 1.3690 | 1.5128 | 1.6244 | 1.0 | 1.6734 | 1.8085 | 1.9044 | 1.9788 |
| 1.2 | 1.2880 | 1.4707 | 1.6042 | 1.7094 | 1.2 | 1.7672 | 1.8925 | 1.9833 | 2.0546 |
| 1.4 | 1.3934 | 1.5602 | 1.6850 | 1.7848 | 1.4 | 1.8503 | 1.9672 | 2.0536 | 2.1222 |
| 1.6 | 1.4866 | 1.6404 | 1.7577 | 1.8527 | 1.6 | 1.9249 | 2.0349 | 2.1174 | 2.1835 |

FIG. 9.1. The logarithm of the fluctuation determinants $\ell-\log (2 D)$ as defined in (9.88), (9.89) [ $\ell$ is the anisotropic version of $\int\left(d^{D} k /(2 \pi)^{D}\right) \log (\overline{\mathbf{K}} \cdot \mathbf{K})$ ] as a function of $\xi=\left(c_{11}-c_{12}\right) / 2 c_{44}$ for various values of $\lambda / \mu=c_{12} / c_{44}$.

$\xi$

$$
\ell=\int \frac{d^{D} k}{(2 \pi)^{D}} \log (\overline{\mathbf{K}} \cdot \mathbf{K})= \begin{cases}1.1664 & D=2 \\ 1.6734 & D=3\end{cases}
$$

calculated in Part I, Chapter 6. Our approximate sums give, instead
1.1662 and 1.6734 and are in good agreement with these numbers.

Let us now come to the harder part, the calculation of the defect factor $Z_{\text {der }}$ in (9.78). For this we take the gauge $\bar{\chi}_{3 \ell}=0$ and insert (9.37), (9.38) into the stress exponent (9.22) which takes the momentum-space form

$$
\begin{align*}
& -\frac{1}{2 \beta} \sum_{\mathbf{x}}\left[\left(\bar{\sigma}_{12}^{2}+\bar{\sigma}_{23}^{2}+\bar{\sigma}_{31}^{2}\right)+\frac{1}{2 \xi}\left(\bar{\sigma}_{11}^{2}+\bar{\sigma}_{22}^{2}+\bar{\sigma}_{33}^{2}\right)-\frac{1}{2 \gamma}\left(\sum_{\ell} \bar{\sigma}_{\ell \ell}\right)^{2}\right] \\
& \quad=-\frac{1}{2 \beta} \sum_{\mathbf{k}} \bar{\chi}_{l}^{\dagger}(\mathbf{k}) M_{l J}(\mathbf{k}) \bar{X}_{J}(\mathbf{k})+2 \pi i \sum_{k} \bar{\eta}_{I}^{\dagger}(\mathbf{k}) \bar{X}_{l}(\mathbf{k}) \tag{9.90}
\end{align*}
$$

where $\bar{x}_{l}$ denotes the components

$$
\bar{x}_{11}(\mathrm{x}-2 \cdot 1-2), \quad \bar{x}_{22}(\mathrm{x}-2 \cdot 2-1), \quad \bar{\chi}_{12}(\mathrm{x}-1-2)
$$

and $\eta_{I}$ the components

$$
\bar{\eta}_{11}(\mathbf{x}-2 \cdot 1-2), \quad \bar{\eta}_{22}(\mathbf{k}-2 \cdot 2-1), \quad 2 \bar{\eta}_{12}(\mathbf{x}-1-2) .
$$

The matrix elements of $M_{I J}$ are

$$
\begin{align*}
& M_{11.11}=\bar{K}_{2} K_{2} \bar{K}_{3} K_{3}+\frac{1}{2 \xi}\left[\left(\bar{K}_{2} K_{2}\right)^{2}+\left(\bar{K}_{3} K_{3}\right)^{2}\right]-\frac{1}{2 \gamma}\left(\bar{K}_{2} K_{2}+\bar{K}_{3} K_{3}\right)^{2}, \\
& M_{22.22}=\bar{K}_{1} K_{1} \bar{K}_{3} K_{3}+\frac{1}{2 \xi}\left[\left(\bar{K}_{1} K_{1}\right)^{2}+\left(\bar{K}_{3} K_{3}\right)^{2}\right]-\frac{1}{2 \gamma}\left(\bar{K}_{1} K_{1}+\bar{K}_{3} K_{3}\right)^{2}, \\
& M_{12.12}=\overline{\mathbf{K}} \cdot \mathbf{K} \bar{K}_{3} K_{3}+2\left(\frac{1}{\xi}-\frac{1}{\gamma}\right) \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}, \\
& M_{11.22}=\frac{1}{2 \xi} \bar{K}_{1} K_{1} \bar{K}_{2} K_{2}-\frac{1}{2 \gamma}\left(\bar{K}_{1} K_{1}+\bar{K}_{3} K_{3}\right)\left(\bar{K}_{2} K_{2}+\bar{K}_{3} K_{3}\right), \\
& M_{11.12}=-\bar{K}_{1} \bar{K}_{2}\left(\bar{K}_{3} K_{3}+\frac{1}{\xi} \bar{K}_{2} K_{2}-\frac{1}{\gamma}\left(\bar{K}_{2} K_{2}+\bar{K}_{3} K_{3}\right)\right), \\
& M_{22.12}=-\bar{K}_{1} \bar{K}_{2}\left(\bar{K}_{3} K_{3}+\frac{1}{\xi} \bar{K}_{1} K_{1}-\frac{1}{\gamma}\left(\bar{K}_{1} K_{1}+\bar{K}_{3} K_{3}\right)\right) . \tag{9.91}
\end{align*}
$$

This matrix can be made real by writing, in $M_{11,12}, M_{22.12}$,

$$
\bar{K}_{1} \bar{K}_{2}=e^{-i k_{1} 12} e^{-i k_{2} / 2}\left|K_{1} K_{2}\right|
$$

and absorbing the phase into the Fourier transform of $\bar{X}_{12}(\mathbf{k})$ i.e., by defining

$$
\begin{equation*}
\bar{X}_{12}(\mathbf{k})=e^{-i k_{1} / 2} e^{-i k_{2} / 2} \bar{X}_{12}(\mathbf{k}) . \tag{9.92}
\end{equation*}
$$

The remaining real matrix has the same form as its continuum limit, except that the $k_{i}$ are replaced everywhere by $\widetilde{K}_{i}=2 \sin k_{i} / 2$. If $\bar{M}_{I I}^{-1}(\mathbf{k})$ denotes the inverse matrix, we find

$$
\begin{equation*}
Z_{\mathrm{def}}=\sum_{\left\{\bar{\eta}_{i j}(\mathbf{x})\right\}} \delta_{\bar{v}_{i} \eta_{i}, 0} e^{-\left(4 \pi^{2} \beta / 2\right) \Sigma_{k} \bar{\eta}(\mathrm{k})\left(\bar{M} \bar{\eta}^{1}(\mathrm{k}) \bar{\eta}_{j}(\mathrm{k})\right.} \tag{9.93}
\end{equation*}
$$

The wiggles on top of $\eta_{1}$ record extra phases carried by $\bar{\eta}_{11}(\mathbf{k}), \bar{\eta}_{22}(\mathbf{k})$, $2 \bar{\eta}_{12}(\mathbf{k})$, which arise from (9.92) together with the shifts in the arguments of $\chi_{\ell_{n}}(x)$ to $\chi_{\ell_{n}}(x-\ell-n)$, ${ }^{\text {d }}$

$$
\begin{align*}
& \bar{\eta}_{11}(\mathbf{k}) \equiv e^{-2 i k_{1}-i k_{2}} \bar{\eta}_{11}(\mathbf{k}) \\
& \bar{\eta}_{22}(\mathbf{k}) \equiv e^{-i k_{1}-2 i k_{2}} \bar{\eta}_{22}(\mathbf{k}) \\
& \bar{\eta}_{12}(\mathbf{k}) \equiv e^{-i\left(k_{1} / 2+k_{2} / 2\right)-i k_{1}-i k_{2}} \bar{\eta}_{12}(\mathbf{k}) . \tag{9.94}
\end{align*}
$$

In order to simplify the expression (9.93) it should be realized that if we extend the defect matrix (9.94) to the full $3 \times 3$ form, defining also

$$
\begin{align*}
& \tilde{\eta}_{13}(\mathbf{k})=e^{-i\left(k_{1} / 2+k_{3} / 2\right)-i k_{1}-i k_{2}} \bar{\eta}_{13}(\mathbf{k}), \\
& \bar{\eta}_{23}(\mathbf{k})=e^{-i\left(k_{2} / 2+k_{3} / 2\right)-i k_{1}-i k_{2}} \bar{\eta}_{23}(\mathbf{k}), \\
& \bar{\eta}_{33}(\mathbf{k})=e^{-i\left(k_{1}+k_{2}+k_{3}\right)} \bar{\eta}_{33}(\mathbf{k}), \tag{9.95}
\end{align*}
$$

then the new defect matrix satisfies the conservation law

$$
\begin{equation*}
\widetilde{K}_{i} \tilde{\eta}_{i j}=0 . \tag{9.96}
\end{equation*}
$$

${ }^{\mathrm{d}}$ Recall that the defects were coupled as $\Sigma_{\mathbf{x}} \bar{\eta}_{\ell n}(\mathbf{x}) \bar{X}_{\ell_{n}}(\mathbf{x}) \equiv \Sigma_{\mathbf{x}} \bar{\eta}_{\ell n}(\mathbf{x}-\boldsymbol{\ell}-\mathbf{n}) \bar{X}_{\ell_{n}}(\mathbf{x}-\boldsymbol{\ell}-\mathbf{n})$ and it is $\bar{x}_{t n}(\mathbf{x}-\boldsymbol{\ell}-\mathbf{n})$ which appears in (9.90).

This is readily seen by writing these equations down explicitly, for example, for $j=1$,

$$
\begin{align*}
& \left(e^{i k_{1} / 2}-e^{-i k_{1} / 2}\right) e^{-2 i k_{1}-i k_{2}} \bar{\eta}_{11}+\left(e^{i k_{2} / 2}-e^{-i k_{2} / 2}\right) e^{-i\left(k_{1} / 2+k_{2} / 2\right)-i k_{1}-i k_{2}} \bar{\eta}_{12} \\
& \quad+\left(e^{i k_{1} / 2}-e^{-i k_{1} / 2}\right) e^{-i\left(k_{1} / 2+k_{3} / 2\right)} e^{-i k_{1}-i k_{2}} \bar{\eta}_{31} \\
& \quad=e^{-(3 / 2) i k_{1}-i k_{2}}\left[\left(1-e^{-i k_{1}}\right) \bar{\eta}_{11}+\left(1-e^{-i k_{2}}\right) \bar{\eta}_{21}+\left(1-e^{-i k_{3}}\right) \bar{\eta}_{31}\right], \tag{9.97}
\end{align*}
$$

and the bracket on the right-hand side vanishes due to

$$
\begin{equation*}
\bar{\nabla}_{i} \bar{\eta}_{i j}=0 . \tag{9.98}
\end{equation*}
$$

This implies that the exponent in (9.93) has exactly the same matrix elements as the continuum expression for $\eta_{i j}(\mathbf{k})$, except that $k_{i}$ is replaced everywhere by $\widetilde{K}_{i}$. We can therefore use a well-known result ${ }^{c}$ for the defect energy in the continuum and obtain

$$
\begin{align*}
Z_{\mathrm{def}}= & \sum_{\left\{\bar{\eta}_{l i}(\mathrm{x})\right\}} \delta_{\bar{\nabla}, \eta_{i j} .0} \exp \left\{-\left(\frac{4 \pi^{2} \beta}{2}\right) \sum_{\mathbf{k}}\left[\sum_{i}\left|\bar{\eta}_{i i}\right|^{2}\left(a \widetilde{\mathbf{K}}^{2}+b \widetilde{K}_{i}^{2}\right)\right.\right. \\
& +2\left|\tilde{\eta}_{12}\right|^{2}\left(d \widetilde{\mathbf{K}}^{2}+e \widetilde{K}_{3}^{2}\right)+2\left|\bar{\eta}_{23}\right|^{2}\left(d \widetilde{\mathbf{K}}^{2}+e \widetilde{K}_{1}^{2}\right)+2\left|\bar{\eta}_{31}\right|^{2}\left(d \overline{\mathbf{K}}^{2}+e \widetilde{K}_{2}^{2}\right) \\
& \left.\left.+\left|\sum_{\ell} \bar{\eta}_{c c}\right|^{2} c \overline{\mathbf{K}}^{2}\right] \frac{1}{\Delta}\right\} \tag{9.99}
\end{align*}
$$

where $\Delta$ is the determinant of the matrix (9.82)

$$
\begin{align*}
\Delta= & \left(\widetilde{\mathbf{K}}^{2}+2(\xi-1) \bar{K}_{1}^{2}\right)\left(\widetilde{\mathbf{K}}^{2}+2(\xi-1) \widetilde{K}_{2}^{2}\right)\left(\widetilde{\mathbf{K}}^{2}+2(\xi-1) \bar{K}_{3}^{2}\right) \\
& \times\left[1+\left(1+\frac{\lambda}{\mu}\right) \sum_{i} \frac{\bar{K}_{i}^{2}}{\overline{\mathbf{K}}^{2}+2(\xi-1) \widetilde{K}_{1}^{2}}\right] \\
= & \left(2 \xi+\frac{\lambda}{\mu}\right) \widetilde{\mathbf{K}}^{6}+4(\xi-1)\left(\xi+\frac{\lambda}{\mu}\right)\left(\widetilde{K}_{1}^{2} \widetilde{K}_{2}^{2}+\widetilde{K}_{2}^{2} \widetilde{K}_{3}^{2}+\widetilde{K}_{3}^{2} \widetilde{K}_{1}^{2}\right) \widetilde{\mathbf{K}}^{2} \\
& +4(\xi-1)^{2}\left(2 \xi+1+3 \frac{\lambda}{\mu}\right) \widetilde{K}_{1}^{2} \widetilde{K}_{2}^{2} \widetilde{K}_{3}^{2}, \tag{9.100}
\end{align*}
$$

and
${ }^{\text {e }}$ This result is due to E. Krōner, Zeitschr. Phys. 141 (1955) 386, who calculates

$$
\left.x_{11}=(\mu \Delta)\left[a \mathbf{k}^{2}+b k_{1}^{2}\right) \eta_{11}+\mathbf{k}^{2} \eta_{c \ell}\right], \quad x_{12}=(\mu / \Delta)\left(d \mathbf{k}^{2}+e k_{3}^{2}\right) \eta_{12}, \ldots
$$

For a derivation of (9.98) from (9.93) see Appendix 9A.

$$
\begin{gather*}
a=2 \xi\left(2 \xi+\frac{\lambda}{\mu}\right), \quad b=4(\xi-1)\left(2 \xi^{2}+(3 \xi-1) \frac{\lambda}{\mu}\right), \quad c=2 \xi \frac{\lambda}{\mu}, \\
d=2\left[2 \xi^{2}+(2 \xi-1) \frac{\lambda}{\mu}\right], \quad e=-4(\xi-1)\left(\xi+\frac{\lambda}{\mu}\right) . \tag{9.101}
\end{gather*}
$$

For the individual $\left|\tilde{\eta}_{c \mid}\right|^{2}$, the wiggles can be dropped, since they amount only to a phase. The only term for which the wiggles have a non-trivial effect is $\left|\Sigma_{\ell} \tilde{\eta}_{c}\right|^{2}$. Inserting the proper shift in the arguments, this reads in $x$-space

$$
\begin{equation*}
\sum_{\mathrm{x}}\left[\bar{\eta}_{11}(\mathrm{x}-2 \cdot 1-2)+\bar{\eta}_{22}(\mathrm{x}-1-2 \cdot 2)+\bar{\eta}_{33}(\mathrm{x}-1-2-3)\right]^{2} . \tag{9.102}
\end{equation*}
$$

Shifting all the arguments by $\mathbf{1 + 2}$, this becomes simply

$$
\begin{equation*}
\sum_{\mathbf{x}}\left(\sum_{\ell} \bar{\eta}_{c l}(x-\ell)\right)^{2} \tag{9.103}
\end{equation*}
$$

in complete analogy with the shift of the argument in the stress energy $\left(\Sigma_{i} \sigma_{i i}(\mathbf{x}-\mathbf{i})\right)^{2}$ in (9.21). Thus we can render the defect partition function on a cubic lattice in the form

$$
\begin{align*}
Z_{\mathrm{def}}= & \sum_{\left\{\bar{\eta}_{i}(\mathbf{x})\right\}} \delta_{\overline{\mathrm{V}}_{,} \bar{\eta}_{i j}(\mathbf{x}) .0} \exp \left\{-\frac{4 \pi^{2} \beta}{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}}\left[\sum_{i} \bar{\eta}_{i i}(\mathbf{x})\left(a G+b G_{i}\right)\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \eta_{i i}\left(\mathbf{x}^{\prime}\right)\right.\right. \\
& +2 \sum_{i . j, k=\mathrm{cyclic}} \bar{\eta}_{i j}(\mathbf{x})\left(d G+e G_{k}\right)\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \bar{\eta}_{i j}\left(\mathbf{x}^{\prime}\right) \\
& \left.+\sum_{\ell} \bar{\eta}_{\epsilon \ell}(\mathbf{x}-\ell) c G\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \sum_{\ell^{\prime}} \eta_{\ell^{\prime} c^{\prime}}\left(\mathbf{x}^{\prime}-\ell^{\prime}\right)\right] \tag{9.104}
\end{align*}
$$

where $G, G_{i}$ are the correlation functions

$$
\begin{equation*}
G\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{3} k}{(2 \pi)^{3}} e^{i k\left(\mathbf{x}-\mathbf{x}^{\prime}\right)} \frac{\mathbf{K} \cdot \overline{\mathbf{K}}}{\Delta}, \quad G_{i}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{3} k}{(2 \pi)^{3}} e^{i k\left(\mathbf{x}-\mathrm{x}^{\prime}\right)} \frac{K_{i} \bar{K}_{i}}{\Delta}, \tag{9.105}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta= & \left(2 \xi+\frac{\lambda}{\mu}\right)(\overline{\mathbf{K}} \cdot \mathbf{K})^{3}+4(\xi-1)\left(\xi+\frac{\lambda}{\mu}\right)\left(\bar{K}_{1} K_{1} \bar{K}_{2} K_{2}+2 \text { cyclic term }\right) \\
& +4(\xi-1)^{2}\left(2 \xi+1+3 \frac{\lambda}{\mu}\right) \bar{K}_{1} K_{1} \bar{K}_{2} K_{2} \bar{K}_{3} K_{3} \tag{9.106}
\end{align*}
$$

In the isotropic limit,

$$
\begin{equation*}
\Delta=\left(2+\frac{\lambda}{\mu}\right)(\overline{\mathbf{K}} \cdot \mathbf{K})^{\mathbf{3}} \tag{9.107}
\end{equation*}
$$

and

$$
\begin{equation*}
a=d=2\left(2+\frac{\lambda}{\mu}\right), \quad c=2 \frac{\lambda}{\mu}, \quad b=e=0 . \tag{9.108}
\end{equation*}
$$

Writing

$$
\frac{c}{2+\frac{\lambda}{\mu}}=2 \frac{\nu}{1-v},
$$

the exponent in (9.104) reduces properly to

$$
\begin{equation*}
4 \pi^{2} \beta \sum_{\mathrm{x} . \mathrm{x}^{\prime}}\left(\bar{\eta}_{i j}(\mathbf{x}) \eta_{i j}\left(\mathbf{x}^{\prime}\right)+\frac{v}{1-v} \sum_{\ell} \bar{\eta}_{\ell \ell}(\mathbf{x}-\ell) \sum_{\ell^{\prime}} \bar{\eta}_{\ell^{\prime} \ell^{\prime}}\left(\mathbf{x}^{\prime}-\ell^{\prime}\right)\right) v_{4}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{9.109}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{4}(\mathbf{x})=\int \frac{d^{3} k}{(2 \pi)^{3}} e^{i \mathbf{k} \cdot x} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} \tag{9.110}
\end{equation*}
$$

as it should.
The exponent contains the same infrared divergence already found in the continuum case. It can be finite only if the defect density satisfies [recall (5.40)]

$$
\begin{equation*}
\sum_{\mathbf{x}} \bar{\eta}_{e_{n}}(\mathbf{x})=0 . \tag{9.111}
\end{equation*}
$$

For such neutral "defect gases" we can rewrite (9.109) in the form

$$
\begin{equation*}
-4 \pi^{2} \beta \sum_{\mathbf{x}, \mathbf{x}^{\prime}}\left(\bar{\eta}_{i j}(\mathbf{x}) \bar{\eta}_{i j}\left(\mathbf{x}^{\prime}\right)+\frac{v}{1-v} \sum_{\ell} \bar{\eta}_{\ell \ell}(\mathbf{x}-\ell) \sum_{\ell^{\prime}} \bar{\eta}_{\ell^{\prime} \ell^{\prime}}\left(\mathbf{x}-\ell^{\prime}\right)\right) v_{4}^{\prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right), \tag{9.112}
\end{equation*}
$$

where $v_{4}^{\prime}(\mathbf{x})$ is the subtracted potential

$$
\begin{equation*}
v_{4}^{\prime}(\mathbf{x})=\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1\right) \tag{9.113}
\end{equation*}
$$

This potential may be calculated using the methods of Part I [Eq. (6.122)]. It is simply

$$
\begin{align*}
v_{4}^{\prime}(\mathbf{x}) & =-\left.\frac{\partial}{\partial m^{2}} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{\overline{\mathbf{K}} \cdot \mathbf{K}+m^{2}}\left(e^{i \mathbf{k} \cdot x}-1\right)\right|_{m=0} \\
& =\left.\sum_{n=0}^{\infty}(n+1) \frac{H_{n}^{\mathbf{x}}-H_{n}}{\left(m^{2}+2 D\right)^{n+2}}\right|_{m=0} \tag{9.114}
\end{align*}
$$

The nearest-neighbor value is found directly from [compare (6.127), Part I]
$v_{4}^{\prime}(1)=-\frac{1}{2 D} \int \frac{d^{3} k}{(2 \pi)^{2}} \frac{-2 \sum_{i=1}^{D} \cos k_{i}+2 D}{\left(2 D-2 \sum \cos k_{i}\right)^{2}}=-\frac{1}{2 D} v(0)=-0.04212 \quad(D=3)$

The other values are given in Table 9.3.
For large $|\mathbf{x}|, v_{4}^{\prime}(\mathbf{x})$ tends to the continuum limit which was calculated in (1.88),

$$
\begin{equation*}
v_{4}^{\prime}(\mathbf{x}) \rightarrow-|\mathbf{x}| / 8 \pi \tag{9.114'}
\end{equation*}
$$

It is gratifying to see that even at $|\mathbf{x}|=1$, the asymptotic formula is correct up to $11 \%,-|\mathbf{x}| / 8 \pi$ being equal to -0.03979 .

The value $v_{4}^{\prime}(1)$ can be used to express the sum in (9.110) in the form

$$
\begin{align*}
& \sum_{\mathbf{x} \neq \mathbf{x}^{\prime}} \bar{\eta}_{\ell n}(\mathbf{x}) v_{4}^{\prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \bar{\eta}_{\ell n}\left(\mathbf{x}^{\prime}\right) \\
& \left.\quad=v_{4}^{\prime}(1) \sum_{\mathbf{x} \neq \mathbf{x}^{\prime}} \bar{\eta}_{\ell n}(\mathbf{x}) \bar{\eta}_{\ell n}\left(\mathbf{x}^{\prime}\right)+\sum_{\mathbf{x} \neq \mathbf{x}^{\prime}} \bar{\eta}_{\ell n}(\mathbf{x})\left(v_{4}^{\prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)-v^{\prime}(\mathbf{1})\right) \bar{\eta}_{\ell n}\left(\mathbf{x}^{\prime}\right)\right)
\end{align*}
$$

Due to the defect neutrality (9.109), the first term can also be rewritten as $-v_{4}^{\prime}(1) \Sigma_{x} \bar{\eta}_{\ell n}(\mathbf{x})^{2}$. This has the form of a core energy. The second sum begins now with the next nearest neighbors, a fact which will be denoted by a double prime. Hence we arrive at the following partition function

$$
\begin{align*}
Z= & Z_{\text {pol.cl }} \sum_{\left\{n_{i, 1}(\mathbf{x})\right\}} \delta_{\overline{\mathrm{V}}, \bar{\eta}_{i j}, 0} \exp \left\{4 \pi^{2} \beta v_{4}^{\prime}(\mathbf{1})\right. \\
& \times \sum_{\mathbf{x}}\left[\eta_{\ell, n}^{2}(\mathbf{x})+\frac{v}{1-\nu}\left(\sum_{\ell} \eta_{c \ell}(\mathbf{x}-\ell)\right)^{2}\right]-4 \pi^{2} \beta \sum_{\mathbf{x} \neq \mathbf{x}}^{\prime \prime}\left(\bar{\eta}_{i j}(\mathbf{x}) \bar{\eta}_{i j}\left(\mathbf{x}^{\prime}\right)\right. \\
& \left.\left.+\frac{v}{1-\nu} \sum_{\ell} \bar{\eta}_{\ell \ell}(\mathbf{x}-\ell) \sum_{\ell^{\prime}} \bar{\eta}_{\ell \ell}\left(\mathbf{x}^{\prime}-\ell\right)\right) v_{4}^{\prime \prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\right\} \tag{9.116}
\end{align*}
$$

where

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x}) \equiv v_{4}^{\prime}(\mathbf{x})-v_{4}^{\prime}(1) \tag{9.117}
\end{equation*}
$$

The sum over $\bar{\eta}_{i j}(\mathbf{x})$ represents a grand canonical ensemble of crystal defects.

Note that due to the conservation law $\bar{\nabla}_{i} \bar{\eta}_{i j}(\mathbf{x})=0$, all defect configurations restricted to a finite region in space automatically satisfy defect neutrality equation (9.111). But not only that! As we can see directly from the representation $\bar{\eta}_{i j}(\mathbf{x})=\varepsilon_{i k \ell} \varepsilon_{j m n} \nabla_{k} \nabla_{m} n_{\ell n}(\mathbf{x}+\mathbf{i}+\mathbf{j})$, upon partial integration on the lattice, also the defect moments $\Sigma_{\mathrm{x}} x_{k} \bar{\eta}_{i j}(\mathbf{x})$ are neutral, as is true for two dimensions.

### 9.3. AN $X Y$ TYPE MODEL OF DEFECT MELTING

In Part II we saw that the properties of the phase transition of a model involving a periodic Gaussian are closely related to those in models of the $X Y$ type. In these, the periodicity of the fluctuating variable $\gamma(\mathrm{x})$ is accounted for by an energy of the cosine form in the lattice gradients. It is
quite straightforward to construct such an $X Y$ type model for the present case.

We proceed in two steps: First we take the displacement field $u_{i}(\mathbf{x})$ and split it into a variable $\widehat{u}_{i}(\mathbf{x})$ which is restricted to run only over a unit cell, plus a lattice vector $a N_{i}(\mathbf{x})$ where $N_{i}(\mathbf{x})$ is an integer-valued field, i.e., we write

$$
\begin{equation*}
u_{i}(\mathbf{x})=\widehat{u}_{i}(\mathbf{x})+a N_{i}(\mathbf{x}) . \tag{9.118}
\end{equation*}
$$

We then absorb the integer-valued field $N_{i}(\mathbf{x})$ into the gauge field by a defect gauge transformation

$$
\begin{equation*}
n_{i j}^{5}(\mathbf{x}) \rightarrow n_{i j}^{5}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} N_{j}(\mathbf{x})+\nabla_{j} N_{i}(\mathbf{x})\right) \tag{9.119}
\end{equation*}
$$

The exponential in the partition function (9.14) is invariant under this change. The important consequence of this transformation is that with $N_{i}(\mathbf{x})$ running through all integers, the new jump numbers $n_{i j}^{s}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} N_{j}+\nabla_{j} N_{i}\right)(\mathbf{x})$ no longer satisfy the gauge condition but become unconstrained variables. The diagonal elements $n_{i j}^{5}(\mathbf{x})$ cover all integers while the off diagonal elements take all integral and half-integral values precisely once. Hence we can rewrite the partition function as

$$
\begin{align*}
Z= & \sum_{\left\{n_{i j}^{2}\right\}} \prod_{\mathbf{x} . i}\left[\int_{-a}^{a} \frac{d \hat{u}_{i}(\mathbf{x})}{a}\right] \exp \left\{-\beta \frac{(2 \pi)^{2}}{a^{2}}\left(\frac{1}{2} \sum_{\mathbf{x}, i<j}\left(\nabla_{i} \hat{u}_{j}+\nabla_{j} \hat{u}_{i}-2 a n_{i j}^{s}\right)^{2}\right.\right. \\
& \left.\left.+\xi \sum_{\mathbf{x}, i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{s}\right)^{2}+\frac{\lambda}{2 \mu} \sum_{\mathbf{x}}\left(\sum_{i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{s}\right)(\mathbf{x}-\mathbf{i})\right)^{2}\right)\right\} \tag{9.120}
\end{align*}
$$

This unrestricted sum puts us in the position to take the energy in the cosine form by using the Villain approximation

$$
\begin{equation*}
e^{\beta \cos \Gamma_{u}} \approx R_{V}(\beta) \sum_{n} e^{-\left(\beta_{V} / 2\right)\left(\Gamma_{n}-2 \pi n\right)^{2}}, \tag{9.121}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{V}(\beta)=I_{0}(\beta) \sqrt{2 \pi \beta_{V}}, \quad \beta_{V}(\beta)=-1 /\left(2 \log \left(I_{1}(\beta) / I_{0}(\beta)\right)\right) \tag{9.122}
\end{equation*}
$$

In the present case, we want to use (9.121) in the opposite direction. Given $\beta_{V}$, we have to calculate $\beta$. Since we want to keep the notation $\beta$
for the periodic Gaussian model, it is useful to define the inverse transformation of (9.52) and write

$$
\begin{equation*}
\sum_{n} e^{-(\beta / 2)\left(V_{n}-2 \pi n\right)^{2}} \approx R_{V-1}(\beta) e^{\beta_{V}-1 \cos \Gamma_{n}} \tag{9.123}
\end{equation*}
$$

where $\beta_{V-1}$ is the solution of

$$
\begin{equation*}
\beta=-1 /\left(2 \log I_{1}\left(\beta_{V^{-1}}\right) / I_{0}\left(\beta_{V-1}\right)\right) \tag{9.124}
\end{equation*}
$$

and $R_{V-1}(\beta)$ is the function

$$
\begin{equation*}
R_{V^{-1}}(\beta)=\mathrm{I} /\left(I_{0}\left(\beta_{V^{-1}}\right) \sqrt{2 \pi \bar{\beta}}\right) . \tag{9.125}
\end{equation*}
$$

If $\lambda=0$ we can apply this directly to (9.120) and find a cosine energy for each sum over $n_{i j}^{s}, i<j$ and $n_{i i}^{s}$ :

$$
\begin{align*}
& Z \approx R_{V^{-1}}(\beta)^{D N} R_{V^{-1}}(2 \xi \beta)^{D N} \sum_{\left\{n_{i j}^{\prime}\right\}} \prod_{\mathrm{x}, i}\left[\int_{-a}^{a} \frac{d \hat{u}_{i}(\mathbf{x})}{a}\right] \tag{9.126}
\end{align*}
$$

If $\lambda \neq 0$. the approximation is not immediately applicable since the diagonal numbers $n_{i i}^{s}$ no longer appear in a single complete square. An obvious way out suggests itself via the introduction of an auxiliary integration. We can rewrite the $i=j$ pieces of the energy as

$$
\begin{align*}
& \exp \left\{-\beta \frac{(2 \pi)^{2}}{2}\left[\xi \sum_{\mathrm{x}, i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{5}\right)^{2}+\frac{\lambda}{2 \mu} \sum_{\mathrm{x}}\left(\sum_{i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{5}\right)(\mathrm{x}-\mathrm{i})\right)^{2}\right]\right\} \\
& =\prod_{\mathbf{x}}\left[\int_{-x}^{x} \frac{d \hat{u}(\mathbf{x})}{\sqrt{\pi /\left(\beta(2 \pi)^{2} / a^{2}\right)}} \sqrt{D \xi-\gamma}\right] e^{-\beta\left[\xi \Sigma_{x},\left(\Gamma_{i} \tilde{u}_{i}-\tilde{\pi}(x+i)-a n_{n}\right)^{2}-\gamma \Sigma_{x} a^{2}(x)\right]} . \tag{9.127}
\end{align*}
$$

Indeed, the exponent can be completed quadratically to give

$$
\begin{align*}
& -\beta \frac{(2 \pi)^{2}}{a^{2}}\left[\xi \sum_{\mathrm{x} . i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{s}\right)^{2}+\frac{\xi^{2}}{\gamma-D \xi} \sum_{\mathbf{x}}\left(\sum_{i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{s}\right)(\mathbf{x}-\mathbf{i})\right)^{2}\right. \\
& \left.+(D \xi-\gamma) \sum_{\mathbf{x}}\left(\hat{u}(\mathbf{x})+\frac{\xi}{\gamma-D \xi} \sum_{i}\left(\nabla_{i} \hat{u}_{i}-a n_{i i}^{s}\right)(\mathbf{x}-\mathbf{i})\right)^{2}\right] . \tag{9.128}
\end{align*}
$$

Now if $D \xi-\gamma>0$, the integration over $\hat{u}$ can be performed and produces the correct entrgy in (9.127) [recall that according to (9.23), $\xi^{2} /(\gamma-D \xi)=\lambda / 2 \mu \mathrm{~J}$.

The application of the inverse Villain approximation to (9.127) is now straightforward. In this way we find

$$
\begin{align*}
Z= & R_{V^{-1}}(\beta)^{D N} R_{V-1}(2 \xi \beta)^{(1 / 2) D(D-1)^{N}} \prod_{\mathbf{x} \cdot i}\left[\int_{-\|}^{a} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \prod_{\mathbf{x}}\left[\int_{-\infty}^{\infty} \frac{d \delta(\mathbf{x})}{\sqrt{\pi / \beta}} \sqrt{D \xi-\gamma}\right] \exp \left\{\beta_{V-1} \sum_{\mathbf{x} \cdot i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}\right)\right. \\
& \left.+(2 \xi \beta)_{V^{-i}} \sum_{\mathbf{x}, i} \cos \left(\nabla_{i} \gamma_{j}(\mathbf{x})-\delta(\mathbf{x}+\mathbf{i})\right)-\beta \gamma \sum_{\mathbf{x}} \delta(\mathbf{x})^{2}\right\}, \tag{9.129}
\end{align*}
$$

where we have rescaled the $\hat{u}_{i j}, \hat{u}$ variables and defined angle-like variables $\gamma_{i} \equiv(2 \pi / a) \hat{u}_{i}, \delta=(2 \pi / a) \hat{u}$.

The main problem with this derivation is that for most materials, $\gamma-D \xi$ is a positive quantity. This means that $D \xi-\gamma$ is negative and the integration over $\delta$ is impossible. At first sight it appears as though we could simply rotate the contour of integration to run along the imaginary axis. This, however, poses another problem, namely, that $\cos \left(\nabla_{i} \gamma_{i}-\delta\right)$ diverges.

It is still possible to find a cosine version of the melting model, for $\gamma-D \xi>0$, albeit with a little more effort and at the expense of $D \cdot(D-1) / 2$ auxiliary fields in $D$ dimensions $\left(\gamma_{12}, \gamma_{23}, \gamma_{13}\right.$ in three dimensions, $\gamma_{12}$ in two dimensions). For this purpose it is preferable to start out with the conjugate form (9.22) of the partition function,

$$
\begin{align*}
& Z=\frac{1}{(\sqrt{2})^{D N}}\left[\frac{1}{\xi^{D}}\left(1-D \frac{\xi}{\gamma}\right)\right]^{N / 2} \prod_{\mathrm{x}, i \leq j}\left[\int_{-\infty}^{\infty} \frac{d \bar{\sigma}_{i j}(\mathbf{x})}{\sqrt{2 \pi \beta}}\right] \sum_{\left\{n_{i j}^{i}(\mathrm{x})\right\}} \Phi\left[n_{i j}^{s}\right] \\
& \times \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] e^{-(1 / 2 \beta))_{i}, \Sigma_{i, i}, \bar{\sigma}_{i}^{2}+(1 / 2 \xi) \Sigma_{i} \bar{\sigma}_{i}^{2}-(1 / 2 \gamma)\left(S_{i} \bar{\sigma}_{i j}(x-1)\right)^{2} \mid} \tag{9.130}
\end{align*}
$$

The troublesome feature is the negative sign of the $\left(\Sigma_{i} \bar{\sigma}_{i i}(x-i)\right)^{2}$ term. We therefore reorganize the parts involving $\bar{\sigma}_{i i}$ :

$$
\begin{equation*}
e^{\left.-(12 / 2) \Sigma_{z}(11 / 2 \xi-D R 2 \gamma) \Sigma_{i} \vec{\sigma}_{i}^{2}-(1 / 2 \gamma) \sum_{i<i}\left(\bar{\sigma}_{i}(x-1)-\bar{\sigma}_{j i}(x-1)\right)^{2}\right]} . \tag{9.131}
\end{equation*}
$$

Using the identity $\gamma=D \xi \kappa^{\prime} / \lambda=D \xi+2 \xi^{2} \mu / \lambda$ [see Eqs. (1.130), (9.23)] the coefficient before the first sum is $\mu / D \kappa^{\prime}=\xi(\mu / \lambda)(1 / \gamma)$. Hence both quadratic pieces appear with a positive energy and this is what we want. We then introduce $D(D-1) / 2$ auxiliary angular variables $\gamma_{i j}$ with $\gamma_{i j}=-\gamma_{i i}$ as well as three auxiliary fields with $\bar{\Delta}_{i j}=-\bar{\Delta}_{j i}$ and write the exponent (9.131) as

$$
\begin{align*}
& \times e^{i \Sigma_{x, i<i}, \bar{\Delta}_{i j} \gamma_{i j}-i \Sigma_{x, i, j} \bar{\sigma}_{i}(\mathrm{x}-i) \gamma_{i j}(\mathrm{x})} . \tag{9.132}
\end{align*}
$$

The integrations over $\gamma_{i j}(\mathbf{x})$ ensure the identity

$$
\begin{equation*}
\bar{\Delta}_{i j}(\mathbf{x})=\bar{\sigma}_{i j}(\mathbf{x}-\mathbf{i})-\bar{\sigma}_{j j}(\mathbf{x}-\mathbf{j}), \tag{9.133}
\end{equation*}
$$

so that (9.132) is the same as (9.131). We now split the integrals over $\gamma_{i j}$ into sums over integers $\ell_{i j}$ times $2 \pi$ plus integrals over the restricted interval $(-\pi, \pi]$ and obtain

$$
\begin{aligned}
& Z=\frac{1}{(\sqrt{2})^{D N}}\left[\frac{1}{\xi^{D}}\left(1-D \frac{\xi}{\gamma}\right)\right]^{N / 2} \prod_{\mathbf{x}, i \leq j}\left[\int_{-\infty}^{\infty} \frac{d \bar{\sigma}_{i j}(\mathbf{x})}{\sqrt{2 \pi \beta}}\right] \prod_{\mathbf{x}, i<j}\left[\int_{-\infty}^{\infty} d \bar{\Delta}_{i j}(\mathbf{x})\right] \\
& \times \sum_{\left\{n_{i,}(\mathrm{x})\right\}} \Phi\left[n_{i j}^{s}\right] \sum_{\left\{\ell_{i,}(\mathbf{x})\right\}} \prod_{\mathrm{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathrm{x}, i<j}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i j}(\mathbf{x})}{2 \pi}\right] \sum_{\left\{\ell_{i j}(\mathrm{x})\right\}}
\end{aligned}
$$

Then, we integrate out the stress fields $\bar{\sigma}_{i j}, \bar{\Delta}_{i j}$ and arrive at

$$
\begin{align*}
Z= & \frac{1}{(\sqrt{2})^{D N}}\left[\frac{1}{\xi^{D}}\left(1-D \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{D N}}\left(\sqrt{2 \pi \beta \frac{\gamma \lambda}{\xi \mu}}\right)^{D N} \sqrt{4 \pi \beta \gamma^{(12)} D(D-1) N} \\
& \times \sum_{\left\{n_{i j}(\mathbf{x})\right\}} \Phi\left[n_{i j}^{s}\right] \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathrm{x}, i<j}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i j}(\mathbf{x})}{2 \pi}\right] \exp \{-\beta \\
& {\left[\sum_{\mathbf{x}, i<j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-2 \pi n_{i j}^{s}\right)^{2}+\frac{\gamma \lambda}{\xi \mu} \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}-\sum_{j} \gamma_{i j}(\mathbf{x}+\mathbf{i})-2 \pi \Sigma_{j} \ell_{i j}-2 \pi n_{i i}^{s}\right)\right.} \\
& \left.\left.+2 \gamma \sum_{\mathbf{x}_{\mathrm{i}} i<j}\left(\gamma_{i j}-2 \pi \ell_{i j}\right)^{2}\right]\right\} . \tag{9.135}
\end{align*}
$$

We may cross check this expression by going to low temperatures for which the jump numbers $n_{i j}^{s}, \ell_{i j}$ are frozen out and the last two terms in the exponent become

$$
\begin{align*}
& -\frac{\beta}{2} \frac{\gamma \lambda}{\xi \mu} \sum_{\mathrm{x}, i}\left(\nabla_{i} \gamma_{i}-\sum_{i} \gamma_{i j}(\mathbf{x}+\mathbf{i})\right)^{2}-\gamma \beta \sum_{\mathrm{x} . i<j} \gamma_{i j}^{2} \\
& =- \\
& -\beta \frac{\gamma \lambda}{\xi \mu}\left[\frac{1}{2} \sum_{\mathrm{x}, i}\left(\nabla_{i} \gamma_{i}\right)^{2}-\sum_{\mathrm{x} . i<j} \gamma_{i j}(\mathbf{x}+\mathbf{i})\left(\nabla_{i} \gamma_{i}-\nabla_{i} \gamma_{j}\right)\right.  \tag{9.136}\\
& \left.\quad+\frac{1}{2} \sum_{\mathrm{x}, i}\left(\sum_{j} \gamma_{i j}\right)^{2}+\xi^{\frac{\mu}{\lambda}} \sum_{\mathrm{x}, i<j} \gamma_{i j}^{2}\right] .
\end{align*}
$$

We now write out the quadratic $\gamma_{i j}$ terms explicitly,

$$
\begin{equation*}
\frac{1}{2} \sum_{i}\left(\sum_{j} \gamma_{i j}\right)^{2}=\sum_{i<j} \gamma_{i j}^{2}+\sum_{i} \sum_{j \neq k} \gamma_{i j} \gamma_{i k} . \tag{9.137}
\end{equation*}
$$

In the vector space of $\gamma_{i j}$ with $i<j$, they take the quadratic form

$$
\begin{equation*}
\gamma^{\mathrm{T}} M \gamma=\sum_{i<j} \sum_{k<i} \gamma_{i j} M_{i j, k l} \gamma_{k l} . \tag{9.138}
\end{equation*}
$$

where in two dimensions

$$
\begin{equation*}
\gamma^{\mathrm{T}} M \gamma=\left(1+\xi \frac{\mu}{\lambda}\right) \gamma_{12}^{\frac{2}{2}} \tag{9.139}
\end{equation*}
$$

and in three dimensions

$$
\begin{aligned}
\gamma^{\mathrm{T}} M \gamma & =\left(1+\xi \frac{\mu}{\lambda}\right)\left(\gamma_{12}^{2}+\gamma_{23}^{\top}+\gamma_{13}^{\top}\right)+\left(\gamma_{12} \gamma_{13}-\gamma_{12} \gamma_{23}+\gamma_{13} \gamma_{23}\right) \\
& =\xi \frac{\mu}{\lambda}\left(\gamma_{12}, \gamma_{23,} \gamma_{13}\right)\left(\begin{array}{ccc}
1+\frac{\lambda}{\mu \xi} & -\frac{\lambda}{2 \mu \xi} & \frac{\lambda}{2 \mu \xi} \\
-\frac{\lambda}{2 \mu \xi} & 1+\frac{\lambda}{\mu \xi} & \frac{\lambda}{2 \mu \xi} \\
\frac{\lambda}{2 \mu \xi} & \frac{\lambda}{2 \mu \xi} & 1+\frac{\lambda}{\mu \xi}
\end{array}\right)\left(\begin{array}{c}
\gamma_{12} \\
\gamma_{23} \\
\gamma_{13}
\end{array}\right) .
\end{aligned}
$$

The matrix $M$ has determinant

$$
\left.\begin{array}{l}
\operatorname{det} M=\left(1+\xi \frac{\mu}{\lambda}\right)=\frac{\gamma}{2 \xi}  \tag{9.140}\\
\operatorname{det} M=\frac{\mu}{\lambda}\left(\frac{3}{2}+\xi \frac{\mu}{\lambda}\right)^{2} \xi=\frac{\mu}{\lambda} \frac{\gamma^{2}}{4 \xi}
\end{array}\right\} \text { for }\left\{\begin{array}{l}
D=2 \\
D=3
\end{array}\right.
$$

and inverse

$$
\begin{align*}
M^{-1} & =\frac{\lambda}{\lambda+\xi \mu}=\frac{2 \xi}{\gamma} \quad(D=2) \\
M^{-1} & =\frac{2 \lambda}{3 \lambda+2 \xi \mu}\left(\begin{array}{ccc}
1+\frac{\lambda}{2 \mu \xi} & \frac{\lambda}{2 \mu \xi} & -\frac{\lambda}{2 \mu \xi} \\
\frac{\lambda}{2 \mu \xi} & 1+\frac{\lambda}{2 \mu \xi} & -\frac{\lambda}{2 \mu \xi} \\
-\frac{\lambda}{2 \mu \xi} & -\frac{\lambda}{2 \mu \xi} & 1+\frac{\lambda}{2 \mu \xi}
\end{array}\right)  \tag{9.141}\\
& =\frac{2 \xi}{\gamma}\left(\begin{array}{ccc}
1+\frac{\lambda}{2 \mu \xi} & \frac{\lambda}{2 \mu \xi} & -\frac{\lambda}{2 \mu \xi} \\
\frac{\lambda}{2 \mu \xi} & 1+\frac{\lambda}{2 \mu \xi} & -\frac{\lambda}{2 \mu \xi} \\
-\frac{\lambda}{2 \mu \xi} & -\frac{\lambda}{2 \mu \xi} & 1+\frac{\lambda}{2 \mu \xi}
\end{array}\right) \quad(D=3) .
\end{align*}
$$

We can now complete the square and integrate out the $\gamma_{i j}^{\prime} \mathrm{s}$ with the result

$$
\begin{aligned}
& \frac{1}{\left(\sqrt{1+\frac{\beta \gamma \lambda}{\xi \mu}}\right)^{D(D-1) N / 2}} \frac{1}{(\operatorname{det} M)^{1 / 2}}
\end{aligned}
$$

Inserting (9.140) we obtain in two dimensions

$$
\begin{align*}
& e^{\left.-\beta\left(y_{1}\right) / \xi_{y}\right)(1 / 2) \Sigma_{L_{1}}\left(V_{1} y_{1}\right)^{2}+\beta\left(\lambda / z_{2}\right) S_{2}\left(\nabla_{1} y_{1}-V_{2 r}\right)^{2}} \\
& =e^{\left.-\beta(\gamma)\left(\xi_{1}\right)(u / 2) \Sigma_{\mu}\left(\nabla_{1} r_{1}\right)^{2}+\beta\left(N N_{2} \mu\right) \Sigma_{1}\left[2\left(\nabla_{1} r_{1}\right)^{2}+\left(\nabla_{2} y_{2}\right)^{2}\right)-\left(\nabla_{1} y_{1}+\nabla_{2} y_{2}\right)^{2}\right]} \tag{9.143}
\end{align*}
$$

and in three dimensions

$$
\begin{align*}
\exp & \left\{-\beta \frac{\gamma \lambda}{\xi \mu} \frac{1}{2} \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}\right)^{2}\right. \\
+ & \beta \frac{\lambda}{2 \mu} \sum_{\mathbf{x}}\left[\left(1+\frac{\lambda}{2 \mu \xi}\right)\left(\left(\nabla_{1} \gamma_{1}(\mathbf{x}-\mathbf{1})-\nabla_{2} \gamma_{2}(\mathbf{x}-2)\right)+(23)+(31)\right)\right. \\
+ & \frac{\lambda}{\mu \xi} \sum_{\mathbf{x}}\left[\left(\nabla_{1} \gamma_{1}(\mathbf{x}-\mathbf{1})-\nabla_{2} \gamma_{2}(\mathbf{x}-2)\right)\left(\nabla_{2} \gamma_{2}(\mathbf{x}-2)-\nabla_{3} \gamma_{3}(\mathbf{x}-3)\right)\right. \\
- & \left(\nabla_{1} \gamma_{1}(\mathbf{x}-\mathbf{1})-\nabla_{2} \gamma_{2}(\mathbf{x}-2)\right)\left(\nabla_{1} \gamma_{1}(\mathbf{x}-\mathbf{1})-\nabla_{3} \gamma_{3}(\mathbf{x}-\mathbf{3})\right) \\
- & \left.\left.\left(\nabla_{2} \gamma_{2}(\mathbf{x}-2)-\nabla_{3} \gamma_{3}(\mathbf{x}-3)\right)\left(\nabla_{1} \gamma_{1}(\mathbf{x}-1)-\nabla_{3} \gamma_{3}(\mathbf{x}-\mathbf{3})\right)\right]\right\} \\
= & \exp \left\{-\beta \frac{\gamma \lambda}{\xi \mu} \frac{1}{2} \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}\right)^{2}\right. \\
& +\beta \frac{\lambda}{2 \mu} \sum_{\mathbf{x}}\left[( 1 + \frac { \lambda } { 2 \mu \xi } ) \left(3 \sum_{i}\left(\nabla_{i} \gamma_{i}\right)^{2}-\left(\sum_{i} \nabla_{i} \gamma_{i}(\mathbf{x}-\mathbf{i})\right)^{2}\right.\right. \\
& \left.-\frac{\lambda}{2 \mu \xi}\left(3 \sum_{i}\left(\nabla_{i} \gamma_{i}\right)^{2}-\left(\sum_{i} \nabla_{i} \gamma_{i}(\mathbf{x}-\mathbf{i})\right)^{2}\right]\right\} \\
= & \exp \left\{-\beta \frac{\gamma \lambda}{\xi \mu} \frac{1}{2} \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}\right)^{2}+\beta \frac{\lambda}{2 \mu} \sum_{\mathbf{x}}\left(3 \sum_{i}\left(\nabla_{i} \gamma_{i}\right)^{2}-\left(\sum_{i} \nabla_{i} \gamma_{i}(\mathbf{x}-\mathbf{i})\right)^{2}\right\} .\right. \tag{9.144}
\end{align*}
$$

In $D$ dimensions, the exponential obviously becomes

Using $\gamma \lambda / \xi=D \lambda+2 \xi \mu$ and adding the first term in (9.135) (for $n_{i j}=0$ ) this gives the correct elastic energy

$$
\begin{equation*}
\frac{1}{2} \sum_{\mathbf{x}, i<j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}\right)^{2}+2 \xi \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}\right)^{2}+\frac{\lambda}{2 \mu} \sum_{\mathbf{x}}\left(\sum_{i} \nabla_{i} \gamma_{i}(\mathbf{x}-\mathbf{i})\right)^{2} . \tag{9.146}
\end{equation*}
$$

Also the pre-factors cancel properly by rewriting $\left[\left(1 / \xi^{D}\right)(1-D \xi / \gamma)\right]^{N / 2}$ as $\left[2(\mu / \lambda)\left(1 / \xi^{D-2}\right)(1 / \gamma)\right]^{N / 2}$.

It is now straightforward to take the partition function (9.135) to a

$$
\begin{align*}
& Z \approx Z_{V-1}=\left[2 \frac{\mu}{\lambda} \frac{1}{\xi^{D-2}} \frac{1}{\gamma}\right]^{N / 2} \sqrt{\frac{\gamma \lambda}{2 \xi \mu}}^{D N} \\
& \times R_{V-1}(\beta)^{(D(D-1), 2) N} R_{V-1}\left(\beta \frac{\gamma \lambda}{\xi \mu}\right)^{D N} R_{V-1}(2 \beta \gamma)^{(D(D-1) / 2) N} \\
& \times \prod_{\mathbf{x}, i}\left(\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right) \prod_{\mathrm{x}, i<j}\left(\int_{-\pi}^{\pi} \frac{d \gamma_{i j}(\mathbf{x})}{2 \pi} \sqrt{4 \pi \beta \gamma}\right) \\
& \times \exp \left\{\beta_{v-1} \sum_{\mathrm{x}, i<j} \cos \left(\nabla_{i} \gamma_{i}+\nabla_{j} \gamma_{i}\right)+\left(\beta \frac{\gamma \lambda}{\xi \mu}\right)_{v-1}\right. \\
& \left.\times \sum_{x, i} \cos \left(\nabla_{i} \gamma_{i}-\sum_{j} \gamma_{i j}(x+i)\right)+(2 \beta \gamma)_{v-1} \sum_{x, i<j} \cos \gamma_{i j}\right\} \text {. } \tag{9.147}
\end{align*}
$$

The relationship with the original partition function (9.120) is best exhibited by expanding the exponentials into Bessel functions using the formula (4.15), Part II. Then

$$
\begin{aligned}
& Z_{V-1}=\left[2 \frac{\mu}{\lambda} \frac{1}{\xi^{D-2}} \frac{1}{\gamma}\right]^{N / 2}\left(\sqrt{\frac{\gamma \lambda}{2 \xi \mu}}\right)^{D N}(\sqrt{4 \pi \beta \gamma})^{D(D-1) N / 2} \\
& \times R_{V^{-1}}(\beta)^{(D(D-1) / 2) N} R_{V^{-1}}\left(\beta \frac{\gamma \lambda}{\xi \mu}\right)^{D N} R_{V-1}(2 \beta \gamma)^{(D(D-1) / 2) N} \\
& \times \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathbf{x}, i<j}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i j}(\mathbf{x})}{2 \pi}\right] \sum_{\substack{\left.\bar{\sigma}_{j,( }(\mathbf{x}) . \Delta_{i n}(x)\right] \\
i<j \\
i<j}} \prod_{\substack{x, i<j}} I_{\bar{\sigma}_{i j}}\left(\beta_{V-1}\right) \\
& \times \prod_{\mathbf{x}, i} I_{\bar{\sigma}_{n}}\left(\left(\frac{\beta \gamma \lambda}{\xi \mu}\right)_{v-1}\right) \prod_{\mathbf{x}, i<j} I_{\bar{\Delta}_{\prime \prime}}\left((2 \beta \gamma)_{v-1}\right)
\end{aligned}
$$

Integrating out the angular variables gives the conservation law $\bar{\nabla}_{i} \bar{\sigma}_{i j}=0$ and the identity $\bar{\Delta}_{i j}=\bar{\sigma}_{i i}(\mathbf{x}-\mathbf{i})-\bar{\sigma}_{i j}(\mathbf{x}-\mathbf{i})$ and $Z_{\nu-i}$ becomes the sum

$$
\begin{gather*}
Z_{V-1} \propto \sum_{\left\{\bar{\sigma}_{i,}(\mathbf{x})\right\}} \delta_{\overline{\bar{v}}_{i}, \sigma_{i,}, 0} \prod_{\mathrm{x}, i \leq j} I_{\bar{\sigma}_{i j}}\left(\beta_{V-1}\right) \prod_{\mathrm{x}, i} I_{\bar{\sigma}_{u \prime}}\left(\left(\frac{\beta \gamma \lambda}{\xi \mu}\right)_{V-1}\right) \\
\times \prod_{\mathrm{x}, i<j} I_{\bar{\sigma}_{\bar{u}}(\mathrm{x}-\mathrm{i})-\bar{\sigma}_{i j}(\mathrm{x}-\mathrm{j})}\left((2 \beta \gamma)_{V-1}\right) \tag{9.149}
\end{gather*}
$$

apart from the above normalization factor.

In the limit of low temperatures, we can use the approximation $I_{\bar{\sigma}}(\beta) /$ $I_{0}(\beta) \sim e^{-\vec{\sigma}^{2} n \beta}$ and see that ( 9.149 ) reduces correctly to ( 9.130 ), rewritten with the use of (9.131) [to get the same expression we have to sum in (9.130) over all $n_{i j}^{s}$, which makes $\bar{\sigma}_{i j}$ integer, and integrate out the $u_{i}(\mathbf{x})$ variables, which enforces the conservation law $\left.\bar{\nabla}_{i} \tilde{\sigma}_{i j}=0\right]$.

APPENDIX 9A. DERIVATION OF DEFECT ENERGY (9.109) FROM STRESS ENERGY (9.90)

First we observe that, after the phase changes (9.92)-(9.95), the determinant of the matrix $M_{l, J}$ in (9.91) is (writing $k_{i}$ instead of $\bar{K}_{i}$, for brevity)

$$
\begin{equation*}
|M|=\Delta k_{3}^{6}\left[4 \xi^{2}(2 \xi+3 \lambda / \mu)\right], \tag{9.A1}
\end{equation*}
$$

where $\Delta$ is the fluctuation determinant of the displacement field, (9.100). Inverting the matrix $M$ and removing a common factor,

$$
\begin{equation*}
M^{-1}=\frac{1}{k_{3}^{4}} \frac{1}{\Delta} M^{\prime-1} \tag{9.A2}
\end{equation*}
$$

we find for the matrix $M^{\prime-1}$ :

$$
\begin{aligned}
M_{1111}^{\prime-1}= & 4\left(2 \xi+\frac{\lambda}{\mu}\right) k_{1}^{2} k_{2}^{2} k_{3}^{2} \\
& +4 \xi\left(\xi+\frac{\lambda}{\mu}\right)\left(k_{3}^{6}+k_{2}^{2} k_{3}^{4}+k_{1}^{2} k_{3}^{4}+k_{1}^{4} k_{3}^{2}+k_{1}^{4} k_{2}^{2}+k_{1}^{6}\right) \\
& +8 \xi^{2}\left(\xi+\frac{3}{2} \frac{\lambda}{\mu}\right) k_{1}^{2} k_{3}^{2}\left(k_{3}^{2}+k_{1}^{2}\right), \\
M_{22}^{\prime-1}= & 4\left(2 \xi+\frac{\lambda}{\mu}\right) k_{1}^{2} k_{2}^{2} k_{3}^{2} \\
& +4 \xi\left(\xi+\frac{\lambda}{\mu}\right)\left(k_{3}^{6}+k_{2}^{2} k_{3}^{4}+k_{2}^{4} k_{3}^{2}+k_{1}^{2} k_{3}^{4}+k_{1}^{2} k_{2}^{4}+k_{2}^{6}\right)
\end{aligned}
$$

$$
\begin{align*}
& +8 \xi^{2}\left(\xi+\frac{3 \lambda}{2 \mu}\right) k_{2}^{2} k_{3}^{2}\left(k_{3}^{2}+k_{2}^{2}\right), \\
M_{1212}^{\prime-1}= & 2 \xi k_{3}^{2}\left(k_{3}^{4}+k_{2}^{4}+k_{1}^{4}\right)+4 \xi\left(\xi+\frac{\lambda}{\mu}\right)\left(k_{2}^{2} k_{3}^{4}+k_{1}^{2} k_{3}^{4}+k_{1}^{2} k_{2}^{4}+k_{1}^{4} k_{2}^{2}\right) \\
& +8 \xi^{2}\left(\xi+\frac{3}{2} \frac{\lambda}{\mu}\right) k_{1}^{2} k_{2}^{2} k_{3}^{2} \\
& +\frac{\lambda}{\mu} k_{3}^{2}\left(k_{3}^{4}-2 k_{2}^{2} k_{3}^{2}+k_{2}^{4}-2 k_{1}^{2} k_{3}^{2}+2 k_{1}^{2} k_{2}^{2}+k_{1}^{4}\right), \\
M_{1122}^{\prime-1}= & 4 \xi^{2} k_{1}^{2} k_{2}^{2}\left(-k_{3}^{2}+k_{2}^{2}+k_{1}^{2}\right)+8\left[\xi^{2}\left(\xi+\frac{3 \lambda}{2 \mu}\right)+\frac{\lambda}{2 \mu}\right] k_{1}^{2} k_{2}^{2} k_{3}^{2} \\
& +2 \frac{\lambda}{\mu} \xi\left(k_{3}^{6}+2 k_{2}^{2} k_{3}^{4}+k_{2}^{4} k_{3}^{2}+2 k_{1}^{2} k_{3}^{4}+2 k_{1}^{2} k_{2}^{4}+k_{1}^{4} k_{3}^{2}+2 k_{1}^{4} k_{2}^{2}\right), \\
M_{1112}^{\prime-1}= & 4 \xi k_{1} k_{2}^{3} k_{3}^{2}+4 \xi^{2} k_{1} k_{2}\left(k_{3}^{4}+k_{1}^{2} k_{2}^{2}+k_{1}^{4}\right)+8 \xi^{2}\left(\xi+\frac{3 \lambda}{2 \mu}\right) k_{1}^{3} k_{2} k_{3}^{2} \\
& +2 \frac{\lambda}{\mu} k_{1} k_{2} k_{3}^{2}\left(-k_{3}^{2}+k_{2}^{2}+k_{1}^{2}\right) \\
& +2 \frac{\lambda}{\mu} \xi k_{1} k_{2}\left(3 k_{3}^{4}+k_{2}^{2} k_{3}^{2}-3 k_{1}^{2} k_{3}^{2}+2 k_{1}^{2} k_{2}^{2}+2 k_{1}^{4}\right), \\
M_{22}^{-112}= & 4 \xi k_{1}^{3} k_{2} k_{3}^{2}+4 \xi^{2} k_{1} k_{2}\left(k_{3}^{4}+k_{2}^{4}+k_{1}^{2} k_{2}^{2}\right)+8 \xi^{2}\left(\xi+\frac{3 \lambda}{2 \mu}\right) k_{1} k_{2}^{3} k_{3}^{2} \\
& +2 \frac{\lambda}{\mu} k_{1} k_{2} k_{3}^{2}\left(-k_{3}^{2}+k_{2}^{2}+k_{1}^{2}\right) \\
& 2 \frac{\lambda}{\mu} \xi k_{1} k_{2}\left(3 k_{3}^{4}+k_{1}^{2} k_{3}^{2}-3 k_{2}^{2} k_{3}^{2}+2+2 k_{2}^{4} k_{1}^{2} k_{2}^{2}\right),  \tag{9.A3}\\
& (9 . A 3
\end{align*}
$$

The defect energy is then given by $4 \pi^{2} \beta$ times the quadratic form

$$
\begin{equation*}
E=\frac{1}{2 \Delta} \sum_{\mathbf{k}} \frac{1}{k_{3}^{4}} \eta_{l} M^{\prime}{ }_{\nu}^{-1} \eta_{J} . \tag{9.A4}
\end{equation*}
$$

where $\eta_{1}=\eta_{11}, \eta_{2}=\eta_{22}, \eta_{3}=2 \eta_{12}$.
The expression

$$
\begin{equation*}
2 \pi i \frac{1}{k_{3}^{4}} M_{l J}^{\prime-1} \eta_{J} \tag{9.A5}
\end{equation*}
$$

gives, of course, the three non-zero components $\chi_{I}=\left(X_{11}, \chi_{22}, X_{12}\right)$ of the stress gauge field in momentum space. The energy takes a more symmetric form if we use the defect conservation law (9.96),

$$
\begin{align*}
& \eta_{12}=-\left(\eta_{11} k_{1}^{2}+\eta_{22} k_{2}^{2}-\eta_{33} k_{3}^{2}\right) / 2 k_{1} k_{2}, \\
& \eta_{23}=-\left(\eta_{11} k_{1}^{2}-\eta_{22} k_{2}^{2}-\eta_{33} k_{3}^{2}\right) / 2 k_{2} k_{3}, \\
& \eta_{13}=-\left(\eta_{11} k_{1}^{2}-\eta_{22} k_{2}^{2}+\eta_{33} k_{3}^{2}\right) / 2 k_{1} k_{3}, \tag{9.A6}
\end{align*}
$$

to express $\eta_{12}$ in terms of the diagonal componenets $\eta_{11}, \eta_{22}, \eta_{33}$. It then acquires manifest cubic symmetry

$$
\begin{equation*}
E=\frac{1}{2 \Delta} \sum_{k \cdot i, j} \eta_{i i} A_{i j}^{(1)} \eta_{j j}, \tag{9.A7}
\end{equation*}
$$

where

$$
\begin{align*}
A\}_{1}^{1}= & \left\{2 \xi k_{1}^{2}\left(k_{3}^{4}+k_{2}^{4}+k_{1}^{4}\right)+4 \xi\left(\xi+\frac{\lambda}{\mu}\right)\left(k_{2}^{2} k_{3}^{4}+k_{2}^{4} k_{3}^{2}+k_{1}^{4} k_{3}^{2}+k_{1}^{4} k_{2}^{2}\right)\right. \\
& +8 \xi^{3} k_{1}^{2} k_{2}^{2} k_{3}^{2}+(\lambda / \mu) k_{1}^{2}\left(k_{3}^{4}+2 k_{2}^{2} k_{3}^{2}+k_{2}^{4}-2 k_{1}^{2} k_{3}^{2}-2 k_{1}^{2} k_{2}^{2}+k_{1}^{4}\right) \\
& \left.+12(\lambda / \mu) \xi\left(\xi-\frac{2}{3}\right) k_{1}^{2} k_{2}^{2} k_{3}^{2}\right\} /\left(k_{2}^{2} k_{3}^{2}\right), \\
A\left\{_{1}^{1}=\right. & -\left\{\left(2 \xi+\frac{\lambda}{\mu}\right)\left(-k_{3}^{4}+k_{2}^{4}+k_{1}^{4}\right)+4\left(\xi^{2}+\frac{\lambda}{\mu} \xi-\frac{\lambda}{2 \mu}\right) k_{1}^{2} k_{2}^{2}\right\} / k_{3}^{2} \\
& +2(\lambda / \mu) \xi\left(k_{3}^{2}+k_{2}^{2}+k_{1}^{2}\right) . \tag{9.A8}
\end{align*}
$$

The other matrix elements follow from cubic symmetry. Alternatively, we may express all defect configurations in terms of the three off-diagonal components $\eta_{k} \equiv \eta_{i j}(i, j, k$ cyclic),

$$
\begin{align*}
& \eta_{11}=-\left(\eta_{12} k_{2}+\eta_{13} k_{3}\right) / k_{1}, \quad \eta_{22}=-\left(\eta_{12} k_{1}+\eta_{23} k_{3}\right) / k_{2}, \\
& \eta_{33}=-\left(\eta_{13} k_{1}+\eta_{23} k_{2}\right) / k_{3} . \tag{9.A9}
\end{align*}
$$

Then the energy reads

$$
\begin{equation*}
E=\frac{1}{2 \Delta_{k}, i, j} \sum_{i}^{*} A_{i j}^{(2)} \eta_{j} \tag{9.A10}
\end{equation*}
$$

with the matrix elements

$$
\begin{align*}
A_{11}^{(2)}= & \left\{4 \xi\left(\xi+\frac{\lambda}{\mu}\right)\left(k_{3}^{6}+k_{2}^{6}+k_{1}^{2} k_{3}^{4}+k_{1}^{2} k_{2}^{4}\right)\right\} /\left(k_{2}^{2} k_{3}^{2}\right) \\
& +8\left(\xi+\frac{\lambda}{2 \mu}\right) k_{1}^{2}+8 \xi^{2}\left(\xi+\frac{3}{2} \frac{\lambda}{\mu}+\frac{1}{2}\right)\left(k_{3}^{2}+k_{2}^{2}\right), \\
A_{2}^{2}= & 2(\lambda / \mu) \xi\left(k_{3}^{6}+2 k_{2}^{2} k_{3}^{4}+k_{2}^{4} k_{3}^{2}+2 k_{1}^{2} k_{3}^{4}+2 k_{1}^{2} k_{2}^{4}+k_{1}^{4} k_{3}^{2}+2 k_{1}^{4} k_{2}^{2}\right) /\left(k_{1} k_{2} k_{3}^{2}\right) \\
& +4 \xi^{2} k_{1} k_{2}\left(k_{2}^{2}+k_{1}^{2}\right) / k_{3}^{2}+8\left(\xi^{3}-\frac{1}{2} \xi^{2}+\frac{3}{2} \frac{\lambda}{\mu} \xi^{2}-\frac{\lambda}{\mu} \xi+\frac{\lambda}{2 \mu}\right) k_{1} k_{2} . \tag{9.A11}
\end{align*}
$$

It is now easy to verify that (9.A3) and Kröner's expression (9.99) are identical. We merely have to express $\eta_{13}, \eta_{23}, \eta_{13}$ in terms of $\eta_{11}, \eta_{22}$, $\eta_{33}$ via (9.A6) and recover (9.A7). Alternatively, of course, we can insert (9.A9) into (9.A3) and recover (9.A10).

With the existence of powerful algebraic computer-software there is no problem, in principle, to calculate the defect energy in the continuum limit for any for the 9 classes of elastic matrices $c_{i j k c}$ specified in Appendix 1A. The expressions are much lengthier than those for the cubic case, so we refrain from writing them down.

Let us only mention that, in general, the $3 \times 3$ matrix $M$ in the continuum form of the stress energy [defined as similar to (9.90)]

$$
\begin{equation*}
e=\frac{1}{2} \sigma_{i j} c_{i j k c}^{-1} \sigma_{k \ell}=\frac{1}{2} \chi_{l} M_{I J} \chi_{J} \tag{9.Al2}
\end{equation*}
$$

and the $3 \times 3$ matrix of the strain energy $D_{i j}$, Eq. (1.92),

$$
\begin{equation*}
e=\frac{1}{2} u_{i} D_{i j} u_{j}, \tag{9.A13}
\end{equation*}
$$

have determinants related by

$$
\begin{equation*}
|M|=|D|\left(k_{3}^{6} /|c|\right) \tag{9.A14}
\end{equation*}
$$

where $|c|$ is the determinant of the $6 \times 6$ matrix $c$. Thus the elastic Green function $G_{i j}$ and the defect energy can be derived from the same fundamental scalar Green function $G=1 /|D|$. The first gets multiplied by the cofactors ( $|D| D^{-1}$ ) (denoted by $M_{i j}$ in Eq. (1.94), but not to be confused with the matrix $M_{I J}$ under consideration here) the second by

$$
\begin{equation*}
\frac{|c|}{k_{3}^{6}}\left(|M| M^{-1}\right) \tag{9.Al5}
\end{equation*}
$$

where $|M| M^{-1}$ is the cofactor of the matrix $M_{I J}$.
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## CHAPTER TEN

## DEFECT GAUGE FIELDS

In the last chapter we focused attention mostly upon the gauge structure of stresses, since it leads to a simple defect representation of the melting model. Initially, however, when constructing the model for linear elasticity plus jump numbers $n_{i j}$, it was the defect gauge fields which played a primary role. The partition function (9.14) was invariant under the defect gauge transformations (9.15)-(9.18) and required a gaugefixing functional $\Phi$ which removed the gauge degeneracy. We stated that it was always possible to choose a gauge in which $n_{i j}$ is quasi-symmetric and in which the symmetrized jump numbers $n_{i j}^{s}=\left(n_{i j}+n_{j i}\right) / 2$ have three components $n_{22}^{5}, n_{33}^{s}, n_{13}^{5}$ vanishing identically with the non-zero components satisfying the boundary conditions (9.20), (9.21). With $\Phi\left[n_{i j}^{s}\right]$ denoting the Kronecker $\delta$ enforcing these conditions, the partition function reads [note the differences with (9.14)]

$$
\begin{align*}
Z= & \sum_{\left\langle n_{n}\right\}} \Phi\left[n_{i j}^{s}\right] \prod_{\mathrm{x}, i}\left[\int_{-\mathrm{x}}^{\mathrm{x}} \frac{d u_{i}(\mathbf{x})}{a}\right] \\
& \times \exp \left\{-\beta\left(\frac{2 \pi}{a}\right)^{2}\left[\frac{1}{2} \sum_{\mathrm{x}, i<j}\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}-2 a n_{i j}^{s}\right)^{2}+\xi \sum_{\mathrm{x}, i}\left(\nabla_{i} u_{i}-a n_{i i}^{s}\right)^{2}\right.\right. \\
& \left.\left.+\frac{\lambda}{2 \mu} \sum_{\mathrm{x}}\left(\sum_{i}\left(\nabla_{i} u_{i}-a n_{i i}^{\mathrm{s}}\right)\right)^{2}\right]\right\} . \tag{10.1}
\end{align*}
$$

It is worthwhile studying the defect gauge properties of this partition function in detail.

### 10.1. GAUGE FIXING

In this section we shall first convince ourselves that our gauge choice is always possible. Due to the integer values of the fields, this is a nontrivial matter.

The first part of the gauge choice, namely, the quasi-symmetric property is trivial since the transformation (9.18), $n_{i j} \rightarrow n_{i j}+\varepsilon_{i j k} M_{k}$, can be used to change $n_{i j}, n_{j i}$ for $i \neq j$ by adding and subtracting the same integer number from $n_{i j}$ and $n_{j i}$, respectively. If $n_{i j}^{s}=\frac{1}{2}\left(n_{i j}+n_{j i}\right)$ is integer so is the difference $n_{i j}^{a}=\frac{1}{2}\left(n_{i j}-n_{j i}\right)$, which can be reduced to zero. Otherwise $n_{i j}^{a}$ is half-integer and we can make the transformation $n_{i j}^{a} \rightarrow n_{i j}^{a}+\varepsilon_{i j k} M_{k}$ and reduce $n_{i j}^{a}$ to $\pm 1 / 2$ for $i \lesseqgtr j$. This defines what we have called the quasi-symmetric gauge. In it, the symmetrized jump numbers $n_{i j}^{5}$ for $i \neq j$ and $i=j$ run precisely through all half-integer and integer values, respectively.

We now turn to the further defect gauge invariance (9.16)

$$
\begin{equation*}
n_{i j}^{s}(\mathbf{x}) \rightarrow n_{i j}^{s}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} N_{j}(\mathbf{x})+\nabla_{j} N_{i}(\mathbf{x})\right) \tag{10.1'}
\end{equation*}
$$

This will be used to bring $n_{i j}^{s}$ to the gauge

$$
\begin{equation*}
n_{22}^{s}(\mathbf{x})=0, \quad n_{33}^{s}(\mathbf{x})=0, \quad n_{13}^{s}(\mathbf{x})=0 \tag{10.2}
\end{equation*}
$$

Suppose $n_{i j}^{s}(\mathbf{x})$ did not satisfy these conditions. Then we can always perform the transformation to a new set of jump numbers $n_{i j}^{s i}(\mathbf{x})$ via

$$
\begin{equation*}
n_{i j}^{5}(\mathbf{x})=n_{i j}^{s i t}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} N_{i}(\mathbf{x})+\nabla_{j} N_{i}(\mathbf{x})\right) \tag{10.3}
\end{equation*}
$$

which do. The integer transformation functions $N_{i}(\mathbf{x})$ are determined uniquely when we specify the boundary conditions (9.20), (9.21) for $n^{50}(\mathrm{x})$ :
$\nabla_{3} n_{11}^{s 0}\left(x_{1}, x_{2}, 0\right)=0, \quad n_{11}^{50}\left(x_{1}, x_{2}, 0\right)=0, \quad n_{12}^{s 0}\left(x_{1}, 0, x_{3}\right)=0, \quad(10.4 \mathrm{a}, \mathrm{b}, \mathrm{c})$

$$
\begin{equation*}
n_{12}^{50}\left(0, x_{2}, 0\right)=0 \tag{10.5a}
\end{equation*}
$$

$$
n_{23}^{s 0}\left(0,0, x_{3}\right)=0, \quad n_{23}^{s i n}\left(0, x_{2}, 0\right)=0, \quad \nabla_{1} n_{23}^{s 0}\left(0, x_{2}, 0\right)=0
$$

$n_{23}^{s 0}\left(0,0, x_{3}\right)=0, \quad n_{23}^{s(1)}\left(0, x_{2}, 0\right)=0, \quad \nabla_{1} n_{23}^{s 0}\left(0, x_{2}, 0\right)=0 . \quad(10.5 \mathrm{~b}, \mathrm{c}, \mathrm{d})$

In two dimensions, the analogous conditions are

$$
\begin{equation*}
n_{22}^{s 0}(\mathbf{x})=0, \quad n_{12}^{s 0}(\mathbf{x})=0 \tag{10.6a,b}
\end{equation*}
$$

with the non-zero component satisfying

$$
\begin{equation*}
n_{11}^{s 0}\left(x_{1}, 0\right)=0 . \quad \nabla_{2} r_{11}^{s i}\left(x_{1}, 0\right)=0 \tag{10.7a,b}
\end{equation*}
$$

We will first consider this simpler case of two dimensions. Since the remainder of this section deals exclusively with $n_{i j}^{s}(\mathbf{x}), n_{i j}^{\text {in }}(\mathbf{x})$, we shall, from now on, omit the superscripts $s$. Inserting ( $10.6 \mathrm{a}, \mathrm{b}$ ) into (10.3), we find the difference equations

$$
\begin{equation*}
n_{22}(\mathbf{x})=\nabla_{2} N_{2}(\mathbf{x}), \quad n_{12}(\mathbf{x})=\frac{1}{2}\left(\nabla_{1} N_{2}(\mathbf{x})+\nabla_{2} N_{1}(\mathbf{x})\right) . \tag{10.8}
\end{equation*}
$$

When solving these it is useful to introduce the inverse of the difference operators as the following specific sum, valid for $x_{1} \geqslant 1$

$$
\begin{equation*}
\left(\frac{1}{\nabla_{1}} f\right)(\mathbf{x}) \equiv \sum_{x_{i}=0}^{x_{1}-1} f\left(x_{1}^{\prime}, x_{2}, x_{3}\right) \tag{10.9}
\end{equation*}
$$

with a similar expression for $\nabla_{2}^{-1}, \nabla_{3}^{-1}$. For $x_{1}<1$ this sum is defined via

$$
\begin{equation*}
\left(\frac{1}{\nabla_{1}} f\right)(\mathbf{x})=\sum_{x_{i}^{\prime}=-x}^{x_{1}-1} f\left(x_{1}^{\prime}, x_{2}, x_{3}\right)-\sum_{x_{1}^{\prime}=-x}^{-1} f\left(x_{1}^{\prime}, x_{2}, x_{3}\right) . \tag{10.10}
\end{equation*}
$$

Thus the operation $\left(\left(1 / \nabla_{1}\right) f\right)(\mathbf{x})$ satisfies the boundary condition

$$
\begin{equation*}
\left(\frac{1}{\nabla_{1}} f\right)\left(0, x_{2}, x_{3}\right)=0 . \tag{10.11}
\end{equation*}
$$

For brevity, we shall often omit the parenthesis and write $\nabla_{1}^{-1} f\left(0, x_{2}\right.$, $x_{3}$ ) with the tacit understanding that $x_{1}=0$ is taken after the operation $\nabla_{1}^{-1}$.

Using this notation, we can write the most general solutions of (10.8) as

$$
\begin{equation*}
N_{2}(\mathbf{x})=\frac{1}{\nabla_{2}} n_{22}(\mathbf{x})+f_{2}\left(x_{1}\right) \tag{10.12}
\end{equation*}
$$

and

$$
\begin{align*}
N_{1}(\mathbf{x}) & =\frac{1}{\nabla_{2}}\left(2 n_{12}-\nabla_{1} N_{2}\right)+f_{1}\left(x_{1}\right) \\
& =2 \frac{1}{\nabla_{2}} n_{12}-\frac{\nabla_{1}}{\nabla_{2}^{2}} n_{22}(\mathbf{x})-x_{2} \nabla_{1} f_{2}\left(x_{1}\right)+f_{1}\left(x_{1}\right), \tag{10.13}
\end{align*}
$$

where $f_{1}\left(x_{1}\right), f_{2}\left(x_{1}\right)$ are two arbitrary integer-valued functions of $x_{1}$. Taking this $N_{1}$, we can now calculate the non-zero component

$$
\begin{align*}
n_{11}(\mathbf{x}) & =n_{11}^{0}(\mathbf{x})+\nabla_{1} N_{1} \\
& =n_{11}^{01}(\mathbf{x})+2 \frac{\nabla_{1}}{\nabla_{2}} n_{12}-\frac{\nabla_{1}^{2}}{\nabla_{2}^{\frac{1}{2}}} n_{22}-x_{2} \nabla_{1}^{2} f_{2}\left(x_{1}\right)+\nabla_{1} f_{1}\left(x_{1}\right) . \tag{10.14}
\end{align*}
$$

We now make use of the boundary condition (10.7a) and find [by (10.11)]

$$
\begin{equation*}
f_{1}\left(x_{2}\right)=\frac{1}{\nabla_{1}} n_{11}\left(x_{1}, 0\right)+c_{1} \tag{10.15}
\end{equation*}
$$

where $c_{1}$ is an arbitrary integer number. If we, on the other hand, differentiate (10.14) with respect to $x_{2}$ and set $x_{2}=0$ afterwards we find

$$
\begin{equation*}
\nabla_{2} n_{11}\left(x_{1}, 0\right)=\nabla_{2} n_{11}^{1}\left(x_{1}, 0\right)+2 \nabla_{1} n_{12}\left(x_{1}, 0\right)-\nabla_{1}^{2} f_{2}\left(x_{1}\right) \tag{10.16}
\end{equation*}
$$

Now we invoke the second boundary condition (10.5b) and determine $f_{2}$ :

$$
\begin{equation*}
f_{2}\left(x_{1}\right)=-\frac{1}{\nabla_{1}^{2}}\left(\nabla_{2} n_{11}-2 \nabla_{1} n_{12}\right)\left(x_{1}, 0\right)+c_{2}+r_{2} x_{1} \tag{10.17}
\end{equation*}
$$

where $c_{2}, r_{2}$ are integers. In this way we arrive at the two integer functions

$$
\begin{align*}
N_{1}(\mathbf{x})= & 2 \frac{1}{\nabla_{2}} n_{12}(\mathbf{x})-\frac{\nabla_{1}}{\nabla_{2}^{2}} n_{22}(\mathbf{x})+x_{2} \frac{1}{\nabla_{1}}\left(\nabla_{2} n_{11}-2 \nabla_{1} n_{12}\right)\left(x_{1} .0\right) \\
& +\frac{1}{\nabla_{1}} n_{11}(\mathbf{x})+c_{1}-r x_{2} . \\
N_{2}(\mathbf{x})= & \frac{1}{\nabla_{2}} n_{22}(\mathbf{x})-\frac{1}{\nabla_{1}^{2}}\left(\nabla_{2} n_{11}-2 \nabla_{1} n_{12}\right)\left(x_{1}, 0\right)+c_{2}+x_{1} . \tag{10.18}
\end{align*}
$$

The constants $c_{1}, c_{2}$ and $r$ cannot be determined further in principle, since they do not change $n_{i j}$ at all under the transformation (10.3).

Notice that these constants have a simple physical meaning. The constants $c_{1}$ and $c_{2}$ amount to an integer-valued translation, $u_{i}(\mathbf{x}) \rightarrow$ $u_{i}(\mathbf{x})+c_{i}$ while the constant $r$ is the integer-valued version of an infinitesimal rotation of the entire crystal $u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})+r \varepsilon_{i j} x_{j}$.

Let us now generalize this procedure to three dimensions. Here the conditions (10.2) amount to the following difference equations:

$$
\begin{equation*}
n_{22}(\mathbf{x})=\nabla_{2} N_{2}(\mathbf{x}), \quad n_{33}(\mathbf{x})=\nabla_{3} N_{3}(\mathbf{x}), \quad n_{13}(\mathbf{x})=\frac{1}{2}\left(\nabla_{1} N_{3}+\nabla_{3} N_{1}\right)(\mathbf{x}) . \tag{10.19}
\end{equation*}
$$

They are solved by

$$
\begin{align*}
N_{3}(\mathbf{x}) & =\frac{1}{\nabla_{3}} n_{33}(\mathbf{x})+f_{3}\left(x_{1}, x_{3}\right), \quad N_{2}(\mathbf{x})=\frac{1}{\nabla_{2}} n_{22}(\mathbf{x})+f_{2}\left(x_{1}, x_{3}\right), \\
N_{1}(\mathbf{x}) & =2 \frac{1}{\nabla_{3}} n_{13}(\mathbf{x})-\frac{\nabla_{1}}{\nabla_{3}} N_{3}(\mathbf{x})+f_{1}\left(x_{1}, x_{2}\right) \\
& =2 \frac{1}{\nabla_{3}} n_{13}(\mathbf{x})-\frac{\nabla_{1}}{\nabla_{3}^{2}} n_{33}(\mathbf{x})-x_{3} \nabla_{1} f_{3}\left(x_{1}, x_{2}\right)+f_{1}\left(x_{1}, x_{2}\right), \tag{10.20}
\end{align*}
$$

where $f_{1}, f_{2}$ and $f_{3}$ are arbitrary integer functions of their arguments. For the discussion to come it will be useful to denote the determined parts of $N_{i}$ by $\widehat{N}_{i}$ and write

$$
\begin{align*}
N_{2.3}(\mathbf{x}) & \equiv \widehat{N}_{2.3}(\mathbf{x})+f_{2.3}\left(x_{1}, x_{3.2}\right), \\
N_{1}(\mathbf{x}) & \equiv \widehat{N}_{1}(\mathbf{x})-x_{3} \nabla_{1} f_{3}\left(x_{1}, x_{3}\right)+f_{1}\left(x_{1}, x_{2}\right) . \tag{10.21}
\end{align*}
$$

The initial conditions ( $10.4 \mathrm{a}-\mathrm{c}$ ) lead to the following difference equations for $f_{1}$ :

$$
\begin{gather*}
\nabla_{3} n_{11}\left(x_{1}, x_{2}, 0\right)=\nabla_{1} \nabla_{3} \bar{N}_{1}\left(x_{1}, x_{2}, 0\right)-\nabla_{1}^{2} f_{3}\left(x_{1}, x_{2}\right),  \tag{10.22a}\\
n_{11}\left(x_{1}, x_{2}, 0\right)=\nabla_{1} \bar{N}_{1}\left(x_{1}, x_{2}, 0\right)+\nabla_{1} f_{1}\left(x_{1}, x_{2}\right) \tag{10.22b}
\end{gather*}
$$

$n_{12}\left(x_{1}, 0, x_{3}\right)=\frac{1}{2}\left(\nabla_{1} \widehat{N}_{2}+\nabla_{2} \widehat{N}_{1}\right)\left(x_{1}, 0, x_{3}\right)+\frac{1}{2} \nabla_{1} f_{2}\left(x_{1}, x_{3}\right)+\frac{1}{2} \nabla_{2} f_{1}\left(x_{1}, 0\right)$.

The first and second can be solved by

$$
\begin{align*}
& f_{3}\left(x_{1}, x_{2}\right)=-\frac{\nabla_{3}}{\nabla_{1}^{2}} n_{11}\left(x_{1}, x_{2}, 0\right)+\frac{\nabla_{3}}{\nabla_{1}} \widehat{N}_{1}\left(x_{1}, x_{2}, 0\right)+c_{3}\left(x_{2}\right)+d_{3}\left(x_{2}\right) x_{1},  \tag{10.23a}\\
& f_{1}\left(x_{1}, x_{2}\right)=\frac{1}{\nabla_{1}} n_{11}\left(x_{1}, x_{2}, 0\right)-\hat{N}_{1}\left(x_{1}, x_{2}, 0\right)+c_{1}\left(x_{2}\right) \equiv \hat{f}_{1}\left(x_{1}, x_{2}\right)+c_{1}\left(x_{2}\right) . \tag{10.23b}
\end{align*}
$$

With these we find from (10.22c),

$$
\begin{align*}
f_{2}\left(x_{1}, x_{3}\right)= & \frac{1}{\nabla_{1}}\left[2 n_{12}\left(x_{1}, 0, x_{3}\right)-\nabla_{2} \widehat{N}_{1}\left(x_{1}, 0, x_{3}\right)\right] \\
& -\widehat{N}_{2}\left(x_{1}, 0, x_{3}\right)-\frac{\nabla_{2}}{\nabla_{1}} \widehat{f}_{1}\left(x_{1}, x_{2}\right)-c_{1}^{\prime}(0) x_{1}+c_{2}\left(x_{3}\right) \\
\equiv & f_{2}\left(x_{1}, x_{3}\right)-c_{1}^{\prime}(0) x_{1}+c_{2}\left(x_{3}\right) \tag{10.23c}
\end{align*}
$$

where we have denoted the simple lattice derivative by a prime, for brevity.

In order to determine the functions $c_{1}\left(x_{2}\right), c_{2}\left(x_{3}\right), c_{3}\left(x_{2}\right)$ and $d_{3}\left(x_{2}\right)$ we now turn to the initial conditions (10.5) which read

$$
\begin{array}{r}
n_{12}\left(0, x_{2}, 0\right)=\frac{1}{2}\left(\nabla_{1} \widehat{N}_{2}+\nabla_{2} \widehat{N}_{1}\right)+\frac{1}{2}\left(\nabla_{1} \widehat{f}_{2}+\nabla_{2} \hat{f}_{1}\right)-\frac{1}{2} c_{1}^{\prime}(0)+\frac{1}{2} c_{1}^{\prime}\left(x_{2}\right), \\
(10.24 \mathrm{a} \\
n_{23}\left(0,0, x_{3}\right)=\frac{1}{2}\left(\nabla_{2} \widehat{N}_{3}+\nabla_{2} \widehat{N}_{2}\right)+\frac{1}{2}\left(\nabla_{2} \hat{f}_{3}+\nabla_{3} \hat{f}_{2}\right)+\frac{1}{2} c_{3}^{\prime}(0)+\frac{1}{2} c_{2}^{\prime}\left(x_{3}\right), \\
(10.24 \mathrm{~b}
\end{array}, \begin{array}{r}
(10.24 \mathrm{c})  \tag{10.24d}\\
n_{23}\left(0, x_{2}, 0\right)=\frac{1}{2}\left(\nabla_{2} \widehat{N}_{3}+\nabla_{3} \widehat{N}_{2}\right)+\frac{1}{2}\left(\nabla_{2} \widehat{f}_{3}+\nabla_{3} \hat{f}_{2}\right)+\frac{1}{2} c_{3}^{\prime}\left(x_{2}\right)+\frac{1}{2} c_{2}^{\prime}(0), \\
\\
\nabla_{1} n_{23}\left(0, x_{2}, 0\right)=\frac{1}{2}\left(\nabla_{1} \nabla_{2} \widehat{N}_{3}+\nabla_{1} \nabla_{3} \widehat{N}_{2}\right)+\frac{1}{2}\left(\nabla_{1} \nabla_{2} \hat{f}_{3}+\nabla_{1} \nabla_{3} \hat{f}_{2}\right)+\frac{1}{2} d_{3}^{\prime}\left(x_{2}\right) .
\end{array}
$$

From the first equation we find

$$
\begin{align*}
c_{1}\left(x_{2}\right)= & 2 \frac{1}{\nabla_{2}} n_{12}\left(0, x_{2}, 0\right)-\frac{\nabla_{1}}{\nabla_{2}} \hat{N}_{2}\left(0, x_{2}, 0\right)-\hat{N}_{1}\left(0, x_{2}, 0\right) \\
& -x_{2} \nabla_{1} \hat{f}_{1}(0,0)-\hat{f}_{1}\left(0, x_{2}\right)+c_{1}^{\prime}(0) x_{2}+g_{1} \\
= & \hat{c}_{1}\left(x_{2}\right)+c_{1}^{\prime}(0) x_{2}+g_{1}, \tag{10.25}
\end{align*}
$$

where $c_{1}^{\prime}(0) \equiv-r_{3}$ and $g_{1}$ remain arbitrary integer constants of integration. The second equation gives

$$
\begin{align*}
c_{2}\left(x_{3}\right)= & 2 \frac{1}{\nabla_{3}} n_{23}\left(0,0, x_{3}\right)-\frac{\nabla_{2}}{\nabla_{3}} \widehat{N}_{3}\left(0,0, x_{3}\right)-\widehat{N}_{2}\left(0,0, x_{3}\right) \\
& -x_{3} \nabla_{2} \hat{f}_{3}(0,0)-\hat{f}_{2}\left(0, x_{3}\right)-c_{3}^{\prime}(0) x_{3}+g_{2} \\
\equiv & \hat{c}_{2}\left(x_{3}\right)-c_{3}^{\prime}(0) x_{3}+g_{2}, \tag{10.26a}
\end{align*}
$$

with $c_{3}^{\prime}(0) \equiv r_{1}, g_{2}$ being arbitrary integers.
The third equation leads to

$$
\begin{aligned}
c_{3}\left(x_{2}\right)= & 2 \frac{1}{\nabla_{2}} n_{23}\left(0, x_{2}, 0\right)-\widehat{N}_{3}\left(0, x_{2}, 0\right)-\frac{\nabla_{3}}{\nabla_{2}} \widehat{N}_{2}\left(0, x_{2}, 0\right) \\
& -\hat{f}_{3}\left(0, x_{2}\right)-x_{2} \nabla_{3} \hat{f}_{2}(0,0)-c_{2}^{\prime}(0) x_{2}+g_{3}
\end{aligned}
$$

Inserting (10.26a) evaluated at $x_{3}=0$, the second line becomes

$$
-\hat{c}_{2}^{\prime}(0) x_{2}+c_{3}^{\prime}(0) x_{2}+g_{3}
$$

and we may write

$$
\begin{equation*}
c_{3}\left(x_{2}\right)=\hat{c}_{3}\left(x_{2}\right)+c_{3}^{\prime}(0) x_{2}+g_{3} \tag{10.26b}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{c}_{3}\left(x_{2}\right)= & 2 \frac{1}{\nabla^{2}} n_{23}\left(0, x_{2}, 0\right)-\widehat{N}_{3}\left(0, x_{2}, 0\right)-\frac{\nabla_{3}}{\nabla_{2}} \widehat{N}_{2}\left(0, x_{2}, 0\right) \\
& -\hat{f}_{3}\left(0, x_{2}\right)-x_{2} \nabla_{3} \hat{f}_{3}(0,0)-\hat{c}_{2}^{\prime}(0) x_{2} \tag{10.27}
\end{align*}
$$

There is only one constant of integration, $g_{3}$.
Finally the fourth equation ( 10.5 d ) is solved by

$$
\begin{align*}
d_{3}\left(x_{2}\right)= & 2 \frac{1}{\nabla_{2}} n_{23}\left(0, x_{2}, 0\right)-\nabla_{1} \widehat{N}_{3}\left(0, x_{2}, 0\right)-\frac{\nabla_{1} \nabla_{3}}{\nabla_{2}} \widehat{N}_{2}\left(0, x_{2}, 0\right) \\
& -\nabla_{1} \hat{f}_{3}\left(0, x_{2}\right)-x_{2} \nabla_{1} \nabla_{3} \hat{f}_{2}(0,0)-r_{2} \\
\equiv & \hat{d}_{3}\left(x_{2}\right)-r_{2} \tag{10.28}
\end{align*}
$$

where $r_{2}$ is a constant of integration.
In this way we have determined all $N_{i}(\mathbf{x})$ uniquely, up to the following arbitrary integers,

$$
\begin{equation*}
\Delta N_{2}=r_{3} x_{1}-r_{1} x_{3}+g_{2}, \quad \Delta N_{3}=r_{1} x_{2}-r_{2} x_{1}+g_{3}, \quad \Delta N_{1}=r_{2} x_{3}-r_{3} x_{2}+g_{1} . \tag{10.29}
\end{equation*}
$$

These are integer-valued versions of translations plus infinitesimal rotations of the crystal as a whole. It is not possible to fix them any further since they do not contribute to the defect gauge transformations (10.3).

### 10.2. PHYSICAL CONTENT OF INTEGER-VALUED DEFECT GAUGE INVARIANCE

Previously, in the $X Y$ model, we saw that defect gauge invariance had a simple physical interpretation. It implied that the partition function does not depend on the way in which the jumping surfaces of the vortex lines are chosen. The same situation holds in the present case of defect lines. In order to see this, let us recall once more the classical theory of plasticity, which is formulated in the continuum. In the limit of zero lattice spacing, the jump numbers $n_{i j}^{s}$ go over into what is generally called the plastic part of the strain tensor $u_{i j}^{p}$ (apart from an overall factor; see Section 2.9). The exponent in the partition function (10.1) becomes the lattice version of the elastic energy in the presence of plastic deformations

$$
\begin{equation*}
E_{\mathrm{cl}}=\int d^{D} x\left[\mu\left(u_{i j}-u_{i j}^{p}\right)^{2}+\frac{\lambda}{2}\left(u_{11}-u_{l \mid}^{p}\right)^{2}\right] . \tag{10.30}
\end{equation*}
$$

Note that as long as we are not interested in the statistical mechanics of the defects ensemble, but only in the elastic properties of a fixed given plastic deformation, then these properties can all be extracted from the partition function:

$$
\begin{equation*}
Z=\int \mathscr{D} u_{i}(\mathbf{x}) e^{-(1 / \tau) \int d^{D} x\left|\mu\left(u_{i}-u_{i}^{\ell}\right)^{2}+(\lambda / 2)\left(u_{i l}-u_{i(i)}\right)^{2}\right|} \tag{10.31}
\end{equation*}
$$

Following the same procedure which lead us to (9.22) from (9.14) this can be brought into canonical form,
$Z=\int \mathscr{D} u_{i}(\mathbf{x}) \int \mathscr{D} \sigma_{i \mathrm{ij}}(\mathbf{x}) e^{\left.-(1 / T) \int_{d} D_{x}(1 / 1 / \mu)\right)\left(\sigma_{i j}^{2}-(\nu /(1+\nu)) \sigma_{i 1}\right)+\mathrm{i} \sigma_{i j}\left(\mu_{i j}-u_{i j}^{R}\right)}$,
where $\sigma_{i j}$ is the fluctuating stress field. The plastic strain acts as an external source to the stress field. Minimizing the exponent we find the Euler-Lagrange equations

$$
\begin{equation*}
\partial_{i} \sigma_{i j}=0 \tag{10.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{i j}=\frac{1}{i}\left[2 \mu\left(u_{i j}-u_{i j}^{p}\right)+\lambda \delta_{i j}\left(u_{\ell \ell}-u_{\ell \ell}^{p}\right)\right] . \tag{10.34}
\end{equation*}
$$

Inserting the second into the first gives

$$
\begin{equation*}
-\left[\mu\left(\nabla^{2} u_{i}+\partial_{i} \partial_{l} u_{l}\right)+\lambda \partial_{i} \partial_{l} u_{t}\right]=-\left(2 \mu \partial_{j} u_{i j}^{p}+\lambda \partial_{i} u_{l}^{p}\right) \tag{10.35}
\end{equation*}
$$

Thus the plastic strains have the same effect upon $u_{i}(\mathbf{x})$ as a volume force

$$
\begin{equation*}
f_{i}^{p}(\mathbf{x})=-\left(2 \mu \partial_{j} u_{i j}^{p}+\lambda \partial_{i} u_{t}^{p}\right) \tag{10.36}
\end{equation*}
$$

Using the expression (1.90) for the Green function we can solve (10.35) and obtain

$$
\begin{equation*}
u_{i}(\mathbf{x})=2 \mu \int d^{D} x^{\prime}\left[\partial_{k} G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) u_{j k}^{P}\left(\mathbf{x}^{\prime}\right)+\frac{v}{1-2 v} \partial_{j} G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) u_{\ell e}^{p}\left(\mathbf{x}^{\prime}\right)\right] \tag{10.37}
\end{equation*}
$$

With the explicit expression, $\quad G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=(1 / 8 \pi \mu)\left(\delta_{i j} \nabla^{2} R-(1 /\right.$ $\left.2(1-\nu)) \partial_{i} \partial_{j} R\right)$, this becomes

$$
\begin{align*}
u_{i}(\mathbf{x})= & \frac{1}{8 \pi} \int d^{D} x^{\prime} \\
& \times\left(2 \nabla^{2} \partial_{j} R u_{i j}^{p}\left(\mathbf{x}^{\prime}\right)-\frac{1}{1-v} \partial_{i} \partial_{j} \partial_{k} R u_{j k}^{p}\left(\mathbf{x}^{\prime}\right)+\frac{v}{1-v} \nabla^{2} \partial_{i} R u_{c l}^{p}\left(\mathbf{x}^{\prime}\right)\right) \tag{10.38}
\end{align*}
$$

If we wish to use this formula to calculate the displacement field of a defect line we must choose $u_{i j}^{p}$ appropriately. From the discussion in Section 2.8 we know that $u_{i j}^{p}$ describes the discontinuity across some cutting surface $S$ whose boundary is the defect line. The multivalued gradient $\partial_{i} u_{j}$ has the property

$$
\oint_{B} d x_{i} \partial_{i} u_{j}=b_{j}+\varepsilon_{j k c} \Omega_{k} x_{l},
$$

when encircling the boundary line of $S$. This corresponds to the nonintegrable "plastic" part of $u_{j}$ having the form [compare Eqs. (2.60)(2.62)]

$$
\begin{equation*}
\partial_{i} u_{j}^{p}=\delta_{i}(S)\left(b_{j}+\varepsilon_{j k \ell} \Omega_{k} x_{t}\right) . \tag{10.39}
\end{equation*}
$$

For the strain tensor this amounts to

$$
u_{i j}^{p}=\frac{1}{2} \delta_{i}(S)\left(b_{j}+\varepsilon_{j k \ell} \Omega_{k} x_{\epsilon}\right)+(i j)
$$

Inserting this expression into (10.38) and restricting it to a pure dislocation line ( $\Omega_{k}=0$ ) we find Eq. (3.13) which was derived in Chapter 3 via Volterra's cutting procedure. Formula (3.13) was valid only for $\mathbf{x}$ values which did not lie on the cutting surface. It is possible to change the position of the surface as long as the boundary line is anchored on the same dislocation lines. If the surface $S$ is changed to $S^{\prime}$, the difference of $S$ and $S^{\prime}$ forms a closed surface. For a pure dislocation line the difference between the two plastic gradients is

$$
\partial_{i} u_{j}^{p \prime}-\partial_{i} u_{j}^{p}=\left[\delta_{i}\left(S^{\prime}\right)-\delta_{i}(S)\right] b_{i}=\delta_{i}\left(S^{\prime}-S\right) b_{j}
$$

But the $\delta_{i}$ function on the right-hand side can be rewritten as the gradient of the volume $V$ enclosed by $S^{\prime}-S$ so that

$$
\partial_{i} u_{j}^{p^{\prime}}-\partial_{i} u_{j}^{p}=-\partial_{i} \delta(V) b_{j}
$$

[recall Eq. (8.20), Part II]. Thus we see that under changes of the cutting surface of a dislocation line the plastic gradients undergo a gauge transformation

$$
\begin{equation*}
\partial_{i} u_{j}^{p} \rightarrow \partial_{i} u_{j}^{P}-\partial_{i} \delta(V) b_{j} . \tag{10.40a}
\end{equation*}
$$

Correspondingly, the plastic strains transform like

$$
u_{i j}^{p^{\prime}} \rightarrow u_{i j}^{p}-\frac{1}{2}\left(\partial_{i} \delta(V) b_{j}+\partial_{j} \delta(V) b_{i}\right) .
$$

The energy (10.30) is invariant under this transformation if we simultaneously change the displacement field $u_{i}(x)$ by the trivial Volterra operation

$$
\begin{equation*}
u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})-\delta(V) b_{i} \tag{10.40b}
\end{equation*}
$$

[recall Eq. (2.60)]. This was the way we demonstrated that in the continuum the defect gauge invariance is a manifestation of the irrelevance of the position of the Volterra surface. As long as the boundary line stays fixed, it does not matter where the cutting surface is placed.

Let us now come back and consider the discrete case of a cubic crystal. For this case the $\delta$-function over a volume can be represented by an integer field $N(\mathbf{x})$. The trivial Volterra operation for a dislocation (10.40b) is given by

$$
u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})-N_{\alpha}(\mathbf{x}) b_{i}^{(\alpha)},
$$

where $b_{i}^{(\alpha)}$ for $\alpha=1,2,3$ denotes the three fundamental Burgers vectors $(1,0,0),(0,1,0)$, or $(0,0,1)$, respectively, i.e.,

$$
b_{i}^{(\alpha)}=\delta_{\alpha i} .
$$

The higher Burgers vectors with $2 b_{i}^{(\alpha)}, 3 b_{i}^{(\alpha)}$ are obtained by choosing $N_{\alpha}(\mathrm{x})=2,3, \ldots$ over the volume $V$ in question. If the crystal contains dislocations of any strength and of both orientations for each fundamental Burgers vector, the Volterra operation becomes

$$
\begin{equation*}
u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})-\sum_{\alpha} N_{\alpha}(\mathbf{x}) b_{i}^{(\alpha)} \tag{10.41}
\end{equation*}
$$

where $N_{c}(\mathrm{x})$ can be any integer number $0, \pm 1, \pm 2, \ldots$
We now take the energy (10.30) and rewrite it as a lattice sum,
$E_{\mathrm{cl}}=a^{3} \sum_{\mathrm{x}}\left\{\frac{\mu}{4} \sum_{i, j}\left(\nabla_{i} u_{j}+\nabla_{i} u_{i}-2 u_{i j}^{p}\right)^{2}+\frac{\lambda}{2}\left[\sum_{\ell}\left(\nabla_{\ell} u_{\mathrm{f}}(\mathrm{x}-\ell)-u_{i \ell}^{p}(\mathrm{x}-\ell)\right)\right]^{2}\right\}$.

This is invariant under (10.41) if the plastic quantities undergo simultaneously the following changes:

$$
\begin{align*}
u_{i j}^{p}(\mathbf{x}) & \rightarrow u_{i j}^{p}(\mathbf{x})-\frac{1}{2}\left(\sum_{\alpha} \nabla_{i} N_{\alpha}(\mathbf{x}) b_{j}^{(\alpha)}+(i j)\right) \\
& =u_{i j}^{p}(\mathbf{x})+\frac{1}{2}\left(\sum_{\alpha} n_{i \alpha}(\mathbf{x}) b_{j}^{(\alpha)}+(i j)\right) \tag{10.43}
\end{align*}
$$

The integer vector fields $n_{j \alpha}(\mathbf{x}) \equiv-\nabla_{i} N_{\alpha}(\mathbf{x})$ are, of course, the lattice versions of the $\delta_{j}(S)$-functions which are singular on the surfaces $S_{\alpha}$ of $V_{\alpha}$.

The plastic field of a defect is obtained by allowing the surfaces to have a boundary in which case all the vectors $n_{\alpha j}(\mathbf{x})$ become independent [rather than being the three components of the gradient of the field $\left.N^{(\alpha)}(\mathbf{x})\right]$. Therefore, the general dislocation configuration is represented by the integer plastic tensor

$$
\begin{equation*}
u_{i j}^{p}(\mathbf{x})=\frac{1}{2} \sum_{\alpha}\left(n_{i \alpha} b_{j}^{(\alpha)}+(i j)\right) . \tag{10.44}
\end{equation*}
$$

Using the explicit form of the fundamental Burgers' vectors $b_{i}^{(\alpha)}=\delta_{\alpha i}$ we find that

$$
\begin{equation*}
u_{i j}^{p}(\mathbf{x})=\frac{1}{2}\left(n_{i j}(\mathbf{x})+n_{j i}(\mathbf{x})\right) \tag{10.45}
\end{equation*}
$$

or, for the plastic part of the lattice gradient itself,

$$
\begin{equation*}
\nabla_{i} u_{j}^{\prime \prime}(\mathbf{x})=n_{i j}(\mathbf{x}) . \tag{10.46}
\end{equation*}
$$

These are precisely the jump numbers introduced previously.
Note that in the presence of defects the impossibility of assigning a unique rest position to the atoms, from where to measure the displace-
ment fields $u_{i}(\mathbf{x})$, becomes quite obvious: If we consider the specific edge defect shown in Fig. 2.10, we see that the two choices of a Volterra surface $S$ and $S^{\prime}$ correspond to two natural assignments of original lattice positions where the displaced atom has come from. When shifting $S$ to $S^{\prime}$, which means that the plastic strain tensor undergoes a defect gauge transformation of the type (10.43), this assignment shifts $u_{i}(\mathbf{x})$ by a lattice vector ( $1,0,0$ ). As a consequence, the displacement field is transformed by an integer field

$$
u_{1}(\mathbf{x}) \rightarrow u_{1}(\mathbf{x})-N(\mathbf{x}) .
$$

This is precisely a trivial Volterra operation of the type (10.41) which accompanies a defect-gauge transformation (10.43), thereby keeping the elastic energy invariant.

The observable quantities in the presence of defects are not the strains themselves but only the differences of the total strain and the plastic strain, i.e., the proper elastic strains

$$
u_{i j}^{\mathrm{cl}} \equiv u_{i j}-u_{i j}^{p} .
$$

These are defect gauge invariant quantities. The physically observable stress is proportional to this quantity, i.e.,

$$
\sigma_{i j}^{\text {phys }}=2 \mu\left(u_{i j}-u_{i j}^{p}\right)+\lambda \delta_{i j}\left(u_{\ell \ell}-u_{\ell \ell}^{p}\right)
$$

[compare (10.34)] and, as such, it is defect gauge invariant as well.

### 10.3. INTERACTION ENERGY BETWEEN DEFECT LINES FROM THE DEFECT GAUGE FIELD

In Part II, Chapter 8, we saw that the defect gauge field allows for an alternative simple derivation of the interaction energy between vortex lines. The same thing is true for crystalline defect lines. For simplicity, we shall consider only defects in the continuum limit and use as a starting point the partition function of elasticity in the presence of an arbitrary plastic deformation (10.31),

$$
\begin{equation*}
Z=\int \mathscr{D} u_{i}(\mathbf{x}) e^{\left.-(1 / T) \int d^{3} x \mid \mu\left(u_{i}-u_{i j}^{R}\right)^{2}+(\lambda / 2)\left(u_{1}-u_{i 1}\right)^{2}\right) \mid} \tag{10.47}
\end{equation*}
$$

Working out the exponent gives

$$
\begin{align*}
& -\frac{1}{T} \int d^{3} x\left\{\frac{\mu}{2} u_{i}(\mathbf{x})\left(-\mu \nabla^{2} \delta_{i j}-(\lambda+\mu) \partial_{i} \partial_{j}\right) u_{j}(\mathbf{x})-2 \mu u_{i}(\mathbf{x}) \partial_{j} u_{i j}^{p}(\mathbf{x})\right. \\
& \left.-\lambda u_{i}(\mathbf{x}) \partial_{i} u_{\ell \ell}^{p}(\mathbf{x})+\mu u_{i j}^{p 2}+\frac{\lambda}{2} u_{\ell \ell 2}^{p 2}\right\} \tag{10.48}
\end{align*}
$$

Going to the defect gauge ${ }^{\mathrm{a}} \partial_{i} u_{i j}^{p}=0$, the first coupling to the plastic strain vanishes. After a quadratic completion, the Boltzmann factor for the defect-gauge field becomes
where

$$
\begin{equation*}
G_{i i^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{3} q}{(2 \pi)^{3}} e^{i q \cdot\left(\mathbf{x}-x^{\prime}\right)}\left(\frac{1}{\mathbf{q}^{4}}\right)\left[\frac{1}{\mu}\left(\mathbf{q}^{2} \delta_{i j}-q_{i} q_{i}\right)+\frac{1}{\lambda+2 \mu} q_{i} q_{j}\right] \tag{10.50}
\end{equation*}
$$

is the elastic Green function. This satisfies

$$
\begin{equation*}
\partial_{i} G_{i i}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\lambda+2 \mu} \partial_{i}, v\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{10.51}
\end{equation*}
$$

where $v\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ is the Coulomb Green function $\int\left(d^{3} q /(2 \pi)^{3}\right) e^{i q \cdot\left(x-x^{\prime}\right)}$ $\left(1 / \mathbf{q}^{2}\right)$, so that

$$
\begin{equation*}
\partial_{i} \partial_{i^{\prime}}^{\prime} G_{i i^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=-\partial_{i} \partial_{i^{\prime}} G_{i i^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\lambda+2 \mu} \tag{10.52}
\end{equation*}
$$

and (10.49) simplifies to

> "For integer-valued defect-gauge fields, this is an illegal gauge. Recall the discussion in the superfluid case (Section 8.4, Part II). For the derivation of the defect energy, however, this does not matter. The argument given there also holds here.

Using the Poisson ratio $\nu=\lambda /(2 \lambda+2 \mu)$ we can also write

$$
\begin{equation*}
\frac{\lambda}{\lambda+2 \mu}=\frac{v}{1-v} . \tag{10.54}
\end{equation*}
$$

It remains to express $u_{i j}^{p 2}$ and $u_{i \ell}^{p 2}$ in terms of the defect tensor

$$
\begin{equation*}
\eta_{i j}(\mathbf{x})=\varepsilon_{i k c} \varepsilon_{j m n} \partial_{n} \partial_{m} u_{l n}^{p}(\mathbf{x}) \tag{10.55}
\end{equation*}
$$

With the identity (2.53) we get

$$
\begin{gather*}
\eta_{i j}=-\nabla^{2} u_{i j}^{p}+\left(\nabla^{2} \delta_{i j}-\partial_{i} \partial_{j}\right) u_{\ell \ell}^{p}+\left(\partial_{i} \partial_{k} u_{k j}^{p}+(i j)\right)-\delta_{i j} \partial_{k} \partial_{\epsilon} u_{k c}^{p},  \tag{10.56}\\
\eta_{\ell \ell}=\nabla^{2} u_{\ell \ell}^{p}-\partial_{k} \partial_{\epsilon} u_{k c}^{p} . \tag{10.57}
\end{gather*}
$$

In the transverse gauge, $\partial_{k} u_{k \ell}^{p}=0$, we have directly

$$
\begin{equation*}
\eta_{c c}=\nabla^{2} u_{\ell c}^{p}, \tag{10.58}
\end{equation*}
$$

so that

$$
\begin{equation*}
\int d^{3} x u_{i t}^{p 2}=\int d^{3} x \eta_{c l}(\mathbf{x}) \frac{1}{\nabla^{4}} \eta_{c c}(\mathbf{x}) . \tag{10.59}
\end{equation*}
$$

Furthermore, since

$$
\eta_{i j}=-\nabla^{2} u_{i j}^{p}+\left(\nabla^{2} \delta_{i j}-\partial_{i} \partial_{j}\right) u_{c l}^{p},
$$

we see that

$$
\int d^{3} x \eta_{i j}^{2}(\mathbf{x})=\int d^{3} x\left(\nabla^{2} u_{i j}^{p} \nabla^{2} u_{i j}^{p}+2 \partial_{i} \partial_{j} u_{i j}^{p} \nabla^{2} u_{\epsilon \epsilon}^{p}\right)
$$

and find, in the transverse gauge,

$$
\begin{equation*}
\int d^{3} x u_{i j}^{p_{2}}(\mathbf{x})=\int d^{3} x \eta_{i j}(\mathbf{x}) \frac{1}{\nabla^{4}} \eta_{i j}(\mathbf{x}) . \tag{10.60}
\end{equation*}
$$

This brings the Boltzmann factor (10.53) to the correct form [recall (5.31), (9.109)]:

It should be pointed out that the present type of derivation is the most convenient one when working with crystals of arbitrary symmetry. The partition function (10.47) is then

$$
\begin{equation*}
Z=\int \mathscr{D} u_{i}(\mathbf{x}) e^{-(1 / T)) d^{3} x \cdot(1 / 2) c_{i j k}\left(u_{i j}-u_{i j}^{\ell}\right)\left(u_{k t}-u_{k} \mathcal{R}_{k}\right)} \tag{10.62}
\end{equation*}
$$

and (10.48) becomes

$$
\begin{equation*}
-\frac{1}{T} \int d^{3} x\left\{-\frac{1}{2} u_{i}(\mathbf{x})\left(-c_{i j k \epsilon} \partial_{j} \partial_{\epsilon}\right) u_{k}(\mathbf{x})-u_{i}(\mathbf{x}) \partial_{i} c_{i j k} u_{k c}^{p}(\mathbf{x})+\frac{1}{2} u_{i j}^{p}(\mathbf{x}) c_{i j k c} u_{k \ell}^{p}(\mathbf{x})\right\} \tag{10.63}
\end{equation*}
$$

A quadratic completion in $u_{i}(\mathbf{x})$ brings this to the form

$$
\begin{align*}
& -\frac{1}{T}\left\{\int d ^ { 3 } x \left[\frac{1}{2} u_{i j}^{p} c_{i j k \varepsilon} u_{k \varepsilon}^{p}\right.\right. \\
& \left.\quad-\int d^{3} x d^{3} x^{\prime} \frac{1}{2} u_{k 1}^{p}(\mathbf{x}) c_{k(i j} \partial_{j} \partial_{j^{\prime}}^{\prime} G_{i i^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) c_{i j^{\prime} k^{\prime} \epsilon^{\prime}} u_{k^{\prime}}^{p} \epsilon^{\prime}\left(\mathbf{x}^{\prime}\right)\right\} \tag{10.64}
\end{align*}
$$

where $G_{i i}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ is the elastic Green function which solves the differential equation

$$
\begin{equation*}
-c_{i j k} \partial_{i} \partial_{l} G_{k n}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\delta_{i n} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{10.65}
\end{equation*}
$$

If $D(\partial)$ is the determinant of the matrix $M_{i k}=-c_{i j k \ell} \partial_{j} \partial_{\epsilon}$ and $D_{k n}(\partial)$ are the cofactors, $G_{k n}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ is given by

$$
\begin{equation*}
G_{k n}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=D_{k n}(\partial) D^{-1}(\partial) \tag{10.66}
\end{equation*}
$$

From (10.64) and (10.66) and the general closed form expressions for $G_{k n}$ given by Every (1980) (cited in Chapter 1) it is, at least in principle, straightforward to find the long-range forces between defects in any crystal.

### 10.4. THE DEFECT MODEL AS AN APPROXIMATION TO A FIRST-PRINCIPLE N-BODY PARTITION FUNCTION

Up to now, the construction of the defect model of melting was based completely upon analogy with the $X Y$ model of superfluidity. It is instructive to see under what approximations this model can be derived from the fundamental partition function of $N$ atoms. Assuming only pair potentials for simplicity, this reads

$$
\begin{equation*}
Z_{\mathrm{pot}}=\int \frac{d x_{1} \ldots d x_{N}}{N!} e^{-(\beta 2) \Sigma_{i+1} \phi\left(x_{i}-x_{i}\right)} . \tag{10.67}
\end{equation*}
$$

In this formula, the positions of all $N$ particles are counted from one common origin. In the crystalline state at low temperature, the partition function becomes

$$
\begin{equation*}
Z_{\mathrm{pot}} \approx e^{-(\beta / 2) \Sigma_{v}, \phi^{\prime}(x-y)}, \tag{10.68}
\end{equation*}
$$

where $\mathbf{x}$ and y are the lattice positions.
Upon heating the crystal, the atoms begin fluctuating around these lattice positions. As long as the temperature is low enough it is economical to describe the ensemble of positions not be using the common origin but by specifying the displacements of each atom from its zero temperature rest position, i.e.,

$$
\mathbf{x}^{\prime}=\mathbf{x}+\mathbf{u}(\mathbf{x})
$$

Then the partition function can be written as

$$
\begin{equation*}
Z_{\mathrm{pot}}=\frac{1}{N!} \sum_{\mathrm{x}, i} \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} d u_{i}(\mathbf{x})\right] e^{-(\beta 2) \Sigma_{\mathrm{x}}, \Phi(\mathrm{x}-\mathrm{y}+\mathrm{u}(\mathrm{x})-\mathrm{u}(y))} \tag{10.69}
\end{equation*}
$$

If, in this formula, the displacement field is chosen so as to correspond to a permutation of all atoms, then the integrand is invariant. The $N$ ! possibilities of doing this are cancelled by the prefactor $1 / N$ !

For the purpose of introducing defects it is essential to realize that the choice of the ideal crystal positions $\mathbf{x}$ as reference positions was a matter of convenience. We could have, instead, used an arbitrary distorted crystal. Among all these possibilities, an important role is played by a reference crystal whose position vectors differ from those of an ideal

FIG. 10.1. (a) A possible alternative 10 an ideal crystal of reference positions for the displacement field. It differs from the ideal crystal by a shift of an entire section by a lattice vector. This is a trivial Volterra operation $\mathbf{x} \rightarrow \mathbf{x}+a N(\mathbf{x})$. (b) In constrast, this shows a reference frame with defects.

crystal by special regular deformations. They consist in a shift of an entire section by a lattice vector. Such a shift may be written as

$$
\begin{equation*}
\mathbf{x} \rightarrow \mathbf{x}+a \mathbf{N}(\mathbf{x}) \tag{10.70}
\end{equation*}
$$

An example is shown in Fig. 10.1, where a small cube has been displaced upwards by one lattice spacing. We recognize a trivial Volterra operation of the type (10.41). This operation has created a layer of missing atoms at the bottom and a double layer of atoms at the top. Obviously, we might just as well use these shifted positions to define the displacement field $u(\mathbf{x})$. For low temperature, the pair potential between the atoms will spread the double layers on top apart, due to the repulsive cores and remove the large distance across the empty layer on the bottom. The lowest energy state in the partition function will again be given by the equilibrium positions of a perfect crystal within the displacement field which is

$$
\begin{equation*}
u_{i}(\mathbf{x})=-a N_{i}(\mathbf{x}) \tag{10.71}
\end{equation*}
$$

There is no physical content in this change of the crystalline reference frame by a trivial Volterra operation.

The situation changes drastically if we permit, among the reference frames, crystals in which there are isolated layers of double or missing atoms without a near-lying counterpart. When turning on the pair
interaction, double layers will spread apart and gaps will be closed. But if the counterparts are absent or lie too far, it is impossible for the crystal to return to the perfect state. Thus the crystal will contain defects. If we are to include this possibility in the statistical mechanics of the system, we have to sum in the partition function (10.69), over all such crystalline reference frames which contain defects:

$$
\begin{equation*}
Z_{\mathrm{pot}}=\frac{1}{N!} \sum_{\substack{\{x\} \\ \text { wilh defects }}} \prod_{\mathrm{x}, i}\left[\int_{-\infty}^{\infty} d u_{i}(\mathbf{x})\right] e^{-(\beta / 2) \Sigma_{x}, \phi(x-y+u(\mathrm{x})-u(y))} . \tag{10.72}
\end{equation*}
$$

The characteristic feature of the "defect frames" is that the difference vectors $(x-y)_{i}$ can no longer be brought to an ideal crystal by simply adding two integer fields

$$
a\left[N_{i}(\mathbf{x})-N_{i}(\mathbf{y})\right] .
$$

In particular, for nearest neighbors, it is not sufficient to add

$$
\begin{equation*}
a\left[N_{i}(\mathbf{x}+\mathbf{j})-N_{i}(\mathbf{x})\right]=a \nabla_{i} N_{i}(\mathbf{x}), \tag{10.73}
\end{equation*}
$$

i.e., to add a lattice gradient of an integer field. Instead, the difference between points in the defect and in the ideal frame is given by

$$
\begin{equation*}
x_{i}-\left.y_{i}\right|_{\mathrm{der} .}=x_{i}-\left.y_{i}\right|_{\mathrm{ddcal}}+a \sum_{\mathrm{x}}^{\mathrm{y}} n_{j i}(\mathbf{x}) \tag{10.74}
\end{equation*}
$$

and the result depends on the path chosen for calculating the sum on the right-hand side. The numbers $n_{j i}(\mathbf{x})$ are, of course, the jump numbers introduced before into the model.

It is now straightforward to see to what approximation the model emerges from the full partition function (10.72). Consider first the ideal reference crystal. Assuming the displacement field to be small we can expand the energy as follows:

$$
\begin{align*}
& \frac{1}{2} \sum_{\mathbf{x} \neq \mathbf{y}} \Phi(\mathbf{x}-\mathbf{y})+\frac{1}{2} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \Phi(\mathbf{x}-\mathbf{y})\left(u_{i}(\mathbf{x})-u_{i}(\mathbf{y})\right) \\
& \quad+\frac{1}{4} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \partial_{j} \Phi(\mathbf{x}-\mathbf{y})\left(u_{i}(\mathbf{x})-u_{i}(\mathbf{y})\right)\left(u_{i}(\mathbf{x})-u_{i}(\mathbf{y})\right)+\ldots \tag{10.75}
\end{align*}
$$

For a very smooth displacement field, the second and third terms are written as

$$
\begin{align*}
& \frac{1}{2} \sum_{\mathbf{x} \neq \mathrm{y}} \partial_{i} \Phi(\mathbf{x}-\mathrm{y})(x-y)_{j} \nabla_{i} u_{i}(\mathbf{y}) \\
& \quad+\frac{1}{4} \sum_{\mathbf{x} \neq \mathbf{y}} \partial_{i} \partial_{j} \Phi(\mathbf{x}-\mathbf{y})(x-y)_{k}(x-y)_{c} \nabla_{k} u_{i}(\mathbf{y}) \nabla_{\epsilon} u_{j}(\mathbf{y}) \tag{10.76}
\end{align*}
$$

Since the reference crystal represents the equilibrium positions, the linear term must be absent,

$$
\begin{equation*}
\sum_{\mathbf{x} \neq 0} \partial_{i} \Phi(\mathbf{x}) x_{j}=0 \tag{10.77}
\end{equation*}
$$

Further, since a smooth uniform rotation $\nabla_{k} u_{i}=\frac{1}{2} \varepsilon_{k i} \omega_{f}$ cannot change the energy, the constants

$$
\begin{equation*}
c_{k i i j} \equiv \frac{1}{2} \sum_{\mathbf{x} \neq 0} \partial_{i} \partial_{j} \Phi(\mathbf{x}) x_{k} x_{t} \tag{10.78}
\end{equation*}
$$

must be symmetric in $k i$ and $\ell j$ and we can identify them with the usual elastic constants $c_{k i j j}$ introduced in Chapter 1.

For central forces.

$$
\begin{equation*}
\Phi(\mathbf{x})=\psi\left(\mathbf{x}^{2}\right) \tag{10.79}
\end{equation*}
$$

one has

$$
\begin{align*}
\partial_{i} \Phi(\mathbf{x}) & =2 x_{i} \psi^{\prime}\left(\mathbf{x}^{2}\right) \\
\partial_{i} \partial_{j} \Phi(\mathbf{x}) & =2 \delta_{i j} \psi^{\prime}\left(\mathbf{x}^{2}\right)+4 x_{i} x_{j} \psi^{\prime \prime}\left(\mathbf{x}^{2}\right) \tag{10.80}
\end{align*}
$$

and

$$
\begin{equation*}
c_{k i i_{j}}=\sum_{x \neq 0}\left[\delta_{i j} \psi^{\prime}\left(\mathbf{x}^{2}\right)+2 x_{i} x_{j} \psi^{\prime \prime}\left(\mathbf{x}^{2}\right)\right] x_{k} x_{k} . \tag{10.81}
\end{equation*}
$$

The equilibrium condition reads

$$
\begin{equation*}
\sum_{\mathrm{x} \neq 0} \partial_{i} \Phi(\mathrm{x}) x_{j}=2 \sum_{\mathrm{x} \neq 0} \psi^{\prime}\left(\mathrm{x}^{2}\right) x_{i} x_{j}=0, \tag{10.82}
\end{equation*}
$$

so that the first term in (10.81) vanishes and the symmetry is manifest,

$$
\begin{equation*}
c_{k i i_{j}}=2 \sum_{\mathrm{x}} \psi^{\prime \prime}\left(\mathrm{x}^{2}\right) x_{i} x_{j} x_{k} x_{f} . \tag{10.83}
\end{equation*}
$$

For a defect frame, the lattice gradients $\nabla_{k} u_{i}(x)$ in the equilibrium positions are no longer zero. Instead, they prefer to be as close as possible to the jump numbers $n_{k i}(\mathbf{x})$. Only then will the equilibrium positions locally resemble that of a proper crystal. Thus an expansion of the energy has to be performed in powers of ( $\nabla_{k} u_{i}-a n_{k i}$ ) rather than $\nabla_{k} u_{i}$. Far away from the defect line, the elastic energy will be practically the same as that for an ideal crystal. Obviously, the approximation of the Villain form of our model of defect melting, (10.1), consists in assuming that this approximation holds throughout the crystal.

## NOTES

The integer valued defect-gauge fields were first discussed in the references quoted at the end of the previous chapter.

## THERMODYNAMICS OF THE MELTING MODEL

In the following two chapters we are going to analyze the thermal properties of the lattice model of defect melting in a way similar to that employed in the Villain model of the superfluid phase transition. For this we shall first expand the partition function $Z$ of (9.40) into a high temperature series.

### 11.1. HIGH TEMPERATURE EXPANSION

We will proceed in two steps. First we sum over all defect tensors $\bar{\eta}_{i j}(\mathbf{x})$ which satisfy the defect conservation law

$$
\begin{equation*}
\bar{\nabla}_{i} \bar{\eta}_{i j}(\mathbf{x})=0 . \tag{11.1}
\end{equation*}
$$

We shall do so by letting $\bar{\eta}_{11}(\mathbf{x}), \bar{\eta}_{22}(\mathbf{x})$ run independently through all integers and $\bar{\eta}_{12}(\mathbf{x})$ through all half-integers while adjusting the remaining components in a unique way so as to satisfy (11.1). This is achieved by choosing

$$
\begin{align*}
& \bar{\eta}_{13}=\bar{\eta}_{31}=-\frac{1}{\bar{\nabla}_{3}}\left(\bar{\nabla}_{1} \bar{\eta}_{11}+\bar{\nabla}_{2} \bar{\eta}_{21}\right)  \tag{11.2}\\
& \bar{\eta}_{23}=\bar{\eta}_{32}=-\frac{1}{\bar{\nabla}_{3}}\left(\bar{\nabla}_{1} \bar{\eta}_{12}+\bar{\nabla}_{2} \bar{\eta}_{22}\right) \tag{11.3}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\eta}_{33}=-\frac{1}{\bar{\nabla}_{3}}\left(\bar{\nabla}_{1} \bar{\eta}_{13}+\bar{\nabla}_{2} \bar{\eta}_{23}\right)=\frac{1}{\bar{\nabla}_{3}^{2}}\left(\overline{\bar{\nabla}}_{1}^{2} \bar{\eta}_{11}+\bar{\nabla}_{2}^{2} \bar{\eta}_{22}+2 \bar{\nabla}_{1} \bar{\nabla}_{2} \bar{\eta}_{12}\right) . \tag{11.4}
\end{equation*}
$$

It is understood that the boundaries in each equation are treated in the same way as previously in the equation

$$
\begin{equation*}
\ell_{3}=-\frac{1}{\bar{\nabla}_{3}}\left(\bar{\nabla}_{1} \ell_{1}+\bar{\nabla}_{2} \ell_{2}\right) \tag{11.5}
\end{equation*}
$$

which was discussed in Part II [discussion following Eq. (6.40)].
Using the stress gauge $\bar{X}_{i 3}=0$, the defect coupling is

$$
e^{2 \pi i \Sigma_{x}\left(\bar{x}_{11} \bar{\eta}_{11}+\bar{x}_{21} \bar{\eta}_{22}+2 \bar{x}_{12} \bar{\eta}_{12}\right)} .
$$

Therefore, the sum over the independent numbers $\bar{\eta}_{11}, \bar{\eta}_{22}, \bar{\eta}_{12}$ forces the gauge fields $\bar{X}_{11}(\mathbf{x}), \bar{X}_{22}(\mathbf{x}), \bar{X}_{12}(\mathbf{x})$ to become integer and the partition function turns into the sum

$$
\begin{aligned}
& Z=\left[\frac{1}{(2 \xi)^{3}}\left(1-3 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(2 \pi \beta)^{3 N}}
\end{aligned}
$$

This sum over all integer stress-gauge fields $\bar{\chi}_{11}(\mathbf{x}), \bar{\chi}_{22}(\mathbf{x}), \bar{\chi}_{12}(\mathbf{x})$ produces precisely all integer-stress fields $\bar{\sigma}_{i j}$ which satisfy the divergence condition $\bar{\nabla}_{i} \bar{\sigma}_{i j}(\mathbf{x})=0$. Thus we can rewrite the sum also as

$$
\begin{equation*}
\sum_{\left\{\bar{x}_{11}, \bar{x}_{22}, \bar{x}_{12}\right\}}=\sum_{\left\{\bar{\sigma}_{i j}\right\}} \delta_{\overline{\bar{v}}_{i}, \bar{\sigma}_{i j}, 0} . \tag{11.6b}
\end{equation*}
$$

In two dimensions, the summation over the defect tensors $\bar{\eta}_{i j}(\mathbf{x})$ reduces to the single sum over $\bar{\eta}(\mathbf{x})$ in (9.57) leading to the partition function

$$
\begin{align*}
Z= & {\left[\frac{1}{(2 \xi)^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}} } \\
& \times \sum_{\{\bar{x}(\mathrm{x})\}} \exp ^{2}\left\{-\frac{1}{2 \beta} \sum_{\mathrm{x}}\left[\bar{\sigma}_{12}^{2}+\frac{1}{2 \xi}\left(\bar{\sigma}_{11}^{2}+\bar{\sigma}_{22}^{2}\right)-\frac{1}{2 \gamma}\left(\bar{\sigma}_{11}(\mathbf{x}-1)+\bar{\sigma}_{22}(\mathrm{x}-2)\right)^{2}\right]\right\}, \tag{11.7a}
\end{align*}
$$

rather than (11.6). The sum over the integer stress-gauge field $\bar{\chi}(\mathbf{x})$ can again be replaced by a sum over conserved integer stress fields

$$
\begin{equation*}
\sum_{\{\bar{x}\}}=\sum_{\left\{\bar{\sigma}_{i j}\right\}} \delta_{\bar{\sigma}_{i} \tilde{\sigma}_{q}, 0} . \tag{11.7b}
\end{equation*}
$$

The high-temperature expansion in now obtained by finding successively larger and larger $\bar{\sigma}_{i j}(\mathbf{x})$ configurations which satisfy $\bar{\nabla}_{i} \bar{\sigma}_{i j}(\mathbf{x})=0$.

The physical interpretation of this expansion is quite clear. In the hot crystal, $\beta$ is so small that no $\bar{\sigma}_{i j}$ configurations can contribute. The crystal is completely stress free. For lower temperatures, clusters of atoms form by fluctuations which are locally capable of supporting stress. For decreasing temperature, these regions become larger. At the melting temperature, stress is allowed to spread over the entire crystal.

We shall study this process now in detail and consider first the case of two dimensions. At very high temperatures, where all $\bar{\sigma}_{i j}(\mathbf{x})$ configurations are frozen out, $Z$ has the limit ${ }^{\text {a }}$

$$
\begin{equation*}
Z_{0}=\left[\frac{1}{(2 \xi)^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}}=\left[(2 \xi)\left(1+\frac{\lambda}{\xi \mu}\right)\right]^{-N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}} . \tag{11.8}
\end{equation*}
$$

In order to find the stress configurations which form at lower temperatures we may resort to two graphical methods. The first proceeds in close

[^12]analogy with the superfluid case. We take advantage of the conditions $\bar{\nabla}_{i} \bar{\sigma}_{i j}=0$ and represent the components
\[

$$
\begin{equation*}
b_{i}^{(1)} \equiv \bar{\sigma}_{i 1}, \quad b_{i}^{(2)} \equiv \bar{\sigma}_{i 2}, \tag{11.9}
\end{equation*}
$$

\]

as two sets of closed non-self-backtracking random loops. In order to guarantee the symmetry of the stress tensor they have to satisfy the condition

$$
\begin{equation*}
b_{2}^{(1)}=b_{1}^{(2)} . \tag{11.10}
\end{equation*}
$$

If we draw $b_{i}^{(1)}, b_{i}^{(2)}$ as oriented solid and dotted lines, respectively, this amounts to the rule that whenever there is a solid line $\uparrow$ or $\downarrow$ it has to be joined by a dotted line $\cdots \cdot>\cdots$ or $\cdots<\cdots$, , in the form

$$
\begin{equation*}
f_{\ldots, \ldots} \quad \text { or } \quad t_{\ldots \ldots . .} \tag{11.11}
\end{equation*}
$$

The lines $\rightarrow-, \leftarrow$ and $\dot{\vdots} \dot{\vdots}, \dot{\vdots}$, on the other hand, are unconstrained. The smallest possible configuration which complies with these rules is


If the lower left corner is taken to be the origin, the corresponding $\bar{\sigma}_{i j}$ values are given by

$$
\begin{array}{lll}
\bar{\sigma}_{11}(0)=1, & \bar{\sigma}_{11}(2)=-2, & \bar{\sigma}_{11}(2 \cdot 2)=1, \\
\bar{\sigma}_{22}(0)=1, & \bar{\sigma}_{22}(1)=-2, & \bar{\sigma}_{22}(2 \cdot 1)=1, \\
\bar{\sigma}_{12}(0)=-1, & \bar{\sigma}_{12}(1)=1, & \bar{\sigma}_{12}(2)=1,  \tag{11.13}\\
\sigma_{12}(1+2)=-1 .
\end{array}
$$

Inserting this into (11.7), the Boltzmann factor becomes

$$
\begin{equation*}
e^{-(1 / 2 \beta)[4+(1 / 2 f)(1+4+1+1+4+1)-(1 / 2 \gamma) 20]}=e^{-(1 / 1 /)(2+3 / \xi-5 / y)} . \tag{11.14}
\end{equation*}
$$

The number associated with the third term $\left(\bar{\sigma}_{11}(\mathbf{x}-1)+\bar{\sigma}_{22}(\mathbf{x}-2)\right)^{2} / 2 y$ is somewhat tedious to extract because of the shift in the arguments. But if we observe the identity

$$
\begin{equation*}
\sum_{\mathbf{x}}\left(\bar{\sigma}_{11}(\mathbf{x}-1)+\bar{\sigma}_{22}(\mathbf{x}-2)\right)^{2}=\sum_{\mathbf{x}}(\nabla \cdot \bar{\nabla} \bar{\chi})^{2}=\sum_{\mathbf{x}}\left(2 \bar{\sigma}_{12}^{2}+\bar{\sigma}_{11}^{2}+\bar{\sigma}_{22}^{2}\right) \tag{11.15}
\end{equation*}
$$

and compare the right-hand side with the first two terms in the exponent of (11.7) we see that there is a simple way of finding it: It has to be such that for $\xi=1, \gamma=1$ the exponent vanishes.

Graphically, the Boltzmann factor is found as follows: We simply count the numbers $n(\cdots \cdots)=n(\downarrow), n(\bullet), n(\vdots)$ of lines

$$
\begin{align*}
\cdots \cdots \cdots \equiv \mid & =\bar{\sigma}_{12}=\bar{\sigma}_{21} \\
& =\bar{\sigma}_{11} \\
\vdots & =\bar{\sigma}_{22} \tag{11.16}
\end{align*}
$$

in a diagram. If $i$ denotes their multiplicity, we form

$$
\begin{align*}
& A=\sum n(\cdots \cdots) \cdot i^{2}=\sum n(\downarrow) \cdot i^{2}, \\
& B=\sum n(\cdot-) \cdot i^{2}+\sum n(\vdots) \cdot i^{2}, \\
& C=2 A+B \tag{11.17}
\end{align*}
$$

and obtain the Boltzmann factor

$$
\begin{equation*}
e^{-(1 / A B)(A+(B / 2)-(C 12 y)) .} \tag{11.18}
\end{equation*}
$$

In the above graph (11.12), for example, we have

$$
\begin{equation*}
n(\cdot \cdots \cdot)=n(!)=4 \cdot 1, \quad n(\cdot-)=2 \cdot 1+1 \cdot 2, \quad n(\vdots)=2 \cdot 1+1 \cdot 2 \tag{11.19}
\end{equation*}
$$

where the second factor in each product is the multiplicity $i$. Hence

$$
A=4 \cdot 1, \quad B=2 \cdot 1+1 \cdot 4+2 \cdot 1+1 \cdot 4=12, \quad C=2 A+B=20,(11.20)
$$

and the Boltzmann factor is then

$$
\begin{equation*}
e^{-(1 / \beta)(2+3 / \xi-5 / y)} \tag{11.21}
\end{equation*}
$$

as in (11.14).
By superimposing two fundamental graphs side by side we obtain

and count

$$
\begin{equation*}
n(\cdot \cdots \cdot)=n(!)=4 \cdot 1, \quad n(\cdot-)=4 \cdot 1+2 \cdot 2, \quad n(\vdots)=4 \cdot 1 \tag{11.23}
\end{equation*}
$$

so that

$$
\begin{equation*}
A=4 \cdot 1, \quad B=4 \cdot 1+4 \cdot 1+2 \cdot 4=16, \quad C=2 A+B=24 \tag{11.24}
\end{equation*}
$$

and the Boltzmann factor becomes

$$
\begin{equation*}
e^{-(1 / \beta)(2+4 / \xi-\sigma / \gamma) .} \tag{11.25}
\end{equation*}
$$

Obviously, this graphical method quickly becomes very complicated. Fortunately it is possible to develop a more economical procedure based on the stress gauge field $\bar{\chi}(\mathbf{x})$. This has the advantage that for whatever choice of $\bar{X}(\mathbf{x})$, the stress tensor $\bar{\sigma}_{i j}=\varepsilon_{i k} \varepsilon_{j e} \bar{\nabla}_{k} \bar{\nabla}_{\ell} \bar{\chi}(\mathbf{x})$ is automatically traceless and symmetric. In fact, the complicated configuration (11.13) is the result of the simple choice

$$
\begin{equation*}
\bar{x}(\mathbf{x})=\delta_{\mathbf{x}, 0} . \tag{11.26}
\end{equation*}
$$

This follows directly from the explicit equations

$$
\begin{aligned}
& \bar{\sigma}_{11}(\mathbf{x})=\bar{\nabla}_{2}^{2} \bar{\chi}(\mathbf{x})=\bar{\chi}(\mathbf{x})-2 \bar{x}(\mathbf{x}-2)+\bar{x}(\mathbf{x}-2 \cdot \mathbf{2}) \\
& \bar{\sigma}_{22}(\mathbf{x})=\bar{\nabla}_{1}^{2} \bar{\chi}(\mathbf{x})=\bar{\chi}(\mathbf{x})-2 \bar{\chi}(\mathbf{x}-\mathbf{1})+\bar{\chi}(\mathbf{x}-2 \cdot \mathbf{1}), \\
& \bar{\sigma}_{12}(\mathbf{x})=-\bar{\nabla}_{1} \bar{\nabla}_{2} \bar{\chi}(\mathbf{x})=-\bar{\chi}(\mathbf{x})+\bar{\chi}(\mathbf{x}-1)+\bar{\chi}(\mathbf{x}-\mathbf{2})-\bar{x}(\mathbf{x}-\mathbf{1}-\mathbf{2}) .
\end{aligned}
$$

The field configuration (11.26) can be represented graphically by a single point at the origin


The calculation of the stress energy is also straightforward. All we have to do is to use the explicit gradient form given in (9.55),

We rewrite it as

The lattice Laplacian of $\bar{\chi}(\mathbf{x})$ is found directly from the following rule: Go around each lattice site and count the occupancies of all nearest neighbors. Then subtract four times the occupancy of the point itself, and square this number. For the operators $\left(\bar{\nabla}_{1} \nabla_{1}\right)^{2}$ and $\left(\bar{\nabla}_{2} \nabla_{2}\right)^{2}$ we follow the same procedure in the 1 or 2 directions only, subtracting only twice the occupancy of the point itself. For the diagram (11.27), we find the Laplacians


$$
\left(\bar{\nabla}_{1} \nabla_{1}\right)^{2} 1-\square_{4}^{\circ} 1=6
$$



This gives a Boltzmann factor

in agreement with (11.14). The superposition (11.22) corresponds to the $\bar{x}$ graph


Its sum over Laplacians is easily found,

$\left(\nabla_{1} \bar{\nabla}_{1}\right)^{2} 1 \prod_{1}^{0}-1=1=4$,

$$
\begin{equation*}
\left(\nabla_{2} \bar{\nabla}_{2}\right)^{2}\left\{\left._{4}^{1}\right|_{1} ^{4}=12\right. \tag{11.32}
\end{equation*}
$$

so that the Boltzmann factor is


The $\bar{\chi}$ graphs have the further advantage that it is easy to see how many of them go on the lattice. The graph (11.30) can obviously occur $2 N$ times ( $N$ times for each sign of the "charge" of $\bar{X}$ ). The other graph (11.31) has, in addition, two directions so that it can occur $4 N$ times.

Let us now organize the graphs according to the order they have in an isotropic $\gamma=x$ system. Then - goes like $e^{-5 / \beta}$ and will be said to be of order 5 while $\phi-$ goes like $e^{-6 / \beta}$ and is of order 6 . A graph of the same order is seen to be

for which the lattice Laplacians have the values

$\left(\bar{\nabla}, \nabla_{1}\right)^{2}$


$$
\begin{equation*}
\left(\bar{\nabla}_{2} \nabla_{2}\right)^{2} \quad{ }_{1}^{1} \underbrace{1}_{1} 1_{0}^{1} 1_{0}^{1} \quad=8 \tag{11.35}
\end{equation*}
$$

and the Boltzmann factor is


Since the number of graphs is again $2 N$, the partition function up to order 6 is

$$
\begin{align*}
& Z=\left[\frac{1}{(2 \xi)^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}}\left\{1+2 N e^{-(1 / \beta) ; \xi 1-(1 / \gamma) 1)+3(1 / k)-11)}\right. \\
& \left.+6 N e^{-[\mid / \beta)\{(6|1-(1 / y)|+\alpha(1 / \xi)-1)}+\ldots\right\} \text {. } \tag{11.37}
\end{align*}
$$

FIG. 11.1a-b. Graphical expansion of the $D=2$ melting model (Villain type) according to integer stress gauge-field configurations. The lowest graphs of order 5 and 6 are given in the text [Eqs. (11.30), (11.33), (11.36)]. The first column counts the number of configurations on the lattice, the third and second to the last column the numbers \# in the Boltzmann factors $e^{-(1 / \beta) \#(1-\{1 / y))}, e^{-(1 / \beta) \#((1 / \xi)-1)}$, respectively. The number in the third column is also the order of the graph.


FIG. 11.1 (continued)


TABLE 11.1. Summary of Fig. 11.la-c. exponents in the partition function $Z=1+$ $N \Sigma e^{-(1 / \beta)|n(1-(1 / \gamma)+m(1 / \xi)-1)|}$ and in the partition function $Z=1+N \Sigma I_{1}^{\prime \prime}(\beta) I_{1}(2 \beta \xi)^{\prime \prime \prime}$ $I_{3}(2 \beta \xi)^{\prime \prime \prime}$ : which will be needed later in Section 13.4 [Eq. (13.85)].

| \# | Graph | $n$ | m | $n_{1}$ | $m_{1}$ | $m_{2}$ | $t$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 N | - | 5 | 3 | $+$ | 4 | 2 | 12 |
| $\dagger N$ | - | 6 | 4 | 4 | 8 | 2 | 16 |
| $2 N$ | $\because:$ | 6 | 4 | 4 | 16 | 0 | 20 |
| $4 N$ | $\because: \%$ | 7 | 5 | 4 | 20 | 0 | 24 |
| $4 N$ | $\bullet \bullet \bullet$ | 7.5 | 5.5 | 4 | 10 | 3 | 20 |
| $8 N$ | : | 8 | 5 | 6 | 12 | 2 | 22 |
| $4 N$ | :: : : | 8 | 6 | 4 | 24 | 0 | 28 |
| $2 N$ | $\because: \%$ | 8 | 6 | 4 | $2+$ | 0 | 28 |
| 16 N | $\because \because$ | 8.5 | 5.5 | 6 | 18 | 1 | 26 |
| $8 N$ | $\because: \%$ | 9 | 6 | 6 | 24 | 0 | 30 |
| $4 N$ | - . ${ }^{\circ}$ | 9 | 7 | 4 | 12 | 4 | 24 |
| $+N$ | : $: 8:$ | 9 | 7 | 4 | 28 | 0 | 32 |
| $4 N$ |  | 9 | 7 | 4 | 28 | 0 | 32 |
| 16 N | :... | 9.5 | 6.5 | 6 | 14 | 3 | 26 |
| $16 N$ | $\because: \%$. | 9.5 | 6.5 | 6 | 22 | 1 | 30 |
| 16 N | $\because: 8$ | 9.5 | 6.5 | 6 | 22 | 1 | 30 |
| $4 N$ | $\because:$ | 10 | 6 | 8 | 24 | 0 | 32 |
| $8 N$ | $\because \bullet$ | 10 | 6 | 8 | 16 | 2 | 28 |
| 16 N | $\because \because$. | 10 | 7 | 6 | 20 | 2 | 30 |
| $16 N$ |  | 10 | 7 | 6 | 28 | 0 | 34 |
| 16 N | : $\because: \%$ | 10 | 7 | 6 | 28 | 0 | 34 |
| $4 N$ | $\because: 8: 8:$ | 10 | 8 | 4 | 32 | 0 | 36 |
| +N | : $\because: 8:$ | 10 | 8 | 4 | 32 | 0 | 36 |
| $2 N$ |  | 10 | 8 | 4 | 32 | 0 | 36 |

The contribution of all diagrams up to order 10 are listed in Fig. 11.1a-c and summarized in Table 11.1.

If $e(n, m)$ stands for $\exp [-(1 / \beta)\{n(1-(1 / \gamma))+m((1 / \xi)-1)\}]$ the free energy can be written as

$$
\begin{align*}
-\beta f= & \frac{1}{2} \log \left[\frac{1}{(2 \xi)^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]-\frac{3}{2} \log (2 \pi \beta)+2 e(5,3)+6 e(6,4) \\
& +4 e(7,5)+4 e(7.5,5.5)+8 e(8,5)+6 e(8,6) \\
& +16 e(8.5,5.5)+8 e(9,6)+12 e(9,7)+48 e(9.5,6.5) \\
& +12 e(10,6)+48 e(10,7)+10 e(10,8)+\ldots \tag{11.38}
\end{align*}
$$

To this order, there is also one disconnected graph in $Z$

$$
\frac{1}{2} 4 N\left(\begin{array}{lllll}
0 & 0 & 0 & 0 \\
0 & - & 0 & 0 & 0 \\
& & 0 & 0 & 0
\end{array}\right)
$$

adding to $-\beta f$ a term

$$
\begin{equation*}
-\beta f^{\text {dise }}=-18 e(10,6) \tag{11.39}
\end{equation*}
$$

The free energy as a function of $\beta$ is plotted for $\xi=0.2,0.4, \ldots, 1.2$ in Fig. 12.2.

Let us now turn to the case of three dimensions. The very high temperature limit of $Z$ is given by [see (11.6)]
$Z_{0}=\left[\frac{1}{(2 \xi)^{3}}\left(1-3 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(2 \pi \beta)^{3 N}}=\left[(2 \xi)^{3}\left(1+\frac{3 \lambda}{2 \xi \mu}\right)\right]^{-N / 2} \frac{1}{(2 \pi \beta)^{3 N}}$
with a free energy density

$$
\begin{equation*}
-\beta f_{0}=-3 \log (2 \pi \beta)-\frac{1}{2} \log \left((2 \xi)^{3}\left(1+\frac{3}{2 \xi} \frac{\lambda}{\mu}\right)\right) \tag{11.41}
\end{equation*}
$$

In order to construct the lowest stress diagrams in three dimensions, it is convenient to go into the stress gauge $\bar{\chi}_{3 i}(\mathbf{x})=0$. Then the stresses $\bar{\sigma}_{i j}=\varepsilon_{i k i} \varepsilon_{j m, n} \bar{\nabla}_{k} \bar{\nabla}_{m, \prime} \bar{x}_{i n}(\mathbf{x}-\boldsymbol{\ell}-\mathbf{n})$ are given by
$\bar{\sigma}_{11}(\mathbf{x})=\bar{\nabla} \frac{2}{3} \chi_{22}(\mathbf{x}), \quad \bar{\sigma}_{22}(\mathbf{x})=\nabla_{3}^{2} \chi_{11}(\mathbf{x}), \quad \bar{\sigma}_{12}(\mathbf{x})=-\bar{\nabla}_{3}^{2} \chi_{12}(\mathbf{x})$, $\bar{\sigma}_{33}(\mathbf{x})=\nabla_{1}^{2} x_{22}(\mathbf{x})+\bar{\nabla}_{2}^{2} \chi_{11}(\mathbf{x})-2 \bar{\nabla}_{1} \bar{\nabla}_{2} \chi_{12}(\mathbf{x})$. $\bar{\sigma}_{23}(\mathbf{x})=\bar{\nabla}_{3} \nabla_{1} \chi_{12}(\mathbf{x})-\bar{\nabla}_{3} \bar{\nabla}_{2} x_{11}(\mathbf{x}), \quad \bar{\sigma}_{13}(\mathbf{x})=-\bar{\nabla}_{3} \bar{\nabla}_{1} X_{22}(\mathbf{x})+\bar{\nabla}_{3} \bar{\nabla}_{2} x_{12}(\mathbf{x})$,
where we have set $\chi_{1 / \prime}(\mathbf{x}) \equiv \bar{\chi}_{\ell \prime \prime}(\mathrm{x}-\ell-\mathrm{n})$, for brevity. The lowest contribution is obtained by choosing one element $\chi_{\text {en }}$ to be non-zero. Taking, for example, $\chi_{22}(\mathbf{x})=\delta_{\mathbf{x}, \boldsymbol{0}}$ we find from

$$
\begin{align*}
& \bar{\sigma}_{11}(\mathbf{x})=\chi_{22}(\mathbf{x})-2 \chi_{22}(\mathbf{x}-3)+\chi_{22}(\mathbf{x}-2 \cdot 3), \\
& \bar{\sigma}_{33}(\mathbf{x})=\chi_{22}(\mathbf{x})-2 \chi_{22}(\mathbf{x}-1)+\chi_{22}(\mathbf{x}-2 \cdot 1), \\
& \bar{\sigma}_{13}(\mathbf{x})=-\chi_{22}(\mathbf{x})+\chi_{22}(\mathbf{x}-\mathbf{1})+\chi_{22}(\mathbf{x}-\mathbf{3})-\chi_{22}(\mathbf{x}-\mathbf{1}-\mathbf{3}), \tag{11.43}
\end{align*}
$$

the following non-vanishing elements

$$
\begin{array}{lll}
\bar{\sigma}_{11}(0)=1, & \bar{\sigma}_{11}(3)=-2, & \bar{\sigma}_{11}(2 \cdot 3)=1 \\
\bar{\sigma}_{33}(0)=1, & \bar{\sigma}_{33}(1)=-2, & \bar{\sigma}_{33}(2 \cdot 1)=1 \\
\bar{\sigma}_{13}(0)=-1, & \bar{\sigma}_{13}(1)=1, & \bar{\sigma}_{13}(3)=1, \tag{11.44}
\end{array} \bar{\sigma}_{13}(1+3)=-1 .
$$

This can be pictured by the same diagram (11.13) in the 13 plane as in the two-dimensional case.

Since this diagram can appear in each of the three lattice planes with two orientations, the partition function has the lowest defect contribution

$$
\begin{align*}
Z_{1} & =Z_{0} \cdot N \cdot 6 e^{-(1 / \beta)(2)+(3 / f)-(5 / / y))} \\
& =Z_{0} \cdot N \cdot 6 e^{-(1 / / \beta)(2+(3 / f)-(5 / f) v /(1+b))} \tag{11.45}
\end{align*}
$$

An independent low-order diagram is obtained by taking

$$
\begin{equation*}
x_{12}(\mathbf{x})=\delta_{\mathbf{x}, \mathbf{0}} . \tag{11.46}
\end{equation*}
$$

Then the equations

$$
\begin{align*}
& \bar{\sigma}_{33}(\mathbf{x})=-2 x_{12}(\mathbf{x})+2 x_{12}(\mathbf{x}-1)+2 \chi_{12}(\mathbf{x}-2)-2 \chi_{12}(\mathbf{x}-1-2), \\
& \bar{\sigma}_{12}(\mathbf{x})=-\chi_{12}(\mathbf{x})+2 \chi_{12}(\mathbf{x}-3)-\chi_{12}(\mathbf{x}-2 \cdot 3) \text {, } \\
& \bar{\sigma}_{23}(\mathbf{x})=X_{12}(\mathbf{x})-\chi_{12}(\mathbf{x}-1)-\chi_{12}(\mathbf{x}-3)+\chi_{12}(\mathbf{x}-1-3) \text {, } \\
& \bar{\sigma}_{13}(\mathbf{x})=\chi_{12}(\mathbf{x})-\chi_{12}(\mathbf{x}-2)-\chi_{12}(\mathbf{x}-3)+\chi_{12}(\mathbf{x}-2-3) \text {, } \tag{11.47}
\end{align*}
$$

give the following non-zero elements

$$
\begin{array}{lll}
\bar{\sigma}_{33}(0)=-2, & \bar{\sigma}_{33}(\mathrm{I})=2, & \bar{\sigma}_{33}(2)=2, \\
\bar{\sigma}_{123}(0)=-1, & \bar{\sigma}_{12}(3)=2, & \bar{\sigma}_{12}(2 \cdot 3)=-1 \\
\bar{\sigma}_{23}(0)=1, & \bar{\sigma}_{23}(1)=-1, & \bar{\sigma}_{23}(3)=-1, \\
\bar{\sigma}_{13}(0)=1, & \bar{\sigma}_{12}(1+3)=1,  \tag{11.48}\\
\bar{\sigma}_{13}(2)=-1, & \bar{\sigma}_{13}(3)=-1, & \bar{\sigma}_{13}(2+3)=1 .
\end{array}
$$

The energy $(1 / 2 \beta)\left[\Sigma_{\mathbf{x}, i<j} \bar{\sigma}_{i j}^{2}+(1 / 2 \xi) \Sigma_{\mathbf{x}, i} \bar{\sigma}_{i j}^{2}-(1 / 2 \gamma) \Sigma_{\mathbf{x}}\left(\Sigma_{t} \bar{\sigma}_{t i}(\mathbf{x}-\ell)\right)^{2}\right]$ associated with these numbers is

$$
\begin{equation*}
\frac{1}{2 \beta}\left(14+\frac{1}{2 \xi} 16-\frac{1}{2 \gamma} 16\right) \tag{11.49}
\end{equation*}
$$

This is much larger than (11.45) so that the contribution of this configuration is negligible compared with the previous one.

It is also possible to find in three dimensions a high temperature expansion based on the integer-valued stress gauge fields $\bar{\chi}_{11}(\mathbf{x}) . \bar{\chi}_{22}(\mathbf{x})$, $\bar{x}_{12}(\mathbf{x})$. The counting becomes, however. much more difficult than in two dimensions since the existence of a gauge symmetry implies that large pile-ups of graphs are equivalent to a very simple graph in another gauge and can therefore have a very low energy. Fortunately, the higher graphs become rapidly unimportant which shows that fluctuations in the three dimensional defect system are very small. As a consequence we shall be able to reproduce the Monte Carlo data very well using only the lowest stress graph and may dispense with the difficult task of developing the high temperature series any further.

### 11.2. LOW TEMPERATURE EXPANSION

Let us now consider the opposite extreme of low temperatures. For $T \rightarrow 0$, The partition function has the classical limit [see (9.87)]

$$
\begin{align*}
Z_{\mathrm{pol} . \mathrm{cl}}= & \left(\sqrt{\frac{2 \pi k_{R} T}{\mu a^{3}}}\right)^{D N} \prod_{\mathbf{k}, i} \frac{1}{\sqrt{\mathbf{K} \cdot \overline{\mathbf{K}}+2(\xi-1) K_{i} \bar{K}_{i}}} \\
& \times \prod_{\mathrm{k}} \frac{1}{\sqrt{1+\left(1+\frac{\lambda}{\mu}\right) \sum_{i} \frac{K_{i} \bar{K}_{\ell}}{\mathbf{K} \cdot \overline{\mathbf{K}}+2(\xi-1) K_{i} \bar{K}_{i}}}} \tag{11.50}
\end{align*}
$$

In the isotropic case, this can be calculated right away yielding

$$
\begin{align*}
Z_{\mathrm{pot}, \mathrm{cl}} & =\left(\sqrt{\frac{2 \pi k_{B} T}{\mu a^{2}}}\right)^{D N} \frac{1}{(2+\lambda / \mu)^{N / 2}} e^{-(D / 2) \int\left(d^{\left.D_{k} /(2 \pi)^{0}\right) \log \mathrm{K} \cdot \mathrm{R}}\right.} \\
& =\frac{1}{(\sqrt{2 \pi \beta})^{D N}} \frac{1}{(2+\lambda / \mu)^{N / 2}} e^{-(D / 2) \ell} \tag{11.51}
\end{align*}
$$

with

$$
\begin{equation*}
\ell=\int \frac{d^{D} k}{(2 \pi)^{D}} \log \mathbf{K} \cdot \overline{\mathbf{K}} \tag{11.52}
\end{equation*}
$$

being known from (6.206a), Part I $(\ell=1.16625$ for $D=2, \ell=1.67339$ for $D=3$ ). This amounts to a free energy

$$
-\beta f_{0}=-\frac{D}{2} \log (2 \pi \beta)-\frac{1}{2} \log \left(2+\frac{\lambda}{\mu}\right)-\left\{\begin{array} { l } 
{ 1 . 1 6 6 2 5 }  \tag{11.53}\\
{ \frac { 3 } { 2 } 1 . 6 7 3 3 9 }
\end{array} \text { for } \left\{\begin{array}{l}
D=2 \\
D=3
\end{array}\right.\right.
$$

To this we have to add the contribution of the defect sum
in two dimensions and
in three dimensions, where $t_{+}(x)$ is the lattice Green function (9.61):

$$
\begin{equation*}
v_{4}(\mathbf{x})=\int \frac{d^{D} k}{(2 \pi)^{D}} e^{i \mathbf{k} \cdot x} \frac{1}{(\mathbf{K} \cdot \overline{\mathbf{K}})^{2}} \tag{11.56}
\end{equation*}
$$

Its values in two and three dimensions are given in Appendix 11A.
Let us calculate the first few terms in these sums.
In two dimensions, the lowest contribution which satisfies the defect and defect-moment neutrality [recall (9.75), (9.76)] is

$$
\begin{equation*}
\bar{\eta}(\mathbf{x})=\delta_{\mathbf{x}, 0}-\delta_{\mathbf{x}, 1}-\delta_{\mathbf{x}, 2}+\delta_{\mathbf{x}, 1+2} . \tag{11.57}
\end{equation*}
$$

This is a quadrupole of neighboring disclinations which can be pictured as

$$
\begin{equation*}
\mp \pm \tag{11.58}
\end{equation*}
$$

It has a stress energy

$$
\begin{align*}
& V(\mp \pm) \equiv \frac{1}{2} \sum_{x, x^{\prime}} \bar{\eta}(\mathbf{x}) v_{4}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \bar{\eta}\left(\mathbf{x}^{\prime}\right) \\
&=\frac{1}{2}\left[4 r_{4}(0)-2 v_{4}(1,0)-2 v_{4}(0,1)+2 v_{4}(1,1)\right. \\
&+2 v_{4}(1,1)-2 v_{4}(0,1) \\
&\left.-2 v_{4}(1,0)\right] \tag{11.59}
\end{align*}
$$

The expression is made explicitly finite by performing the two subtractions explained in Appendix 11A giving

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x})=v_{4}(\mathbf{x})-v_{4}(\mathbf{0})+\frac{1}{4} \mathbf{x}^{2} v_{2}(\mathbf{0}) \tag{11.60}
\end{equation*}
$$

where $v_{2}(\mathbf{x})$ is the lattice Coulomb potential $\int\left(d^{2} k /(2 \pi)^{2}\right) e^{i \mathbf{k} \cdot \mathbf{x}}(\mathrm{I} / \overline{\mathbf{K}} \cdot \mathbf{K})$. Then $V$ has the same form as in (11.59), except that all the potentials $v_{4}(\mathbf{x})$ are replaced by the finite subtracted $v_{4}^{\prime \prime}(\mathbf{x})$. Notice that replacement is valid due to the properties of this $\Sigma_{\mathbf{x}} \bar{\eta}(\mathbf{x})$ and $\Sigma_{\mathbf{x}} \mathbf{x} \bar{\eta}(\mathbf{x})$. The subtracted potentials have $v_{4}^{\prime \prime}(0)=0, v_{4}^{\prime \prime}(1,0)=0$, by construction, so that we arrive at

$$
\begin{equation*}
V(\mp \pm)=2 v_{4}^{\prime \prime}(1,1) . \tag{11.61}
\end{equation*}
$$

Using the numbers quoted in Table 11A. 1 we find

$$
\begin{equation*}
V(\mp \pm)=2 \frac{1}{8 \pi}=0.079577 . \tag{11.62}
\end{equation*}
$$

The next higher contribution is due to the configuration

$$
\begin{equation*}
\eta(\mathbf{x})=\delta_{\mathbf{x}, 0}-\delta_{\mathbf{x}, 2}-\delta_{\mathbf{x}, 2,1}+\delta_{\mathbf{x}, 2-1+2}, \tag{11.63}
\end{equation*}
$$

corresponding to the diagram

$$
\begin{equation*}
\mp \pm \tag{11.64}
\end{equation*}
$$

It has a stress energy

$$
\begin{align*}
& V(\mp: \pm)=\frac{1}{2}\left(4 v_{+}(0)-2 v_{\perp}(0,1)-2 v_{+}(2,0)+2 v_{+}(2,1)\right. \\
& +2 v_{4}(2,1)-2 v_{\downarrow}(2,0) \\
& \left.-2 v_{4}(0,1)\right) \\
& =2 v_{+1}^{\prime \prime}(2,1)-2 v_{+}^{\prime \prime}(2,0) \\
& =2 \frac{3}{4 \pi}-2\left(\frac{1}{4}-\frac{1}{4 \pi}\right)=\frac{2}{\pi}-\frac{1}{2}=0.136619 \text {. } \tag{11.65}
\end{align*}
$$

The second next contribution comes from

$$
\begin{equation*}
\eta(\mathbf{x})=\delta_{\mathbf{x}, 0}-\delta_{\mathbf{x},-1}+\delta_{\mathbf{x}, 2}-\delta_{\mathbf{x}, t+2} \tag{11.66}
\end{equation*}
$$

represented by

$$
\begin{equation*}
++ \tag{11.67}
\end{equation*}
$$

Its energy is

$$
\begin{align*}
& V\left(\begin{array}{r}
+- \\
-+)=
\end{array}\right. \\
& \frac{1}{2}\left(4 v_{4}(0)-2 v_{4}(1,0)\right.+2 v_{4}(0,1)-2 v_{4}(1,1) \\
&-2 v_{4}(1,1)+2 v_{4}(2,1) \\
&\left.-2 v_{4}(1,0)\right)  \tag{11.68}\\
&=v_{+}^{\prime \prime}(2,1)-2 v_{4}^{\prime \prime}(1,1)=\frac{3}{4 \pi}-\frac{2}{8 \pi}=\frac{1}{2 \pi}=0.15915 .
\end{align*}
$$

Notice that the similar configuration $-\mp+$ is ruled out by moment neutrality $\Sigma_{\mathbf{x}} \mathbf{x} \bar{\eta}(\mathbf{x})$.

Counting the associated number of configurations gives a fourth contribution

$$
\begin{equation*}
-\oplus- \tag{11.69}
\end{equation*}
$$

with a double charge in the middle. Its energy

$$
\begin{aligned}
V(-\oplus-) & =\frac{1}{2}\left(6 r_{4}(0)-4 r_{4}(1,0)+2 r_{4}(2.0)\right. \\
& \left.-4 r_{4}(1.0)\right) \\
= & r_{4}^{\prime \prime}(2,0)
\end{aligned}
$$

can be expressed in terms of the other three.

$$
\begin{equation*}
V(-\oplus-)=V(\mp \pm)-\frac{1}{2} V(\mp \cdot \pm)+V\binom{-+-}{-+}=-\frac{1}{4 \pi}+\frac{1}{4}=0.170+ \tag{11.70}
\end{equation*}
$$

The defect partition function is

$$
\begin{aligned}
& \mp \pm \quad \mp: \pm
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{+}{+} \quad-\oplus- \tag{11.71}
\end{align*}
$$

which leads to a free energy due to defects.

$$
\begin{equation*}
-\beta f_{\mathrm{dcf}}=2 e^{-\beta(1+v) \cdot 6.283}+4 e^{-\beta(1+\nu) \cdot 10.787}+8 e^{-\beta(1+v) \cdot 12.566}+4 e^{-\beta(1+\nu) \cdot 13.454} \tag{11.72}
\end{equation*}
$$

This has to be added to (11.53) to arrive at the total free energy. In the anisotropic case, the expression (11.51) has to be replaced by

$$
\begin{equation*}
Z_{\mathrm{por}, \mathrm{cl}}=\frac{1}{(\sqrt{2 \pi \beta})^{D N}} \frac{1}{(\sqrt{2})^{N}} e^{-(D(2)!} \tag{11.73}
\end{equation*}
$$

where $\ell$ is the anisotropic generalization of the integral $\int\left(d^{D} k /\right.$ $\left.(2 \pi)^{D}\right) \log \bar{K} \cdot \mathbf{K}$ which was introduced in (9.89). Its values are listed in Table 9.1 as a function of $\xi$ and $\lambda$, and plotted in Fig. 9.1. The defect sum takes the form

$$
\begin{equation*}
Z_{\mathrm{dcf}}=\sum_{i} e^{-8 \pi^{2} \beta \xi(1+\eta) V(i)}, \tag{11.74}
\end{equation*}
$$

where $V(i)$ are the anisotropic versions of the potentials of the lowest defect configurations (11.58), (11.64), (11.67), (11.69). Their values depend only on the combination of the elastic constants $\varepsilon=2(\xi-1)(1+\nu)=4(\xi-1)((\xi+(\lambda / \mu)) /(2 \xi+\lambda / \mu)$. They are listed in Table 11.2, for $\varepsilon=-1.6,-1.2, \ldots, 1.3,1.6$. From these we obtain the energy of the smallest defect configurations as shown in Table 11.3.

Let us now turn to three dimensions. In order to find the leading contribution to the defect sum (11.55), we shall construct elementary configurations of the conserved defect tensor $\bar{\eta}_{i j}(\mathbf{x})$. This can be done in analogy with the elementary stress configurations in the high temperature expansion. We express $\bar{\eta}_{i j}(\mathbf{x})$ in terms of the defect gauge field $n_{i j}(\mathbf{x})$, $\bar{\eta}_{i j}(\mathbf{x})=\varepsilon_{i k 1} \varepsilon_{j m, \ldots}, \nabla_{k} \nabla_{m} n_{1 / \prime}(\mathbf{x}+\mathbf{i}+\mathbf{j})$, and choose a gauge (say) $n_{22}=0$, $n_{33}=0, n_{13}=0$ so that we have explicitly

$$
\begin{align*}
& \bar{\eta}_{11}(x)=-2 \nabla_{2} \nabla_{3} n_{23}(x+2 \cdot 1) . \\
& \bar{\eta}_{22}(\mathrm{x})=\nabla \frac{3}{3} \mu_{11}(x+2 \cdot 2) . \\
& \bar{\eta}_{33}(\mathrm{x})=\nabla \frac{1}{2} n_{11}(x+2 \cdot 3)-2 \nabla_{1} \nabla_{2} n_{12}(\mathrm{x}+2 \cdot 3) \text {, } \\
& \bar{\eta}_{12}(\mathbf{x})=-\nabla \frac{2}{3} n_{1_{2}}(\mathbf{x}+1+2)+\nabla_{1} \nabla_{3} n_{23}(\mathbf{x}+\mathbf{I}+2) \text {, } \\
& \bar{\eta}_{23}(\mathrm{x})=\nabla_{1} \nabla_{3} n_{12}(\mathrm{x}+2+3)-\nabla_{2} \nabla_{3} n_{11}(\mathrm{x}+2+3)-\nabla_{1}^{2} n_{23}(\mathrm{x}+2+3) \text {, } \\
& \bar{\eta}_{13}(x)=\nabla_{1} \nabla_{2} n_{23}(x+1+3)+\nabla_{2} \nabla_{3} n_{12}(x+1+3) \text {. } \tag{11.75}
\end{align*}
$$

TABLE 11.2. Numerical values of the anisotropic twice subtracted potential between twodimensional disclinations on a square lattice

$$
v_{\mathbf{N}}^{\prime \prime}(\mathbf{x})=\int \frac{d^{2} k}{(x)^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1+\frac{\mathbf{x}^{2}}{4} \overline{\mathbf{K}} \cdot \mathbf{K}\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}+\varepsilon \bar{K}_{1} K_{2} \bar{K}_{2} K_{2}}
$$

for various values of $\varepsilon=2(\xi-1)(1+\nu)=-1.6, \ldots, 1.6$ (corresponding to the parameter of anisotropy $\xi=0.2,0.4,0.6,0.8,1.0,1.2,1.4$ at $\lambda=0$ ).

| $x_{1}$ | $x_{2}$ | -1.6 | -1.2 | -0.8 | -0.4 | 0.0 | 0.4 | 0.8 | 1.2 | 1.6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0 | 1 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0 | 2 | 0.2258 | 0.2073 | 0.1926 | 0.1805 | 0.1704 | 0.1618 | 0.1544 | 0.1478 | 0.1421 |
| 0 | 3 | 0.7506 | 0.6895 | 0.6409 | 0.6010 | 0.5676 | 0.5394 | 0.5143 | 0.4927 | 0.4734 |
| 0 | 4 | 1.6133 | 1.4831 | 1.3793 | 1.2940 | 1.2225 | 1.1614 | 1.1084 | 1.0619 | 1.0207 |
| 0 | 5 | 2.8419 | 2.6140 | 2.4322 | 2.2827 | 2.1572 | 2.0499 | 1.9569 | 1.8752 | 1.8027 |
| 0 | 6 | 4.4589 | 4.1031 | 3.8180 | 3.5854 | 3.3891 | 3.2212 | 3.0755 | 2.9476 | 2.8341 |
| 1 | 1 | 0.0605 | 0.0534 | 0.0479 | 0.0434 | 0.0398 | 0.0367 | 0.0342 | 0.0319 | 0.0300 |
| 1 | 2 | 0.3266 | 0.2970 | 0.2737 | 0.2546 | 0.2387 | 0.2252 | 0.2136 | 0.2034 | 0.1945 |
| 1 | 3 | 0.8743 | 0.8007 | 0.7421 | 0.6940 | 0.6539 | 0.6196 | 0.5893 | 0.5635 | 0.5409 |
| 1 | 4 | 1.7522 | 1.6085 | 1.4940 | 1.4000 | 1.3211 | 1.2537 | 1.1954 | 1.1441 | 1.0987 |
| 1 | 5 | 2.9924 | 2.7503 | 2.5571 | 2.3987 | 2.2651 | 2.1512 | 2.0524 | 1.9656 | 1.8888 |
| 1 | 6 | 4.6188 | 4.2482 | 3.9522 | 3.7088 | 3.5044 | 3.3296 | 3.1779 | 3.0447 | 2.9265 |
| 2 | 2 | 0.6531 | 0.5941 | 0.5474 | 0.5093 | 0.4775 | 0.4504 | 0.4271 | 0.4069 | 0.3890 |
| 2 | 3 | 1.2537 | 1.1448 | 1.0583 | 0.9876 | 0.9284 | 0.8780 | 0.8345 | 0.7964 | 0.7628 |
| 2 | 4 | 2.1732 | 1.9904 | 1.8448 | 1.7254 | 1.6254 | 1.5400 | 1.4661 | 1.4014 | 1.3441 |
| 2 | 5 | 3.4467 | 3.1626 | 2.9360 | 2.7500 | 2.5939 | 2.4606 | 2.3451 | 2.2437 | 2.1539 |
| 2 | 6 | 5.1007 | 4.6858 | 4.3546 | 4.0825 | 3.8546 | 3.6586 | 3.4892 | 3.3405 | 3.2087 |
| 3 | 3 | 1.9148 | 1.7489 | 1.6171 | 1.5093 | 1.4192 | 1.3424 | 1.2760 | 1.2179 | 1.1666 |
| 3 | 4 | 2.8909 | 2.6447 | 2.4488 | 2.2883 | 2.1539 | 2.0394 | 1.9403 | 1.8535 | 1.7767 |
| 3 | 5 | 4.2139 | 3.8613 | 3.5803 | 3.3499 | 3.1566 | 2.9917 | 2.8489 | 2.7237 | 2.6129 |
| 3 | 6 | 5.9106 | 5.4231 | 5.0341 | 4.7149 | 4.4470 | 4.2181 | 4.0197 | 3.8457 | 3.6915 |
| 4 | 4 | 3.9277 | 3.5939 | 3.3283 | 3.1107 | 2.9285 | 2.7731 | 2.6387 | 2.5209 | 2.4167 |
| 4 | 5 | 5.3088 | 4.8620 | 4.5061 | 4.2144 | 3.9699 | 3.7612 | 3.5806 | 3.4224 | 3.2823 |
| 4 | 6 | 7.0588 | 6.4714 | 6.0031 | 5.6188 | 5.2965 | 5.0212 | 4.7828 | 4.5738 | 4.3886 |
| 5 | 5 | 6.7506 | 6.1836 | 5.7319 | 5.3615 | 5.0510 | 4.7861 | 4.5568 | 4.3558 | 4.1778 |
| 5 | 6 | 8.5597 | 7.8452 | 7.2756 | 6.8085 | 6.4167 | 6.0822 | 5.7926 | 5.5386 | 5.3137 |

The numbers $n_{11}$ run through all integers and $n_{12}, n_{13}$ through all halfintegers.
The configuration with lowest energy is generated by

$$
\begin{equation*}
n_{12}(\mathbf{x})=\frac{1}{2} \delta_{\mathrm{x} \cdot 2 \cdot 3+1+2} . \tag{11.76}
\end{equation*}
$$

For it, the non-zero elements are

TABLE 11.3. Elastic energies of the lowest defect configurations on a square lattice.

| $\varepsilon$ | $\xi(\lambda=0)$ | $V(\mp \pm)$ | $v(\mp: \pm)$ | $V\left(\begin{array}{l}+-) \\ -\mp)\end{array}\right.$ | $V(-\oplus-)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -1.6 | 0.20 | 0.121098 | 0.201573 | 0.205469 | 0.225780 |
| -1.2 | 0.40 | 0.106819 | 0.179546 | 0.190227 | 0.207273 |
| -0.8 | 0.60 | 0.095735 | 0.162234 | 0.177941 | 0.192559 |
| -0.4 | 0.80 | 0.086860 | 0.148223 | 0.167764 | 0.180512 |
| 0.0 | 1.00 | 0.079578 | 0.136623 | 0.159155 | 0.170422 |
| 0.4 | 1.20 | 0.073487 | 0.126841 | 0.151748 | 0.161815 |
| 0.8 | 1.40 | 0.068311 | 0.118468 | 0.145288 | 0.154365 |
| 1.2 | 1.60 | 0.063853 | 0.111210 | 0.139588 | 0.147835 |
| 1.6 | 1.80 | 0.059970 | 0.104853 | 0.134510 | 0.142054 |

$$
\begin{array}{llll}
\bar{\eta}_{33}(0)=-1, & \bar{\eta}_{33}(1)=1, & \bar{\eta}_{33}(2)=1, & \bar{\eta}_{33}(1+2)=-1, \\
\bar{\eta}_{12}(0)=-\frac{1}{2}, & \bar{\eta}_{12}(3)=1, & \bar{\eta}_{12}(2 \cdot 3)=-\frac{1}{2}, & \\
\bar{\eta}_{23}(0)=\frac{1}{2}, & \bar{\eta}_{23}(1)=-\frac{1}{2}, & \bar{\eta}_{23}(3)=-\frac{1}{2}, & \bar{\eta}_{23}(1+3)=\frac{1}{2}, \\
\bar{\eta}_{13}(0)=\frac{1}{2}, & \bar{\eta}_{13}(2)=-\frac{1}{2}, & \bar{\eta}_{13}(3)=-\frac{1}{2}, & \bar{\eta}_{13}(2+3)=\frac{1}{2} . \tag{11.77}
\end{array}
$$

This corresponds to the stress configuration (11.48), except for a factor $\frac{1}{2}$ on each element.

The elastic energy associated with this defect is given by

$$
\begin{aligned}
& V_{1}= \frac{1}{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}} r_{4}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\left\{2 \bar{\eta}_{12}(\mathbf{x}) \bar{\eta}_{12}\left(\mathbf{x}^{\prime}\right)+2 \bar{\eta}_{13}(\mathbf{x}) \bar{\eta}_{13}\left(\mathbf{x}^{\prime}\right)+2 \bar{\eta}_{23}(\mathbf{x}) \bar{\eta}_{23}\left(\mathbf{x}^{\prime}\right)\right. \\
&\left.+\bar{\eta}_{33}(\mathbf{x}) \bar{\eta}_{33}\left(\mathbf{x}^{\prime}\right)+\frac{v}{1-v} \eta_{33}(\mathbf{x}) \eta_{33}\left(\mathbf{x}^{\prime}\right)\right\} \\
&= \frac{1}{2}\left\{2 \cdot \frac { 1 } { 4 } \left[6 c_{4}(0)-4 r_{4}(1,0)+2 v_{4}(2,0)\right.\right. \\
&\left.-4 v_{4}(1,0)\right] \\
&+2 \cdot 2 \cdot \frac{1}{4}\left[4 c_{4}(0)-2 v_{4}(1,0)-2 v_{4}(1,0)+2 v_{4}(1,1)\right. \\
&+2 v_{4}(1,1)-2 v_{4}(1,0) \\
&\left.-2 v_{4}(1,0)\right]
\end{aligned}
$$

$$
\begin{align*}
&+\frac{1}{1-v}\left[4 v_{4}(0)-2 v_{4}(1,0)-2 v_{4}(1,0)\right.+2 v_{4}(1,1) \\
&+2 v_{4}(1,1)-2 v_{4}(1,0) \\
&\left.\left.-2 v_{4}(1,0)\right]\right\} \tag{11.78}
\end{align*}
$$

Performing the subtraction to $v_{4}^{\prime}(x)=v_{4}(x)-v_{4}(0)$ and further to $r_{1}^{\prime \prime}(\mathrm{x})=v_{4}^{\prime}(\mathrm{x})+\left(\mathrm{x}^{2} / 6\right) v_{2}(0)$, and using the numbers quoted in Appendix 11A, we find

$$
\begin{align*}
V_{1} & =\frac{1}{4}\left(-24 v_{4}^{\prime}(1,0)+8 v_{4}^{\prime}(1,1)+2 v_{4}^{\prime}(2,0)\right)+\frac{1}{1-v}\left(-4 r_{4}^{\prime}(1,0)+2 v_{4}^{\prime}(1,1)\right) \\
& =\frac{1}{4}\left(8 v_{4}^{\prime \prime}(1,1)+2 v_{4}^{\prime \prime}(2,0)\right)+\frac{2}{1-v} v_{4}^{\prime \prime}(1,1)=\frac{1}{12}+\frac{2}{1-v} 0.021 . \tag{11.79}
\end{align*}
$$

Another fundamental $n_{i j}(\mathbf{x})$ configuration is

$$
\begin{equation*}
n_{11}(\mathbf{x})=\delta_{x, 2 \cdot 2+2 \cdot 3} \tag{11.80}
\end{equation*}
$$

For this we find the defect tensor

$$
\begin{array}{lll}
\bar{\eta}_{22}(0)=1, & \bar{\eta}_{22}(3)=-2, & \eta_{22}(2 \cdot 3)=1, \\
\bar{\eta}_{33}(0)=1, & \bar{\eta}_{33}(2)=-2, & \eta_{33}(2 \cdot 2)=1, \\
\bar{\eta}_{23}(0)=-\frac{1}{2}, & \bar{\eta}_{23}(2)=\frac{1}{2}, & \bar{\eta}_{23}(3)=\frac{1}{2}, \quad \bar{\eta}_{23}(2+3)=-\frac{1}{2} . \tag{11.81}
\end{array}
$$

This can be pictured by the same diagram (11.12) as the matrix elements (11.43) of $\bar{\sigma}_{i j}(\mathbf{x})$ except that the off-diagonal dual elements carry only half the weights. Its energy is considerably larger than (11.79):

$$
\begin{aligned}
V_{2}= & \frac{1}{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}} v_{4}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)\left\{2 \bar{\eta}_{23}(\mathbf{x}) \bar{\eta}_{23}\left(\mathbf{x}^{\prime}\right)+\bar{\eta}_{22}(\mathbf{x}) \bar{\eta}_{22}\left(\mathbf{x}^{\prime}\right)+\bar{\eta}_{33}(\mathbf{x}) \bar{\eta}_{33}\left(\mathbf{x}^{\prime}\right)\right. \\
& \left.+\frac{v}{1-v}\left(\eta_{22}+\eta_{33}\right)(\mathbf{x})\left(\eta_{22}+\eta_{33}\right)\left(\mathbf{x}^{\prime}\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{2}\left\{2 \cdot \frac { 1 } { 4 } \left[4 v_{+}(0)-2 v_{4}(1,0)-2 v_{4}(0,1)+2 v_{4}(1,1)\right.\right. \\
& +2 v_{+}(1,1)-2 c_{4}(1,0) \\
& \left.-2 v_{4}(1.0)\right] \\
& +2\left[6 u_{+}(0)-4 v_{4}(1,0)+2 u_{4}(2,0)\right. \\
& \left.-4 v_{4}(1,0)\right] \\
& +\frac{\bar{v}}{1-v}\left[14 v_{4}(0)-4 i_{+}(0,1)+4 i_{\perp}(0,2)-4 i_{4}(2,1)+2 v_{4}(2,2)\right. \\
& -8 v_{4}(0,1)+8 v_{\perp}(1,1)-4 v_{4}(2,1) \\
& -8 v_{4}(1,0)+4 v_{+}(2,0) \\
& \left.\left.-4 v_{4}(1,0)\right]\right\} \\
& =v_{4}^{\prime \prime}(1,1)+2 v_{4}^{\prime \prime}(2,0) \\
& +\frac{\nu}{1-v}\left[4 v_{4}^{\prime}(1,1)+4 v_{4}^{\prime \prime}(2,0)-4 v_{4}^{\prime \prime}(2,1)+v_{4}^{\prime \prime}(2,2)\right] \\
& =0.183+\frac{\nu}{1-\nu} \times 0.176 \tag{11.82}
\end{align*}
$$

and can therefore be neglected.
Note that due to the factor $\frac{1}{2} \times$ half-integer values of the off-diagonal $\bar{\eta}_{i j}(\mathbf{x})$ terms, the importance of the two lowest defect graphs is the reverse of the corresponding stress graphs in the high-temperature expansions. Taking only the lowest contributions, we arrive at a partition function

$$
\begin{equation*}
Z_{\mathrm{def}}=1+N 6 e^{\left.-8 \pi^{2}(1 / 12)+(2 /(1-v)) \cdot 0.021\right)}+\ldots, \tag{11.83}
\end{equation*}
$$

with a free energy

$$
\begin{equation*}
-\beta f_{\mathrm{def}}=6 e^{\left.-8 \pi^{\beta} \beta(1 / 1 / 2)+(2(1-v)) \cdot 021\right)}+\ldots \tag{11.84}
\end{equation*}
$$

APPENDIX 11A. CALCULATION OF THE GREEN FUNCTION

$$
v_{4}=1 /(\bar{\nabla} \cdot \nabla)^{2}
$$

For $D=2$, two subtractions are required. We first define

$$
\begin{equation*}
v_{4}^{\prime}(\mathbf{x})=v_{4}(\mathbf{x})-v_{4}(\mathbf{0}) \tag{11A.1}
\end{equation*}
$$

so that the quadratic divergence is gone. Then we remove the remaining logarithmic divergence by forming

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x})=v_{4}^{\prime}(\mathbf{x})+\frac{\mathbf{x}^{2}}{4} v_{2}(\mathbf{0})=\int \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1+\frac{\mathbf{x}^{2}}{4} \overline{\mathbf{K}} \cdot \mathbf{K}\right), \tag{11A.2}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{2}(\mathbf{0})=\int \frac{d^{2} k}{(2 \pi)^{2}} \frac{1}{\overline{\mathbf{K}} \cdot \mathbf{K}} \tag{11A.3}
\end{equation*}
$$

is the usual unsubtracted and thus divergent lattice Coulomb potential at the origin. This particular subtraction has the advantage that the potential $v_{4}^{\prime \prime}(\mathbf{x})$ satisfies the difference equation

$$
\begin{equation*}
-\bar{\nabla} \cdot \nabla v_{4}^{\prime \prime}(\mathbf{x})=v_{2}(\mathbf{x})-v_{2}(\mathbf{0})=v_{2}^{\prime}(\mathbf{x}) . \tag{11A.4}
\end{equation*}
$$

On a square lattice this implies

$$
\begin{equation*}
-4\left(v_{4}^{\prime \prime}(1)-v_{4}^{\prime \prime}(0)\right)=v_{2}^{\prime}(0)=0 \tag{11A.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
v_{4}^{\prime \prime}(1)=0 . \tag{11A.6}
\end{equation*}
$$

As explained in Chapter 6, Part I [after Eq. (6.192)], the difference equation permits us to calculate all values of $v_{4}^{\prime \prime}(\mathbf{x})$ knowing only those along a particular radial direction, for which we shall use the diagonal one $\mathbf{x}=(n, n)$, plus the values of $v_{2}^{\prime}(\mathbf{x})$ from Table 6.6, Part I. Along the diagonal, the once subtracted potential can be written [using (1.6.190)] as

$$
\begin{aligned}
v_{4}^{\prime}(n, n) & =-\left.\frac{\partial}{\partial m^{2}} v_{m}^{\prime}(n, n)\right|_{m=0} \\
& =-\left.\frac{\partial}{\partial m^{2}} \frac{1}{4} \int_{0}^{\pi} \frac{d p}{\pi} \int_{0}^{\pi} \frac{d q}{\pi} \frac{\cos (2 n p)-1}{1-\cos p \cos q+\frac{m^{2}}{4}}\right|_{m=0} \\
& =\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi} \int_{0}^{\pi} \frac{d q}{\pi} \frac{\cos (2 p n)-1}{(1-\cos p \cos q)^{2}}
\end{aligned}
$$

$$
\begin{align*}
= & \lim _{\varepsilon \rightarrow 0} \frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}(\cos (2 p n)-1) \frac{1}{\sin ^{2} p}\left[\left.\frac{1}{\pi} \frac{\cos p \sin q}{1-\cos p \cos q}\right|_{q=\varepsilon} ^{\pi}\right. \\
& \left.+\int_{\varepsilon}^{\pi} \frac{d q}{\pi} \frac{1}{1-\cos p \cos q}\right] . \tag{11A.7}
\end{align*}
$$

The partial integration in $q$ is necessary since the small $q$ part of the integrand is quite singular in $p$ and easy to miss. In fact for small $\varepsilon$ we can write

$$
\begin{equation*}
\left.\frac{\cos p \sin q}{1-\cos p \cos q}\right|_{q=\varepsilon} ^{\pi}=\cos p \frac{2 \varepsilon}{p^{2}+\varepsilon^{2}}=\cos p 2 \pi \delta(p) \tag{11A.8}
\end{equation*}
$$

so that the partially integrated piece contributes to $v_{4}^{\prime \prime}(n, n)$ the quadratic term

$$
\frac{n^{2}}{8 \pi}
$$

The second piece can now be integrated in $q$ with no subtlety [using (I.6.191)], and we find

$$
v_{4}^{\prime}(n, n)=\frac{n^{2}}{8 \pi}+\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}(\cos (2 p n)-1) \frac{1}{\sin ^{3} p} .
$$

The second subtraction $\left(x^{2} / 4\right) v_{2}(0)$ brings this to

$$
\begin{equation*}
v_{4}^{\prime \prime}(n, n)=\frac{n^{2}}{8 \pi}+\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}\left(\cos (2 p n)-1+2 n^{2} \sin ^{2} p\right) / \sin ^{3} p \tag{11A.9}
\end{equation*}
$$

We now use the well-known formula

$$
\begin{align*}
\cos (2 p n)= & 1-\frac{(2 n)^{2}}{2!} \sin ^{2} p+\frac{(2 n)^{2}\left((2 n)^{2}-2^{2}\right)}{4!} \sin ^{4} p \\
& -\frac{(2 n)^{2}\left((2 n)^{2}-2^{2}\right)\left((2 n)^{2}-4^{2}\right)}{6!} \sin ^{6} p+\ldots \\
& +(-)^{n} \frac{(2 n)^{2}\left((2 n)^{2}-2^{2}\right) \cdots\left((2 n)^{2}-(2 n-2)^{2}\right)}{(2 n)!} \sin ^{2 n} p \tag{11A.10}
\end{align*}
$$

and the integrals

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d p}{\pi} \sin ^{2 \ell+1} p=\frac{(2 \ell)!!}{(2 \ell+1)!!} \frac{2}{\pi} \tag{11A.11}
\end{equation*}
$$

to find

$$
\begin{align*}
v_{4}^{\prime \prime}(n, n)= & \frac{n^{2}}{8 \pi}+\frac{1}{8 \pi}\left[\frac{(2 n)^{2}\left((2 n)^{2}-2^{2}\right)}{4!} \cdot 1-\frac{(2 n)^{2}\left((2 n)^{2}-4^{2}\right)}{6!} \frac{2}{3}\right. \\
& +\frac{(2 n)^{2}\left((2 n)^{2}-4^{2}\right)\left((2 n)^{2}-6^{2}\right)}{8!} \frac{8}{15} \\
& -\frac{(2 n)^{2}\left((2 n)^{2}-4^{2}\right)\left((2 n)^{2}-6^{2}\right)\left((2 n)^{2}-8^{2}\right)}{10!} \cdot \frac{16}{35}+\cdots \\
= & \frac{1}{8 \pi}\left[n^{2}+\sum_{t=0}^{n-2}(-)^{\prime} \frac{(2 n)^{2}\left((2 n)^{2}-4^{2}\right) \cdot \cdots\left((2 n)^{2}-(2 \ell+2)^{2}\right)}{(2 \ell+4)!} \frac{(2 \ell)!!}{(2 \ell+1)!!}\right] \tag{11~A.12}
\end{align*}
$$

The lowest values are

$$
\begin{align*}
& v_{4}^{\prime \prime}(1,1)=\frac{1}{8 \pi}=0.039789, \\
& v_{4}^{\prime \prime}(2,2)=\frac{1}{8 \pi}\left(4+\frac{16(16-4)}{4!}\right)=\frac{3}{2 \pi}=0.477465 . \\
& v_{4}^{\prime \prime}(3,3)=\frac{1}{8 \pi}\left(9+\frac{36(36-4)}{24}-\frac{36(36-4)(36-16)}{720} \frac{2}{3}\right)=\frac{107}{24 \pi}=1.41913 . \\
& v_{4}^{\prime \prime}(4,4)=\frac{46}{5 \pi}, \quad v_{4}^{\prime \prime}(5,5)=\frac{4443}{280 \pi} . \tag{11A.13}
\end{align*}
$$

The off-diagonal values can now be obtained from the difference equation (11A.4). For example

$$
\begin{equation*}
v_{4}^{\prime \prime}(0,0)+v_{4}^{\prime \prime}(2,0)+v_{4}^{\prime \prime}(1,1)+v_{4}^{\prime \prime}(-1,1)-4 r_{4}^{\prime \prime}(1,0)=-v_{2}^{\prime}(1,0)=\frac{1}{4} \tag{11A.14}
\end{equation*}
$$

Hence

$$
\begin{equation*}
v_{4}^{\prime \prime}(2,0)=\frac{1}{4}-\frac{1}{4 \pi} . \tag{11A.15}
\end{equation*}
$$

Another example is

$$
\begin{equation*}
v_{4}^{\prime \prime}(1,0)+v_{4}^{\prime \prime}(2,1)+v_{4}^{\prime \prime}(0,1)+v_{4}^{\prime \prime}(2,-1)-4 v_{4}^{\prime \prime}(1,1)=-v_{2}^{\prime}(1,1)=\frac{1}{\pi} \tag{11A.16}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\tau_{4}^{\prime \prime}(2,1)=\frac{3}{4 \pi} . \tag{11A.17}
\end{equation*}
$$

The results are shown in Table 11A.1. Numerically, they can be fitted rather well by the asymptotic form

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x}) \approx \frac{1}{8 \pi} \mathbf{x}^{2} \log |\mathbf{x}|+A|\mathbf{x}|^{2}+B \log |\mathbf{x}|+C \tag{11A.18}
\end{equation*}
$$

with

$$
\begin{align*}
& A=\frac{1}{8 \pi}(\gamma-1+\log (2 \sqrt{2})) \approx 0.02455, \quad \gamma=0.577216649 \ldots \\
& B=-\frac{1}{16 \pi} \approx-0.01989 \\
& C=\frac{1}{16 \pi}\left(\frac{1}{6}-\gamma-\log (2 \sqrt{2})\right) \approx-0.0289, \tag{11A.19}
\end{align*}
$$

with an error of only $0.5 \%$ for $n=2$ (see Table 11A.2a). More compactly we may write

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x}) \approx \frac{1}{8 \pi}|\mathbf{x}|^{2} \log \left(|\mathbf{x}| 2 \sqrt{2} e^{\gamma-1}\right)-\frac{1}{16 \pi} \log \left(|\mathbf{x}| 2 \sqrt{2} e^{\gamma-1 / 6}\right) \tag{11A.20}
\end{equation*}
$$

TABLE 11A.1. Exact values of the defect potential on a square lattice:

$$
v_{\Delta}^{\prime \prime}(\mathbf{x})=\int_{-\pi}^{\pi} \int_{(2 \pi)^{2}}^{d^{2} k}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1+\frac{\mathbf{x}^{2}}{4} \overline{\mathbf{K}} \cdot \mathbf{K}\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} .
$$

| 5 |  |  |  |  |  | $\begin{gathered} \frac{4443}{280 \pi} \\ 5.0509 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 |  |  |  |  | $\begin{gathered} \frac{46}{5 \pi} \\ 2.9285 \end{gathered}$ | $\begin{gathered} \frac{873}{70 \pi} \\ 3.9698 \end{gathered}$ |
| 3 |  |  |  | $\begin{gathered} \frac{107}{24 \pi} \\ 1.419 \end{gathered}$ | $\begin{gathered} \frac{203}{30 \pi} \\ 2.1539 \end{gathered}$ | $\begin{gathered} -1+\frac{1567}{120 \pi} \\ 3.1566 \end{gathered}$ |
| 2 |  |  | $\begin{gathered} \frac{3}{2 \pi} \\ 0.4775 \end{gathered}$ | $\begin{gathered} \frac{35}{12 \pi} \\ 0.9285 \end{gathered}$ | $\begin{aligned} & \frac{3}{4}+\frac{11}{4 \pi} \\ & 1.6254 \end{aligned}$ | $\begin{gathered} 12-\frac{591}{20 \pi} \\ 2.5939 \end{gathered}$ |
| 1 |  | $\begin{gathered} \frac{1}{8 \pi} \\ 0.0398 \end{gathered}$ | $\begin{gathered} \frac{3}{4 \pi} \\ 0.2387 \end{gathered}$ | $-\frac{1}{2}+\frac{29}{8 \pi}$ <br> 0.06539 | $\begin{gathered} -6+\frac{23}{\pi} \\ 1.3211 \end{gathered}$ | $\begin{gathered} -\frac{99}{2}+\frac{1301}{8 \pi} \\ 2.2651 \end{gathered}$ |
| 0 | 0 | 0 | $\begin{aligned} & \frac{1}{4}-\frac{1}{4 \pi} \\ & 0.1704 \end{aligned}$ | $\begin{aligned} & 2-\frac{9}{2 \pi} \\ & 0.5676 \end{aligned}$ | $\begin{aligned} & 13-\frac{37}{\pi} \\ & 1.2222 \end{aligned}$ | $\begin{gathered} 82-\frac{1505}{6 \pi} \\ 2.1572 \end{gathered}$ |
| $x_{2} / x_{1}$ | 0 | 1 | 2 | 3 | 4 | 5 |

TABLE 11A.2a. Comparison of $v_{s}^{\prime \prime}(n, n)$ and the values from the asymptotic formula (11A.19).

| $n$ | $v_{4}^{\prime \prime}(n, n)$ | Eq. $(11 \mathrm{~A} .20)$ | error |
| :---: | :---: | :---: | :--- |
| 1 | 0.039789 | 0.04088 | $3 \%$ |
| 2 | 0.477465 | 0.4777 | $0.05 \%$ |
| 3 | 1.41913 | 1.4192 | $0.005 \%$ |
| 4 | 2.92845 | 2.92849 | $0.001 \%$ |
| 5 | 5.05089 | 5.05090 | $0.0002 \%$ |
| 10 | 25.9092 | 25.9092 |  |
| 20 | 125.931 | 125.931 |  |

The calculation of this asymptotic form is somewhat tedious. Starting out with (11A.9), we rewrite the second term as follows:

$$
\begin{align*}
&-\frac{1}{4 \pi} \int_{0}^{\pi / 2} d p\left(\frac{\sin ^{2} p n}{\sin ^{2} p}-n^{2}\right) \frac{1}{\sin p} \\
&=-\frac{1}{4 \pi} \int_{0}^{\pi / 2} d p\left[\sin ^{2} p n\left(\frac{1}{p^{2}}+\frac{1}{\sin ^{2} p}-\frac{1}{p^{2}}\right)-n^{2}\right]\left(\frac{1}{p}+\frac{1}{\sin p}-\frac{1}{p}\right) \\
&=-\frac{1}{4 \pi} \int_{0}^{\pi / 2} d p\left[\left(\frac{\sin ^{2} p n}{p^{2}}-n^{2}\right) \frac{1}{p}+\left(\frac{\sin ^{2} p n}{p^{2}}-n^{2}\right)\left(\frac{1}{\sin p}-\frac{1}{p}\right)\right. \\
&\left.+\sin ^{2} p n\left(\frac{1}{\sin ^{2} p}-\frac{1}{p^{2}}\right) \frac{1}{\sin p}\right] \\
&=-\frac{1}{4 \pi} \int_{0}^{\pi / 2} d p\left\{\left(\frac{\sin ^{2} p n}{p^{2}}-n^{2}\right) \frac{1}{p}-n^{2}\left(\frac{1}{\sin p}-\frac{1}{p}\right)\right. \\
&\left.+\sin ^{2} p n\left[\frac{1}{\sin ^{3} p}-\frac{1}{p^{3}}\right]\right\} . \tag{11A.21}
\end{align*}
$$

In this way the integrand is separated into three pieces, no one piece having a singularity at $p=0$.

The first of these three pieces is now evaluated further as follows:

$$
\begin{align*}
I_{1} & =\int_{0}^{\pi / 2} d p\left(\frac{\sin ^{2} p n}{p^{2}}-n^{2}\right) \frac{1}{p} \\
& =-\left.\frac{1}{2} \frac{\sin ^{2} p n}{p^{2}}\right|_{0} ^{\pi / 2}+n \int_{0}^{\pi / 2} d p\left(\frac{\sin p n \cos p n}{p^{2}}-\frac{n}{p}\right) \\
& =-\frac{2}{\pi^{2}} \sin ^{2} \frac{\pi}{2} n+\frac{n^{2}}{2}+n\left[-\left.\frac{1}{2 p} \sin (2 p n)\right|_{0} ^{\pi / 2}+n \int_{0}^{\pi / 2} d p\left(\frac{\cos (2 p n)}{p}-\frac{1}{p}\right)\right] \\
& =-\frac{1}{\pi^{2}}\left(1-(-)^{n}\right)+\frac{3}{2} n^{2}+n^{2} \int_{0}^{\pi / 2} d p \frac{\cos (2 p n)-1}{p} \tag{11A.22}
\end{align*}
$$

The last integral can be rescaled to $\int_{0}^{\pi n} d p(\cos p-1) / p$ so that $I_{1}$ can be expressed in terms of the well-known cosine integral

$$
\begin{equation*}
\cos (z)=y+\log z+\int_{t y}^{z} d t \frac{\cos t-1}{1} \tag{11A.23}
\end{equation*}
$$

as

$$
\begin{equation*}
A_{1}=\frac{1}{\pi^{2}}\left(1-(-)^{n}\right)+\frac{3}{2} n^{2}+n^{2}(\operatorname{Ci}(n \pi)-\gamma-\log (\pi n)) \tag{11A.24}
\end{equation*}
$$

Decomposing $\mathrm{Ci}(z)$ into auxiliary functions ${ }^{\text {b }}$

$$
\begin{equation*}
\mathrm{Ci}(z)=f(z) \sin z-g(z) \cos z \tag{11A.25}
\end{equation*}
$$

with

$$
\begin{equation*}
f(z)=\int_{0}^{\infty} d t \frac{e^{-z t}}{t^{2}+1}, \quad g(z)=\int_{0}^{\infty} d t \frac{t e^{-z t}}{t^{2}+1} . \tag{11~A.26}
\end{equation*}
$$

we find the asymptotic behaviour

$$
\begin{equation*}
\mathrm{Ci}(\pi n)=-(-)^{n} \int_{0}^{x} d t e^{-\pi n n}\left(t-t^{3}+\ldots\right)=-(-)^{n \prime}\left(\frac{1}{(\pi n)^{2}}-\frac{3!}{(\pi n)^{4}}+\ldots\right) \tag{11A.27}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{1}=n^{2}\left(\frac{3}{2}-\gamma-\log (\pi n)\right)-\frac{1}{\pi^{2}}+O\left(\frac{1}{n^{2}}\right) . \tag{11A.28}
\end{equation*}
$$

The second piece in (11A.21) gives directly

$$
\begin{equation*}
I_{2}=-n^{2} \int_{0}^{\pi / 2} d p\left(\frac{1}{\sin p}-\frac{1}{p}\right)=-n^{2}\left\{\log \tan \frac{p}{2}-\log \frac{p}{2}\right\}_{0}^{\pi / 2}=n^{2} \log \frac{\pi}{4} . \tag{11A.29}
\end{equation*}
$$

[^13]The third piece, finally, can be evaluated exactly, after a power series expansion of the square brackets, using

$$
\begin{align*}
& \frac{1}{\sin p}=\frac{1}{p}+\frac{p}{6}+\frac{7}{360} p^{3}+\frac{31}{15120} p^{5}+O\left(p^{7}\right) \\
& \frac{1}{\sin ^{\alpha} p}=\frac{1}{p^{\alpha}}+\frac{\alpha}{6 p^{\alpha-2}}+\left(\frac{\alpha}{180}+\frac{\alpha^{2}}{72}\right) \frac{1}{p^{\alpha-4}}+\ldots \tag{11A.30}
\end{align*}
$$

Introducing the quantity

$$
r_{\alpha}(p) \equiv \frac{1}{\sin ^{\alpha} p}-\frac{1}{p^{\alpha}}-\frac{\alpha}{6 p^{\alpha-2}}=\left(\frac{\alpha}{180}+\frac{\alpha^{2}}{72}\right) p+\ldots
$$

we find

$$
\begin{align*}
I_{3}= & -\frac{1}{2} \int_{0}^{\pi / 2} d p \frac{\cos (2 p n)-1}{2 p}-\frac{1}{2} \int_{0}^{\pi / 2} d p(\cos (2 p n)-1) r_{3}(p) \\
& \xrightarrow[n \rightarrow x]{ } \frac{1}{4}(\gamma+\log (\pi n)-\operatorname{Ci}(\pi n))+\frac{1}{2} \int_{0}^{\pi / 2} d p r_{3}(p)+\ldots \\
= & \frac{1}{4}(\gamma+\log (\pi n))+\frac{R}{2}+O\left(\frac{1}{n^{2}}\right), \tag{11A.31}
\end{align*}
$$

where the number $R$ is found by integrating of $r_{\alpha}(p)$ and setting $\alpha \rightarrow 3$ :

$$
R=\frac{1}{2}\left[\frac{4}{\pi^{2}}-\frac{1}{6}-\log (\pi / 4)\right] \approx 0.2401
$$

Collecting the three asymptotic forms of $I_{1}, I_{2}$ and $I_{3}$ into (11A.21) and adding $n^{2} / 8 \pi$ in (11A.9) we find, indeed, the asymptotic expression (11A.18) [recall that $n=|\mathbf{x}| / \sqrt{2}$ on the digonal]. Note that the term $A$ could have been found right away from the identity $-\bar{\nabla} \cdot \nabla v_{4}^{\prime \prime}(\mathbf{x})=v_{2}^{\prime}(\mathbf{x})$ and the asymptotic form of $v_{2}^{\prime}(\mathbf{x})$ [see (6.196), Part I], which shows that $1+8 \pi A=\log \left(2 \sqrt{2} e^{\gamma}\right)$.

For completeness, let us also calculate the corresponding twice subtracted potential for a triangular lattice:

$$
\begin{equation*}
v_{4}^{\prime \prime}(\mathbf{x})=v_{4}^{\prime}(\mathbf{x})+\frac{\mathbf{x}^{2}}{4} v_{2}(\mathbf{0})=\int \frac{d^{2} \mathbf{k}^{(i)}}{(2 \pi)^{2}}\left(e^{i \mathbf{k}^{(\prime \prime} \cdot \mathbf{x}^{(\prime)}}-1+\frac{\mathbf{x}^{2}}{2} \overline{\mathbf{K}} \cdot \mathbf{K}\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}, \tag{11A.32}
\end{equation*}
$$

where [see Eqs. (6A.104), 16A.60) in Part I]

$$
v_{4}^{\prime}(\mathbf{x})=\int \frac{d^{2} k^{(i)}}{(2 \pi)^{2}}\left(e^{i \mathbf{K}^{(i)} \cdot \mathbf{x}^{(i)}}-1\right) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}
$$

and

$$
\begin{equation*}
\overline{\mathbf{K}} \cdot \mathbf{K}=4-\frac{1}{3}\left(\cos k^{(1)}+\cos k^{(2)}+\cos \left(k^{(1)}+k^{(2)}\right)\right) . \tag{11A.33}
\end{equation*}
$$

Analytically, it is easy to find the asymptotic behavior along the line

$$
\begin{equation*}
\left(x^{(1)}, x^{(2)}\right)=(n, n) \tag{11A.34}
\end{equation*}
$$

i.e., for the Cartesian coordinates

$$
\begin{equation*}
\left(x_{1}, x_{2}\right)=n(1,0)+n\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}\right)=n\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right), \tag{11A.35}
\end{equation*}
$$

when $\mathrm{x}=n^{2}$.
The substitution (6A.61) in Part I leads, for the once subtracted potential, to the integral

$$
\begin{equation*}
r_{4}^{\prime}(n, n)=\int_{0}^{2 \pi} \frac{d p}{2 \pi} \int_{0}^{\pi} \frac{d q}{\pi} \frac{\cos (2 p n)-1}{\left[4-\frac{4}{3}(2 \cos p \cos q+\cos (2 p))\right]^{2}} . \tag{11A.36}
\end{equation*}
$$

We now use the identity

$$
\begin{equation*}
\frac{1}{b} \frac{d}{d q}\left(\frac{\cos p \cos q}{a-b \cos p \cos q}\right)=\frac{b \sin ^{2} p+\frac{a^{2}}{b^{2}}-1}{(a-b \cos p \cos q)^{2}}-\frac{a}{b} \frac{1}{a-b \cos p \cos q} \tag{11A.37}
\end{equation*}
$$

with $b=8 / 3, a=4-(4 / 3) \cos (2 p)$, to write $(\varepsilon \rightarrow 0)$

$$
\int_{0}^{\pi} \frac{d q}{\pi} \frac{1}{\left[4-\frac{4}{3}(2 \cos p \cos q+\cos (2 p))\right]^{2}}
$$

$$
\begin{align*}
= & \frac{1}{8} \frac{1}{\sin ^{2} p\left(1+\frac{1}{3} \sin ^{2} p\right)}\left\{\left.\frac{1}{\pi} \frac{\cos p \sin q}{4-\frac{4}{3}(2 \cos p \cos q+\cos (2 p))}\right|_{\pi} ^{\pi}\right. \\
& \left.+\int_{\varepsilon}^{\pi} \frac{d q}{\pi} \frac{1+\sin ^{2} p}{4-\frac{1}{3}(2 \cos p \cos q+\cos (2 p))}\right\} \tag{11A.38}
\end{align*}
$$

The partially integrated piece, i.e., the first term on the right-hand side, can again be written as a $\delta$-function, just as in (11A.8),

$$
\begin{equation*}
\frac{\sqrt{3}}{8} \frac{\cos p}{p^{2}+\varepsilon^{2} / 3} \frac{2 \varepsilon}{\sqrt{3}}=\frac{\sqrt{3}}{8} \cos p \cdot 2 \pi \delta(p) . \tag{11A.39}
\end{equation*}
$$

After doing the $q$ integral we arrive at

$$
\begin{align*}
v^{\prime}(n, n)= & \frac{\sqrt{3}}{4}\left[\frac{n^{2}}{8 \pi}+\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}[\cos (2 p n)-1]\right. \\
& \times \frac{1}{\sin ^{3} p} \frac{1+\sin ^{2} p}{1+\frac{1}{3} \sin ^{2} p} \frac{1}{\sqrt{1+\frac{1}{3} \sin ^{2} p}} \tag{11A.40}
\end{align*}
$$

We are now ready to perform the second subtraction. Using Eq. (I.6A.62),

$$
\begin{equation*}
v_{2}(0,0)=\frac{\sqrt{3}}{8} \int_{0}^{2 \pi} \frac{d p}{2 \pi} \left\lvert\, \frac{1}{|\sin p|} \frac{1}{\sqrt{1+\frac{1}{3} \sin ^{2} p}}\right. \tag{11A.41}
\end{equation*}
$$

the addition of $\left(n^{2} / 2\right) v_{2}(0,0)$ gives

$$
\begin{align*}
v_{4}^{\prime \prime}(n, n)= & \frac{\sqrt{3}}{4}\left\{\frac{n^{2}}{8 \pi}+\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}\left[\cos (2 n p)-1+2 n^{2} \sin ^{2} p\right] \frac{1}{\sin ^{3} p} \frac{1}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{1 / 2}}\right. \\
& \left.+\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}[\cos (2 n p)-1] \frac{1}{\sin p} \frac{2 / 3}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}}\right\} . \tag{11A.42}
\end{align*}
$$

With the aid of the general integral formula

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d p}{\pi} \frac{\sin ^{2 \mu-1} p}{\left(1+z \sin ^{2} p\right)^{\rho}}=\frac{1}{\pi} B\left(\mu, \frac{1}{2}\right) \frac{1}{(1+z)^{\mu}} F\left(\rho, \frac{1}{2}+\mu-\rho, \frac{1}{2}+\mu, \frac{z}{1+z}\right) \tag{11A.43}
\end{equation*}
$$

where $F$ is the hypergeometric function and

$$
B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}
$$

we have for $\mu=1, \rho=\frac{3}{2}$

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d p}{\pi} \frac{\sin p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}}=\frac{1}{\pi} \frac{3}{2} \tag{11A.44}
\end{equation*}
$$

and can rewrite (11A.42) as
$r_{4}^{\prime \prime}(n, n)=\frac{\sqrt{3}}{4}\left\{\frac{1}{16} \int_{0}^{\pi} \frac{d p}{\pi}\left[\cos (2 n p)-1+2 n^{2} \sin ^{2} p\right] \frac{1}{\sin ^{3} p} \frac{1+\sin ^{2} p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}}\right\}$.

The expression in curly brackets can be treated in the same manner as that for the square lattice case, Eq. (11A.9), and we find, evaluating the integrals via (11A.43) and the hypergeometric functions as explained in Part I, Appendix 6A [in the context of $v_{2}^{\prime}(x)$ ] the values shown in Table 11A. 2 a [Kleinert (1988)]. In the limit of large $n$, we regroup the curly brackets as

$$
\begin{equation*}
-\frac{1}{4 \pi} \int_{0}^{\pi / 2} d p\left(\frac{\sin ^{2} p n}{\sin ^{2} p}-n^{2}\right) \frac{1}{\sin p} \frac{1+\sin ^{2} p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}}=-\frac{1}{4 \pi}\left(I_{1}+\bar{I}_{2}+\bar{I}_{3}\right) \tag{11A.46}
\end{equation*}
$$

with

$$
\begin{align*}
& I_{1}=\int_{0}^{\pi / 2} d p\left(\frac{\sin ^{2} p n}{p^{2}}-n^{2}\right) \frac{1}{p} \\
& \bar{I}_{2}=-n^{2} \int_{0}^{\pi / 2} d p\left(\frac{1}{s \cdot \sin p}-\frac{1}{p}\right), \\
& \bar{I}_{3}=-\frac{1}{2} \int_{0}^{\pi / 2} d p[\cos (2 n p)-1] \tag{11A.47}
\end{align*}
$$

where $\widetilde{I}_{2}, \widetilde{I}_{3}$ differ from the previous integrals defined in Eq. (11A.21) by the factor

$$
\begin{equation*}
\frac{1}{s}=\frac{1+\sin ^{2} p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}} . \tag{11A.48}
\end{equation*}
$$

The limiting form of $I_{1}$ is known from (11A.28), i.e.,

$$
\begin{equation*}
I_{1} \rightarrow n^{2}\left(\frac{3}{2}-\gamma-\log (\pi n)\right)-\frac{1}{\pi^{2}}+O\left(\frac{1}{n^{2}}\right) . \tag{11A.49}
\end{equation*}
$$

The integral $\widetilde{I}_{2}$ is calculated by rewriting it as follows:

$$
\begin{align*}
& \int_{0}^{\pi / 2} d p\left[\frac{1+\sin ^{2} p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}} \frac{1}{\sin p}-\frac{1}{p}\right] \\
& =\int_{0}^{\pi / 2} d p\left[\frac{\sin ^{-1} p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{1 / 2}}-\frac{1}{p}+\frac{2}{3} \frac{\sin p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{3 / 2}}\right] \\
& =\lim _{\mu \rightarrow 0} \int_{0}^{\pi / 2} d p\left[\frac{\sin ^{2 \mu-1} p}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{1 / 2}}-p^{2 \mu-1}\right]+\frac{2}{3} \int_{0}^{\pi / 2} d p \frac{\sin ^{2 \mu-1}}{\left(1+\frac{1}{3} \sin ^{2} p\right)^{\mu+(1 / 2)}} . \tag{11A.50}
\end{align*}
$$

Using formula (11A.43), this may be cast as

$$
\begin{equation*}
\lim _{\mu \rightarrow 0}\left[\frac{1}{2} \frac{B\left(\mu, \frac{1}{2}\right)}{\left(1+\frac{1}{3}\right)^{\mu}}-\frac{1}{2 \mu}\left(\frac{\pi}{2}\right)^{2 \mu}\right]+\frac{2}{3} \frac{1}{2} \frac{B\left(1, \frac{1}{2}\right)}{\left(1+\frac{1}{3}\right)^{1}}=-\log \frac{\pi}{2 \sqrt{3}}+\frac{1}{2} . \tag{11A.51}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\bar{I}_{2} \rightarrow-n^{2}\left(-\log \frac{\pi}{2 \sqrt{3}}+\frac{1}{2}\right) . \tag{11A.52}
\end{equation*}
$$

In the last integral we observe that for small $p$, the expression within square brackets in (11A.47) has the expansion

$$
\begin{equation*}
\left[\frac{1}{s \sin ^{3} p}-\frac{1}{p^{3}}\right]=\frac{1}{p}-\frac{1}{15} p+\frac{68}{315} p^{3}+\ldots \tag{11A.53}
\end{equation*}
$$

We may therefore write

$$
\begin{equation*}
\bar{I}_{3}=-\frac{1}{2} \int_{0}^{\pi / 2} d p[\cos (2 n p)-1]\left(\frac{1}{p}+\bar{r}_{3}\right) \tag{11A.54}
\end{equation*}
$$

with $\left[s_{0} \equiv \sqrt{1+\frac{1}{3} \sin ^{2} p}\right]$

$$
\begin{equation*}
\bar{r}_{\alpha}=\frac{1}{\sin ^{\alpha} p} \frac{1}{s_{0}^{4-\alpha}}+\frac{2}{3 \sin ^{\alpha-2} p} \frac{1}{s_{0}^{6-\alpha}}-\frac{1}{p^{\alpha}}-\frac{\alpha}{3 p^{\alpha-2}} . \tag{11A.55}
\end{equation*}
$$

Proceeding as in (11A.31) this gives the limit

$$
\begin{equation*}
\bar{I}_{3} \rightarrow \frac{1}{2}(\gamma+\cos (\pi n))+\frac{\bar{R}}{2}, \tag{11A.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{R}=\int_{0}^{\pi / 2} d p \tilde{r}_{3}=\frac{2}{\pi}+\log (2 \sqrt{3} / \pi)-\frac{1}{6} \approx 0.1337 \tag{11A.57}
\end{equation*}
$$

this number being obtained by integration of $\bar{r}_{\alpha}$ using (11A.43).
Collecting all terms we arrive at

$$
\begin{align*}
v_{4}^{\prime \prime}(n, n)= & \frac{\sqrt{3}}{4}\left(-\frac{1}{4 \pi}\right)\left\{n^{2}\left(\frac{3}{2}-\gamma-\log (\pi n)\right)-\frac{1}{\pi^{2}}\right. \\
& \left.-n^{2}\left(-\log \frac{\pi}{2 \sqrt{3}}+\frac{1}{2}\right)+\frac{1}{2}(\gamma+\log (\pi n))+\frac{\bar{R}}{2}+\ldots\right\} \\
= & \frac{\sqrt{3}}{2}\left\{\frac{1}{8 \pi}|\mathbf{x}|^{2} \log |\mathbf{x}|+A|\mathbf{x}|^{2}+B \log |\mathbf{x}|+C\right\}+\ldots, \tag{11A.58}
\end{align*}
$$

with

$$
\begin{align*}
& A=\frac{1}{8 \pi}[\gamma-1+\log (2 \sqrt{3})] \approx 0.0326135 \\
& B=-\frac{1}{16 \pi} \approx-0.0198944 \\
& C=\frac{1}{2} \frac{1}{4 \pi}\left[\frac{1}{\pi^{2}}-\frac{1}{2}(\gamma+\log \pi)-\frac{\bar{R}}{2}\right] \approx-0.0329 . \tag{11A.59}
\end{align*}
$$

We may therefore write more compactly
$v_{4}^{\prime \prime}(\mathbf{x})=\frac{\sqrt{3}}{2} \frac{1}{8 \pi}\left[|\mathbf{x}|^{2} \log \left(|\mathbf{x}| 2 \sqrt{3} e^{\gamma-1}\right)-\frac{1}{2} \log \left(|\mathbf{x}| 2 \sqrt{3} e^{\gamma-1 / 6}\right)\right]$.
The $|\mathbf{x}|^{2}$ term could have been found directly from the asymptotic behavior (I.6A.70) of the Coulomb potential on the triangular lattice, using the identity

$$
\begin{equation*}
-\bar{\nabla} \cdot \nabla v_{4}^{\prime \prime}(\mathbf{x})=v_{2}^{\prime}(\mathbf{x}) \rightarrow-\frac{1}{2 \pi} \log (|\mathbf{x}| 2 \sqrt{3} e \eta . \tag{11A.61}
\end{equation*}
$$

In Table 11A.2b we have listed the values of $v_{4}^{\prime \prime}(\mathbf{x})$ obtained by numerically integrating the original formula (11A.32). Except for $\left(x^{(1)}, x^{(2)}\right)=$ $(0,0)$ and $(1,0)$, where $v_{4}^{\prime \prime}(\mathbf{x})$ vanishes, it is possible to use the asymptotic formula ( 11 A .58 ) with $|\mathbf{x}|=\sqrt{x^{(1) 2}+x^{(2) 2}-x^{(1)} x^{(2)}}$. The error is smaller than $3 \%$ at $(x, y)=(1,1)$, smaller than $0.5 \%$ at $(x, y)=(2,0)$, and decreases so rapidly for larger distances that all other values on Table 11 A .2 can be taken directly from the asymptotic formula.

In three dimensions, only one subtraction is necessary to render $v_{4}(\mathbf{x})$ finite. We therefore calculate

$$
\begin{align*}
v_{4}^{\prime}(\mathbf{x}) & =\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left(e^{\prime \mathbf{k} \cdot \mathbf{x}}-1\right) \\
& =\int_{0}^{x} d s e^{-6 s} s\left(I_{x_{1}}(2 s) I_{x_{2}}(2 s) I_{x_{3}}(2 s)-I_{0}^{3}(2 s)\right) . \tag{11A.62}
\end{align*}
$$

A further subtraction of $-\left(\mathbf{x}^{2} / 6\right) v_{2}(0)$ makes the integration even more regular but does not change the interaction energy (due to the moment neutrality of the defect tensor $\bar{\eta}_{i j}$ ):

$$
\begin{align*}
v_{4}^{\prime \prime}(\mathbf{x}) & \equiv v_{4}^{\prime}(\mathbf{x})+\frac{\mathbf{x}^{2}}{6} v_{2}(0)=\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1+\frac{\mathbf{x}^{2}}{6} \overline{\mathbf{K}} \cdot \mathbf{K}\right) \\
& =\int_{0}^{\infty} d s e^{-6 s}\left[s\left(I_{x_{1}}(2 s) I_{x_{2}}(2 s) I_{x_{3}}(2 s)-I_{0}^{3}(2 s)\right)+\frac{\mathbf{x}^{2}}{6} I_{0}^{3}(2 s)\right] . \tag{11A.63}
\end{align*}
$$

In order to estimate the asymptotic behavior we rewrite the integral as

TABLE IIA. 3 b . Exact values of the twice subiracted Green function $r_{4}^{*}(x)$ on a triangular latice. Eq. (11A.32) at $x=x^{31}(1.0)+x^{(2)}(-1 / 2 . \sqrt{3} / 2)$.

| $\underset{x}{\text { (1) }}$ | $\begin{aligned} & \text { (2) } \\ & -x \end{aligned}$ | $r_{\text {\% }}^{\prime \prime}(x)$ |  |
| :---: | :---: | :---: | :---: |
| 0 | 2 | $-9 / 8 \sqrt{3} \pi+3 / 8$ | 0.16825166 |
| 0 | 3 | $-135 / 4 \sqrt{3} \pi+27 / 4$ | 0.54754992 |
| 0 | 4 | $-1179 / 2 \sqrt{3} \pi+21912$ | 1.16387204 |
| 0 | 5 | $-37+85 / 4 \sqrt{3} \pi+6897 / 4$ | 2.03636292 |
| 0 | 6 | $-1156545 / 8 \sqrt{3} \pi+212571 / 8$ | 3.18011018 |
| 0 | 7 | $-21924693 / 10 \sqrt{3} \pi+805857 / 2$ | 4.601528827 |
| 1 | 1 | $9 / 16 \sqrt{3} \pi$ | 0.10337+16 |
| 1 | 2 | $99 / 16 \sqrt{3} \pi-3 / 4$ | 0.38711584 |
| 1 | 3 | 855/8 $\sqrt{3} \pi-75 / 4$ | 0.89109189 |
| 1 | 4 | 15057/8 ${ }^{3} \pi-1377 / 4$ | 1.63996576 |
| 1 | 5 | 497727/16 $\sqrt{3} \pi-22857 / 4$ | 2.65160690 |
| 1 | 6 | $7882317 / 16 \sqrt{3} \pi-181065 / 2$ | 3.94010363 |
| 1 | 7 | 151976727/20 $\sqrt{3} \pi-2792961 / 2$ | 5.51711215 |
| 2 | 2 | $-63 / 8 \sqrt{3} \pi+9 / 4$ | 0.80276164 |
| 2 | 3 | $-29+3 / 16 \sqrt{3} \pi+141 / 4$ | 1. $+466+709$ |
| 2 | $\pm$ | $-34587 / 8 \sqrt{3} \pi+6375 / 8$ | $2.3+114558$ |
| 2 | 5 | $-6360993 / 80 \sqrt{3} \pi+14616$ | 3.50314801 |
| 2 | 6 | $-53935857 / 40 \sqrt{3} \pi+991233 / 4$ | +. $9+6613801$ |
| 2 | 7 | -12213532197/560 $\sqrt{3} \pi+8016291 / 2$ | 6.68132708 |
| 3 | 3 | $10773 / 16 \sqrt{3} \pi-2+3 / 2$ | 2.23887896 |
| 3 | 4 | $31+793 / 40 \sqrt{3} \pi-1+43$ | 3.28730813 |
| 3 | 5 | $1721637 / 10 \sqrt{3} \pi-31635$ | +.60751757 |
| 3 | 6 | 352958985/112 $\sqrt{3} \pi-579150$ | 6.21228942 |
| 3 | 7 | $30357003+29 / 560 \sqrt{3} \pi-39849237 / 4$ | 8.11239650 |
| 4 | 4 | $-572.49 / 2 \sqrt{3} \pi+5265$ | +. $49534+4.33$ |
| 4 | 5 | $-85404951 / 280 \sqrt{3} \pi+56061$ | $5.979+10668$ |
| 4 | 6 | $-18+4+44781 / 280 \sqrt{3} \pi+9684783 / 8$ | 7.75145807 |
| 4 | 7 | $-6743261619 / 56 \sqrt{3} \pi+88518015 / 4$ | 9.82176526 |
| 5 | 5 | 91744641/80 $\sqrt{3} \pi-421497 / 2$ | $7.631597+9$ |
| 5 | 6 | $6+48242303 / 560 \sqrt{3} \pi-8+6+491 / 4$ | 9.57519348 |
| 5 | 7 | 689916901 $11 / 280 \sqrt{3} \pi-181129059 / 4$ | 11.81990484 |
| 6 | 6 | $-2468615697 / 56 \sqrt{3} \pi+32405265 / 4$ | 11.69376245 |
| 6 | 7 | $-2628329362353 / 6160 \sqrt{3} \pi+313652421 / 4$ | 14.11630181 |
| 7 | 7 | $185200539543 / 112 \sqrt{3} \pi-303888105$ | 16.71953008 |

$$
\begin{align*}
v_{a}^{\prime}(\mathbf{x})= & \int_{\mathbf{k} \ll \Lambda^{2}} \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{\left(\mathbf{k}^{2}\right)^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1\right) \\
& -\left[\int_{-\pi}^{\pi} \frac{d^{3} k}{(2 \pi)^{3}}-\int_{\mathbf{k} \ll \Lambda^{\prime}} \frac{d^{3} k}{(2 \pi)^{3}}\right] \frac{1}{\left(\mathbf{k}^{2}\right)^{2}}\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1\right) \\
& +\int_{-\pi}^{\pi} \frac{d^{3} k}{(2 \pi)^{3}}\left[\frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}-\frac{1}{\left(\mathbf{k}^{2}\right)^{2}}\right]\left(e^{i \mathbf{k} \cdot \mathbf{x}}-1\right) \tag{11A.64}
\end{align*}
$$

For $\Lambda \rightarrow \infty$, the first integral was calculated in (1.88) and gave

$$
\begin{equation*}
-\frac{|\mathbf{x}|}{8 \pi} \tag{11A.65}
\end{equation*}
$$

The second and third integrals are regular at the origin so that the limit $|\mathbf{x}| \rightarrow x$ gives the additional constant

$$
\begin{align*}
c & \equiv c_{1}+c_{2} \\
& =-\left[\int_{-\pi}^{\pi} \frac{d^{3} k}{(2 \pi)^{3}}-\int_{-x}^{x} \frac{d^{3} k}{(2 \pi)^{3}}\right] \frac{1}{\left(\mathbf{k}^{2}\right)^{2}}-\int_{-\pi}^{\pi} \frac{d^{3} k}{(2 \pi)^{3}}\left[\frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}-\frac{1}{\left(\mathbf{k}^{2}\right)^{2}}\right] . \tag{11A.66}
\end{align*}
$$

The first integral lies outside the cubic region $\left|k_{i}\right|<\pi$. We may approximate this region with a sphere whose volume is $(2 \pi)^{3}$, i.e., of radius $k_{0}=$ $\left(6 \pi^{2}\right)^{-1 / 3}$.

$$
\begin{equation*}
c_{1} \approx \int_{|k|>k_{11}} \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{\left(k^{2}\right)^{2}}=\frac{4 \pi}{(2 \pi)^{3}} \int \frac{d k}{k^{2}}=\frac{1}{2 \pi^{2}} \frac{1}{k_{0}} \approx 0.013 . \tag{11A.67}
\end{equation*}
$$

More accurately, we may do the integral outside the sphere $|\mathbf{k}|=\pi$ exactly obtaining

$$
c_{\mathrm{f}}^{(1)}=\frac{1}{2 \pi^{3}} \approx 0.0161,
$$

and subtract the numerical integral over the volume between the sphere and the cube $\left|k_{i}\right|=\pi$, for which we find

$$
c c^{(2)} \approx 0.0027
$$

TABLE 11A.3. Numerical values of the twice subtracted potential between threcdimensional disclinations and comparison with the asymptotic form (11A.71).

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $v_{4}^{\prime}(\mathbf{x})$ | $v_{4}^{\prime \prime}(\mathrm{x})_{\text {as }}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $r_{4}^{\prime}(\mathrm{x})$ | $r^{\prime \prime}(x){ }_{\text {as }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0.000 | -0.011 | 1 | 2 | 3 | 0.431 | 0.430 |
| 0 | 0 | 1 | 0.000 | -0.009 | 1 | 2 | 4 | 0.692 | 0.691 |
| 0 | 0 | 2 | 0.082 | 0.078 | 1 | 2 | 5 | 1.035 | 1.035 |
| 0 | 0 | 3 | 0.251 | 0.249 | 1 | 3 | 3 | 0.616 | 0.616 |
| 0 | 0 | 4 | 0.505 | 0.504 | 1 | 3 | 4 | 0.882 | 0.881 |
| 0 | 0 | 5 | 0.844 | 0.843 | 1 | 3 | 5 | 1.228 | 1.228 |
| 0 | 1 | 1 | 0.021 | 0.017 | 1 | 4 | 4 | 1.151 | 1.150 |
| 0 | 1 | 2 | 0.113 | 0.111 | 1 | 4 | 5 | 1.500 | 1.500 |
| 0 | 1 | 3 | 0.286 | 0.284 | 1 | 5 | 5 | 1.853 | 1.853 |
| 0 | 1 | 4 | 0.542 | 0.541 | 2 | 2 | 2 | 0.357 | 0.357 |
| 0 | 1 | 5 | 0.882 | 0.881 | 2 | 2 | 3 | 0.542 | 0.541 |
| 0 | 2 | 2 | 0.215 | 0.213 | 2 | 2 | 4 | 0.805 | 0.805 |
| 0 | 2 | 3 | 0.394 | 0.393 | 2 | 2 | 5 | 1.151 | 1.150 |
| 0 | 2 | 4 | 0.654 | 0.653 | 2 | 3 | 3 | 0.729 | 0.729 |
| 0 | 2 | 5 | 0.997 | 0.996 | 2 | 3 | 4 | 0.996 | 0.996 |
| 0 | 3 | 3 | 0.579 | 0.578 | 2 | 3 | 5 | 1.344 | 1.344 |
| 0 | 3 | 4 | 0.843 | 0.843 | 2 | 4 | 4 | 1.267 | 1.267 |
| 0 | 3 | 5 | 1.189 | 1.189 | 2 | 4 | 5 | 1.618 | 1.618 |
| 0 | 4 | 4 | 1.112 | 1.112 | 2 | 5 | 5 | 1.971 | 1.971 |
| 0 | 4 | 5 | 1.461 | 1.461 | 3 | 3 | 3 | 0.920 | 0.920 |
| 0 | 5 | 5 | 1.814 | 1.814 | 3 | 3 | 4 | 1.189 | 1.190 |
| 1 | 1 | 1 | 0.049 | 0.046 | 3 | 3 | 5 | 1.539 | 1.539 |
| 1 | 1 | 2 | 0.146 | 0.144 | 3 | 4 | 4 | 1.461 | 1.461 |
| 1 | 1 | 3 | 0.322 | 0.320 | 3 | 4 | 5 | 1.814 | 1.814 |
| 1 | 1 | 4 | 0.579 | 0.578 | 3 | 5 | 5 | 2.168 | 2.169 |
| 1 | 1 | 5 | 0.920 | 0.920 | 4 | 4 | 4 | 1.735 | 1.735 |
| 1 | 2 | 2 | 0.250 | 0.249 | 4 | 4 | 5 | 2.089 | 2.090 |

It follows that

$$
\begin{equation*}
\left.c_{1}=c\right\}^{(1)}-c_{1}^{(2)} \approx 0.0134, \tag{11A.68}
\end{equation*}
$$

close to (11A.66). For $c_{2}$, a numerical evaluation gives

$$
\begin{equation*}
c_{2} \approx-0.0246 \tag{11A.69}
\end{equation*}
$$

Hence we find

$$
\begin{equation*}
c=c_{1}+c_{2} \approx-0.011 . \tag{11A.70}
\end{equation*}
$$

The values of $v_{1}^{\prime \prime}(\mathbf{x})$ are found by numerical integration of (11A.62) and are shown in Table 11A.3. They are fitted optimally by the asymptotic formula

$$
\begin{equation*}
l_{4}^{\prime \prime}(\mathbf{x}) \rightarrow-\frac{|\mathbf{x}|}{8 \pi}+\frac{\mathbf{x}^{2}}{6} v_{2}(\mathbf{0})-0.011 \tag{11A.71}
\end{equation*}
$$

[with $v_{2}(\mathbf{0})=0.252731$ ] whose values are also listed in the same table.

## NOTES AND REFERENCES

The lattice Green functions $-(\nabla \cdot \nabla)^{-1} \cdot(\nabla \cdot \nabla)^{-2}$ on a triangular lattice and their asymptotic limits are calculated in
H. Kleinert, Berlin preprint (1988).

An asymptotic limit has also been given in
D. Nelson. Phys. Rer. B26 (1982) 269.
but this is incorrect. The error has been repeated by
K. Strandburg et al. (see the papers quoted in the next chapter. and the discussion in Section 14.11).

## THE MELTING TRANSITION IN THE DEFECT MODEL

Let us now study the properties of the defect model and see whether it properly describes the phase transition of melting. We shall first consider the leading approximations at high and low temperatures, thereby obtaining crude estimates for the location and type of the transition. Then we shall proceed and calculate the corrections due to stress and defect graphs (which, in three dimensions, will be found to produce amazingly small effects).

### 12.1. LOWEST ORDER RESULTS FOR $D=2$

For two dimensions and isotropic materials, the free energy in the hightemperature limit is given by the first two terms in (11.38)

$$
\begin{equation*}
-\beta f^{T \rightarrow x}=-\frac{3}{2} \log (2 \pi \beta)-\frac{1}{2} \log \left[4\left(1+\frac{\lambda}{\mu}\right)\right]=-\frac{3}{2} \log (2 \pi \beta)-\frac{1}{2} \log \left[4 \frac{1+\nu}{1-v}\right] \tag{12.1}
\end{equation*}
$$

The low temperature limit, on the other hand, is given by the pure phonon fluctuations (11.53) and reads

$$
\begin{align*}
-\beta f^{T \rightarrow 0} & =-\log (2 \pi \beta)-\frac{1}{2} \log \left(2+\frac{\lambda}{\mu}\right)-1.16625 \\
& =-\log (2 \pi \beta)-\frac{1}{2} \log \left(\frac{2}{1-\nu}\right)-1.16625 . \tag{12.2}
\end{align*}
$$

The two curves intersect at

$$
\begin{equation*}
\beta_{\mathrm{mclt}}^{0}(1+\nu)=\frac{1}{4 \pi} e^{2.116625}=0.820 \tag{12.3}
\end{equation*}
$$

To lowest approximation, this determines the melting point. The Lindemann number associated with this point is [recall (7.5a), (9.22)]

$$
\begin{equation*}
\bar{L}=\sqrt{\frac{\mu a^{2}}{k_{B} T_{\mathrm{mell}}}}=2 \pi \sqrt{\frac{\mu a^{3}}{k_{B} T_{\mathrm{mell}}(2 \pi)^{2}}}=2 \pi \sqrt{\beta_{\mathrm{melt}}^{(1}}=5.6893 \frac{1}{\sqrt{1+v}} . \tag{12.4}
\end{equation*}
$$

In the anisotropic case we have, to lowest order [see (11.38) and (11.73)]

$$
\begin{aligned}
& -\beta f^{T \rightarrow x}=-\frac{3}{2} \log (2 \pi \beta)-\frac{1}{2} \log \left(4 \xi^{2}\left(1+\frac{\lambda}{\xi \mu}\right)\right) . \\
& -\beta f^{T \rightarrow 0}=-\log (2 \pi \beta)-\frac{1}{2} \log 2-\ell
\end{aligned}
$$

The intersection gives

$$
\beta_{\mathrm{melt}}^{0} \xi=\frac{1}{4 \pi \xi}\left(1+\frac{\lambda}{\xi \mu}\right) e^{21}
$$

Using Table 9.1 for the logarithm of the anisotropic fluctuation determinant $\ell$ we calculate melting points for $\lambda=0$ listed in Table 12.1.

The internal energy and entropy and given by

$$
u=-\frac{\partial}{\partial \beta}(-\beta f)=\left\{\begin{array} { l } 
{ \frac { 3 } { 2 \beta } }  \tag{12.5}\\
{ \frac { 1 } { \beta } }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {mett }}, \\
T<T_{\text {melt }}
\end{array}\right.\right.
$$

$$
s=\left(1-\beta \frac{\partial}{\partial \beta}\right)(-\beta f)=-\beta f+\left\{\begin{array} { c } 
{ \frac { 3 } { 2 } }  \tag{12.6}\\
{ 1 }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {melt }} \\
T<T_{\text {melt }}
\end{array}\right.\right.
$$

in the hot phase and cold phase, respectively. This corresponds to a first order phase transition with a transition entropy per site of

$$
\begin{equation*}
\Delta s=\frac{1}{2} . \tag{12.7}
\end{equation*}
$$

The specific heat of the model is given by

$$
c_{r}=-\beta^{2} \frac{\partial}{\partial \beta} u=\left\{\begin{array} { l } 
{ \frac { 3 } { 2 } }  \tag{12.8}\\
{ 1 }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {melt }} . \\
T<T_{\text {melt }} .
\end{array}\right.\right.
$$

This is only the potential part. The kinetic part would add another $2 \cdot 1 / 2$.
Note that to this approximation, the internal energy, the entropy jump. and the specific heat are universal functions of $\beta$. They are independent of the elastic constants $\xi$ and $\lambda$. As a consequence, the entropy jump $\Delta s$ is also universal, to this approximation.

### 12.2. LOWEST ORDER RESULTS FOR $D=3$

For three dimensions and isotropic materials, the high temperature limit is given by (11.41) for $\xi=1$,

$$
\begin{align*}
-\beta f^{\tau \rightarrow \infty} & =-3 \log (2 \pi \beta)-\frac{1}{2} \log \left(8\left(1+\frac{3 \lambda}{2 \mu}\right)\right) \\
& =-3 \log (2 \pi \beta)-\frac{1}{2} \log \left(8\left(\frac{1+v}{1-2 v}\right)\right) . \tag{12.9}
\end{align*}
$$

The low-temperature limit was calculated in (11.53) and found to be

$$
\begin{align*}
-\beta f^{T \rightarrow 0} & =-\frac{3}{2} \log (2 \pi \beta)-\frac{1}{2} \log \left(2+\frac{\lambda}{\mu}\right)-\frac{3}{2} \cdot 1.67339 \\
& =-\frac{3}{2} \log (2 \pi \beta)-\frac{1}{2} \log \left(2 \frac{1-v}{1-2 v}\right)-\frac{3}{2} \cdot 1.67339 . \tag{12.10}
\end{align*}
$$

These curves intersect at

$$
\begin{equation*}
\beta_{\mathrm{mch}}^{0}\left(\frac{1+v}{1-v}\right)^{1 / 3}=\frac{1}{2 \pi} \frac{1}{4^{1 / 3}} e^{1.67339}=0.534 \tag{12.11}
\end{equation*}
$$

which leads to a Lindemann number

$$
\bar{L}=2 \pi \sqrt{\beta_{\mathrm{melt}}^{0}}=4.593 .
$$

According to (7.41), this corresponds to

$$
\begin{equation*}
L \sim 105 . \tag{12.12}
\end{equation*}
$$

for $\nu \approx 0$, which lies at the lower end of the range of experimental numbers (100-200).

In the anisotropic case we have [see (11.41) and (11.73)]

$$
\begin{aligned}
& -\beta f^{T \rightarrow x}=-3 \log (2 \pi \beta)-\frac{1}{2} \log \left(8 \xi^{3}\left(1+\frac{3 \lambda}{2 \xi \mu}\right)\right), \\
& -\beta f^{T \rightarrow 0}=-\frac{3}{2} \log (2 \pi \beta)-\frac{1}{2} \log 2-\frac{3}{2} \log \ell
\end{aligned}
$$

and find the zeroth-order melting point

$$
\begin{equation*}
\beta_{\mathrm{melt}}^{0} \xi=\frac{1}{2 \pi} \frac{1}{4^{1 / 3}} \frac{1}{\left(1+\frac{3 \lambda}{2 \xi \mu}\right)^{1 / 3}} e^{\prime} . \tag{12.13}
\end{equation*}
$$

Using $\ell$ from Table 9.1 this gives the values listed for $\lambda=0$ in Table 12.1.
The internal energy and entropy and obtained from

$$
\begin{gather*}
u=-\frac{\partial}{\partial \beta}(-\beta f)=\left\{\begin{array} { l } 
{ \frac { 3 } { \beta } } \\
{ \frac { 3 } { 2 \beta } }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {mett }} \\
T<T_{\text {melt }}
\end{array}\right.\right.  \tag{12.14}\\
s=\left(1-\beta \frac{\partial}{\partial \beta}\right)(-\beta f)=-\beta f+\left\{\begin{array} { l } 
{ 3 } \\
{ \frac { 3 } { 2 } }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {melt }} \\
T<T_{\text {melt }}
\end{array}\right.\right. \tag{12.15}
\end{gather*}
$$

This corresponds to a first-order phase transition with a transition entropy of

$$
\begin{equation*}
\Delta s=\frac{3}{2} . \tag{12.16}
\end{equation*}
$$

Similarly the specific heat is

$$
c=-\beta^{2} \frac{\partial}{\partial \beta} u=\left\{\begin{array} { l } 
{ 3 }  \tag{12.17}\\
{ \frac { 3 } { 2 } }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {melt }} \\
T<T_{\text {melt }}
\end{array}\right.\right. \text {. }
$$

As in the two-dimensional case, the internal energy, specific heat and entropy jump are all independent of the elastic constants $\xi$ and $\lambda$ at this level of approximation.

The alert reader might rightfully object to the present approximation procedure. After all, by extrapolating high and low-temperature limits of the free energy into the opposite regimes where they do not apply and bringing them to intersection one will always find a first-order phase transition which, in general, lies at the wrong place. The pleasant property of our model, however, is that it is possible to calculate the corrections to this lowest approximation and show that they come out to be small for $D=2$ and extremely small for $D=3$, as we shall now see.

### 12.3. STRESS AND DEFECT CORRECTIONS IN ISOTROPIC MATERIALS

We will first restrict ourselves to the leading correction.

## THE TWO-DIMENSIONAL CASE

In two dimensions at high temperatures, the additional energy for an isotropic crystal was given in (11.21) to be*

For low temperatures, the first defect corrections are, from (11.53),

$$
\begin{equation*}
-\beta f_{\mathrm{def}}=2 e^{-2 \pi \beta(1+n)} \tag{12.19}
\end{equation*}
$$

Near the melting point $\beta_{\text {melt }}^{0}$ of (12.3) (calculated to lowest order) both corrections are very small. Hence, we find the corrected melting

[^14]temperature by using the values of (12.18) and (12.19) at $\beta_{\text {melt }}^{0}$. For $\nu=0$, they are
\[

$$
\begin{align*}
& -\left.\beta f_{\text {stress }}\right|_{\beta_{\text {mut }}^{\prime \prime}} \approx 2 e^{-\left(5 / \beta_{\text {mull }}^{1 / 1}\right)} \sim 0.00449, \tag{12.20}
\end{align*}
$$
\]

This leads to the corrected $v=0$ equation

$$
\begin{equation*}
\frac{1}{2} \log (4 \pi \beta)-1.16625-\left.\beta f_{\mathrm{dec}}\right|_{\beta_{\text {mut }}^{\prime \prime}}+\left.\beta f_{\mathrm{stress}}\right|_{\beta_{\text {met1 }}^{\prime \prime}}=0 \tag{12.21}
\end{equation*}
$$

or

$$
\beta_{\mathrm{melt}}^{1}=\beta_{\mathrm{mclt}}^{0} \mathrm{e}^{-2(0.11515 \mathrm{~s}-1.10 \alpha+19)}=\beta_{\mathrm{mcll}}^{0}(1-0.014) \approx 0.808 .
$$

This is to be compared with the value found by Monte Carlo simulations on a $60 \times 60$ lattice to be described further down (see Table 12.1):

$$
\beta_{\mathrm{mclt}}^{\mathrm{MC}} \approx 0.815 .
$$

Curiously, the zeroth order value (12.11) is better than the first corrected one. In fact we have to carry out the first four corrections in order to obtain a perfect agreement. The corrections to the anisotropic values can be found in the same way (see Table below).

TABLE 12.1. The intersection $\beta_{m}^{(\prime \prime)}$ of high and low temperature expansions of the free energy for the $D=2$ melting model (Villain type, $\lambda=0$ ) including $n$ corrections on both sides (see Fig. 12.1). The Monte Carlo data at the last column are from Janke and Kleinert (1985).

| $\xi$ | $\beta_{m}^{\prime \prime} \xi$ | $\beta_{m}^{\prime} \xi$ | $\beta_{m}^{\prime \prime} \xi$ | $\beta_{m}^{\text {MC }}$ | $\beta^{\prime \prime}$ | $\beta_{m}^{\prime}$ | $\beta_{m}^{\prime}$ | $\Delta s^{\prime \prime}$ | $\Delta s^{\prime}$ | $\Delta s^{\text {MC }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.601 | 0.602 | 0.608 |  | 3.004 | 3.008 | 3.039 | 0.5 | 0.358 |  |
| 0.4 | 0.658 | 0.655 | 0.662 |  | 1.645 | 1.639 | 1.656 | 0.5 | 0.353 |  |
| 0.6 | 0.713 | 0.707 | 0.715 |  | 1.189 | 1.179 | 1.191 | 0.5 | 0.347 |  |
| 0.8 | 0.767 | 0.757 | 0.766 |  | 0.959 | 0.947 | 0.957 | 0.5 | 0.343 |  |
| 1.0 | 0.820 | 0.806 | 0.814 | 0.818 | 0.820 | 0.806 | 0.814 | 0.5 | 0.339 | 0.28 |
| 1.2 | 0.871 | 0.853 | 0.862 |  | 0.726 | 0.711 | 0.718 | 0.5 | 0.335 |  |
| 1.4 | 0.923 | 0.900 | 0.907 |  | 0.659 | 0.643 | 0.648 | 0.5 | 0.333 |  |
| 1.6 | 0.973 | 0.946 | 0.952 |  | 0.608 | 0.591 | 0.595 | 0.5 | 0.330 |  |

TABLE 12.2. Transition parameters of the $D=3$ melting model (Villain type) as obtained from Figs. 12.6, for $\lambda=0$ and various values of $\xi$, in comparison with Monte Carlo Data from Janke and Kleinert (1985).

| $\boldsymbol{\xi}$ | $\boldsymbol{\beta}^{0} \xi$ | $\beta_{m}^{0} \xi$ | $\beta_{m}^{0}$ | $\beta_{m}^{\prime}$ | $\beta_{m}^{\mathrm{MC}}$ | $\Delta s^{0}$ | $\Delta s^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.283 |  | 1.42 |  | $1.400 \pm 0.100$ | 1.50 |  |
| 0.4 | 0.360 |  | 0.900 |  | $0.8880 \pm 0.015$ | 1.50 |  |
| 0.6 | 0.422 |  | 0.703 |  | $0.6875 \pm 0.0025$ | 1.50 |  |
| 0.8 | 0.482 |  | 0.503 |  | $0.5875 \pm 0.0025$ | 1.50 |  |
| 1.0 | 0.537 | 0.525 | 0.537 | 0.525 | $0.5175 \pm 0.0025$ | 1.50 | 1.33 |
| 1.2 | 0.590 |  | 0.492 |  | $0.4690 \pm 0.0075$ | 1.50 |  |

THE THREE-DIMENSIONAL CASE

In three dimensions, the additional stress energy in isotropic systems with $\nu=0$ is, according to (11.45),

$$
\begin{equation*}
-\left.\beta f_{\text {stress }}\right|_{\beta_{\text {math }}^{\mathrm{n}}}=6 e^{-5 / \beta_{\text {math }}^{u}} \tag{12.22}
\end{equation*}
$$

The exponent has the same form as it had in two dimensions. The leading defect correction, on the other hand, becomes, due to (11.84),

At the lowest order transition point, $\beta_{\mathrm{melt}}^{0} \sim 0.5344$ these have the values

$$
\begin{equation*}
-\beta f_{\text {stress }} \sim 0.0005, \quad-\beta f_{\text {det }} \sim 0.0302 \tag{12.24}
\end{equation*}
$$

leading to an extremely small correction

$$
\begin{align*}
\beta_{\mathrm{melt}}^{1} & =\beta_{\mathrm{melt}}^{0} e^{\left.-(2 / 3)-\beta \delta_{\text {kt }}+\beta S_{\text {mexe }}\right)} \\
& =\beta_{\mathrm{melt}}^{0}\left(1-\frac{2}{3} 0.0304\right)=0.524 . \tag{12.25a}
\end{align*}
$$

This is in excellent agreement with the Monte Carlo value obtained on a $16^{3}$ lattice as described below (see Table 12.2)

$$
\begin{equation*}
\beta_{\mathrm{mcl}}^{\mathrm{MC}} \approx 0.5175 \pm 0.0025 \tag{12.25b}
\end{equation*}
$$

The fluctuations are so small that the position of the strong first-order transition, shown by the model to lowest order, is modified only very slightly by higher corrections.

### 12.4. ANISOTROPIC CUBIC MATERIALS

For general cubic materials with $\lambda=0$ the free energies with stress and defect corrections are plotted in Fig. 12.1 for $D=3$ and in Fig. 12.2 for $D=2$. In the first case we have not distinguished the zeroth and first orders on the high temperature side since the differences are too small to show up. On the low temperature side, they are visible and are given by the dotted curve for $\xi=1$. We have not calculated the low temperature correction in the anisotropic case $\xi \neq 1$, due to the complexity of the anisotropic defect interactions. [See Eq. (9.104).] From these figures we extract the critical temperatures as listed in Tables 12.1, 12.2.

From the three-dimensional isotropic value of $\beta_{m}\left(\beta_{m} \approx 0.525\right)$ we can calculate the Lindemann parameter of the model. Recalling relation (7.40) we find for isotropic systems

$$
\begin{equation*}
L \approx 22.8 \sqrt{\frac{\mu a^{3}}{k_{B} T_{m}}}\left[1-\frac{1}{3}(1-r)\right]^{-1 / 3} \approx 143 \sqrt{\beta_{m}}\left[1-\frac{1}{3}(1-r)\right]^{-1 / 3}, \tag{12.26}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\frac{c_{T}^{3}}{c_{L}^{3}}=\left(\frac{\mu}{2 \mu+\lambda}\right)^{3 / 2} \tag{12.27}
\end{equation*}
$$

Since our model has $\lambda=0, L$ becomes

$$
\begin{equation*}
L \approx 155 \sqrt{\beta_{m}} . \tag{12.28}
\end{equation*}
$$

With $\beta_{m}=0.517$ we obtain

$$
\begin{equation*}
L \approx 112.3 . \tag{12.29}
\end{equation*}
$$

This is somewhat smaller than the Lindemann number of isotropic materials with small $\lambda$. A good candidate for comparison is $W$ (for which $\xi=1.005, \lambda / 2 \mu=0.628$ )(see Table 1.2) which has $L=135$ (see Table 7.2). One source of discrepancy is obvious. The experimental Lindemann

FIG. 12.1. Free energy of the $D=3$ melting model (Villain type) as a function of $\beta$ for $\lambda=0$ and various values of the anisotropy parameter $\xi=0.2,0.4, \ldots, 1.2$. The stress corrections at low $\beta$ are too small to be visible on this graph. The lowest defect correction at high $\beta$ is shown for the $\xi=1$ curve ( $-\cdots-)^{\text {) }}$. It is very small.

parameter is defined via the Debye temperature [see Eq. (7.38)] which is sensitive to the zero temperature elastic constants. The melting model. on the other hand. involves temperature dependent elastic constants. A look at Table 7.1 shows that the model's value of $\beta_{m}$ has to be increased by roughly $15 \%$ before it can be inserted into formula (12.28). Still, this does not remove the discrepancy entirely and the model really melts at a fairly high temperature. In other words, when heating a crystal, the destruction

FIG. 12.2. The $D=2$ energy density of the melting model as a function of $\beta$ for $\lambda=0$ and various values of $\xi(0.2,0.4, \ldots, 1.2)$. The intercepts of the high and low temperature expansions give the transition temperatures in Table 12.1. On the high as well as the low temperature side. the lowest curves correspond to the lowest approximation without stress or defect graphs. The highest solid curves include the corrections (the dotted curves are the unphysical continuation of the corrected curves).

of crystalline order via defect formation sets in too late, in comparison with real crystals.

There can be different reasons for this. First, we have not taken the proper crystal structure into account. The metal $W$ is really f.c.c., while the model is simple cubic. This could make a quantitative difference which must be studied in the future. Second, the model may contain too little information on point defects. The smallest defect loops may not be an adequate representation of these. The third reason, which we believe to be the most relevant one, will be understood only later, in Chapter 13. There we shall point out the main weakness of the model. We shall see that its disordered state is more disordered than that of a proper liquid. The reason is that the model has no input parameter for the hard cores of the atoms. In the disordered state these atoms are point-like objects which makes the liquid look more like a gas than a liquid (see Fig. 13.23). This causes a too large difference in the free energies between ordered and disordered phases leading to an intersection at a rather high temperature. Considerable work will be necessary to repair this inadequacy of the simple model.

Let us now turn to the internal energy. It is found by differentiation of $-\beta f$ with respect to $-\beta$. In the absence of stress and defect corrections, the internal energy was seen to be independent of $T$ :

$$
\begin{align*}
& u=\left\{\begin{array} { l } 
{ \frac { 3 } { \beta } } \\
{ \frac { 3 } { 2 \beta } }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {melt }}, \\
T<T_{\text {melt }},
\end{array} \quad D=3,\right.\right.  \tag{12.30}\\
& u=\left\{\begin{array} { l } 
{ \frac { 3 } { 2 \beta } } \\
{ \frac { 1 } { \beta } }
\end{array} \text { for } \left\{\begin{array}{l}
T>T_{\text {melt }}, \\
T<T_{\text {melt }}
\end{array}\right.\right. \tag{12.31}
\end{align*}
$$

We add to these the stress and defect corrections. For $D=3$ we shall do this only for $\xi=1$, due to the complexity of the defect interaction potential in Eq. (9.104). The result is shown in Fig. 12.3. At the transition points, the entropy jumps are given in Table 12.2. For $\xi=1$ we find $\Delta s \approx 1.49$ to lowest order and $\Delta s \approx 1.33$ after including the lowest stress and defect corrections. The Monte Carlo simulations to be described below give $\Delta s \approx 1.2$. This is in good agreement with the experimental number for $W\left(\Delta s_{W} \approx 1.5\right.$ from Table 7.1). Actually, this comparison is not completely justified since this number for $W$ was

FIG. 12.3. The internal energy of the $D=3$ melting model (Villain type) at the same values of $\xi$ as in Fig. 12.1. The curves now show the lowest stress corrections plus the lowest defect correction for $\xi=1$ as in Fig. 12.1.

measured at constant pressure while our model's value is apparently observed at constant volume for which $\Delta s$ should be much smaller. It is, however, not entirely clear what to take for the volume of the disordered state of the model, since this is defined not via the lattice sites $x$ but via the displaced positions $\mathbf{x}+\mathbf{u}(\mathbf{x})$ and these are defined modulo defect gauge transformations. Quite possibly the correct size of $\Delta s$ is partly a consequence of the too large disorder in the liquid state.

For the two dimensional model we can easily calculate all higher graphical corrections to the internal energy for various $\xi$ and find the curves shown in Fig. 12.4. Using the transition values $\beta_{m}$ obtained before from the free energies we find the transition entropies as listed in Table 12.2.

### 12.5. MONTE CARLO STUDY OF THE MELTING MODEL (VILLAIN TYPE)

In order to check the accuracy of our calculations we have performed Monte Carlo simulations of the model. Consider first the simpler case

FIG. 12.4. The internal energy of the $D=2$ melting model (Villain type) at the same values of $\xi$ as in Fig. 12.1. The jumps $\Delta \|$ at the transition points $\beta_{m}$ give the transtion entropies $\Delta s=\beta_{m} \Delta u$ listed also in Table 12.2.

$D=3$ for which we have used lattices of various sizes from $4^{3}$ to $16^{3}$ with periodic boundary conditions.

Equilibrium configurations were generated employing the standard heat-bath algorithm. In order to save computer time we have approximated the continuous $U(1)$ symmetry by its discrete $Z(N)$ subgroup and taken $N$ to be once 16 and once 32 . We have checked that the relevant transition region does not depend on this approximation. This is analogous to the situation in the $X Y$ model for which the additional transition caused by the discreteness of the $Z(N)$ variables (the so-called "freezing transition") increases with $N$ as $\beta_{m}^{2} N^{2}$ and thus lies at very high $N$. At each temperature, we have made 100 passes through the lattice to equilibriate the system and 250 more to measure the free energy and the specific heat. The resulting numbers for isotropic materials ( $\xi=1$ ) are listed in table 12.3 and the corresponding curves are shown in Figs. 12.5 and $12.6 .^{a}$ The inserts resolve the region near the transition point. We see that in three dimensions the fluctuations are quite unimportant and the approximate analytic calculations are very reasonable.
${ }^{2}$ For the sake of a better distinction with respect to the figures to be displayed in Chapter 13 for a cosine version of the melting model we have attached to labels $\beta$ and $\xi$ a subscript $V$. This is supposed to remind us of the Villain-like periodic Gaussian partition function (compare Chapter II).

TABLE 12.3. Internal energy and specific heat of the $D=3$ melting model (Villain type) for $\lambda=0, \xi=1$ found in a Monte Carlo simulation on an $8 \times 8 \times 8$ simple cubic lattice. Each step in the thermal cycle involves 100 sweeps for equilibriation and 200 sweeps for measurement [Janke and Kleinert (1986)].

| $\beta$ | $u$ (heat) | " (cool) | $c$ (heat) | $c$ (cool) |
| :---: | :---: | :---: | :---: | :---: |
| 2.00 | 0.7432 | 0.7475 | 1.3997 | 1.1637 |
| 1.95 | 0.7704 | 0.7655 | 1.5124 | 1.4937 |
| 1.90 | 0.7834 | 0.7871 | 1.6110 | 1.6331 |
| 1.85 | 0.8112 | 0.8115 | 1.4039 | 1.2718 |
| 1.80 | 0.8291 | 0.8292 | 1.5330 | 1.5967 |
| 1.75 | 0.8542 | 0.8542 | 1.4153 | 1.2727 |
| 1.70 | 0.8781 | 0.8737 | 1.4693 | 1.2041 |
| 1.65 | 0.9083 | 0.9059 | 1.5342 | 1.2962 |
| 1.60 | 0.9359 | 0.9354 | 1.4787 | 1.6836 |
| 1.55 | 0.9615 | 0.9633 | 1.4964 | 1.6095 |
| 1.50 | 0.9995 | 0.9993 | 1.2907 | 1.2840 |
| 1.45 | 1.0328 | 1.0347 | 1.6478 | 1.8006 |
| 1.40 | 1.0709 | 1.0725 | 1.5141 | 1.5354 |
| 1.35 | 1.1129 | 1.1160 | 1.5709 | 1.5819 |
| 1.30 | 1.1517 | 1.1513 | 1.6278 | 1.6528 |
| 1.25 | 1.1971 | 1.2063 | 1.4825 | 1.7799 |
| 1.20 | 1.2453 | 1.2419 | 1.5432 | 1.4728 |
| 1.15 | 1.2949 | 1.3033 | 1.3540 | 1.3453 |
| 1.10 | 1.3716 | 1.3614 | 1.7440 | 1.8887 |
| 1.05 | 1.4293 | 1.4350 | 1.4587 | 1.3614 |
| 1.00 | 1.5049 | 1.4968 | 1.3345 | 1.5324 |
| 0.95 | 1.5790 | 1.5728 | 1.5331 | 1.4117 |
| 0.90 | 1.6675 | 1.6864 | 1.7417 | 1.6700 |
| 0.85 | 1.7626 | 1.7694 | 1.4675 | 1.4194 |
| 0.80 | 1.8860 | 1.8928 | 1.3710 | 2.0570 |
| 0.75 | 2.0228 | 2.0320 | 1.5393 | 1.4206 |
| 0.70 | 2.2213 | 2.2013 | 1.6052 | 1.8626 |
| 0.65 | 2.4059 | 2.9051 | 1.8863 | 73.3719 |
| 0.60 | 2.6731 | 4.7326 | 1.8815 | 3.3108 |
| 0.55 | 3.0771 | 5.2078 | 3.0595 | 3.8969 |
| 0.50 | 3.7711 | 5.8692 | 7.9192 | 3.2214 |
| 0.45 | 6.5738 | 6.5707 | 3.2643 | 3.1685 |
| 0.40 | 7.4347 | 7.4385 | 3.1995 | 3.5484 |
| 0.35 | 8.5480 | 8.5420 | 3.2445 | 3.0269 |
| 0.30 | 9.9615 | 9.9443 | 3.1429 | 2.9899 |
| 0.25 | 11.9727 | 12.0032 | 3.2393 | 2.8661 |
| 0.20 | 14.9715 | 15.0070 | 3.0202 | 2.8085 |
| 0.15 | 19.9825 | 19.3840 | 3.0044 | 2.9531 |
| 0.10 | 30.0042 | 29.9953 | 3.0089 | 2.9980 |
| 0.05 | 60.0058 | 59.9958 | 2.9989 | 2.9982 |

FIG. 12.5. Comparison of the $D=3$ internal energy of the melting model (Villain type) of Fig. 12.3 for $\xi=1$ with Monte Carlo data on a $8^{3}$ and a $16^{3}$ sc lattice. Notice that the $16^{2}$ data show undercooling.


In order to find the melting temperature we have positioned the system into a mixed state [half liquid, half solid, where liquid means random $u_{i}(\mathbf{x}) \in(-\pi, \pi)$, and solid means $\left.u_{i}(\mathbf{x}) \equiv 0\right]$ and observed the development of the internal energy over many iterations. The system equilibriates very quickly and decides after less than 500 iterations into which state it belongs, even close to the point, for which melting occurs:

FIG. 12.6a. Comparison of the $D=3$ specific heat of the meiting model (Villain type) at $\xi=1$, with Monte Cario data. The insert resolves the jump in the specific heat at the melting point. This jump is very sensitive to $\xi$ and changes sign at $\xi \approx 0.65$ (see Fig. 12.6b).


$$
\begin{equation*}
\beta_{m} \approx 0.5175 \quad(D=3, \xi=1) \tag{12.32}
\end{equation*}
$$

(see Fig. 12.6 for $\xi=1$ ). This is in very good agreement with the analytic result obtained above.

The accuracy of this value was further tested by studying the stability of an initial solid or liquid state right at $\beta_{m}$. The internal energies are shown in Fig. 12.7. At $\beta_{m}=0.5175$ they are completely stable and from their distance, shown in Fig. 12.8; we extract

$$
\begin{equation*}
\Delta u \approx 2.323, \quad \Delta s \approx 1.20 \quad(D=3, \xi=1) \tag{12.33}
\end{equation*}
$$

We have repeated the same analysis for various values of $\xi$ and found $\beta_{m}$ and $\Delta s$ as shown in Figs. 12.9 and 12.10, where they are also compared with the analytic results of Table 12.2. The values of $\beta_{m}$ are seen to follow quite well a straight line given by

$$
\begin{equation*}
\beta_{m} \sim 0.5175 \xi^{-0.57} \quad(D=3) . \tag{12.34}
\end{equation*}
$$

For $\xi \rightarrow 0$, the transition temperature goes to zero. This has a simple

FIG. 12.6b. The $\xi$ dependence of the difference between the specific heats of the solid and liquid phases. Most materials have $\xi \leqslant 0.6$ (see Table 7.1) so that $\Delta c$ is positive, in agreement with experiment.


FIG. 12.7. Development of the internal inergy of a mixed initial configuration (hall solid, half liquid) over many Monte Cario iterations for $\beta$ near the transition value (isotropic crystal $\xi=1$ ).

physical reason. We had seen in Section 1.2 [see the stability conditions in Eqs. (1.17) or (1.21b)] that at $\xi=0$ a crystal becomes unstable with respect to shear stresses. Hence fluctuations diverge and destroy the crystalline order.

Since the transition entropy is rather large there is another way of estimating the transition point and the value of $\Delta s$. We may go to a

FIG. 12.8. Stability of solid and liquid phase at the transition point $\beta_{m}=0.5175$ over many iterations. From the distance of the internal energies we extract $\Delta s \approx 1.2$.

smaller lattice, say $4^{3}$, and look again at the development of the internal energy over many iterations. At the transition point, the small system fluctuates back and forth between the two equilibrium states as shown in Fig. 12.11. If we plot a histogram for the distribution of the energies (also in Fig. 12.11) we find a pronounced double peak which shows that for $\beta<\beta_{m}$ the system rests predominantly in the liquid state, for $\beta>\beta_{m}$ in the solid state. At $\beta=\beta_{m}$ the two peaks are symmetric and their distance determines $\Delta s$. Notice that for a $4^{3}$ lattice, the melting temperature is slightly lower than that for a $16^{6}$ lattice ( $\beta_{m} \approx 0.534$ versus $\beta_{m} \approx 0.5175$ at $\xi=1$ ).

Let us now turn to the case of two dimensions. Here we use lattices of varying sizes, from $10^{2}$ to $60^{2}$. with periodic boundary conditions. Employing again the heat-bath algorithm and the $Z(16)$ approximation we find, after 50 sweeps for equilibriation and 100 sweeps for measurement, the internal energy and specific heat as shown in Table 12.4 and Figs. 12.12 and 12.13 . We see that they compare rather well with the analytic results. It is also interesting to note that the peak in the specific heat has a shape quite similar to the experimental specific heat seen in the two-dimensional melting of adsorbed layers (see, for instance, Fig. 7.13).

It must be noted that the system has much stronger fluctuations than in three dimensions. This implies that much more care is needed when trying to find a precise values of $\beta_{m}$ and $\Delta s$. In particular this is necessary since there are, in the literature, conflicting statements regarding the

FIG. 12.9. Dependence of $\beta_{m}$ on $\xi$ for the $D=3$ melting model as found from the stability runs. The analytically obtained values of Table 12.1 are practically the same.


FIG. 12.10. Transition entropy $\Delta s$ of the $D=3$ melting model for various $\xi$ from Monte Carlo simulations (compare with the $\xi=1$ analytic result given in Table 12.3).


FIG. 12.11. Transition signal of the melting model on a smaller lattice ( $4^{3}$ ). The internal energy jumps back and forth between the two phases. The histograms with a symmetric double peak indicate the first order transition.

$$
\begin{gathered}
D=3 \text { melt. Vill.. } 4^{3} \text { lattice. } \xi_{v}=1 \\
10000 \text { sweeps, random start }
\end{gathered}
$$


order of the two-dimensional melting transitions. These will be discussed in more detail below, particularly in Chapter 14.

In order to find $\beta_{m}$ we proceed as in three dimensions and iterate the system many times starting once from a solid and once from a liquid state. The internal energies are shown in Fig. 12.14 and we extract

$$
\begin{equation*}
\beta_{m} \approx 0.815 \quad(D=2, \xi=1) . \tag{12.35}
\end{equation*}
$$

For this value of $\beta_{m}$, the two states are stable over as many as 15000 runs (see Fig. 12.14c). From the distance of the curves we deduce

$$
\begin{equation*}
\Delta u \approx 0, \quad \Delta s \approx 0.3 . \tag{12.36}
\end{equation*}
$$

Thus, with the definiteness which a Monte Carlo analysis statement can possibly have, our model undergoes a first order phase transition.

When repeating the same analysis for various values of $\xi$ we find the $\xi$ dependence of the transition point and of the entropy jump as shown in Fig. 12.16 and 12.17 , respectively.

It should be mentioned, however, that some of the stability runs display a curious behavior, an example of which occurs in Fig. 12.14b. For some initial configurations, the energy of the solid phase jumps abruptly, after many iterations, towards the liquid phase, followed by further jumps later on. Also , the liquid state sometimes moves lower. This could be interpreted as a signal that the stability of the two phases, displayed in Fig. 12.14c, is only apparent and we just had not waited long enough for the system to equilibriate. The suddenness of the energy jumps, however. inclines us to believe that it may be some other phenomenon that could be taking place.

We therefore study the distributions of defects after such jumps. They are found by taking the configuration of displacements $u_{i}(\mathbf{x})$ and finding a set of integer numbers $n_{i i}(\mathbf{x})$ and half integers $n_{i j}(\mathbf{x})(i \neq j)$ so that

$$
\begin{gather*}
\sum_{\mathbf{x} . i}\left(\nabla_{i} u_{i}(\mathbf{x})-2 \pi n_{i j}(\mathbf{x})\right)^{2},  \tag{12.37}\\
\sum_{\mathbf{x}, i<j}\left(\nabla_{i} u_{j}(\mathbf{x})+\nabla_{j} u_{i}(\mathbf{x})-4 \pi n_{i j}(\mathbf{x})\right)^{2} . \tag{12.38}
\end{gather*}
$$

are minimal. From these numbers we obtain the defect distribution by forming the double curl

$$
\begin{equation*}
\eta_{i j}(\mathbf{x})=\varepsilon_{i k \kappa} \varepsilon_{j m n} \nabla_{k} \nabla_{m} n_{(n}(\mathbf{x}+\mathbf{i}+\mathbf{j}) . \tag{12.39}
\end{equation*}
$$

In two dimensions we are only dealing with the defect density $\boldsymbol{\eta}(\mathbf{x}) \approx \eta_{33}(\mathbf{x})$, a few examples of which are shown in Fig. 12.17. The defect distributions show an interesting feature. As the free energy of the liquid moves down toward that of the solid, there are macroscopic sections of the crystal which are practically free of defects. Such sections

TABLE 12.4. Internal energy and specific heat of the $D=2$ melting model (Villain type) for $\lambda=0, \xi=1$. The Monte Carlo simulations were performed on a $60 \times 60$ square lattice with 50 sweeps for equilibriation and 100 sweeps for measurement [Janke and Kleinert (1986)].

| $\beta$ | u (heat) | $u$ (cool) | $c$ (heat) | $c$ (cool) |
| :---: | :---: | :---: | :---: | :---: |
| 2.00 | 0.4990 | 0.7962 | 0.7548 | 0.9110 |
| 1.95 | 0.5112 | 0.6087 | 0.7579 | 0.7475 |
| 1.90 | 0.5252 | 0.6232 | 0.8927 | 1.2787 |
| 1.85 | 0.5376 | 0.6389 | 0.7967 | 1.1334 |
| 1.80 | 0.5559 | 0.6584 | 1.0974 | 0.8772 |
| 1.75 | 0.5721 | 0.6715 | 0.7393 | 0.9614 |
| 1.70 | 0.5891 | 0.6886 | 1.0022 | 0.9542 |
| 1.65 | 0.6035 | 0.7076 | 1.1414 | 1.0866 |
| 1.60 | 0.6256 | 0.7266 | 1.0722 | 0.7998 |
| 1.55 | 0.6413 | 0.7490 | 1.1222 | 1.0393 |
| 1.50 | 0.6642 | 0.7742 | 1.0356 | 1.1047 |
| 1.45 | 0.6906 | 0.7962 | 1.8727 | 0.7926 |
| 1.40 | 0.7164 | 0.8257 | 1.3910 | 0.9388 |
| 1.35 | 0.7392 | 0.8552 | 1.0191 | 0.8679 |
| 1.30 | 0.7672 | 0.8886 | 0.9279 | 1.0129 |
| 1.25 | 0.8074 | 0.9253 | 1.0081 | 0.9934 |
| 1.20 | 0.8374 | 0.9680 | 1.1057 | 1.1961 |
| 1.15 | 0.8767 | 1.0138 | 1.4215 | 0.9555 |
| 1.10 | 0.9179 | 1.0677 | 0.8685 | 1.2610 |
| 1.05 | 0.9685 | 1.1302 | 1.1580 | 1.1326 |
| 1.00 | 1.0317 | 1.2381 | 1.0001 | 2.3382 |
| 0.95 | 1.0879 | 1.3578 | 1.1523 | 1.3237 |
| 0.90 | 1.1621 | 1.4646 | 1.5221 | 1.2630 |
| 0.85 | 1.2631 | 1.6210 | 1.4976 | 1.8810 |
| 0.80 | 1.4009 | 1.7642 | 1.4947 | 1.5004 |
| 0.75 | 1.6045 | 1.9382 | 2.3084 | 1.3713 |
| 0.70 | 2.0387 | 2.1028 | 3.2047 | 2.2007 |
| 0.65 | 2.2845 | 2.2798 | 1.5969 | 1.8314 |
| 0.60 | 2.4807 | 2.4897 | 1.2777 | 1.1680 |
| 0.55 | 2.7191 | 2.7254 | 1.8126 | 1.2788 |
| 0.50 | 2.9906 | 3.0009 | 3.3905 | 1.1703 |
| 0.45 | 3.3134 | 3.3222 | 7.5173 | 1.2776 |
| 0.40 | 3.7461 | 3.7559 | 3.2282 | 1.5885 |
| 0.35 | 4.3012 | 4.2834 | 3.5455 | 1.2059 |
| 0.30 | 4.9946 | 4.9946 | 3.2809 | 1.2932 |
| 0.25 | 5.9950 | 6.0014 | 3.9873 | 1.7238 |
| 0.20 | 7.4901 | 7.5132 | 3.5328 | 1.4359 |
| 0.15 | 9.9912 | 9.9918 | 3.4499 | 1.4240 |
| 0.10 | 15.0034 | 15.0105 | 3.5394 | 1.5051 |
| 0.05 | 30.0000 | 30.0001 | 3.5001 | 1.5003 |

FIG. 12.12. Comparison of internal energy of the $D=2$ melting model (Villain type) with Monte Carlo data.

are chunks of solid. Thus it appears as though the approach of the two free energies is not a signal of an equilibriation of the system in a pure state near a contribution transition, but rather an indication that the system separates into a mixed state, with finite pieces of solid immersed in the liquid phase. As a matter of fact, in nature, precisely such a phenomenon happens if a crystal melts at fixed total volume. Due to the difference of the solid and liquid phases, the internal energy does not have a jump, as it does at fixed pressure, but moves continuously from one value to the other. This issue, (raised by Toxvaerd in 1980 and investigated further by Abraham in 1982, via molecular dynamics simulation) will be discussed in more detail later in Chapter 14 (see, in particular, Figs 14.11 and 14.12) which is dedicated entirely to the controversial results on the order of two-dimensional melting.

At this juncture let us only mention that our results are in disagreement with recent Monte Carlo investigations by Strandburg, Solla and Chester

FIG. 12.13. Comparison of specific heat of the $D=2$ melting model (Villain type) with Monte Carlo data. The peak resembles the experimental peak in adsorbed solid ${ }^{4} \mathrm{He}$ films found by Bretz (cf. Bretz el al. 1973: see Fig. 7.13).

(1983) who claim to have seen two successive continuous transitions. Their evidence is not derived directly from our model but their study differs from ours in two respects.
(i) They use a triangular lattice rather than a square one.
(ii) They do not simulate our model but a dual form of it.

The first difference could, in principle, be important. But Bruce (1985) has redone the same work on a square lattice and found the same result (namely, two successive continuous transitions). If this were true, it could only be the use of the dual version of the model which causes difficulties in obtaining equilibrium in Monte Carlo simulations. Let us therefore describe that model briefly. It is given directly by the integer-stress gauge field form of the partition function. In two dimensions, this was written down in Eq. (9.53) and (9.55). After summing over all defect fields $\bar{\eta}(\mathbf{x})$ it reads

FIG. $12.14 \mathrm{a}, \mathrm{b}, \mathrm{c}$. Stability of solid and liquid initial states for $D=2$ near and at the melting point over many iterations.


FIG. 12.15. The melting transition values $\beta_{m}$ of the $D=2$ melting model (Villain type) for various values of $\xi$. They follow only very roughly the empirical law $\beta_{m} \approx c \xi^{-\alpha}$ with $\alpha$ lying between 0.7 and 0.86 .


FIG. 12.16. Transition entropy $\Delta s$ of the $D=2$ melting model (Villain type) for various $\xi$.


$$
\begin{align*}
Z= & {\left[\frac{1}{(2 \xi)^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}} \sum_{\{\bar{\chi}(\mathrm{x})\}} \exp \left\{-\frac{1}{4 \beta}\right.} \\
& \left.\times \sum_{\mathrm{x}} \bar{\chi}(\mathbf{x})\left[(\bar{\nabla} \cdot \nabla)^{2}\left(-\frac{1}{\gamma}\right)+\left(\left(\bar{\nabla}_{1} \nabla_{1}\right)^{2}+\left(\bar{\nabla}_{2} \nabla_{2}\right)^{2}\right)\left(\frac{1}{\xi}-1\right)\right] \bar{\chi}(\mathbf{x})\right\}, \tag{12.40}
\end{align*}
$$

where the sum extends over all integers $\bar{\chi}(\mathbf{x})$. Dropping the prefactor, one remains with the sum

$$
\begin{equation*}
Z_{L R}=\sum_{\{\bar{x}(x)\}} e^{\left.-(1 / \beta \beta) \Sigma_{1} \bar{x}(x) \mid(\bar{\Gamma} \cdot \Gamma)^{2}(1-(1 / \gamma))+\left(\left(\bar{\Gamma}_{1} \Gamma_{1}\right)^{2}+\left(\bar{r}_{2} \Gamma_{2}\right)^{2}\right)((1 / / s)-1)\right] \bar{x}(x)} \tag{12.41}
\end{equation*}
$$

This partition function is reminiscent of the discrete Gaussian model which appeared before as the dual version of the ordinary Villain model:

$$
\begin{equation*}
Z_{R}=\sum_{\{\varphi(x)\}} e^{-\left(\beta_{R} / 2\right\} E_{x} \psi(x)(-\tilde{r} \cdot \Gamma) \&(x)} \tag{12.42}
\end{equation*}
$$

We have seen that that model could be used to study the roughening

FIG. 12.17a,b. Defect pictures illustrating the equilibriation process for the run in Fig. 12.14 c at $\beta=0.81$ for ordered start (ord) and random start (ran), respectively. The numbers to the right of each picture tell the number (in thousands) of equilibriation sweeps [after Janke and Kleinert (1986)].


FIG. 12.17a,b. (continued)

transition on crystal surfaces [recall Part II, Eqs. (11.254), (11.125)] with the identification $T_{R}=1 / \beta_{R}=\beta_{V}$.
The partition function (12.40) has a very similar appearance. In the isotropic case with $\xi=1$ it differs by having an energy $(-\bar{\nabla} \cdot \nabla)^{2}$ term instead of $(-\bar{\nabla} \cdot \nabla)$. It has therefore been named the Laplacian roughening model by Nelson (1982). In this model, one usually defines the temperature $T_{L R}$ such that $1 / \beta$ in (12.41) is replaced by

$$
\begin{equation*}
\frac{2}{T_{L R}}=2 \beta_{L R} . \tag{12.43}
\end{equation*}
$$

Taking the prefactor in (12.40) into account, the internal energy and
specific heat of the model (12.41) are related to those of the melting model (12.40) with $\xi=1$ as follows:

$$
\begin{gather*}
u=\frac{3}{2 \beta}-\frac{1}{2 \beta^{2}} u_{L R}, \quad c=\frac{3}{2}-\frac{1}{\beta} u_{L R}+c_{L R},  \tag{12.44}\\
u_{L R}=\frac{3}{2 \beta_{L . R}}-\frac{1}{2 \beta_{L . R}^{2}} u, \quad c_{L R}=\frac{3}{2}-\frac{1}{\beta_{L R}} u+c . \tag{12.45}
\end{gather*}
$$

The previously calculated high and low temperature expansions, which in the melting model had the general form

$$
\begin{gather*}
-\beta f=\text { constant }-\frac{3}{2} \log \beta+\sum e^{-(u / 2 \beta)}  \tag{12.46}\\
u=\frac{3}{2 \beta}+\sum-\frac{a}{2 \beta^{2}} e^{-(u / 2 \beta)}, \quad c=\frac{3}{2}+\sum\left(-\frac{a}{\beta}+\frac{a^{2}}{4 \beta^{2}}\right) e^{-(u / 2 \beta)} . \tag{12.47}
\end{gather*}
$$

for high temperatures and

$$
\begin{gather*}
-\beta f=\text { constant }-\log \beta+\sum e^{-\beta h},  \tag{12.48}\\
u=\frac{1}{\beta}+\sum b e^{-\beta \prime}, \quad c=1+\beta^{2} \sum b^{2} e^{-\beta h} . \tag{12.49}
\end{gather*}
$$

for low temperatures, now read

$$
\begin{align*}
& -\beta f_{I-R}=\sum e^{-\beta_{l K^{\prime \prime}}} .  \tag{12.50}\\
& u_{L R}=\sum a e^{-\beta_{L K} u}, \quad c_{L R}=\beta_{L R}^{2} \sum a^{2} e^{-\beta_{L R} u} . \tag{12.51}
\end{align*}
$$

and

$$
\begin{equation*}
-\beta f_{L R}=-\frac{1}{2} \log \left(2 \pi \beta_{L-R}\right)+\sum e^{-\left(11 / 2 \beta_{L R}\right) \mid} \tag{12.52}
\end{equation*}
$$

$u_{L R}=\frac{1}{2 \beta_{L R}}-\sum \frac{b}{2 \beta_{L R}^{2}} e^{-\left(1 / 2 \beta_{L R}\right) h}, \quad c_{L R}=\frac{1}{2}+\sum\left(-\frac{b}{\beta_{L R}}+\frac{b^{2}}{4 \beta_{L R}^{2}}\right) e^{-\left(1 / 2 \beta_{L R}\right) h}$,
in the opposite temperature limits of the temperature $T_{L R}$.

FIG. 12.18. Internal energy of the Laplacian roughening model of melting and comparison with Monte Carlo data on a square lattice [taken from Janke and Kleinert (1986)].


In Figs. 12.18 and 12.19 we have compared the calculated internal energy with the Monte Carlo data for $\xi=1$. In the immediate neighborhood of the transition point the agreement is quite bad, demonstrating the importance of fluctuations. Since we have studied this model in the previous dual Villain form, there is no need to do this once more here. Let us simply mention that. for the simulation, it is useful to bring the energy to a more convenient form. First we rewrite

$$
\begin{align*}
\sum_{\mathbf{x}}(\bar{\nabla} \cdot \nabla \bar{\chi}(\mathbf{x}))^{2} & =\sum_{\mathbf{x}}\left(\sum_{ \pm i}(\bar{\chi}(\mathbf{x}+\mathbf{i}))-4 \bar{\chi}(\mathbf{x})\right)^{2} \\
& =\sum_{\mathbf{x}}\left\{20 \bar{\chi}(\mathbf{x})^{2}-8 \sum_{ \pm i} \bar{x}(\mathbf{x}+\mathbf{i}) \bar{\chi}(\mathbf{x})+\sum_{\substack{ \pm i=j \\
i \neq i}} \bar{x}(\mathbf{x}+\mathbf{i}-\mathbf{j}) \bar{\chi}(\mathbf{x})\right\} . \tag{12.54}
\end{align*}
$$

FIG. 12.19. Specific heat of the Laplacian roughening model and comparison with Monte Carlo data on a square latice.


FIG. 12.20. The three types of vectors to the neighboring positions appearing in Eqs. (12.55)-(12.56) and (12.61)-(12.62), respectively.


The vector sums over $\mathbf{i}$. $\mathbf{j}$ with $\mathbf{i} \neq \mathbf{j}$ covers twice the 4 next-nearest neighbours and once the 4 second-nearest neighbours. If the corresponding vectors are denoted by $\pm \mu, \pm \boldsymbol{\alpha}$, respectively (see Fig. 12.20), we find

$$
\begin{align*}
& \sum_{\mathbf{x}}(\bar{\nabla} \cdot \Gamma \bar{\chi}(\mathbf{x}))^{2} \\
& =\sum_{\mathbf{x}}\left\{20 \bar{\chi}(\mathbf{x})^{2}-8 \sum_{ \pm i} \bar{\chi}(\mathbf{x}+\mathbf{i}) \bar{\chi}(\mathbf{x})+2 \sum_{ \pm \mu} \bar{\chi}(\mathbf{x}+\mu) \bar{\chi}(\mathbf{x})+\sum_{ \pm \alpha} \bar{\chi}(\mathbf{x}+\boldsymbol{\alpha}) \bar{X}(\mathbf{x})\right\} \\
& =\sum_{\mathbf{x}} \bar{\chi}(\mathbf{x})\left(20 \bar{\chi}(\mathbf{x})-8 \sum_{ \pm i} x(\mathbf{x}+\mathbf{i})+2 \sum_{ \pm \mu} x(\mathbf{x}+\mu)+\sum_{ \pm \alpha} x(\mathbf{x}+\boldsymbol{\alpha})\right) \tag{12.55}
\end{align*}
$$

which is the desired form. It can also be rewritten as

$$
\begin{align*}
& \sum_{\mathbf{x}}(\bar{\nabla} \cdot \nabla \bar{X}(\mathbf{x}))^{2} \\
& \quad=4 \sum_{ \pm \mathrm{i}}(\bar{X}(\mathbf{x}+\mathbf{i})-\bar{X}(\mathbf{x}))^{2}-\sum_{ \pm \mu}(\bar{X}(\mathbf{x}+\mu)-\bar{X}(\mathbf{x}))^{2}-\frac{1}{2} \sum_{ \pm \alpha}(\bar{X}(\mathbf{x}+\boldsymbol{\alpha})-\bar{\chi}(\mathbf{x}))^{2}, \tag{12.56}
\end{align*}
$$

where the first term is the ordinary discrete roughening energy $8 \Sigma_{\mathbf{x}} \bar{\chi}(\mathbf{x})(-\bar{\nabla} \cdot \nabla) \chi(\mathbf{x})$ and the others may be considered as next and second neighbor corrections. These are quite significant as can be seen by merely comparing the transition temperatures. If the other two terms were negligible, we should have $T_{L R} / 8=T_{R}$ where $T_{R}$ is the roughening temperature. For $\beta_{l . R}$ we find from Fig. 12.19

$$
\begin{equation*}
\beta_{l . R} \sim 0.602 \tag{12.57}
\end{equation*}
$$

so that $T_{L R} / 8=0.208$ which is much lower than $T_{R}=0.605$.
The previous studies of this model by Nelson (1982) and by Strandburg et al. (1983) were performed on a triangular lattice for which the Laplacian reads

$$
\begin{equation*}
\bar{\nabla} \cdot \nabla \bar{\chi} \equiv \frac{2}{3} \sum_{ \pm \mathbf{i}}(X(x+i)-\chi(x)) \tag{12.58}
\end{equation*}
$$

and the vector $\mathbf{i}$ denotes the three oriented links

$$
\begin{equation*}
1=(1.0), \quad 2=\left(-\frac{1}{2},+\frac{\sqrt{3}}{2}\right), \quad 3=\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}\right) \tag{12.59}
\end{equation*}
$$

In momentum space, one has

$$
\begin{equation*}
\mathbf{K} \cdot \overline{\mathbf{K}}=\frac{2}{3}\{6-2[\cos (\mathbf{1} \cdot \mathbf{k})+\cos (2 \cdot \mathbf{k})+\cos (\mathbf{3} \cdot \mathbf{k})]\} \tag{12.60}
\end{equation*}
$$

which for small $\mathbf{k}$ behaves correctly like $\mathbf{k}^{2}$.
The energy is the square of the expression (12.58). In analogy with (12.54). (12.55) it can be rewritten as follows:

FIG. 12.21. Monte Cario data on the specific heat of the Laplacian roughening model on triangular lattices of various sizes $N=L^{2}$ whose finite-size scaling behavior $c=A N+B$ indicates a first order transition [(from W. Janke and D. Toussaint (1986)].


$$
\begin{align*}
& \sum_{\mathbf{x}}(\bar{\nabla} \cdot \nabla \bar{\chi}(\mathbf{x}))^{2} \\
&= \frac{4}{9} \sum_{\mathbf{x}}\left\{42 \bar{\chi}(\mathbf{x})^{2}-12 \sum_{ \pm \mathbf{i}} \bar{\chi}(\mathbf{x}+\mathbf{i}) \bar{\chi}(\mathbf{x})+\sum_{\substack{ \pm i, \pm \mathbf{j} \\
\mathbf{i} \neq \mathrm{j}}} \bar{\chi}(\mathbf{x}+\mathbf{i}-\mathbf{j}) \bar{\chi}(\mathbf{x})\right\} \\
&= \frac{4}{9} \sum_{\mathbf{x}}\left\{42 \bar{\chi}(\mathbf{x})^{2}-12 \sum_{ \pm \mathbf{i}} \bar{\chi}(\mathbf{x}+\mathbf{i}) \bar{\chi}(\mathbf{x})+2 \sum_{ \pm \mathbf{i}} \chi(\mathbf{x}+\mathbf{i}) \chi(\mathbf{x})\right. \\
&\left.+2 \sum_{ \pm \mu} \bar{\chi}(\mathbf{x}+\mu) \chi(\mathbf{x})+\sum_{ \pm \alpha} \bar{\chi}(\mathbf{x}+\boldsymbol{\alpha}) \chi(\mathbf{x})\right\} \\
& \quad=\frac{4}{9} \sum_{\mathbf{x}} \bar{\chi}(\mathbf{x})\left\{42 \bar{\chi}(\mathbf{x})-10 \sum_{ \pm \mathbf{i}} \bar{\chi}(\mathbf{x}+\mathbf{i})+2 \sum_{ \pm \mu} \bar{\chi}(\mathbf{x}+\mu)+\sum_{ \pm \alpha} \bar{\chi}(\mathbf{x}+\boldsymbol{\alpha})\right\} . \tag{12.61}
\end{align*}
$$

In this form the Monte Carlo runs are easiest to perform.
As with (12.56) there is yet another version

$$
\begin{align*}
\sum_{\mathbf{x}}(\bar{\nabla} \cdot \nabla \bar{X}(\mathbf{x}))^{2}= & \frac{4}{9} \sum_{\mathbf{x}}\left\{5 \sum_{ \pm \mathbf{i}}(\bar{X}(\mathbf{x}+\mathbf{i})-\bar{X}(\mathbf{x}))^{2}-\sum_{ \pm \mu}(\bar{X}(\mathbf{x}+\mu)-\bar{X}(\mathbf{x}))^{2}\right. \\
& \left.-\frac{1}{2} \sum_{ \pm \alpha}(\bar{X}(\mathbf{x}+\alpha)-\bar{X}(\mathbf{x}))^{2}\right\} \tag{12.62}
\end{align*}
$$

in which the first term

$$
\begin{equation*}
\frac{10}{3} \sum_{\mathbf{x}} \bar{x}(\mathbf{x})(-\bar{\nabla} \cdot \nabla) \bar{X}(\mathbf{x}) \tag{12.63}
\end{equation*}
$$

corresponds to the ordinary discrete Gaussion model and the other two terms represent next-nearest and second nearest neighbor corrections.

The simulation of this model by Strandburg et al. (1983) focused attention upon the long-range behavior of the correlation functions, as first suggested by Nelson (1982). From a change in this behavior they deduce two closely spaced continuous transitions at

$$
\begin{equation*}
T_{l . R}^{c_{1}}=1.825 \pm 0.025 \tag{12.64}
\end{equation*}
$$

and at

$$
\begin{equation*}
T_{I . R}^{C}=1.925 \pm 0.025 \tag{12.65}
\end{equation*}
$$

FIG. 12.22. The linear growth of the peak in the specific heat with size ( $=$ twodimensional volume) characteristic of a finite-size $\delta$-function and thus for a first-order transition [Janke and Kleinert (1988)].


As far as the melting transition is concerned, this would mean that the crystalline order breaks down in two successive steps. In the first step, the translational order breaks down leading to a phase in which the atoms can move around freely but only along the six crystalline directions (hexatic phase). The second step destroys this remaining directional memory and leads to a completely disordered state.
On the basis of our own data we believe that these results are not trustworthy for three reasons.
(i) The Monte Carlo iterations of the model equilibriate very slowly since the interaction energy involves nearest and next-nearest neighbors.
(ii) The correlation function cannot distinguish whether the system is in a uniform phase during a continuous phase transition or in a mixed phase during a first-order phase transition.
(iii) The size of the lattice was not large enough to see the effect of a very weak first-order transition.
Our doubts were enhanced when reinvestigating the order of the transition on a square lattice [W. Janke and H. Kleinert (1986)], which gave only a single weak first order transition. This prompted a repetition of the simulation of the triangular model by W. Janke and D. Toussaint (1986) with much higher statistics than the one by Strandburg et al (1983). The

FIG. 12.23. Finite-size behaviour of peak positions in the specific heat of the Laplacian roughening model on an $L \times L$ triangular lattice. The intercept gives the transition point [Janke and Kleinert (1988)].

result suggests that the model on the triangular lattice has the same weak first order transition as on the square lattice.

A further simulation of the triangular model was performed recently by Strandburg (1986), ignoring any work that had appeared after Strandburg et al. (1983). The conclusion of a finite-size scaling analysis was, once more, that the model has two successive continuous transitions. By comparison with the work of Janke and Toussaint it appeared that Strandburg had not gone to large enough lattices to see the finite-size scaling associated with the first order transition of the model. This was confirmed in a high statistics study by Janke and Kleinert (1988) [see Fig. 12.22]. Figure 12.23 shows the finite size scaling of the transition point.

This transition will be discussed in more detail in Chapter 14.
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## THE MELTING MODEL OF THE COSINE TYPE

For comparison we shall now investigate the melting transition in the cosine form of our model as defined in Eq. (9.147). For simplicity, let us omit the $\beta$ dependent prefactors and consider the slightly modified partition function,

$$
\begin{align*}
Z^{\prime}= & \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathrm{x}, i<j}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i j}(\mathbf{x})}{2 \pi} \sqrt{4 \pi \beta \gamma}\right] \\
& \times \exp \left\{\beta_{V-1} \sum_{\mathbf{x}, i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}\right)\right. \\
& \left.+\left(\beta \gamma \frac{\lambda}{\mu \xi}\right)_{V^{-1}} \sum_{\mathbf{x}, i} \cos \left(\nabla_{i} \gamma_{i}-\sum_{j} \gamma_{i j}(\mathbf{x}+\mathbf{i})\right)+(2 \beta \gamma)_{V_{-1}} \sum_{\mathbf{x}, i<j} \cos \gamma_{i j}(\mathbf{x})\right\} . \tag{13.1}
\end{align*}
$$

In the last chapter we saw that the parameter $\lambda$ produced little change in the transition temperature and entropy. We may therefore confine our attention to the case of $\lambda=0$ for which $\gamma=D \xi+2 \mu \xi^{2} / \lambda \rightarrow \infty$ and the angular integrations over $\gamma_{i j}$ are frozen out, leading to the partition function [compare (9.126)]

$$
\begin{equation*}
Z^{\prime}=\prod_{x \rightarrow 0}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] e^{\left.\beta_{v-1} \Sigma_{x, i, i} \cos \left(\nabla_{i} \gamma_{i}+\nabla_{i}, y_{i}\right)+(2 \beta \xi)\right)_{v}-1 \Sigma_{x, i} \cos \left(\Gamma_{i, \gamma_{i}}\right)} . \tag{13.2}
\end{equation*}
$$

In order to simplify the notation we shall, from now on, omit the subscript $V^{-1}$ and study the model as a function of $\beta$ and $\xi$ in its own right.

### 13.1. INEQUALITY FOR FREE ENERGY AND THE MEANFIELD APPROXIMATION

A study of this partition function within the mean-field aproximation becomes possible by observing that $Z^{\prime}$ can be expressed in terms of pure phase variables

$$
\begin{equation*}
U_{i}(\mathbf{x})=e^{i y_{i}(\mathbf{x})} \tag{13.3}
\end{equation*}
$$

as follows:

$$
\begin{align*}
Z^{\prime}=\prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \exp & \operatorname{Re}\left\{\beta \sum_{\mathbf{x}, i<j} U_{i}(\mathbf{x}) U_{j}^{\dagger}(\mathbf{x}+\mathbf{i}) U_{i}^{\dagger}(\mathbf{x}+\mathbf{j}) U_{j}(\mathbf{x})\right. \\
& \left.+2 \beta \xi \sum_{\mathbf{x}, i} U_{i}^{\dagger}(\mathbf{x}) U_{i}(\mathbf{x}+\mathbf{i})\right\} \tag{13.4}
\end{align*}
$$

The arrangement of the $U_{i}(x)$ variables in the first term can be pictured by a distortion graph around the site $\mathbf{x}$

where each $U_{i}(\mathbf{x})$ is represented by a displacement arrow along the link $\mathbf{i}$ with $U_{i}^{\dagger}(\mathbf{x})$ pointing in the opposite direction.

Using the variational methods described in Part II, Section 5.1, we can now derive an upper bound for the free energy. For the trial partition function we choose the simplest product of independent one-link integrals,

$$
\begin{equation*}
Z_{0} \equiv \prod_{\mathrm{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] e^{-\beta E_{n}\left|\gamma_{i}\right|}=\prod_{\mathrm{x}, i}\left[\int \frac{d \gamma_{i}(\mathrm{x})}{2 \pi}\right] e^{\alpha \Xi_{x}, \operatorname{Rc} U_{i}(\mathrm{x})}=\prod_{\mathrm{x}} I_{0}(\alpha)^{D}, \tag{13.5}
\end{equation*}
$$

where $\alpha$ is the analogue to the magnetic field used in the ansatz (4.28) for the $X Y$ model. We now take the positive normalized measure

$$
\begin{equation*}
\prod_{\mathbf{x}} \int d \mu(\mathbf{x}) \equiv \frac{1}{Z_{0}} \prod_{\mathrm{x} . i}\left[\int_{-\pi}^{\pi} \frac{d y_{i}(\mathbf{x})}{2 \pi}\right] e^{-\beta E_{\mathrm{i}}\left|y_{i}\right|} \tag{13.6}
\end{equation*}
$$

and denote expectation values within this measure by $\left\rangle_{0}\right.$. Then we rewrite the partition function in the form

$$
\begin{equation*}
Z^{\prime}=Z_{0} \prod_{\mathbf{x}}\left[\int d \mu(\mathbf{x})\right] e^{-\beta\left(E^{\prime}\left|y_{1}\right|-E_{1}\left|y_{1}\right|\right)}, \tag{13.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta E^{\prime}\left[\gamma_{i}\right]=\beta \sum_{\mathrm{x} . i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}\right)+2 \beta \xi \sum_{\mathrm{x}, i} \cos \nabla_{i} \gamma_{i} . \tag{13.8}
\end{equation*}
$$

Now we make use of Peierls' inequality, as in (II.5.12), and obtain the bound

$$
\begin{equation*}
-\beta F^{\prime} \geq-\beta F_{0}-\beta\left\langle E^{\prime}\left[\gamma_{i}\right]-E_{0}\left[\gamma_{i}\right]\right\rangle_{0} \tag{13.9}
\end{equation*}
$$

The expectation value of $E_{0}$ is found in the same way as in (II.5.16): Since $Z_{0}$ is a product of independent integrals on link variables $U_{i}(\mathbf{x})$, the expectation values of all $U_{i}(\mathbf{x})$ is the same:

$$
\begin{align*}
\left\langle U_{i}(\mathrm{x})\right\rangle_{0} & =\int d \mu(\mathrm{x}) U_{i}(\mathbf{x})=\frac{1}{Z_{0}} \int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi} e^{\alpha \Sigma_{\mathrm{x}, \cdot} U_{i}(\mathrm{x})} U_{i}(\mathbf{x}) \\
& =\frac{1}{Z_{0}} \frac{\partial}{\partial \alpha} Z_{0}=\frac{1}{I_{0}^{D}(\alpha)} \frac{d}{d \alpha} I_{0}^{D}(\alpha)=D \frac{I_{1}(\alpha)}{I_{0}(\alpha)} \tag{13.10}
\end{align*}
$$

Let us call this expectation value $u$

$$
\begin{equation*}
u \equiv\left\langle U_{i}(\mathbf{x})\right\rangle_{0}=D \frac{I_{1}(\alpha)}{I_{0}(\alpha)} \tag{13.11}
\end{equation*}
$$

Then we can calculate

$$
\begin{equation*}
\left\langle E_{0}\left[\gamma_{i}\right]\right\rangle_{0}=\sum_{\mathbf{x}, i} a\left\langle U_{i}(\mathbf{x})\right\rangle_{0}=N D \alpha u . \tag{13.12}
\end{equation*}
$$

The expectation value of the full energy (13.8) is found as follows:

$$
\begin{aligned}
\beta\left\langle E^{\prime}\left[\gamma_{i}\right]\right\rangle_{0}=\prod_{\mathbf{x}}\left[\int d \mu(\mathbf{x})\right] & \left(\beta \operatorname{Re} \sum_{\mathbf{x} \cdot i<j} U_{i}(\mathbf{x}) U_{j}^{\dagger}(\mathbf{x}+\mathbf{i}) U_{i}^{\dagger}(\mathbf{x}+\mathbf{j}) U_{j}(\mathbf{x})\right. \\
& \left.+2 \beta \xi \operatorname{Re} \sum_{\mathbf{x}, i} U_{i}^{\dagger}(\mathbf{x}) U_{i}(\mathbf{x}+\mathbf{i})\right) \\
= & N\left(\beta \frac{D(D-1)}{2} u^{4}+2 \beta \xi D u^{2}\right)
\end{aligned}
$$

Inserting this, together with (13.12), into (13.9) we find the following bound for the energy density,

$$
\begin{equation*}
-\beta f^{\prime} \geq \beta \frac{D(D-1)}{2} u^{4}+2 \beta \xi D u^{2}-D \alpha u+D \log I_{0}(\alpha) . \tag{13.13}
\end{equation*}
$$

This free energy has an important property: when changing $\beta$, one changes directly the quartic term $u^{4}$. This is in contrast with the $X Y$ model, where only the quadratic term has a $\beta$ factor. As we can see immediately, it is this property which makes the melting transition firstorder.

The value of $u$ in the free energy is given by (13.11), but just as in the $X Y$ model, we can see that we might as well allow $u$ to be an arbitrary variable and determine it by maximizing the right-hand side in $\alpha$ and $u$, independently. This gives the two equations

$$
\begin{gather*}
u=I_{1}(\alpha) / I_{01}(\alpha),  \tag{13.14a}\\
2\left[\beta(D-1) u^{3}+2 \beta \xi u\right]=\alpha . \tag{13.14b}
\end{gather*}
$$

The $\beta$-dependent $u^{4}$ term in (13.13) appears here as a cubic $u^{3}$ term which leads naturally to a first-order transition. This goes as follows. In the limit $\alpha \rightarrow 0, \beta$ approaches the value $\beta_{d}=1 / 2 \xi$ with $f^{\prime}=0$. This is the point at which the mean-field solution $u=0, \alpha=0$ destabilizes. As $\alpha$ increases. the free energy $-f^{\prime}$ decreases first from zero to negative values, then, starting from, say, $\beta_{s}$ it turns around and begins to grow monotonically [see Fig. 13.1]. In the region $\beta_{s}<\beta<\beta_{l}$, the free energy as a function of

FIG. 13.I. Signal for the first order transition at $\beta_{m}$. As $\alpha$ is increased from zero, the free energy moves along the arrow. The potentials are visualized on top of the figure.

$\alpha$ and $u$ has two minima (one at the field origin and one away from it), and one maximum (between the two minima). The phase transition occurs at a place $\beta_{m}$ when the free energy at the second minimum passes through zero. There, the order parameters $\alpha$ and $u$ jump from zero to a finite value. This is the signal for a first-order transition. In order to be specific, let us fix $\xi$ to be $0.25,0.5,0.75,1$. Then we take $\alpha$ from zero to infinity, calculate $u(\alpha)$ from (13.14a) and $\beta(\alpha)$ from (13.14b). The resulting functions can then be inserted into (13.13) and we obtain the free energy $-f^{\prime}$ as shown in Fig. 13.2 for $D=3$. The transition points extracted from this are plotted in Fig. 13.3 as a function of $\xi$ and tabulated in Table 13.1.

In $D=2$ dimensions, the situation is somewhat different as shown in Figs. 13.4, 13.5 and listed in Table 13.2. Only for $\xi<1$ is there a first order transition at the mean-field level. For $\xi \geq 1$ the transition is of second order. In fact, close to $\xi \approx 1$ the mean-field free energy has the Landau expansion

$$
\begin{equation*}
-\beta f^{\mathrm{MF}}=\left(\beta \xi-\frac{1}{2}\right) \alpha^{2}+\frac{1}{2^{5}}(1-\xi) \alpha^{4}-\frac{5}{2^{7} \cdot 3^{2}} \alpha^{6}+\ldots, \tag{13.15}
\end{equation*}
$$

which clearly shows that the point $\xi=1$ is tricritical. We shall see later that fluctuation corrections change this result drastically with the consequence that melting in the two-dimensional cosine model is always a first order transition.

FIG. 13.2. The free energy of the cosine melting model as a function of $\beta \xi$ for various values of $\xi$ in three dimensions. The intercepts between the high temperature expansion and the one-loop corrected mean field gives the transition points ( $\beta_{m}=1.69 .1 .19,0.95,0.80$, 0.71 for $\xi=0.25,0.5,0.75,1.0,1.25$ ). They are compared with Monte Carlo data in Table 13.1. The one-loop corrections can be taken in its limiting from (13.67) [i.e., involving only the pure phonon fluctuation determinant calculated in (9.87)]. The full one-foop correction shows practically no deviation from this down to the transition point. It merely changes the curves in the irrelevant neighborhood of the mean-field transition point (where the dashed curve intercepts the $\beta \xi$ axis) as indicated by the dotted curved bottom piece for $\xi=1$.


FIG. 13.3. The transition temperature of cosine melting model for $D=3$. extracted from Fig. 13.2 (see Table 13.1) as compared to the Monte Carlo simulation of Jacobs and Kleinert (1983). They are fitted reasonably well by the formula $\beta_{m} \approx 0.77 \xi^{-0.597}$.


TABLE 13.1. Transition data of the $D=3$ cosine melting model from various sources, in particular, the intersection of mean-field-plus-one-loop with the temperature curves (LT, HT). The sixth column shows the empirical best fit to the $\xi$ dependence of $\beta_{m}$.

| $\boldsymbol{\xi}$ | $\beta_{\text {dest }}^{\text {MF }}$ | $\beta_{m}^{\text {HF }}$ | $\beta_{m}^{\text {LT. HT }}$ | $\beta_{m}^{\text {MC }}$ | $0.77 \xi^{-0.597}$ | $\Delta s^{\text {LT.ITT }}$ | $\Delta s^{\text {MC }}$ |
| :---: | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| 0.25 | 2.00 | 1.09 | 1.69 | 1.73 | 1.76 | 1.68 | 1.64 |
| 0.50 | 1.00 | 0.77 | 1.19 | 1.17 | 1.16 | 1.77 | 1.58 |
| 0.75 | 0.67 | 0.59 | 0.95 | 0.91 | 0.91 | 1.65 | 1.45 |
| 1.00 | 0.50 | 0.47 | 0.80 | 0.786 | 0.77 | 1.45 | 1.33 |
| 1.25 | 0.40 | 0.40 | 0.71 | 0.67 | 0.67 | 1.20 | 1.20 |

FIG. 13.4. The free energy of cosine melting model in two dimensions, taken from Ami and Kleinert (quoted in the Notes and References). From the intercepts we extract the transition values $\beta_{m}=4.46,2.30,1.71,1.38,1.18 .1 .04$ for $\xi=0.2,0.4,0.6,0.8,1.0,1.2$ as compared to Monte Carlo data $2.35 \pm 0.05,1.36 \pm 0.02,1.15 \pm 0.05$ for $\xi=0.4,0.8,1.0$ and obtained by Janke and Kleinert (see Fig. 13.5). The approximation has a second-order transition for $\xi=1$.


The internal energy per site is given by

$$
\begin{equation*}
u^{\mathrm{MF}}=-\frac{\partial}{\partial \beta}\left(-\beta f^{\prime \mathrm{MF}}\right)=-D\left[\frac{D-1}{2} u^{4}+2 \xi u^{2}\right]=\frac{1}{N}\langle E\rangle \tag{13.16}
\end{equation*}
$$

and is shown in Fig. 13.6 for $D=3$ and in Fig. 13.7 for $D=2$ (more

FIG. 13.5. The transition temperatures of the cosine melting model for $D=2$ (extracted from Fig. 13.4) as compared with the Monte Carlo data of Janke and Kleinert (1984). A reasonable fit is $\beta_{m} \approx 1.15 \xi^{-0.78}$.

precisely, the figures give $u^{\mathrm{MF}}=u^{\mathrm{MF}}+D[(D-1) / 2+2 \xi]$. Notice how in the latter case, the curves for $\xi=1.0$ and 1.2 display the second order transition at the mean-field level.

The entropy per site is given in terms of the internal energy $u^{\prime M F}$ and the free energy $f^{\prime M F}$ by

$$
\begin{equation*}
s^{\mathrm{MF}}=\beta u^{\mathrm{MF}}-\beta f^{\mathrm{MF}} \tag{13.17}
\end{equation*}
$$

Since $f^{\prime}$ is continuous, the transition entropy is determined by the jump in the internal energy $u^{\prime}$,

$$
\begin{equation*}
\Delta s=\beta \Delta u^{\prime} . \tag{13.18}
\end{equation*}
$$

Then if $\Delta u^{p}$ denotes the jump in the powers $p$ of the order parameter $u$,

$$
\begin{equation*}
\Delta s^{\mathrm{MF}}=-\left[\beta \frac{D(D-1)}{2} \Delta u^{4}+2 \beta \xi D \Delta u^{2}\right] . \tag{13.19}
\end{equation*}
$$

Using the fact that $-\beta f^{\prime}$ is zero just above and below the transition, one has

$$
\begin{equation*}
\beta \frac{D(D-1)}{2} \Delta u^{4}+2 \beta \xi D \Delta u^{2}=\Delta\left(D \alpha u-D \log I_{0}(\alpha)\right), \tag{13.20}
\end{equation*}
$$

so that $\Delta s$ can also be rewritten in the form

$$
\begin{equation*}
\Delta s^{M F}=\Delta\left(D \alpha u-D \log I_{0}(\alpha)\right) . \tag{13.21}
\end{equation*}
$$

When comparing the curves with those of the Villain-type model calculated in the last chapter we have to keep in mind that the physical $\beta$ and $2 \beta \xi$ are actually $\beta_{V-1}$ and $(2 \beta \xi)_{V-1}$ so that, in fact,

$$
\begin{equation*}
\Delta s^{\mathrm{MF}}=-\beta \frac{\partial}{\partial \beta}\left[\beta_{V-1}(\beta) \frac{D(D-1)}{2} \Delta u^{4}+(2 \beta \xi)_{v-1}(\beta) D \Delta u^{2}\right] . \tag{13.22}
\end{equation*}
$$

### 13.2. FLUCTUATIONS AROUND THE MEAN-FIELD SOLUTION

In the $X Y$-model, we were able to derive corrections to the mean-field energy by rewriting the partition function as a theory involving two fluctuating complex fields. The new field energy had the property that the mean-field approximation gave exactly the expression which appeared in the bound for the free energy (13.14). The one-loop correction gave sufficient improvement, resulting in an adequate description of the overall behaviour of $-\beta f^{\prime}$ in the cold phase up to the neighbourhood of the phase transition.

We shall now follow the same approach here. For this we first use the trivial identity (II.5.74) to liberate the phase variables $U_{i}(\mathbf{x})$ from the unit circle and rewrite ${ }^{\circ} Z^{\prime}$ as follows [compare (5.75), Part II]

$$
\begin{align*}
Z^{\prime}= & \prod_{\mathbf{x}, i}\left[\int_{-i \mathbf{x}}^{i \mathbf{x}} \frac{d \alpha_{i 1}(\mathbf{x})}{2 \pi i} \frac{d \alpha_{i 2}(\mathbf{x})}{2 \pi i}\right] \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\mathbf{x}} d u_{i 1}(\mathbf{x}) d u_{i 2}(\mathbf{x})\right] \\
& \times \exp \left\{\operatorname { R e } \left[\beta \sum_{\mathbf{x}, i<j} u_{i}(\mathbf{x}) u_{j}^{\dagger}(\mathbf{x}+\mathbf{i}) u_{i}^{\dagger}(\mathbf{x}+\mathbf{j}) u_{j}(\mathbf{x})\right.\right. \\
& \left.+2 \beta \xi \sum_{\mathbf{x}, i} u_{i}^{\dagger}(\mathbf{x}) u_{i}(\mathbf{x}+\mathbf{i})\right]-\frac{1}{2} \sum_{\mathbf{x}, i}\left(\alpha_{i}^{\dagger}(\mathbf{x}) u_{i}(\mathbf{x})+\text { c.c. }\right) \\
& \left.+\sum_{\mathbf{x}, i} \log I_{0}\left(\left|\alpha_{i}(\mathbf{x})\right|\right)\right\} \tag{13.23}
\end{align*}
$$

where $\alpha_{i 1}, u_{i 1}$ and $\alpha_{i 2}, u_{i 2}$ are the real and imaginary parts of the complex fields $\alpha_{i}, u_{i}$, respectively. Maximizing the exponent gives the equations

$$
\begin{gather*}
u=I_{1}(\alpha) / I_{0}(\alpha),  \tag{13.24}\\
2\left[\beta(D-1) u^{3}+2 \beta \xi u\right]=\alpha, \tag{13.25}
\end{gather*}
$$

for each $i=1,2,3$. These are precisely the equations (13.14a,b) and we see that the saddle-point approximation to (13.23) does indeed satisfy the bound (13.13).

Let us now calculate the one-loop corrections to the mean field solution (13.25). For this we rewrite $\alpha_{i}$ as $\alpha+\delta \alpha_{i}^{\ell}+i \delta \alpha_{i}^{\prime}$ and $u_{i}$ as $u+\delta u_{i}^{\ell}+i \delta u_{i}^{\prime}$ and expand the exponent in (13.23) up to quadratic order in $\delta \alpha_{i}, \delta u_{i}{ }^{a}$ The linear terms vanish, since $\alpha$ and $u$ lie at the maximum. The quadratic terms can be written in the form

$$
\begin{align*}
-\beta \delta^{2} E= & -\frac{1}{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}}\left(\delta u_{i}^{\ell}, \delta \alpha_{i}^{\ell}\right)(\mathbf{x}) M_{i j}^{\ell}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\binom{\delta u_{i}^{\ell}\left(\mathbf{x}^{\prime}\right)}{\delta \alpha_{i}^{l}\left(\mathbf{x}^{\prime}\right)} \\
& -\frac{1}{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}}\left(\delta u_{i}^{\prime}, \delta \alpha_{i}^{\prime}\right)(\mathbf{x}) M_{i j}^{\prime}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\binom{\delta u_{i}^{\prime}\left(\mathbf{x}^{\prime}\right)}{\delta \alpha_{i}^{\prime}\left(\mathbf{x}^{\prime}\right)} . \tag{13.26}
\end{align*}
$$

The $\delta \alpha \delta u$ and $\delta \alpha \delta \alpha$ parts of the $M$ matrix are the same as in the $X Y$ model, apart from an extra $\delta_{i j}$ factor and we can write

$$
\begin{align*}
& M^{\ell}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left(\begin{array}{ll}
m_{i j}^{l}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & -i \delta_{i j} \delta_{\mathbf{x}, \mathbf{x}^{\prime}} \\
-i \delta_{i j} \delta_{\mathbf{x}, \mathbf{x}^{\prime}} & \delta_{i j} \frac{d^{2} F}{d \alpha^{2}} \delta_{\mathbf{x}, \mathbf{x}^{\prime}}
\end{array}\right),  \tag{13.27}\\
& M^{\prime}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\left(\begin{array}{ll}
m_{i j}^{\prime}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & -i \delta_{i j} \delta_{\mathbf{x}, \mathbf{x}^{\prime}} \\
-i \delta_{i j} \delta_{\mathbf{x}, \mathbf{x}^{\prime}} & \delta_{i j} \frac{1}{\alpha} \frac{d F}{d \alpha} \delta_{\mathbf{x}, \mathbf{x}^{\prime}}
\end{array}\right), \tag{13.28}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{d F}{d \alpha}=\frac{1}{\alpha} \frac{I_{1}(\alpha)}{I_{0}(\alpha)}=\frac{u}{\alpha}, \frac{d^{2} F}{d \alpha^{2}}=\left(\frac{I_{1}(\alpha)}{I_{0}(\alpha)}\right)^{\prime}=\left(1-\frac{u}{\alpha}-u^{2}\right) \tag{13.29}
\end{equation*}
$$

and we have rotated the contour of integration in $\delta \alpha_{i}^{\prime}$ to run along the imaginary axis [just as in (II.5.83) and (II.5.84)].

The explicit calculation of the $m_{i j}^{\ell, t}$ matrices governing the $\delta u_{i}$ fluctuations requires more work. Consider first the quartic pieces in $u_{i}$ (of 13.23). They give

[^15]\[

$$
\begin{align*}
\delta^{2}( & \left.\frac{1}{2} \sum_{\mathbf{x}, i<j} u_{i}^{\dagger}(\mathbf{x}) u_{j}(\mathbf{x}+\mathbf{i}) u_{i}(\mathbf{x}+\mathbf{j}) u_{j}^{\dagger}(\mathbf{x})+\mathbf{c} . \mathbf{c} .\right) \\
= & \frac{u^{2}}{2} \sum_{\mathrm{x} . i<j}\left[\delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{j}(\mathbf{x}+\mathbf{i})+\delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{i}(\mathbf{x}+\mathbf{j})+\delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{j}^{\dagger}(\mathbf{x})\right. \\
& \left.+\delta u_{j}(\mathbf{x}+\mathbf{i}) \delta u_{i}(\mathbf{x}+\mathbf{j})+\delta u_{j}^{\dagger}(\mathbf{x}) \delta u_{j}(\mathbf{x}+\mathbf{i})+\delta u_{j}^{\dagger}(\mathbf{x}) \delta u_{i}(\mathbf{x}+\mathbf{j})+\mathbf{c . c}\right] \\
= & \frac{u^{2}}{4} \sum_{\mathbf{x}, i \neq j}\left[\delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{i}\right) \delta u_{j}(\mathbf{x})+\delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{j}\right) \delta u_{i}(\mathbf{x})+\delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{j}^{\dagger}(\mathbf{x})\right. \\
& +\left(1+\nabla_{j}\right) \delta u_{i}(\mathbf{x})\left(1+\nabla_{i}\right) \delta u_{j}(\mathbf{x})+\delta u_{j}^{\dagger}(\mathbf{x})\left(1+\nabla_{i}\right) \delta u_{j}(\mathbf{x}) \\
& \left.+\delta u_{j}^{\dagger}(\mathbf{x})\left(1+\nabla_{j}\right) \delta u_{i}(\mathbf{x})+\mathbf{c . c .}\right] \\
= & \frac{u^{2}}{4} \sum_{\mathbf{x}, i \neq j}\left[2 \delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{i}\right) \delta u_{j}(\mathbf{x})+2 \delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{j}\right) \delta u_{i}(\mathbf{x})\right. \\
& \left.+\delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{j}^{\dagger}(\mathbf{x})+\delta u_{i}^{\dagger}(\mathbf{x})\left(1-\bar{\nabla}_{j}+\nabla_{i}-\nabla_{i} \bar{\nabla}_{j}\right) \delta u_{j}(\mathbf{x})+\mathbf{c . c .}\right] \tag{13.30}
\end{align*}
$$
\]

The second term can be reorganized slightly as follows

$$
\begin{align*}
& \sum_{\mathrm{x}, i \neq j} \delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{j}\right) \delta u_{i}(\mathbf{x}) \\
& =2 \sum_{\mathbf{x}, i} \delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{i}(\mathbf{x})+\sum_{\substack{\mathbf{x}, i \\
i, j, k=c y c l i c}} \delta u_{i}^{\dagger}\left(\nabla_{j}+\nabla_{k}\right) \delta u_{i}(\mathbf{x}) \\
& =2 \sum_{\mathbf{x}, i} \delta u_{i}^{\dagger}(\mathbf{x}) \delta u_{i}(\mathbf{x})+\sum_{\mathbf{x}, i} \delta u_{i}^{\dagger}(\mathbf{x}) \sum_{\ell} \nabla_{\ell} \delta u_{i}(\mathbf{x})-\sum_{\mathbf{x}, i} \delta u_{i}^{\dagger}(\mathbf{x}) \nabla_{i} \delta u_{i}(\mathbf{x}) \\
& =2 \sum_{\mathbf{x}, i}\left[\delta u_{i}^{\dagger}(\mathbf{x})\left(1+\frac{\nabla_{\ell} \bar{\nabla}_{\ell}}{4}\right) \delta u_{i}(\mathbf{x})-\delta u_{i}^{\dagger}(\mathbf{x}) \nabla_{i} \delta u_{i}(\mathbf{x})\right] \tag{13.31}
\end{align*}
$$

From these expressions we can easily extract the matrices $m_{i j}^{l \cdot 1}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ in (13.28). For this, we replace the sum $\Sigma_{i \neq j}$ in (13.30) by $\Sigma_{i, j}\left(1-\delta_{i j}\right)$, for example:

$$
\sum_{\mathbf{x}, i \neq j} \delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{i}\right) \delta u_{j}(\mathbf{x})=\sum_{\mathbf{x}, i, j} \delta u_{i}^{\dagger}(\mathbf{x})\left(1-\delta_{i j}\right)\left(1+\nabla_{i}\right) \delta u_{j}(\mathbf{x}) .
$$

Then the quartic piece gives the following contribution to $m_{i j}^{\ell,}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ :

$$
\begin{align*}
\left.m_{i j}^{\ell, t}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right|_{q u a r t}= & -\beta u^{2}\left[2\left(1-\delta_{i j}\right)\left(1+\nabla_{i}\right)+4 \delta_{i j}\left(1+\frac{\nabla_{c} \bar{\nabla}_{\ell}}{4}\right)-2 \delta_{i j} \nabla_{i}\right. \\
& \left. \pm\left(1-\delta_{i j}\right) \pm\left(1-\delta_{i j}\right)\left(1+\nabla_{i}-\bar{\nabla}_{j}-\nabla_{i} \bar{\nabla}_{j}\right)\right] \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{13.32}
\end{align*}
$$

where the upper sign holds for the longitudinal (real part), the lower for the transverse (imaginary) part of $\delta u_{i}$. In the last term we observe that

$$
\begin{equation*}
\delta_{i j}\left(1+\nabla_{i}+\bar{\nabla}_{j}-\nabla_{i} \bar{\nabla}_{j}\right)=\delta_{i j}\left(1+\nabla_{i}-\bar{\nabla}_{i}-\nabla_{i} \bar{\nabla}_{i}\right)=\delta_{i j} \tag{13.33}
\end{equation*}
$$

so that the two $\delta_{i j}$ terms in the second row are, in fact, the same and cancel. Moreover if we use the fact that between real fields

$$
\begin{align*}
-\sum_{i, j} \delta u_{i}(\mathbf{x}) \bar{\nabla}_{j} \delta u_{j}(\mathbf{x}) & =\sum_{i, j} \nabla_{j} \delta u_{i}(\mathbf{x}) \delta u_{j}(\mathbf{x})=\sum_{i, j} \delta u_{j}(\mathbf{x}) \nabla_{j} \delta u_{i}(\mathbf{x}) \\
& =\sum_{i . j} \delta u_{i}(\mathbf{x}) \nabla_{i} \delta u_{j}(\mathbf{x}) \tag{13.34}
\end{align*}
$$

then (13.32) reads

$$
\begin{align*}
\left.m_{i j}^{\ell . t}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right|_{\text {quart }}= & -\beta u^{2}\left\{\left[2\left(1+\nabla_{i}\right) \pm 1 \pm\left(1+2 \nabla_{i}\right) \mp \nabla_{i} \bar{\nabla}_{j}\right.\right. \\
& \left.+\delta_{i j}\left[-2\left(1+\nabla_{i}\right)+4+\nabla_{i} \bar{\nabla}_{i}-2 \nabla_{i} \pm 2\right]\right\} \delta_{\mathbf{x} \cdot \mathbf{x}^{\prime}} \tag{13.35}
\end{align*}
$$

In momentum space we set $1+\nabla_{i}=e^{i k_{i}}, 1-\bar{\nabla}_{i}=e^{-i k_{i}}$ and find

$$
\begin{align*}
& \left.m_{i j}^{C_{i j}^{\prime}}(\mathbf{k})\right|_{\text {quart }} \\
& =-\beta u^{2}\left\{ \pm\left(e^{i k_{i}} \pm 1\right)\left(e^{-i k_{l}} \pm 1\right)+2 \delta_{i j}\left(\sum_{\ell} \cos k_{f}-2 \cos k_{i} \mp 1\right)\right\} \\
& =\beta u^{2}\left\{\begin{array}{c}
-\left(e^{i k_{i}}+1\right)\left(e^{-i k_{i}}+1\right)+\delta_{i j}\left(\mathbf{K} \cdot \overline{\mathbf{K}}-2 K_{i} \bar{K}_{i}-2(D-3)\right), \\
K_{i} \bar{K}_{j} \quad+\delta_{i j}\left(\mathbf{K} \cdot \overline{\mathbf{K}}-2 K_{i} \bar{K}_{i}-2(D-1)\right),
\end{array}\right. \tag{13.36}
\end{align*}
$$

where we have used the fact that between real fields in $\mathbf{x}$ space only the real parts of the matrix elements contribute.

Consider now the piece quadratic in $u_{i}(\mathbf{x})$ of (13.23). Its fluctuation energy is

$$
\begin{equation*}
2 \beta \xi \frac{1}{2} \sum_{x, i}\left(\delta u_{i}^{\dagger}(\mathbf{x})\left(1+\nabla_{i}\right) \delta u_{i}(\mathbf{x})+\text { c.c. }\right) \tag{13.37}
\end{equation*}
$$

so that the matrices $m_{i j}^{e}{ }^{\prime}(\mathbf{k})$ are extended by

$$
\begin{equation*}
\left.m_{i j}^{\ell \cdot \prime}(\mathbf{k})\right|_{\text {quadr }}=4 \beta \xi \cos k_{i} \delta_{i j}=4 \beta \xi\left(1-\frac{1}{2} K_{i} \bar{K}_{i}\right) \delta_{i j} \tag{13.38}
\end{equation*}
$$

in both the longitudinal and the transverse parts.
Combining all terms, the fluctuation matrices $M^{t}$ and $M^{t}$ read, in momentum space
$M_{i j}^{l}(\mathbf{k})=\left(\begin{array}{cc}\beta u^{2}\left\{P^{1}(\mathbf{k})+\delta_{i j}\left[\mathbf{K} \cdot \overline{\mathbf{K}}+2\left(\frac{\xi}{u^{2}}-1\right) K_{i} \bar{X}_{i}-\left(4 \frac{\xi}{u^{2}}+2(D-3)\right)\right]\right\} & -i \delta_{i j} \\ -i \delta_{i j} & \delta_{i j}\left(1-\frac{u}{\alpha}-u^{2}\right)\end{array}\right)$,
$M_{i j}^{\prime}(\mathbf{k})=\left(\begin{array}{cc}\beta u^{2}\left\{P^{\prime}(\mathbf{k})+\delta_{i j}\left[\mathbf{K} \cdot \overline{\mathbf{K}}+2\left(\frac{\xi}{u^{2}}-1\right) K_{i} \bar{K}_{i}-\left(4 \frac{\xi}{u^{2}}+2(D-3)\right)\right]\right\} & -i \delta_{i j} \\ -i \delta_{i j} & \delta_{i j} \frac{u}{\alpha}\end{array}\right)$,
where we have introduced the matrices

$$
\begin{equation*}
P_{i j}^{\ell}=\left(e^{i k_{1}}+1\right)\left(e^{-i k_{1}}+1\right), \quad P_{i j}^{\prime}=\left(e^{i k_{1}}-1\right)\left(e^{i k_{1}}-1\right)=K_{i} \bar{K}_{j} . \tag{13.41}
\end{equation*}
$$

We now integrate out the $\delta \alpha^{\varepsilon . /}$ fields. This leads to the following fluctuation matrices in $\delta u^{l . t}$ space alone:

$$
\begin{align*}
D_{i j}^{\ell}(\mathbf{k})= & \beta u^{2}\left[-P_{i j}^{\ell}(\mathbf{k})+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+2\left(\frac{\xi}{u^{2}}-1\right) K_{i} \bar{K}_{i} \delta_{i j}-\left(4 \frac{\xi}{u^{2}}+2(D-3)\right) \delta_{i j}\right] \\
& +\frac{1}{1-\frac{u}{\alpha}-u^{2}} \delta_{i j}, \\
D_{i j}^{\prime}(\mathbf{k})= & \beta u^{2}\left[K_{i} \bar{K}_{\mathbf{j}}+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+2\left(\frac{\xi}{u^{2}}-1\right) K_{i} \bar{K}_{i} \delta_{i j}-\left(4 \frac{\xi}{u^{2}}+2(D-1)\right) \delta_{i j}\right] \\
& +\frac{\alpha}{u} \delta_{i j} . \tag{13.43}
\end{align*}
$$

We now make use of the extremality condition (13.25) and see that the last two terms in (13.43) cancel. Thus the matrix $D_{i j}^{\prime}(\mathbf{k})$ describes massless fluctuations. This was to be expected on the basis of the Nambu-Goldstone theorem, since the imaginary parts of the fields $\delta u^{t}$ point along the valley of symmetry in the energy of the disorder field theory (for phase rotations $u \rightarrow e^{i \theta} u, \alpha \rightarrow e^{i \theta} \alpha$ ). These massless fluctuations describe sound waves in a $T \neq 0$ crystal. In the limit of low temperature, they reduce to the sound waves of the initial elastic energy. Indeed, in this limit, $u \rightarrow 1$, $\delta u_{i}(\mathbf{x})=i u \delta \gamma_{i}(\mathbf{x}) \rightarrow i \delta \gamma_{i}(\mathbf{x})$ and the fluctuations $\delta u_{i}^{\prime}(\mathbf{x})$ can be identified with $\delta \gamma_{i}(\mathbf{x})$. Thus the matrix $D^{\prime}(\mathbf{k})$ contributes a fluctuation energy

$$
\frac{1}{2} \frac{\beta}{N_{\mathbf{k}, i, j}} \sum_{i} \delta \gamma_{i}(\mathbf{k})\left[K_{i} \bar{K}_{j}+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+2(\xi-1) K_{i} \bar{K}_{i} \delta_{i j}\right] \delta \gamma_{j}(\mathbf{k})
$$

This agrees with the fluctuation matrix for the elastic energy (9.10),
$\frac{E_{\mathrm{cl}}}{T}=\frac{\beta}{2} \sum_{\mathbf{x}, i, j} \gamma_{i}(\mathbf{x})\left[-\nabla_{i} \bar{\nabla}_{j}-\nabla \cdot \bar{\nabla} \delta_{i j}+2 \nabla_{i} \bar{\nabla}_{i} \delta_{i j}-2 \xi \nabla_{i} \bar{\nabla}_{i} \delta_{i j}\right] \gamma_{j}(\mathbf{x})$
after over going to momentum space [see (9.64)].
For increasing temperatures, the matrix $D_{i j}^{\prime}(\mathbf{k})$ describes the softening of the elastic constants upon heating. As long as the temperature is still small, the extremality conditions (13.24) and (13.25) can be solved approximately as follows:

$$
\begin{equation*}
u \rightarrow 1-\frac{1}{2 \alpha}-\frac{1}{8 \alpha^{2}}+O\left(\frac{1}{\alpha^{3}}\right), \quad \alpha \rightarrow 2(\beta(D-1)+2 \beta \xi) \tag{13.45}
\end{equation*}
$$

Thus $u$ decreases linearly with temperature as

$$
\begin{equation*}
u \rightarrow 1-\frac{1}{2 \alpha} \rightarrow 1-\frac{1}{4[\beta(D-1)+2 \beta \xi]} \tag{13.46}
\end{equation*}
$$

It remains to properly normalize the fluctuation energy. For $u \neq 1$ we have

$$
\begin{equation*}
\delta u_{i}^{\prime}(\mathbf{x})=u \delta \gamma_{i}(\mathbf{x}) \tag{13.47}
\end{equation*}
$$

which leads to the elastic energy

$$
\begin{align*}
\frac{E_{\mathrm{cl}}}{T}= & \frac{1}{2} \frac{1}{N_{\mathbf{k} . i . j}} \sum_{i} \delta \gamma_{i}(-\mathbf{k})\left[\beta u^{4}\left(K_{i} \bar{K}_{j}+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}-2 K_{i} \bar{K}_{i} \delta_{i j}\right)\right. \\
& \left.+2 \beta \xi u^{2} K_{i} \bar{K}_{i} \delta_{i j}\right] \delta \gamma_{j}(\mathbf{k}) . \tag{13.48}
\end{align*}
$$

From this we extract the elastic constants at non-zero temperature,

$$
\begin{equation*}
\frac{\mu(T)}{\mu}=u^{4}, \quad \frac{\xi(T)}{\xi}=u^{2} . \tag{13.49}
\end{equation*}
$$

When comparing these results with the experimental softening of the elastic constants one must bear in mind the fact that $\beta$ and $2 \beta \xi$ do not reflect the proper temperatures but the inverse Villain transforms [recall (9.124), (9.125)]. These, in turn, were assumed to contain the softening effects of the cubic terms. Since we have given a detailed study of the temperature behaviour of the elastic constants at an earlier stage we shall refrain from repeating such an analysis within the present model.

The longitudinal modes described by the fluctuation matrix are all massive. The mass reflects the difficulty in creating defects. For low temperature, the mass diverges to infinity. This follows directly from the limit (13.45) according to which

$$
\begin{equation*}
\frac{1}{1-\frac{u}{\alpha}-u^{2}} \rightarrow 2 \alpha^{2}+O(\alpha) \sim 8[\beta(D-1)+2 \beta \xi]^{2}, \tag{13.50}
\end{equation*}
$$

which grows like $\beta^{2}$, whereas the gradient terms in grow more slowly, like $\beta$ [see (13.42)].

### 13.3. ONE-LOOP CORRECTION TO THE MEAN-FIELD ENERGY

Having analyzed the fluctuation modes we can now turn to calculating their fluctuation determinants. From the integrals over $\delta \alpha_{i}$ which we performed to arrive at the pure $\delta u_{i}$ fluctuation matrices (13.39) and (13.40), there is one trivial contribution to the free energy, which is

$$
\begin{equation*}
-\beta f_{1}^{1 \text { loop }}=-\frac{D}{2}\left[\log \left(1-\frac{u}{\alpha}-u^{2}\right)+\log \frac{u}{\alpha}\right] . \tag{13.51}
\end{equation*}
$$

After this, the integrals over $\delta u_{i}(\mathbf{x})$ produce the determinants (Det $\left.D^{\ell}\right)^{-1 / 2}\left(\operatorname{Det} D^{t}\right)^{-1 / 2}$ which give the remaining free energy at the one-loop level,

$$
\begin{equation*}
-\beta f_{2}^{1 \operatorname{loop}}=-\frac{1}{2} \int \frac{d^{D} k}{(2 \pi)^{D}}\left[\operatorname{tr} \log D^{\ell}(\mathbf{k})+\operatorname{tr} \log D^{\prime}(\mathbf{k})\right] . \tag{13.52}
\end{equation*}
$$

In order to treat the fluctuations of real and imaginary parts $\delta u$ on the same footing it is useful to introduce the following abbreviations

$$
\begin{equation*}
\varepsilon^{\ell}=\beta u^{2}\left(1-\frac{u}{\alpha}-u^{2}\right), \quad \varepsilon^{\prime}=\beta u^{2} \frac{u}{\alpha}, \tag{13.53}
\end{equation*}
$$

and

$$
N_{i}^{\ell, \prime}=1+\varepsilon^{\ell . t}\left[\mathbf{K} \cdot \overline{\mathbf{K}}+2\left(\frac{\xi}{u^{2}}-1\right) K_{i} \bar{K}_{i}-4 \frac{\xi}{u^{2}}-2\left\{\begin{array}{l}
D-3  \tag{13.54}\\
D-1
\end{array}\right] .\right.
$$

Then we can rewrite (13.52) as

$$
\begin{align*}
-\beta f_{2}^{1 \operatorname{loop}}= & \frac{D}{2}\left(\log \left(1-\frac{u}{\alpha}-u^{2}\right)+\log \frac{u}{\alpha}\right)-\frac{1}{2} \int \frac{d^{D} k}{(2 \pi)^{D}}\left[\operatorname{tr} \log \left(N_{i}^{c} \delta_{i j}-\varepsilon^{c} P_{i j}^{c}\right)\right. \\
& \left.+N \log \left(N_{i}^{\prime} \delta_{i j}+\varepsilon^{\prime} P_{i j}^{i}\right)\right] . \tag{13.55}
\end{align*}
$$

The first part cancels with (13.51) and the full one-loop correction energy becomes

$$
\begin{align*}
-\beta f^{1 \text { loop }}= & -\frac{1}{2} \int \frac{d^{D} k}{(2 \pi)^{D}}\left[\sum_{i} \cos N_{i}^{\ell}+\sum_{i} N_{i}^{\prime}+\operatorname{tr} \log \left(\delta_{i j}-\varepsilon^{\prime} \frac{1}{N_{i}^{\prime}} P_{i j}^{\ell}\right)\right. \\
& \left.+\operatorname{tr} \log \left(\delta_{i j}+\varepsilon^{\prime} \frac{1}{N_{i}^{\prime}} P_{i j}^{\prime}\right)\right] . \tag{13.56}
\end{align*}
$$

In this form, the logarithms can be easily calculated by expanding them into a power series in $P_{i j}^{C i t}$ :

$$
\begin{equation*}
-\sum_{n=1}^{\infty} \frac{1}{n}\left(\varepsilon^{\ell}\right)^{n} \operatorname{tr}\left(\frac{1}{N_{i}^{l}} P_{i j}^{\ell}\right)^{n}-\sum_{n=1}^{\infty} \frac{1}{n}\left(-\varepsilon^{\prime}\right)^{n} \operatorname{tr}\left(\frac{1}{N_{i}^{l}} P_{i j}^{t}\right)^{n} . \tag{13.57}
\end{equation*}
$$

The traces can be calculated by observing that due to their factorized forms, the matrices

$$
\begin{equation*}
\widehat{P}_{i j}^{\ell, \prime}(\mathbf{k})=\frac{1}{N_{i}} P_{i j}^{\ell, \prime}(\mathbf{k}) \tag{13.58}
\end{equation*}
$$

are essentially projection matrices,

$$
\begin{aligned}
\left(\widehat{P}^{\ell}(\mathbf{k})\right)_{i j}^{2} & =\sum_{n} \frac{1}{N_{i}^{\ell}} P_{i n}^{\ell}(\mathbf{k}) \frac{1}{N_{n}^{\ell}} P_{n j}^{\ell}(\mathbf{k}) \\
& =\sum_{n} \frac{1}{N_{i}^{\ell}} 4 \cos \frac{k_{i}}{2} \cos \frac{k_{n}}{2} \frac{1}{N_{n}^{\iota}} 4 \cos \frac{k_{n}}{2} \cos \frac{k_{j}}{2}=\left(\sum_{n} \frac{4 \cos ^{2} k_{n} / 2}{N_{n}^{\ell}}\right) \widehat{P}_{i j}^{\ell}
\end{aligned}
$$

and similarly

$$
\begin{equation*}
\left(\widehat{P}^{\prime}(\mathbf{k})\right)_{i j}^{2}=\left(\sum_{n} \frac{4 \sin ^{2} k_{n} / 2}{N_{n}^{\prime}}\right) \widehat{P}_{i j}^{\prime}(\mathbf{k}) . \tag{13.59}
\end{equation*}
$$

Let us denote the sums on the right-hand side by $C^{\ell .1}(\mathbf{k})$, respectively, i.e.,

$$
C^{\ell, 1}(\mathrm{k})=\sum_{n} \frac{4}{N_{n}^{e, t}}\left\{\begin{array}{l}
\cos ^{2} \frac{k_{n}}{2}  \tag{13.60}\\
\sin ^{2} \frac{k_{n}}{2}
\end{array}\right.
$$

Incidentially, these sums are the same as $\operatorname{tr}\left(\bar{P}_{i j} \hat{\prime}^{\prime}(\mathbf{k})\right)$. Using the relations

$$
\begin{align*}
\left(\widehat{P}^{\ell, t}(\mathbf{k})\right)_{i j}^{n} & =C^{\ell, \prime}(\mathbf{k})^{n-1} \widehat{P}_{i j}^{\ell, \prime}(\mathbf{k}), \\
\operatorname{tr}\left(\widehat{P}^{\ell, 1}(\mathbf{k})\right)^{n} & =C^{\ell, 1}(\mathbf{k})^{n-1} \operatorname{tr} \widehat{P}^{\ell, \prime}(\mathbf{k})=C^{\ell, \prime}(\mathbf{k})^{n}, \tag{13.61}
\end{align*}
$$

we can rewrite (13.57) as

$$
\begin{equation*}
-\sum_{n=1}^{\infty} \frac{1}{n}\left(\varepsilon^{\ell} C^{\ell}(\mathbf{k})\right)^{n}-\sum_{n=1}^{\infty} \frac{1}{n}\left(-\varepsilon^{\prime} C^{\prime}(\mathbf{k})\right)^{n} \tag{13.62}
\end{equation*}
$$

which can now be summed up to

$$
\begin{equation*}
\log \left(1-\varepsilon^{\ell} C^{\ell}(\mathbf{k})\right)+\log \left(1+\varepsilon^{\prime} C^{\prime}(\mathbf{k})\right) \tag{13.63}
\end{equation*}
$$

We thus arrive at the one-loop correction to the free energy,

$$
\begin{align*}
-\beta f^{\text {loop }}= & -\frac{1}{2} \int \frac{d^{D} k}{(2 \pi)^{D}}\left\{\sum_{i}\left(\log N_{i}^{\ell}+\log N_{i}\right)+\log \left(1-\varepsilon^{\ell} C^{\ell}(\mathbf{k})\right)\right. \\
& \left.+\log \left(1+\varepsilon^{\ell} C^{\ell}(\mathbf{k})\right)\right\} . \tag{13.64}
\end{align*}
$$

This expression can be calculated numerically and the result is included in Figs. 13.2 and 13.4, where it is added to the mean-field energy (for details see the figure captions).

For very low temperatures, the real modes are very massive and can be neglected. Then only the sound waves contribute. Their contribution is found directly from (13.42), (13.48) by inserting the limits (13.45)

$$
\begin{equation*}
\operatorname{tr} \log \left(D_{i j}^{\ell}(\mathbf{k})\right) \rightarrow D \log \left[1-\frac{u}{\alpha}-u^{2}\right]^{-1} \tag{13.65}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{tr} \log \left(D_{i j}^{\prime}(\mathbf{k})\right) \rightarrow \operatorname{tr} \log \beta\left(K_{i} \bar{K}_{j}+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+2\left(\frac{\xi}{u^{2}}-1\right) K_{i} \bar{K}_{i} \delta_{i j}\right) . \tag{13.66}
\end{equation*}
$$

The term (13.65) cancels with the corresponding term in (13.51). The other term in (13.51) has the limit

$$
\frac{D}{2} \log \frac{\alpha}{u} \rightarrow \frac{D}{2} \log [2(\beta(D-1)+2 \beta \xi)]
$$

and the full one-loop correction becomes, for very low temperatures,

$$
\begin{align*}
-\beta f^{1 \text { loop }} \underset{\beta \rightarrow x}{\longrightarrow} & \frac{D}{2} \log [2(\beta(D-1)+2 \beta \xi)] \\
& -\frac{1}{2} \int \frac{d^{D} k}{(2 \pi)^{D}} \operatorname{tr} \log \left[\beta\left(K_{i} \bar{K}_{j}+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+2(\xi-1) K_{i} \bar{K}_{i} \delta_{i j}\right)\right] . \tag{13.67}
\end{align*}
$$

This has to be added to the mean field energy

$$
\begin{equation*}
-\beta f^{\mathrm{MF}}=\beta \frac{D(D-1)}{2} u^{4}+2 \beta \xi D u^{2}-D \alpha u+D \log I_{0}(\alpha) . \tag{13.68}
\end{equation*}
$$

Inserting the high $\beta$ limits for $u, \alpha$ of Eq. (13.45) we find

$$
\begin{align*}
&-\beta f^{\prime \mathrm{MF}} \underset{\beta \rightarrow \infty}{\longrightarrow} \beta \frac{D(D-1)}{2}+2 \beta \xi D-\frac{1}{2 \alpha} 2 D(\beta(D-1)+2 \beta \xi) \\
& \quad-D \alpha\left(1-\frac{1}{\alpha}\right)+D \alpha-\frac{D}{2} \log (2 \pi \alpha) \\
& \rightarrow \beta D \frac{(D-1)}{2}+2 \beta \xi D-\frac{D}{2} \log (2 \pi \alpha) \\
&= \beta D \frac{(D-1)}{2}+2 \beta \xi D-\frac{D}{2} \log (2 \pi \cdot 2[\beta(D-1)+2 \beta \xi])+O\left(\frac{1}{\beta}\right) . \tag{13.69}
\end{align*}
$$

Adding to this the one-loop correction (13.67) gives

$$
\begin{align*}
-\beta f^{\mathrm{MF}+1 \text { loop }} \underset{\beta \rightarrow \mathrm{x}}{\longrightarrow} & \beta \frac{D(D-1)}{2}+2 \beta \xi D-\frac{D}{2} \log (2 \pi \beta) \\
& -\frac{1}{2} \int \frac{d^{D} k}{(2 \pi)^{D}} \operatorname{tr} \log \left(K_{i} \bar{K}_{j}+\mathbf{K} \cdot \overline{\mathbf{K}} \delta_{i j}+2(\xi-1) K_{i} \bar{K}_{i} \delta_{i j}\right) . \tag{13.70}
\end{align*}
$$

This is just the pure phonon free energy of the partition function (13.2). The first term contains the trivial $\beta$ dependence of the cosine energies for zero strain. The trace log is the sum of the purely quadratic fluctuations for small displacement fields, where the quadratic part of the cosine energy agrees with the energy of linear elasticity [see (13.44)].

After plotting the sum of the free energy (13.67) and (13.68) in Figs. 13.2 and 13.4, we find, in $D=2$ and $D=3$ dimensions, that up to the melting point (i.e., from large $\beta$ down to $\beta_{m}$ ) it is practically the same as the complicated full one-loop curve based on a tedious numerical evaluation of (13.64) (see the $\xi=1$ curve in Fig. 13.2). Taking the derivative with respect to $\beta$ we obtain the internal energy $u^{\mathrm{MF}}=$

FIG. 13.6. The internal energy of the $D=3$ melting model as a function of $\beta \xi$ for different $\xi(=0.25,0.5,0.75,1.0,1.25)$. The left-hand branches are the high temperature expansions, the right-hand branches, the mean-field expressions. The one-loop correction practically drops out when forming $-(\partial / \partial \beta)\left(-\beta f^{\prime \mathrm{MF}}\right)$. The vertical lines indicate the jumps at the transition temperatures. From these we can calculate the transition entropies $\Delta s=\beta_{m} \Delta u$ and find the values listed in Table 13.1 and plotted in Fig. 13.14 where they are also compared with Monte Carlo data.

$-(\partial / \partial \beta)\left(-\beta f^{\prime M F}\right)$ as shown in Figs. 13.6, 13.7. Since the one-loop corrections are practically constant, for $\beta \geq \beta_{m}$, they disappear from the derivative and the high $\beta$ energies are given directly by the mean field approximation. The curves can be compared with Monte Carlo data and we see that they are in excellent agreement with each other (see, for example, Fig. 13.8 and 13.9).

### 13.4. HIGH TEMPERATURE EXPANSION OF THE COSINE MELTING MODEL

In order to determine the melting point of the model without recourse to Monte Carlo simulations we have to proceed as in the $X Y$ model, calculate the high-temperature expansion of the free energy and see where it intersects with the loop-corrected-mean-field curve. For this, the

FIG. 13.7. The internal energy of the cosine model in two dimensions (from Ami and Kleinert, quoted in the Notes and References). From these curves we read off the entropy jumps as shown in Table 13.2 and compared there with the Monte Carlo data.


FIG. 13.8. Comparison of the calculated internal energy ( $D=3$ ) from Fig. 13.6 for $\xi=1$ with data from Monte Carlo simulations on an $8^{3}$ lattice (see Table 13.3).


FIG. 13.9. Comparison of the calculated internal energy ( $D=2$ ) of Fig. 13.7 for $\xi=1$ with data of the Monte Carlo simulation by Janke and Kleinert (1984).

cosines are again expanded as in Part II [Eq. (4.15), and following] and the partition function (13.2) becomes

$$
\begin{align*}
& Z^{\prime}=I_{0}(\beta)^{(1 / 2) D(D-1) N} I_{0}(2 \beta \xi)^{D N} \sum_{\left\{\bar{\sigma}_{i}(x), i<j\right\}} \sum_{\left\{\bar{\sigma}_{i}(\mathbf{x})\right\}} \prod_{\mathrm{x}, i<j} \frac{I_{\bar{\sigma}_{g}}(\beta)}{I_{0}(\beta)} \tag{13.71}
\end{align*}
$$

By rewriting the integrals over $\gamma_{i}(\mathbf{x})$ as

$$
\begin{equation*}
\prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma(\mathbf{x})}{2 \pi}\right] e^{-i \sum_{\mathbf{x}} \overline{\bar{v}}_{i} \bar{\sigma}_{i j}(\mathbf{x}) \gamma_{j}(\mathbf{x})} \tag{13.72}
\end{equation*}
$$

with $\bar{\sigma}_{i j}=\bar{\sigma}_{j i}$, we can evaluate them and find the stress conservation law

$$
\begin{equation*}
\bar{\nabla}_{i} \bar{\sigma}_{i j}(\mathbf{x})=0, \tag{13.73}
\end{equation*}
$$

so that the high temperature series reads

$$
\begin{align*}
Z^{\prime}= & I_{0}(\beta)^{(1 / 2) D(D-1) N} l_{0}(2 \beta \xi)^{D N} \\
& \times \sum_{\left\{\bar{\sigma}_{i j}(\mathrm{x}), i \geq j\right\}} \delta_{\overline{\mathrm{v}}_{i} \sigma_{i j}, 0} \prod_{\mathbf{x}, i<j} \frac{I_{\sigma_{l}(\mathrm{x})}(\beta)}{I_{0}(\beta)} \prod_{\mathbf{x}, i} \frac{I_{\sigma_{i}(\mathrm{x})}(2 \beta \xi)}{I_{0}(2 \beta \xi)}, \tag{13.74}
\end{align*}
$$

We can now perform the same graphical expansion we employed previously in the Villain form, the only difference being that instead of
the weights of the graphs are now given by

$$
\begin{equation*}
\prod_{x, i<j} \frac{I_{\bar{\sigma}_{i j}}(\beta)}{I_{0}(\beta)} \prod_{\mathrm{x}, i} \frac{I_{\bar{\sigma}_{i}}(2 \beta \xi)}{I_{0}(2 \beta \xi)} \tag{13.76}
\end{equation*}
$$

These are the same for large $\beta$ for which $I_{b}(a \beta) / I_{0}(a \beta)$ has the limit $e^{-(1 / 2 \alpha \beta) \bar{\sigma}^{2}}$.

We can now insert the lowest graph, discussed already in Chapter 2, and find in $D$ dimensions

$$
\begin{align*}
Z^{\prime}= & I_{0}(\beta)^{(1 / 2) D(D-1) N} I_{0}(2 \beta \xi)^{D N} \\
& \times\left[1+N D(D-1)\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{4}\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{4}\left(\frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{2}+\ldots\right], \tag{13.77}
\end{align*}
$$

and hence

$$
\begin{align*}
-\beta f^{\prime}= & \frac{D(D-1)}{2} \log I_{0}(\beta)+D \log I_{0}(2 \beta \xi) \\
& +D(D-1)\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{4}\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{4}\left(\frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{4}+\ldots \tag{13.78}
\end{align*}
$$

In three dimensions, this term suffices to fit the precritical stress fluctuations on the high temperature side. In two dimensions, we have to carry the expansion to higher order. This is most conveniently done by taking recourse to the expansion in terms of integer-stress gauge field configurations whose diagrams were counted before in Fig. 11.1 in the context of the melting model of the Villain type. In order to use those results for the cosine model, we rewrite the product (13.76) in the form

$$
\begin{equation*}
\prod_{\mathbf{x}} I_{-\bar{\nabla}_{1} \bar{v}_{2} \ell(\mathbf{x})}(\beta) \prod_{\mathbf{x}} I_{\bar{\nabla}_{1} \bar{\nabla}_{1} \ell(\mathbf{x})}(2 \beta \xi) \prod_{\mathbf{x}} I_{\bar{\nu}_{2} \bar{\nabla}_{2} \ell((x)}(2 \beta \xi) . \tag{13.79}
\end{equation*}
$$

Performing a trivial shift in $\mathbf{x}$, the second and third products become

$$
\begin{equation*}
\prod_{\mathrm{x}} I_{\bar{v}_{1}, \bar{v}_{1}(x)}(2 \beta \xi) \prod_{\mathrm{x}} /_{\bar{v}_{2} \nabla_{\mathrm{z}} \bar{x}(x)}(2 \beta \xi) . \tag{13.80}
\end{equation*}
$$

Thus, the Bessel functions $I_{\bar{\sigma}_{i n}}(2 \beta \xi)$ which appear in the high-temperature series are determined by the values of the two-dimensional Laplacians $\bar{\nabla}_{1} \nabla_{1}, \bar{\nabla}_{2} \nabla_{2}$ for each graph. They can be extracted from Fig. 11.1 and are listed in Table 11.1 (actually, their squares since these were relevant for the Villain form of the energy). In the present case each number $m_{i}$ on the graphs in the fourth and fifth columns of Fig. 11.1 amounts to a Bessel function $I_{\sqrt{m}}(2 \beta \xi)$. For instance, the graphs + and $-\underset{+}{+}$ give $I_{1}(2 \beta \xi)^{4} I_{2}(2 \beta \xi)^{2}$ and $I_{1}(2 \beta \xi)^{8} I_{2}(2 \beta \xi)^{2}$ from $-\left.\frac{1}{1}\right|_{1} ^{\frac{1}{4}}$ and $\underline{1}+2 \oint_{\frac{1}{4}}^{\frac{1}{2}}$, respectively. The first Bessel function in (13.79) function in (13.79) occurs with the index

$$
\begin{equation*}
\bar{\nabla}_{1} \bar{\nabla}_{2} \bar{\chi}(\mathbf{x})=\bar{\chi}(\mathbf{x})-\bar{\chi}(\mathbf{x}-\mathbf{1})-\bar{\chi}(\mathbf{x}-2)+\bar{x}(\mathbf{x}-1-2) . \tag{13.81}
\end{equation*}
$$

We can obtain these numbers by placing an elementary square ...... on top of each graph, site by site, and counting the occupied corners with alternating sign. Each number to gives a factor $I_{k}(\beta)$. For example, the graph

$$
\begin{equation*}
\frac{1 \mid-1}{-1 \mid 1} \tag{13.82}
\end{equation*}
$$

gives $I_{1}(\beta)^{4}$. So do the graphs

| 1 | 0 | -1 |
| :--- | :--- | :--- |
| 1 | 0 | -1 |


| 1 | 0 | 0 | -1 |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | -1 |

The indices of the Bessel function $I_{\bar{\sigma}_{12}}(\beta)$ are listed in column 7 of Fig. 11.1 (with $1^{4}$ for $I_{1}(\beta)^{4}$, etc.). As long as there are no graphs with doubly occupied points, the index $\bar{\nabla}_{1} \bar{\nabla}_{2} \chi$ can only be zero or one and the power of $I_{1}(\beta)$ is directly equal to $2(n-m)$. If $e\left(n_{1}, m_{1}, m_{2}\right)$ denotes the free energy terms

$$
\begin{equation*}
e\left(n_{1}, m_{1}, m_{2}\right)=\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{n_{1}}\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{1}}\left(\frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{2}}, \tag{13.84}
\end{equation*}
$$

then the high temperature expansion in two dimensions reads

$$
\begin{array}{r}
-\beta f=\log I_{0}(\beta)+2 \log I_{0}(2 \beta \xi)+2 e(4,4,2)+4 e(4,8,2)+2 e(4,16,0) \\
\\
+4 e(4,10,3)+8 e(6,12,2)+4 e(4,24,0)+4 e(4,12,4)+\ldots \\
20
\end{array}
$$

The disconnected graph gives a further

$$
\begin{equation*}
-\beta f^{\mathrm{disc}}=-18 e(8,8,4) \tag{13.86}
\end{equation*}
$$

On the bottom of each term, we have listed the total power of $\beta\left(t=n_{1}+m_{1}+2 m_{2}\right)$ to which it reduces for small $\beta$. As a cross check, we let $\beta$ grow very large in which case the product $\Pi_{\mathbf{x}} I_{\bar{\sigma}_{12}}(\beta) I_{\bar{\sigma}_{11}}(2 \beta \xi) I_{\bar{\sigma}_{22}}(2 \beta \xi)$ must tend to $\exp [-(1 / \beta)\{n-m+m(1 / \xi)\}]$, where $n, m$ are the numbers in the expansion (11.38) in terms of

$$
e(n, m)=\exp \left[-\frac{1}{\beta}\left\{n\left(1-\frac{1}{\gamma}\right)+m\left(\frac{1}{\xi}-1\right)\right\}\right] .
$$

(1/4) $m_{1}+m_{2}$ and $\left(n_{1} / 2\right)+(1 / 4) m_{1}+m_{2}$ are equal to the numbers $m$ and $n$ in the expansion (11.38), respectively.

The internal energy associated with each term $e\left(n_{1}, m_{1}, m_{2}\right)$ is given by

$$
\begin{aligned}
- & \frac{\partial}{\partial \beta} e\left(n_{1}, m_{1}, m_{2}\right) \\
= & -n_{1}\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{n_{1}-1}\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{1}}\left(\frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{2}}\left[1-\frac{1}{\beta} \frac{I_{1}(\beta)}{I_{0}(\beta)}-\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{2}\right] \\
& -m_{1}\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{m}\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{1}-1}\left(\frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{2}} 2 \xi\left[1-\frac{1}{2 \beta \xi} \frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}-\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)\right] \\
& -m_{2}\left(\frac{I_{1}(\beta)}{I_{0}(\beta)}\right)^{n_{1}}\left(\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{1}}\left(\frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right)^{m_{2}-1} 2 \xi\left[\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)}-\frac{1}{\xi \beta} \frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right. \\
& \left.-\frac{I_{1}(2 \beta \xi)}{I_{0}(2 \beta \xi)} \frac{I_{2}(2 \beta \xi)}{I_{0}(2 \beta \xi)}\right] .
\end{aligned}
$$

TABLE 13.2. Transition data for the $D=2$ cosine melting model (with the same notation as in Table 13.1). The theoretical entropy jumps are now much less reliable than those for $D=3$. due to larger fluctuations (after Ami and Kleinert, and Janke and Kleinert, quoted in the Notes and References).

| $\xi$ | $\beta^{\text {Musal }}$ | $\beta_{m}^{\text {IF }}$ | $\beta_{m}^{\text {LT. }}$ /IT | $\beta_{m}^{\mathrm{MC}}$ | $1.15 \xi^{-078}$ | $\Delta s^{\text {LT, IIT }}$ | $\Delta s^{M C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 2.50 | 1.77 | 4.46 | $4.39 \pm 0.15$ | 4.04 | 0.71 | 0.48 |
| 0.4 | 1.25 | 1.12 | 2.30 | $2.35 \pm 0.05$ | 2.35 | 0.70 | 0.41 |
| 0.6 | 0.83 | 0.81 | 1.71 |  | 1.71 | 0.69 |  |
| 0.8 | 0.62 | 0.62 | 1.38 | $1.36 \pm 0.02$ | 1.37 | 0.66 | 0.35 |
| 1.0 | 0.50 | 0.50 | 1.18 | $1.15 \pm 0.05$ | 1.15 | 0.62 | 0.30 |
| 1.2 | 0.42 | 0.42 | 1.04 |  | 1.00 | 0.60 | 0.20 |

If we denote this by $u\left(n_{1}, m_{1}, m_{2}\right)$ we can obviously write

$$
\begin{align*}
& u\left(n_{1}, m_{1}, m_{2}\right) \\
&=-n\left[e\left(n_{1}-1, m_{1}, m_{2}\right)-\frac{1}{\beta} e\left(n_{1}, m_{1}, m_{2}\right)-e\left(n_{1}+1, m_{1}, m_{2}\right)\right] \\
&-m_{1}\left[2 \xi e\left(n_{1}, m_{1}-1, m_{2}\right)-\frac{1}{\beta} e\left(n_{1}, m_{1}, m_{2}\right)-2 \xi e\left(n_{1}, m_{1}+1, m_{2}\right)\right] \\
&-m_{2}\left[2 \xi e\left(n_{1}, m_{1}+1, m_{2}-1\right)-\frac{2}{\xi} e\left(n_{1}, m_{1}, m_{2}\right)-2 \xi e\left(n_{1}, m_{1}+1, m_{2}\right)\right] \tag{13.87}
\end{align*}
$$

The free energies are plotted in Figs. 13.2, 13.4 for $D=3$ and $D=2$ and various values of the anisotropic parameter $\xi$. Their intercepts with the one-loop corrected mean field curves determine the melting points $\beta_{m}$ as a function of $\xi$ as shown in Tables 13.1 and 13.2 and in Figs. 13.3 and 13.5. The internal energies are shown in Figs. 13.6 and 13.7. The compare very well with Monte Carlo simulations as can be seen in Figs. 13.8, 13.9.

In order to find precise values of $\beta_{m}$ (Monte Carlo) for the melting point we proceed as in Section 12.4 for the Villain version of the melting model. We place the system in a mixed initial state (half solid, half liquid) and iterate the internal energy many times. Above and below $\beta_{m}$, the system runs immediately into the solid or liquid phase. Melting occurs at the turnover point. Thus we see in Fig. 13.10 that in three dimensions we have, for $\xi=1$,

FIG. 13.10. The development of the internal energy of a mixed initial state (half solid. half liquid) over many Monte Carlo iterations in the $D=3$, isotropic ( $\xi=1$ ) model. This determines the transition value $\beta_{m}=0.786$.


$$
\begin{equation*}
\beta_{m} \approx 0.786 \quad(D=3, \xi=1) . \tag{13.88}
\end{equation*}
$$

The accuracy of this value is again tested by placing the system once in a solid and once in a liquid initial state and observing that after many iterations the energies are extremely stable. The resulting figure looks quite similar to that of the $D=3$ Villain model (see Fig. 12.8) so we do not show it here. From the distance between the stable internal energies,

$$
\begin{equation*}
\Delta u \approx 1.69 \quad(D=3, \xi=1) . \tag{13.89}
\end{equation*}
$$

we deduce the transition entropy

$$
\begin{equation*}
\Delta s=\beta_{m} \Delta u \approx 1.33 \quad(D=3, \xi=1) . \tag{13.90}
\end{equation*}
$$

In two dimensions we go once more through the same procedure.
In Fig. 13.11 we exhibit the development of the mixed initial state for $\beta=1.14,1.15,1.16,1.17$ from which we extract

$$
\begin{equation*}
\beta_{m}=1.155 . \quad \Delta u=0.34, \quad \Delta s=0.39 \quad(D=2, \xi=1) . \tag{13.91}
\end{equation*}
$$

These values are confirmed by a stability test of the solid and the liquid

FIC; 13.11. Analespous plot to Fig. 13.6 for the $D=2$. ixitropic $(\xi=1)$ melting model grine $\beta_{m}=1.155$.

phase shown in Fig. 13.12 for various values of $\beta$ in the neighborhood of $\beta_{m}$.

Similar runs are performed in $D=3$ and $D=2$ dimensions for different values of $\xi$. The results agree with the analytic calculations plotted in Figs. 13.3, 13.5 and tabulated in Tables 13.1, 13.2. The data fit very well with the following empirical formulas

$$
\begin{align*}
& \beta_{m} \approx 0.77 \xi^{-0.597} \quad(D=3)  \tag{13.92}\\
& \beta_{m} \approx 1.15 \xi^{-0.78} \quad(D=2) \tag{13.93}
\end{align*}
$$

For $\xi \rightarrow 0$, the melting temperatures approach zero since at $\xi=0$ the crystal becomes unstable with respect to shear stresses [recall the stability conditions (1.17), (1.216)].

The good agreement between the analytic and Monte Carlo values shows that, for the free energy, the contribution of even the lowest non-trivial graph may be neglected up to the melting point and we might as well extract the intercept using only the first two Bessel function terms in (13.78). This corresponds to the physical fact that, as a liquid is cooled. the pre-transition fluctuations, which tend to form microcrystallites before the on-set of freezing, are extremely small.

Just as before in the melting model of the Villain type [recall Eq.

FIG. 13.12. Stability, in the $2 D$ isotropic, melting model. of solid and liquid initial state over $f(O)$ Monte Carlo iterations.

(12.26)] it is possible to compare the three-dimensional values of $\beta_{m}$ with experimental numbers, provided we ignore the dependence of $\beta_{m}$ on the elastic constant $\lambda$ (which, as we recall, had been assumed to be zero throughout this discussion, for simplicity). An exploratory calculation for $\lambda / \mu \sim 0.5$ indicates a very weak $\lambda$ dependence. We therefore decide to use $\beta_{m}=\mu a^{3} / T$ and calculate the Lindemann number associated with it
via (7.40). Since that formula was derived only for isotropic materials we employ the averaged elastic constants

$$
\begin{aligned}
& \bar{\mu}=\frac{\mu}{5}(3+2 \xi), \\
& \bar{\lambda}=\lambda-\frac{2}{5} \mu(1-\xi),
\end{aligned}
$$

introduced by Voigt [see Eq. (7.44) and Voigt's book, quoted in Chapter 1, Part III] in order to describe sound propagation in polycrystalline samples. This gives the Lindemann numbers

$$
\begin{equation*}
L=2 \pi \cdot 22.76\left(\frac{3+2 \xi}{5} \beta_{m}\right)^{1 / 2}\left(1-\frac{1}{3}(1-\bar{r})\right)^{-1 / 3}, \tag{13.94}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{r}=\frac{\bar{c}_{T}^{3}}{c_{L}^{3}}=\left(\frac{\bar{\mu}}{2 \bar{\mu}+\bar{\lambda}}\right)^{3 / 2}=\left(\frac{3+2 \xi}{4+6 \xi+5 \frac{\lambda}{\mu}}\right)^{3 / 2} \tag{13.95}
\end{equation*}
$$

is the correction term in formula (7.40) involving the averaged longitudinal and transverse sound velocities, $\bar{c}_{L}=\sqrt{(2 \bar{\mu}+\bar{\lambda}) / \rho}, \bar{c}_{T}=\sqrt{\bar{\mu} / \rho}$. The result is shown as a function of $\xi$ in Fig. 13.13. We may now use Table 7.1 and insert also the experimental values. They are seen to be in rather satisfactory agreement with our predictions.

Let us now turn to another important quantity of the melting process, the transition entropy. Using the theoretical transition values $\beta_{m}$ of Tables 13.1, 13.2, we can extract from (13.6) and (13.7) the entropy jumps $\Delta s=\beta_{m} \Delta u$ for various $\xi$ and find the values shown also in Tables 13.1 and $13.2{ }^{\text {b }}$ For $D=3$ they are plotted in Fig. 13.14 and are in good agreement with those obtained from Monte Carlo simulations as described above. For $D=2$ the analytic $\Delta s$ values are about twice as large as the Monte Carlo ones which are plotted in Fig. 13.15. The reason is

[^16]FIG. 13.13. Comparison of the model's Lindemann numbers with experimental values from Table 7.1.

that fluctuations in two dimensions are much more important than those in three dimensions. Notice also that the fluctuation corrections produce an entropy jump even for $\xi>1$ for which the mean-field approximation had a continuous transition [recall Eq. (13.15)].

Forming a further derivative with respect to $\beta$ yields the specific heat $c=-\beta^{2}(\partial / \partial \beta) u^{\prime}$. The analytic results are compared with the Monte Carlo data for $\xi=1$ (listed in Table 13.1, 13.2) in Figs. 13.16 and 13.17. In Fig. 13.18 we have also compared the $D=3$ data with the experimental data for lead (extracted from the curves in Fig. 7.2 after subtracting the electronic and vaporization parts).

It is instructive to study also the defect distribution in the model: for simplicity we take only the two-dimensional case. We proceed in the same way as in Section 12.4. The jump numbers $n_{i j}(\mathbf{x})$ are extracted according to Eqs. (12.37)-(12.39) after iterating an ordered or disordered initial state 4000 times (i.e., after arriving at the final states of the stability runs in Fig. 13.8). These are displayed in Figs. 13.19a-g. These lead to the defect densities $\eta(\mathbf{x})$ as shown in Fig. 13.20d,e. Notice that since the final state is a solid, there are very few defects. Nevertheless, the jump numbers obtained from ordered and disordered initial states differ vastly.

TABLE 13.3. Monte Carlo data for the $D=3$ cosine melting model on an $8^{3}$ lattice ( $Z(16)$ approx. $)(\xi=1, \lambda=0)$. There were $100+200$ sweeps for equilibriation and measurements, respectively. Note the " $\delta$-function peak" in $\mathrm{c}(\mathrm{cool})$ at $\beta=0.9$ as a signal for the first order of the transition (from Jacobs and Kleinert. 1983).

| $\beta$ | $u$ (heat) | $u$ (cool) | $c$ (hcat) | $c$ (cool) | $\beta$ | $u$ (hcat) | $u$ (cool) | $c$ (heat) | $c$ (cool) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 2.00 | 0.7863 | 0.7919 | 1.5786 | 2.0322 | 1.00 | 1.7319 | 1.7275 | 2.5359 | 2.3944 |
| 1.95 | 0.8182 | 0.8102 | 1.4309 | 1.7767 | 0.95 | 1.8467 | 1.8479 | 2.1596 | 2.2959 |
| 1.90 | 0.8336 | 0.8381 | 1.7355 | 1.5974 | 0.90 | 1.9890 | 2.4431 | 2.7781 | 133.3700 |
| 1.85 | 0.8602 | 0.8643 | 1.5558 | 1.5481 | 0.85 | 2.1433 | 3.6894 | 2.6490 | 7.4843 |
| 1.80 | 0.8883 | 0.8833 | 1.8540 | 1.3791 | 0.80 | 2.3722 | 4.0411 | 2.8292 | 3.0625 |
| 1.75 | 0.9122 | 0.9119 | 1.6688 | 1.7736 | 0.75 | 2.7337 | 4.2849 | 4.4629 | 3.3217 |
| 1.70 | 0.9378 | 0.9353 | 1.7834 | 1.6531 | 0.70 | 4.5123 | 4.5176 | 2.1423 | 2.5629 |
| 1.65 | 0.9767 | 0.9712 | 1.8210 | 1.7969 | 0.65 | 4.7621 | 4.7675 | 2.0221 | 2.0424 |
| 1.60 | 1.0084 | 1.0042 | 1.5658 | 1.8619 | 0.60 | 5.0536 | 5.0267 | 1.8545 | 1.4745 |
| 1.55 | 1.0364 | 1.0434 | 1.8064 | 1.9528 | 0.55 | 5.2905 | 5.2731 | 1.6750 | 1.5084 |
| 1.50 | 1.0785 | 1.0808 | 1.5886 | 1.5915 | 0.50 | 5.5890 | 5.5748 | 1.0598 | 1.5084 |
| 1.45 | 1.1220 | 1.1232 | 1.7185 | 1.6046 | 0.45 | 5.8698 | 5.8844 | 1.2755 | 1.1039 |
| 1.40 | 1.1693 | 1.1631 | 1.9998 | 2.0098 | 0.40 | 6.1815 | 6.1946 | 1.0187 | 1.0481 |
| 1.35 | 1.2089 | 1.2166 | 1.9086 | 1.9414 | 0.35 | 6.4857 | 6.5104 | 0.8585 | 0.7101 |
| 1.30 | 1.2682 | 1.2716 | 1.5930 | 1.9068 | 0.30 | 6.8264 | 5.8411 | 0.6789 | 0.6386 |
| 1.25 | 1.3289 | 1.3332 | 1.8468 | 1.8777 | 0.25 | 7.1722 | 7.1766 | 0.4327 | 0.3921 |
| 1.20 | 1.3922 | 1.3846 | 1.8658 | 2.0927 | 0.20 | 7.5137 | 7.5215 | 0.2682 | 0.2345 |
| 1.15 | 1.4449 | 1.4579 | 2.1894 | 2.1376 | 0.15 | 7.8793 | 7.8752 | 0.1633 | 0.1498 |
| 1.10 | 1.5491 | 1.5414 | 2.3550 | 2.0680 | 0.10 | 8.2505 | 8.2487 | 0.0746 | 0.0780 |
| 1.05 | 1.6367 | 1.6354 | 1.9019 | 1.7571 | 0.05 | 8.6318 | 8.6258 | 0.0168 | 0.0164 |

The difference consists, of course, mainly in a trivial defect-gauge transformation. The same analysis is performed for other values of $\beta$ and the defects obtained are shown in the remaining Figs. 13.20. By comparison with the stability curves in Figs. 13.8 we can easily see the correspondence between the solid and liquid energies and the defect densities.

Finally, let us test the quality of the Villain approximation for the melting model. By taking the values $\beta_{m}$ through the Villain transform, ( 9.124 ) and ( 9.125 ), i.e., by calculating ${ }^{\text {e }}$

$$
\begin{align*}
\beta_{V} & =-1 /\left[2 \log I_{1}(\beta) / I_{0}(\beta)\right] \\
2 \beta_{V} \xi_{V} & =-1 /\left[2 \log I_{1}(2 \beta \xi) / I_{0}(2 \beta \xi)\right] . \tag{13.96}
\end{align*}
$$

[^17]FIG. 13.14. The entropy jumps of the $D=3$ melting model extracted from the curves of Fig. 13.6 as compared with the Monte Carlo data of Jacobs and Kleinert (1984) (sce also Table 13.1).


TABLE 13.4. Internal energy and specific heat of the cosine model of melting in $D=2$ dimensions ( $Z(16)$ approx.) with $(\xi=1 . \lambda=0)$. The lattice size is $32 \times 32$. There were 100 sweeps for equilibriation plus 200 for measurement (from Janke and Kleinert. 1984).

| $\beta$ | $u$ (heat) | $u$ (cool) | $u$ (hcat) | u(cool) | $\beta$ | $u$ (heat) | u(cool) | u(heat) | u(cool) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.00 | 0.5365 | 0.5365 | 1.1841 | 1.1581 | 1.00 | 1.7080 | 1.7326 | 1.8140 | 1.3103 |
| 1.95 | 0.5506 | 0.5523 | 0.9798 | 1.1536 | 0.95 | 1.8130 | 1.8339 | 1.5476 | 1.8343 |
| 1.90 | 0.5692 | 0.5428 | 1.3140 | 1.2859 | 0.90 | 1.9367 | 1.9228 | 1.6133 | 1.5350 |
| 1.85 | 0.5911 | 0.5864 | 1.1905 | 1.1444 | 0.85 | 2.0400 | 2.0364 | 1.5579 | 1.3409 |
| 1.80 | 0.6063 | 0.6050 | 1.1676 | 1.2766 | 0.80 | 2.1452 | 2.1262 | 1.6984 | 1.6106 |
| 1.75 | 0.6247 | 0.6225 | 1.2698 | 1.2669 | 0.75 | 2.2603 | 2.2539 | 1.5546 | 1.6246 |
| 1.70 | 0.6459 | 0.6454 | 1.8193 | 1.4908 | 0.70 | 2.3952 | 2.3772 | 1.3375 | 1.0886 |
| 1.65 | 0.6654 | 0.6714 | 1.2197 | 1.3882 | 0.65 | 2.5136 | 2.5130 | 1.1330 | 0.9855 |
| 1.60 | 0.6910 | 0.6917 | 1.2903 | 1.1680 | 0.60 | 2.6496 | 2.6629 | 1.0812 | 1.4138 |
| 1.55 | 0.7199 | 0.7193 | 1.2425 | 1.3803 | 0.55 | 2.8198 | 2.7988 | 0.9650 | 0.9805 |
| 1.50 | 0.7452 | 0.7563 | 1.3487 | 1.3347 | 0.50 | 2.9684 | 2.9708 | 0.8242 | 0.7993 |
| 1.45 | 0.7842 | 0.7803 | 1.3297 | 1.3744 | 0.45 | 3.1495 | 3.1473 | 0.7896 | 0.8848 |
| 1.40 | 0.8222 | 0.8157 | 1.8275 | 1.4053 | 0.40 | 3.3174 | 3.3213 | 0.5834 | 0.4838 |
| 1.35 | 0.8507 | 0.8440 | 1.7549 | 1.4832 | 0.35 | 3.4998 | 3.5039 | 0.4233 | 0.5295 |
| 1.30 | 0.8993 | 0.9439 | 1.4988 | 1.8471 | 0.30 | 3.7091 | 3.6984 | 0.3697 | 0.4007 |
| 1.25 | 0.9450 | 1.0959 | 1.4825 | 1.7231 | 0.25 | 3.8976 | 3.9052 | 0.2538 | 0.2465 |
| 1.20 | 1.0135 | 1.2626 | 1.9586 | 2.6552 | 0.20 | 4.1194 | 4.1153 | 0.1509 | 0.1848 |
| 1.15 | 1.1100 | 1.3633 | 4.4383 | 6.2191 | 0.15 | 4.3298 | 4.3442 | 0.1052 | 0.1210 |
| 1.10 | 1.2796 | 1.5348 | 5.6822 | 3.2761 | 0.10 | 4.5493 | 4.5491 | 0.0444 | 0.0452 |
| 1.05 | 1.6329 | 1.6310 | 2.2055 | 1.9622 | 0.05 | 4.7709 | 4.7731 | 0.0119 | 0.0107 |

FIG. 13.15. The entropy jumps in two dimensions as a function of $\xi$ as obtained from Monte Carlo simulations of Janke and Kleinert. The theoretical values in Table 13.2 are not in satisfactory agreement with these since in the mean-field-plus-one-loop calculation cannot do justice to the defect excitations of the model (cf. heading to Fig. 13.17).


FIG. 13.16. Specific heat of the $D=3$ cosine model for $\xi=1$. Comparison between theoretical curves and Monte Carlo data (obtained by Jacobs and Kleinert).

we find transition values for the Villain-type melting model which are in good agreement with those obtained in Chapter 12.

It must be noted, however, that this is somewhat of an accident. In fact, as far as the full high-temperature behavior of $u$ and $c$ is concerned, the Villain approximation is really much worse in this model than it is

FIG. 13.17. Specific heat of the $D=2$ cosine model. Comparison of the Monte Carlo data with the mean-field-plus-one-loop correction (from Janke and Kleinert). We see the descrepancy due to the neglect of defects. This phenomenon was observed before and discussed in detail in the $X Y$ model of superfluidity. sec 7.19. Part I.


FIG. 13.18. Specific heat of the $D=3$ model for $\xi=0.25$. Comparison of Monte Carlo data with experimental data for lead as obtained from Fig. 7.2 with appropriate subtractions (after Jacobs and Kleinert).

in the $X Y$ case. The reason is the following: We pointed out in Part II that the quality of the Villain approximation is not based on the equality of (13.75) and (13.76) for large $\beta$ but rather on the approximate equality of the Bessel functions, for small $\beta$, i.e.,

$$
\begin{equation*}
I_{\bar{\sigma}}(\beta) \sim \frac{1}{\bar{\sigma}!}\left(\frac{\beta}{2}\right)^{\bar{\sigma}} \tag{13.97}
\end{equation*}
$$

FIG. 13.19. The defect gauge fields $n_{11}(x), n_{1_{2}}(x), n_{22}(x)$ obtained from a Monte Carlo simulation of the $D=2$ cosine melting model on a $60 \times 60$ sc lattice (Janke and Kleinert, 198.4 ) taken after 4000 sweeps for equilibriation for the defect configuration at $\beta=1.2$. Notice that with a random start, there are many $n_{i j}(x)$ excitations, most of them correspond to a pure defect gauge whose double curl vanishes. (Here o.s. and r.s. refer to ordered and random start: cf. Fig. 13.2().)

$n_{11}, \beta=1.2, ~ o . s$.

$\mu_{12} . \beta=1.2$. o.s.
$n_{22}, \beta=1.2$, o.s.


$n_{11} \cdot \beta=1.2$, r.s.

$n_{22}, \beta=1.2$, r.s.

FIG. 13.20. Disclinations in the 2-dimensional cosine model of melting on a $60 \times 60 \mathrm{sc}$ lattice below and right above the melting transition $\beta_{m} \approx 0.135$. We see that in the molten state the disclinations of alternating sign are linked up into strings. Below the transition, there are mostly nearest neighbor and next-nearest neighbor quadruplets. i.e., short closed strings. As the melting temperature is passed the loops become large and break open. The pictures were taken after having performed 4000 sweeps for equilibriation, once with an ordered start (o.s.) and once with a random start (r.s.). The difference in the pictures is understood by looking at the development of the internal energy over the 4000 sweeps which are displayed in Fig. 13.12. For $\beta \leqslant 1.14$ the system always winds up in the liquid state. and for $\beta>1.17$ in the crystalline state. This explains the similarity of the defect pictures for $\beta=1.14,1.18,1.20$. For $\beta=1.16$, on the other hand, the initial configuration remains practically frozen. The defect configurations are determined by finding for a fixed displacement field $u_{1}(x)=(a / 2 \pi) y_{i}(x)$ the defect gauge field $n_{i j}(x)$ by minimizing $\Sigma_{x, i<i}\left(\nabla_{i} \gamma_{j}+\nabla_{i} \gamma_{i}-2 \pi n_{i j}(x)\right)$ and $\Sigma_{x, i}\left(\nabla_{i} \gamma_{i}-2 \pi n_{i j}(x)\right)^{2}$. The resulting pictures of $n_{11}(\mathbf{x}), n_{12}(\mathbf{x}) . n_{22}(\mathbf{x})$ are shown in Figs. 13.19 for $\beta=1.2$. The defects are obtained by taking the double curl of these fields (from Janke and Kleinert. 1984). See also Fig. 12.17.

$\beta=1.2,0.5$.

$\beta=1.18$. o.s.

$\beta=1.2$. r.s.

$\beta=1.18$, r.s.

Fig. 13.20. (continued)

with the Gaussian approximation

$$
\begin{equation*}
e^{\log (\beta / 2) \bar{\sigma}^{2}} \tag{13.98}
\end{equation*}
$$

for $\bar{\sigma}=0$ and $\bar{\sigma}=1$. For $\bar{\sigma} \geq 2$ this is no longer a good approximation. In the case of vortex lines, this was not very serious since the phase transition was mainly caused by lines of unit strength as they were growing to infinite length. Here, however, even the lowest stress configuration contains $\bar{\sigma}_{i j}$ elements of strength two so that the approximation (13.97), (13.98) breaks down. For the determination of $\beta_{m}$ from the free energy,
this breakdown was of little consequence since, as we observed above, even the lowest correction is quantitatively rather insignificant due to the smallness of pre-transitional fluctuations. But for the internal energy it becomes observable and for the specific heat quite important. A much more intimate relationship between the Villain type of melting model and cosine models is obtained by observing that all graphs included in the high-temperature expansion (13.85) involve the three Bessel functions

$$
\begin{equation*}
\frac{I_{2}\left(\beta_{V-1}\right)}{I_{0}\left(\beta_{V-1}\right)}, \quad \frac{I_{1}\left((2 \beta \xi)_{V-1}\right)}{I_{0}\left((2 \beta \xi)_{V-1}\right)}, \quad \frac{I_{2}\left((2 \beta \xi)_{V-1}\right)}{I_{0}\left((2 \beta \xi)_{V-1}\right)} \tag{13.99}
\end{equation*}
$$

with the numbers $n_{1}, m_{1}, m_{2}$ in $e\left(n_{1}, m_{1}, m_{2}\right)$ giving their powers. In the model Villain-type melting, the corresponding terms are

$$
e^{-(11 / \beta)\left(\left(n_{1} / 2\right)+\left(1\left(m_{1}+\cdots m_{2}\right)(k)+\left(\left(m_{1}+4 m_{2}\right) / 4\right)(1 /(\xi)-1)\right),\right.}
$$

i.e., they are equal to the terms $e(n, m)$ of (11.38) with $n=n_{1} / 2$ $+\left(m_{1}+m_{2}\right) / 4, m=\left(m_{1}+4 m_{2}\right) / 4$. From the discussion in Part II, Eq. (7.113) on the improvement of the Villain approximation to the $X Y$ model, we decided that for the melting models of the Villain and of the cosine type, a really close correspondence can be achieved only by the presence of a second $\cos \left(2 \nabla_{i} u_{i}\right)$ term in the cosine energy. Thus we find the improved Villain approximation for $D=2$.

$$
\begin{align*}
Z= & \sum_{\left\{n_{i, j}\right\}} \Phi\left[n_{i j}^{s}\right] \prod_{\mathrm{x} . i}\left[\int_{-\pi}^{\pi} \frac{d y_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{-\beta\left[\sum_{\mathrm{x}, i<j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-4 \pi n_{i j}^{s}\right)^{2}+\xi \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}-2 \pi n_{i i}^{s}\right)^{2}\right]\right\} \\
= & R_{V^{-1}}(\beta) R_{V-1}^{\delta}(2 \beta \xi)^{2} \prod_{\mathbf{x} . i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{\beta_{V-1} \sum_{\mathrm{x} . i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}\right)+(2 \beta \xi)_{V-1}\left[\cos \left(\nabla_{i} \gamma_{i}\right)+\delta \cos \left(2 \nabla_{i} \gamma_{i}\right)\right]\right\}, \tag{13.100}
\end{align*}
$$

where

$$
R_{V^{-1}}(\beta)=\left[I_{0}\left(\beta_{V^{-1}}\right) \sqrt{2 \pi \beta}\right]^{-1}, \quad e^{-1 /(2 \beta)}=\frac{I_{2}\left(\beta_{V^{-1}}\right)}{I_{0}\left(\beta_{V-1}\right)}
$$

and

$$
\begin{align*}
R_{v^{-1}}(2 \beta \xi) & =\left[I_{0}^{\delta}\left((2 \beta \xi)_{v-1}\right) \sqrt{2 \pi(2 \beta \xi)}\right]^{-1} \\
e^{-1 /(2(2 \beta \xi))} & =I_{1}^{\delta}\left((2 \beta \xi)_{v-1}\right) / I_{0}^{\delta}\left((2 \beta \xi)_{v-1}\right), \\
e^{-1 /(2(2 \beta \xi)} & =I_{2}^{\delta}\left((2 \beta \xi)_{v-1}\right) / I_{0}^{\delta}\left((2 \beta \xi)_{v-1}\right) . \tag{13.101}
\end{align*}
$$

With this identification we ensure that all terms in the high temperature series (13.85) become identically equal to the corresponding one in the Villain version (11.38).

In this form, the Villain approximation is very good throughout the entire high temperature region, including the transition point. For more details, see Janke and Kleinert (1986), quoted at the end of chapter 12.

### 13.5. PAIR CORRELATIONS IN THE DISORDERED PHASE

We have called the phase transition of the model "melting transition." Let us now investigate whether this terminology is really justified on physical grounds. For simplicity, we shall consider only the case of two dimensions. Since the defects comprise dislocations and disclinations we certainly expect the defect proliferation to destroy both translational and rotational order. This is necessary for the final state to become a liquid.

But there is more to a liquid than just complete disorder. A gas also has complete disorder. The difference between a liquid and a gas lies in the density correlation function, which is defined as follows:

$$
\begin{equation*}
D\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \equiv D\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \equiv \frac{1}{\rho_{0}^{2}}\left\langle\hat{\rho}(\mathbf{x}) \hat{\rho}\left(\mathbf{x}^{\prime}\right)\right\rangle \tag{13.102}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\rho}(\mathbf{x})=\sum_{i=1}^{N} \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \tag{13.103}
\end{equation*}
$$

is the density operator and $\rho_{01}$ is the average density $\langle\hat{\rho}(\mathbf{x})\rangle$. Separating out the disconnected part.

$$
\begin{equation*}
D\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\rho_{i 1}^{2}}\left\langle\hat{\rho}(\mathbf{x}) \hat{\rho}\left(\mathbf{x}^{\prime}\right)\right\rangle_{\mathrm{c}}+\frac{1}{\rho_{0}^{2}}\langle\hat{\rho}(\mathbf{x})\rangle^{2}=D_{r}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)+1 \tag{13.104}
\end{equation*}
$$

and using the fact that density correlations are of finite range (except at a critical point) the asymptotic behavior of $D\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ is

$$
\begin{equation*}
D\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \xrightarrow[\left|\mathrm{x}-\mathbf{x}^{\prime}\right| \rightarrow \mathbf{x}]{ } 1 . \tag{13.105}
\end{equation*}
$$

Since $\delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \delta\left(\mathbf{x}-\mathbf{x}_{j}\right)=\delta\left(\mathbf{x}-\mathbf{x}^{\prime}-\mathbf{x}_{i}+\mathbf{x}_{j}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{j}\right)$ the density correlation function can also be written as the expectation value

$$
\begin{equation*}
D\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\rho_{0}^{\prime}} \sum_{j, j}\left\langle\delta\left(\mathbf{x}-\mathbf{x}^{\prime}-\mathbf{x}_{i}+\mathbf{x}_{j}\right) \delta\left(\mathbf{x}^{\prime}-\mathbf{x}_{j}\right)\right\rangle \tag{13.106}
\end{equation*}
$$

Because of translational invariance, the sum over $\mathbf{x}$, is isotropic in $\mathbf{x}^{\prime}$, on the average, and we can remove the second $\delta$-function in favour of a factor $\rho_{0} / N .^{d}$ In this way, one arrives at another form,

$$
\begin{equation*}
D\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\rho_{0}} \frac{1}{N} \sum_{i, j}\left\langle\delta\left(\mathbf{x}-\mathbf{x}^{\prime}-\mathbf{x}_{i}+\mathbf{x}_{j}\right)\right\rangle . \tag{13.107}
\end{equation*}
$$

The average has to be taken, as usual, with the $N$-particle probability distribution

$$
\begin{equation*}
w\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\frac{1}{Z_{N}} e^{-\beta(121) \mathcal{E}_{1}, \phi\left(x_{i}-x_{i}\right)} \tag{13.108}
\end{equation*}
$$

as

$$
\begin{equation*}
\left\langle O\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)\right\rangle=\int \frac{d^{D} x_{1} \ldots d^{D} x_{N}}{N!} O\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) w\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \tag{13.109}
\end{equation*}
$$

where $\Phi\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)$ are the pair potentials between the atoms in the gas and $Z_{N}$ is the classical partition function,
${ }^{d}$ This is due to the average $\delta\left(x^{\prime}-x_{j}\right) \rightarrow \int\left(d^{3} x^{\prime} / V\right) \delta\left(x^{\prime}-\mathbf{x}_{j}\right)=1 / V=\rho_{0} / N$.

$$
\begin{equation*}
Z_{N}=\int \frac{d^{D} x_{1} \ldots d^{D} x_{N}}{N!} w\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \tag{13.110}
\end{equation*}
$$

and the expression

$$
\frac{d^{D} x_{1} \ldots d^{D} x_{N}}{N!} w\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)
$$

is the probability of finding one particle in the volume element $d^{D_{x_{1}}}$ another one in $d^{D} x_{2}$, etc.

In liquid state physics, it is customary to define the pair distribution function as

$$
\begin{equation*}
g\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\rho_{0}^{2}} \int \frac{d^{D} x_{3} \ldots d^{D} x_{N}}{(N-2)!} w\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}_{3}, \ldots, \mathbf{x}_{N}\right) \tag{13.111}
\end{equation*}
$$

This is obviously the expectation value of the operator

$$
\frac{1}{\rho_{0}^{2}} \sum_{i \neq j} \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \delta\left(\mathbf{x}-\mathbf{x}_{j}\right)
$$

Hence the relation to the density correlation is the following

$$
\begin{equation*}
D\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{\rho_{0}} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)+g\left(\mathbf{x}-\mathbf{x}^{\prime}\right) . \tag{13.112}
\end{equation*}
$$

From (13.110) we see that the normalization of $g\left(x-x^{\prime}\right)$ is

$$
\rho_{0}^{2} \int d^{D} x d^{D} x^{\prime} g\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\rho_{0}^{2} V \int d^{3} x g(\mathbf{x})=N^{2}-N
$$

In a grand canonical ensemble, the right-hand side becomes

$$
\left\langle N^{2}\right\rangle-\langle N\rangle=\left.k_{B} T \frac{\partial}{\partial \mu}\langle N\rangle\right|_{V, T}
$$

## Using

$$
\rho=\left.\frac{\partial P}{\partial \mu}\right|_{V . T}=\left.\left.\frac{\partial P}{\partial \rho}\right|_{V, T} \frac{\partial \rho}{\partial \mu}\right|_{V, T}=\left.\left.\frac{1}{V} \frac{\partial P}{\partial \rho}\right|_{V, T} \frac{\partial\langle N\rangle}{\partial \mu}\right|_{V, T}
$$

we see that we can make the identification

$$
\begin{equation*}
\left\langle N^{2}\right\rangle-\langle N\rangle=\left.k_{B} T\langle N\rangle \frac{\partial \rho}{\partial P}\right|_{V . T}, \tag{13.113}
\end{equation*}
$$

so that

$$
\rho_{0} V+\rho_{0}^{2} V \int d^{D} x(g(\mathbf{x})-1)=\left\langle N^{2}\right\rangle-\langle N\rangle^{2}=\left.\langle N\rangle k_{B} T \frac{\partial \rho}{\partial P}\right|_{V . T}
$$

and we arrive at the so-called compressibility sum rule

$$
\begin{equation*}
1+\rho_{\theta} \int d^{D} x(g(\mathbf{x})-1)=k_{B} T x / \rho_{0}, \tag{13.114}
\end{equation*}
$$

where $x=\left.(1 / \rho)(\partial \rho / \partial P)\right|_{V, T}$ is the isothermal compressibility. In an ideal gas, $w\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=N!/ V^{N}$ and

$$
\begin{equation*}
g\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=1-\frac{1}{N} \underset{N \rightarrow \mathbf{x}}{ } 1 . \tag{13.115}
\end{equation*}
$$

The density correlation function is measurable quite directly in scattering experiments, typically with X-rays, electrons or neutrons, the first probing the electron distribution, the second the charge density, and the third the positions of the nuclei. Taking neutron scattering as an example, the atomic distances are usually larger than the scattering nuclei and the scattering cross section in the Born approximation is given by the wellknown formula

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\left(\frac{m_{n}}{2 \pi \hbar^{2}}\right)^{2}\left|\int d^{D} x e^{i q \cdot x} V(\mathrm{x})\right|^{2}, \tag{13.116}
\end{equation*}
$$

where $\Omega$ is the solid scattering angle, $q$ the momentum transfer, and $V(\mathbf{x})$ is the scattering potential of the neutrons. For slow enough neutrons, for instance reactor neutrons with thermal energies and de Broglie wavelengths $\lambda \sim 1 \AA$, the nuclei may be approximated as point-like objects, whose effect upon the neutrons is described to a good approximation by a
simple phase shift $a$ in the $s$ wave. Such a phase shift is associated with a total cross section $4 \pi a^{2}$ and can be thought of as coming from a potential

$$
\begin{equation*}
V(\mathbf{x})=\frac{2 \pi \hbar^{2}}{m_{n}} a \sum_{i} \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \tag{13.117}
\end{equation*}
$$

i.e., using the particle density (13.103), as

$$
\begin{equation*}
V(\mathbf{x})=\frac{2 \pi \hbar^{2}}{m_{n}} a \hat{\rho}(\mathbf{x}) \tag{13.118}
\end{equation*}
$$

In a thermal ensemble, the absolute square is replaced by the expectation

$$
\begin{equation*}
\left\langle\int d^{D} x e^{i q \cdot x} V(\mathbf{x}) \int d^{D} x^{\prime} e^{-i q \cdot x^{\prime}} V\left(\mathbf{x}^{\prime}\right)\right\rangle \tag{13.119}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=a^{2} \int d^{D} x d^{D} x^{\prime} e^{i q \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)}\left\langle\hat{\rho}(\mathbf{x}) \hat{\rho}\left(\mathbf{x}^{\prime}\right)\right\rangle=a^{2} N S(\mathbf{q}) \tag{13.120}
\end{equation*}
$$

where $N$ is the total number of atoms in the sample and

$$
\begin{align*}
S(\mathbf{q}) & =\rho_{0} \int d^{D} x e^{i q \cdot x} D(\mathbf{x})=\int d^{D} x e^{i \mathbf{q} \cdot x} \frac{1}{N}\left\langle\sum_{i . j} \delta\left(\mathbf{x}-\mathbf{x}_{i}+\mathbf{x}_{j}\right)\right\rangle \\
& =\frac{1}{N} \sum_{i . j}\left\langle e^{i \mathbf{q} \cdot\left(\mathbf{x}_{i}-x_{i}\right)}\right\rangle \tag{13.121}
\end{align*}
$$

the Fourier transform of the density correlation function, i.e.. the structure factor of the liquid. In terms of the pair correlation function $g(\mathbf{x}), S(\mathbf{q})$ is given by [see (13.112)]

$$
\begin{align*}
S(\mathbf{q}) & =1+\rho_{0} \int d^{D} x e^{i q \cdot x} g(\mathbf{x})  \tag{13.122}\\
& =1+\rho_{0} \int d^{D} x e^{i \mathbf{q} \cdot x}(g(\mathbf{x})-1)+\rho_{0}(2 \pi)^{D} \delta^{D}(\mathbf{q}) \\
& \equiv S_{c}(\mathbf{q})+\rho_{0}(2 \pi)^{D} \delta^{D}(\mathbf{q}) \tag{13.123}
\end{align*}
$$

FIG. 13.21. Pair distribution of argon at 84.4 K as obtained from neutron diffraction by Henshaw et al. (cited in the Notes and References). The curves of the atomic position for the $D=2$ melting model are from Kahn (see Notes and References).


From (13.114), the value of $S_{c}(\mathbf{q})$ at $\mathbf{q}=0$ is directly related to the isothermal compressionality:

$$
\begin{equation*}
S_{r}(\mathbf{q}=0)=\left.k_{B} T \frac{\partial \rho}{\partial P}\right|_{V, T} . \tag{13.124}
\end{equation*}
$$

In an ideal gas, for which $g(x) \sim 1$ we find

$$
\begin{equation*}
1=\left.k_{B} T \frac{\partial \rho}{\partial P}\right|_{V . r}, \tag{13.125}
\end{equation*}
$$

in agreement with the equation of state $p V=N k_{B} T$.
A typical pair distribution $g(x)$ is that of liquid argon at 84.4 K shown in Fig. 13.21, as obtained from neutron diffraction data. The figure shows also two theoretical curves obtained by assuming Lennard-Jones potentials. If $r=|\mathbf{x}|$ is much smaller than the diameter of the atoms, the pair distribution vanishes. The "hole" at the origin leads to the peak in the Fourier transform $S_{r}(\mathbf{q})$ at $\mathbf{q} \sim 2 \pi / d$ and $S_{c}(\mathbf{q})$ has the characteristic shape shown in Fig. 13.22 for another system, Rb, at 40 K .

Let us now find the pair distribution function in the disordered phase of the melting model. For this we perform a Monte Carlo simulation of the cosine model and record the displacement variables $u_{i}(\mathbf{x})$. These can be used to find the atomic positions. Notice that the positions are not immediately given by

FIG. 13.22. Structure factor $S(Q)$ for a gas of hard spheres as calculated by Ashcroft and Lekner (cited in the Notes and References) and compared with experimental data on Rb at 40C.


$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{x}+\mathbf{u}(\mathbf{x}) \tag{13.126}
\end{equation*}
$$

The reason is that the variables $u_{i}(\mathbf{x})$ in the cosine model run only from $-a$ to $a$ so that the atoms can apparently never leave the unit cell. This would be unphysical. In order to permit an identification of $\mathbf{x}+\mathbf{u}(\mathbf{x})$ with particle positions we have to perform a defect-gauge transformation into a gauge in which the trivial fluctuations of the Volterra surface are absent. In order to understand this point more clearly, consider the Villain approximation to the cosine model (taking $\lambda=0$, for simplicity):

$$
\begin{align*}
Z= & \sum_{\left\{n_{i j}(\mathrm{x})\right\}} \prod_{\mathrm{x}, i}\left[\int_{-a}^{a} \frac{d u_{i}(\mathbf{x})}{a}\right] \\
& \times \exp \left\{-\beta\left(\frac{2 \pi}{a}\right)^{2} \sum_{\mathrm{x}}\left[\frac{1}{2} \sum_{i<j}\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}-2 a n_{i j}^{s}\right)^{2}+\xi \sum_{i}\left(\nabla_{i} u_{i}-a n_{i i}^{s}\right)^{2}\right]\right\} \tag{13.127}
\end{align*}
$$

In it the displacement fields $u_{i}(\mathbf{x})$ all remain within the unit cell and the jump numbers $n_{i j}^{i j}(\mathbf{x})$ include all fluctuations of the Volterra surfaces. From our previous considerations in Chapter 10 we know that these fluctuations are unphysical. If we want to include only physical fluctuations, we have to remove the irrelevant parts by a defect-gauge transformation,
$u_{i}(\mathbf{x}) \rightarrow u_{i}(\mathbf{x})+a N_{i}(\mathbf{x}), n_{i j}^{s}(\mathbf{x}) \rightarrow n_{i j}^{s}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} N_{j}(\mathbf{x})+\nabla_{j} N_{i}(\mathbf{x})\right)$,

FIG. 13.23. Atomic positions in the melting model before and after the transition. The molten state looks like a gas rather than a liquid due to the absence of a hard-core repulsion.

where we may choose the integer fields $N_{i}(\mathbf{x})$ such that $n_{i j}^{s}$ satisfies the gauge conditions (10.4) and (10.5). Then the partition function reads

$$
\begin{align*}
Z= & \sum_{\left\{n_{i}(\mathbf{x})\right\}} \Phi\left[n_{i j}^{s}\right] \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{\infty} \frac{d u_{i}(\mathbf{x})}{a}\right] \\
& \times \exp \left\{-\beta\left(\frac{2 \pi}{a}\right)^{\mathrm{a}} \sum_{x}\left[\frac{1}{2} \sum_{i<j}\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}-2 a n_{i j}^{s}\right)^{2}+\xi \sum_{i}\left(\nabla_{i} u_{i}-a n_{i i}^{s}\right)^{2}\right]\right\}, \tag{13.129}
\end{align*}
$$

$\Phi\left[n_{i j}^{s}\right]$ being the gauge-fixing functional enforcing the gauge (10.4), (10.5).

Now the different allowed configurations of the jump numbers $n_{i j}^{5}$ correspond precisely to all physically different defect configurations. In addition, the displacement variables cover the entire crystal. Thus, in the fixed defect gauge, the variables

$$
\mathbf{x}^{\prime}=\mathbf{x}+\mathbf{u}(\mathbf{x})
$$

can be identified with atomic positions. In Figs. 13.23 we have shown these positions above the melting transition. (Below the transition the positions show, of course perfect crystalline order with only small disturbances.) There is complete disorder with neither translational nor rotational memory. The pair distribution of this system is obviously not that of a real liquid but of an ideal gas. The reason for this is quite clear: the model contains no information on the hard cores of the atoms. It describes a crystal of point-like atoms. Consequently, the pair distribution function $g(\mathbf{x})$ does not vanish for $|\mathbf{x}|$ smaller than some atomic diameter and, in that respect, does not resemble that of a proper liquid. The model will need modifications in order to incorporate the finite atomic sizes into the system.
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## THE TWO-DIMENSIONAL KOSTERLITZ-THOULESS-HALPERIN-NELSON-YOUNG APPROACH TO DEFECT MELTING

Let us compare the properties of our defect models of melting with previous predictions on the behavior of two-dimensional defect melting as advanced by Kosterlitz, Thouless. Halperin. Nelson and Young (KTHNY).

### 14.1. DISSOCIATION OF DISLOCATION PAIRS

We begin with a slight modification of the partition function (9.53), namely (dropping now the bars on top of $\sigma_{i j}$ and $\chi$ ):

$$
\begin{align*}
Z= & {\left[\frac{1}{4 \xi^{2}}\left(1-2 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}} \prod_{\mathbf{x}}\left[\int_{-x}^{\mathrm{x}} d X(\mathbf{x})\right] \sum_{\left\{n_{n}(\mathbf{x})\right\}} \Phi\left[n_{i j}\right] } \\
& \times \exp \left\{-\frac{1}{2 \beta} \sum_{\mathbf{x}}\left[\sigma_{12}^{2}+\frac{1}{2 \xi}\left(\sigma_{11}^{2}+\bar{\sigma}_{22}^{2}\right)-\frac{1}{2 \gamma}\left(\sigma_{11}+\sigma_{22}\right)^{2}\right]\right. \\
& \left.+2 \pi i \sum_{\mathbf{x}} b_{i}(\mathbf{x}) \epsilon_{i k} \bar{\nabla}_{k} X(\mathbf{x})\right\} \tag{14.1}
\end{align*}
$$

where the stress tensor is the double-curl of the stress "gauge field" $\chi(\mathbf{x})$,

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\varepsilon_{i k} \varepsilon_{j m} \nabla_{k} \nabla_{m} X(\mathbf{x}) \tag{14.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{i}(\mathbf{x}) \equiv \alpha_{i}(\mathbf{x})=\varepsilon_{i j} \nabla_{i} n_{i j} \tag{14.3}
\end{equation*}
$$

is the two-dimensional lattice version of the dislocation density. Actually, KTHNY considered triangular lattices while our partition function was set up for cubic systems. In two dimensions the linear elastic energy of triangular lattices can be parametrized in the same way as in isotropic systems. We will, therefore, find it convenient to consider first isotropic square lattices and include the modifications due to the triangular structure at a later stage. In isotropic systems, where $\xi=1$, the parameter $\gamma$ is given in terms of the elastic Lamé constants $\mu$ and $\lambda$ by

$$
\frac{1}{\gamma}=\frac{\lambda / \mu}{2(\lambda / \mu+1)}=\frac{\nu}{1+\nu}
$$

Hence $(1 / 4)(1-2 / \gamma)=(1 / 4) 1 /(\lambda / \mu+1)=(1 / 4)(1-\nu) /(1+\nu)$ and the partition function becomes

$$
\begin{align*}
Z= & {\left[\frac{1}{4} \frac{1-v}{1+v}\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{3 N}} \prod_{\mathbf{x}}\left[\int_{-x}^{x} d X(\mathbf{x})\right] \sum_{\left\{n_{i j}(\mathbf{x})\right\}} \Phi\left[n_{i j}\right] } \\
& \times \exp \left\{-\frac{1}{4 \beta} \frac{1}{1+v} \sum_{\mathbf{x}}(\bar{\nabla} \cdot \nabla X)^{2}+2 \pi i \sum_{\mathbf{x}} b_{i}(\mathbf{x}) \varepsilon_{i k} \bar{\nabla}_{k} X\right\} . \tag{14.4}
\end{align*}
$$

The $X$ field can be integrated out giving

$$
\begin{align*}
Z= & {\left[\frac{1}{2}(1-\nu)\right]^{N / 2} \frac{1}{(\sqrt{2 \pi \beta})^{2 N}} \operatorname{det}^{-1}(-\bar{\nabla} \cdot \nabla) \sum_{\left\{n_{i}(\mathbf{x})\right\}} \Phi\left[\eta_{i j}\right] } \\
& \times \exp \left\{-4 \pi^{2} \beta(1+\nu) \sum_{\mathbf{x}} b_{i}(\mathbf{x})\left(\delta_{i j}-\frac{\nabla_{i} \overline{\nabla_{j}}}{\bar{\nabla} \cdot \nabla}\right) \frac{1}{-\bar{\nabla} \cdot \nabla} b_{j}(\mathbf{x})\right\} . \tag{14.5}
\end{align*}
$$

This is the same expression as $(9.60)$ except that the defects are described in terms of the dislocation density $b_{i}(\mathbf{x})$ instead of the defect density $\eta(\mathbf{x})$. In the dislocation form, the defect representation is very similar to the vortex representation of the ordinary Villain model in two dimensions:

$$
\begin{equation*}
Z_{V}=\frac{1}{(\sqrt{2 \pi \beta})^{2 N}} \sum_{\{(\mathbf{x})\}} \exp \left\{-4 \pi^{2} \frac{\beta}{2} \sum_{\mathbf{x}} \ell(\mathbf{x}) \frac{1}{-\bar{\nabla} \cdot \nabla} \ell(\mathbf{x})\right\} . \tag{14.6}
\end{equation*}
$$

Indeed, the interaction energy between two dislocations has the form

$$
\begin{equation*}
v_{i j}^{T}(\mathbf{x})=\left(\delta_{i j}-\frac{\nabla_{i} \bar{\nabla}_{j}}{\bar{\nabla} \cdot \nabla}\right) \frac{1}{-\bar{\nabla} \cdot \nabla}=\left(-\delta_{i j} \bar{\nabla} \cdot \nabla+\nabla_{i} \bar{\nabla}_{j}\right) u_{4}^{\delta}(\mathbf{x}), \tag{14.7}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{4}^{\delta}(\mathbf{x})=\int \frac{d^{2} k}{(2 \pi)^{2}} e^{i \mathbf{k} \cdot \mathbf{x}} \frac{1}{\left(\overline{\mathbf{K}} \cdot \mathbf{K}+\delta^{2}\right)^{2}} \tag{14.8}
\end{equation*}
$$

is the potential $1 /(\bar{\nabla} \cdot \nabla)^{2}$ with an infinitesimal regulator mass [recall Eq. (1.119)]. For large separations $|\mathbf{x}|$, the first term $-\delta_{i j} \bar{\nabla} \cdot \nabla v_{4}^{\delta}(\mathbf{x})$ gives rise to the same logarithmic potential as in the vortex case [see Eq. (1.123) and take the trace]:

$$
\begin{align*}
-\delta_{i j} \bar{\nabla} \cdot \nabla v_{4}^{\delta}(\mathbf{x})= & \delta_{i j} \overline{\bar{\nabla}} \cdot \nabla\left(\partial / \partial \delta^{2}\right) v_{\delta}(\mathbf{x}) \\
& \underset{|\mathbf{x}| \rightarrow x}{ } \delta_{i j}\left[-\frac{1}{2 \pi} \log \left(|\mathbf{x}| \frac{1}{2} e^{\gamma}\right)-\frac{1}{2 \pi}\left(\log \delta+\frac{1}{2}\right)\right] . \tag{14.9a}
\end{align*}
$$

The second term contributes

$$
\begin{equation*}
\nabla_{i} \bar{\nabla}_{j} v_{4}^{\delta}(\mathbf{x}) \xrightarrow[|\mathbf{x}| \rightarrow x]{\longrightarrow} \frac{1}{4 \pi}\left[\delta_{i j} \log \left(|\mathbf{x}| \frac{1}{2} e^{\gamma}\right)+\frac{x_{i} x_{j}}{|\mathbf{x}|^{2}}\right]+\frac{1}{4 \pi} \delta_{i j} \log \delta, \tag{14.9b}
\end{equation*}
$$

so that both together give [see Eq. (1.124)]

$$
\begin{equation*}
v_{i j}^{T}(\mathbf{x}) \rightarrow-\frac{1}{4 \pi}\left[\delta_{i j} \log |\mathbf{x}|-\frac{x_{i} x_{j}}{|\mathbf{x}|^{2}}\right]-\frac{1}{4 \pi}\left[\log \left(\frac{\delta}{2} e^{\gamma}\right)+1\right] \delta_{i j} . \tag{14.9c}
\end{equation*}
$$

In the limit $\delta \rightarrow 0$, the second term enforces neutrality of the dislocation gas,

$$
\begin{equation*}
\sum_{\mathbf{x}} b_{i}(\mathbf{x})=0 \tag{14.10}
\end{equation*}
$$

This is a manifestation of the dipole neutrality (9.76). For such neutral gases we can replace $v_{i j}^{T}$ by the subtracted potential

$$
\begin{equation*}
v_{i j}^{\prime T}(\mathbf{x})=v_{i j}^{T}(\mathbf{x})-v_{i j}^{T}(\mathbf{0})=-\left(\delta_{i j} \nabla \cdot \bar{\nabla}-\nabla_{i} \bar{\nabla}_{j}\right) v_{4}^{\prime \prime}(\mathbf{x}) . \tag{14.11}
\end{equation*}
$$

For long distances, the potential is dominated by the logarithmic part

$$
\begin{equation*}
-\frac{1}{4 \pi} \delta_{i j} \log |\mathbf{x}| \tag{14.12}
\end{equation*}
$$

just as in the ordinary $X Y$ model.
Since critical properties of a system are governed by its long-distance properties, Kosterlitz and Thouless concluded that there should be no difference between the phase transition of vortices in a thin film of superfluid ${ }^{4} \mathrm{He}$ and that of dislocations in a two-dimensional crystal. At low temperature, the crystal should contain only very few dislocations bound in pairs of opposite charge. As the temperature increases, the average separation increases. The long-range interaction energy of a pair of fundamental Burgers vectors with $b_{i}^{2}=1$ is

$$
E_{\mathrm{int}} \approx 4 \pi^{2} \beta(1+\nu) 2 \frac{1}{4 \pi} \log r,
$$

where $r=|\mathbf{x}|$, is the separation of the pair. Using only this asymptotic formula the average of $r^{2}$ can easily be estimated as follows

$$
\begin{equation*}
\left\langle r^{2}\right\rangle \approx \frac{\int d^{2} x r^{2} \exp \left\{-4 \pi^{2} \beta(1+\nu) \frac{2}{4 \pi} \log r\right\}}{\int d^{2} x \exp \left\{-4 \pi^{2} \beta(1+\nu) \frac{2}{4 \pi} \log r\right\}}=\frac{2-2 \pi \beta(1+\nu)}{4-2 \pi \beta(1+\dot{v})} \tag{14.13}
\end{equation*}
$$

For $\beta(1+\nu)=2 / \pi$ this expression has a pole of the form

$$
\begin{equation*}
\left\langle r^{2}\right\rangle \approx-\frac{2}{4-2 \pi \beta(1+\nu)} \tag{14.14}
\end{equation*}
$$

Because of the frequent appearance of the combination $\beta(1+\nu)$ we shall, from now on, call this quantity $\bar{\beta}$.

If renormalitation effects are taken into account, formula (14.14) implies that there should be a dislocation pair unbinding transition at a critical temperature at which

$$
\begin{equation*}
\bar{\beta}_{c}^{R} \equiv \beta_{c}^{R}\left(1+v^{R}\right)=\beta_{c}^{R} \frac{\mu^{R}+\lambda^{R}}{\mu^{R}+\lambda^{R} / 2}=\frac{2}{\pi} \approx 0.6366 \tag{14.15}
\end{equation*}
$$

where $\nu^{R}, \mu^{R}, \lambda^{R}$ are the renormalized elastic constants right at the transition point. Remembering that $\beta$ was equal to $\mu a^{3} /(2 \pi)^{2} k_{B} T$ where $a$ is the lattice spacing, this result can also be written more explicitly as

$$
\begin{equation*}
\frac{a^{2} \mu^{R}}{(2 \pi)^{2} k_{B} T_{c}} \frac{\mu^{R}+\lambda^{R}}{\mu^{R}+\lambda^{R / 2}}=\frac{2}{\pi} \approx 0.6366 . \tag{14.16}
\end{equation*}
$$

In the literature on this subject one finds the results stated in terms of the stiffness parameter ${ }^{\text {a }}$

$$
\begin{equation*}
K \equiv \frac{a^{2}}{k_{B} T_{r}} 2 \mu \frac{\mu+\lambda}{\mu+\lambda / 2}, \tag{14.17}
\end{equation*}
$$

which is related to our $\tilde{\beta}$ by

$$
\begin{equation*}
K=8 \pi^{2} \bar{\beta} . \tag{14.18}
\end{equation*}
$$

At the critical point, the renormalized $K^{R}$ should have the value

$$
\begin{equation*}
K_{c}^{R}=16 \pi \approx 50.265 \tag{14.19}
\end{equation*}
$$

Equations (14.15), (14.16), or (14.19) are universality statements: A rare gas of dislocations undergoes a continuous phase transition whenever the combination of elastic constants on the left-hand side has softened to a point at which these equations are satisfied.

The relation (14.16) is, of course, the precise analogue of the universality condition for the critical superfluid density in films of ${ }^{4} \mathrm{He}$,

$$
\begin{equation*}
\frac{\hbar^{2} \rho_{s}}{M^{2}}=\frac{2}{\pi} k_{B} T_{c}, \tag{14.20}
\end{equation*}
$$

which was derived from the critical value [see Eq. (11.179)]

$$
\begin{equation*}
\beta_{c}^{R}=\frac{2}{\pi} \tag{14.21}
\end{equation*}
$$

in the Villain model.
Notice that the critical index governing the width of the Bragg-jike peaks (7.123) is not universal since it contains a combination of $\mu^{R}$ and $\lambda^{R}$, which is different from $K^{R}$.

[^18]
### 14.2. RENORMALIZATION GROUP EQUATIONS

A characteristic feature of the continuous pair unbinding mechanism is the unusual temperature behavior with which the coherence length $\xi$ of the disordered phase goes to infinity when approaching the critical point. We have seen such a behavior in Part II, where the coherence length of the Villain model was found to have an essential singularity at $T=T_{c}$, of the form

$$
\begin{equation*}
\xi \approx \exp \left\{\text { const. }\left(T / T_{c}-1\right)^{-1 / 2}\right\} \tag{14.22}
\end{equation*}
$$

rather than diverging with the usual critical power ${ }^{\text {b }}$

$$
\begin{equation*}
\xi \approx\left(\frac{T}{T_{c}}-1\right)^{-\nu} \tag{14.23}
\end{equation*}
$$

A similar law can be derived for dislocations on a two-dimensional lattice. To do so we first find the general renormalization equation for the elastic constants which is analogous to Eq. (11.112) of Part II for the superfluid density in the Villain model. For this we define the renormalized elastic constants at a momentum $\mathbf{k}$ by the correlation functions of the stress tensor $\sigma_{i j}=\varepsilon_{i k} \varepsilon_{j l} \bar{\nabla}_{k} \bar{\nabla}_{l} \chi$ :

$$
\begin{equation*}
\left\langle\sigma_{i j}^{*}(\mathbf{k}) \sigma_{k f}(\mathbf{k})\right\rangle \equiv(\overline{\mathbf{K}} \cdot \mathbf{K})^{-2} \varepsilon_{i m} \varepsilon_{j n} K_{m} K_{n} \varepsilon_{k r} \varepsilon_{i s} K_{r} \bar{K}_{s}[2 \beta(1+v)]^{R}(\mathbf{k}) \tag{14.24}
\end{equation*}
$$

In linear elasticity, $[\beta(1+\nu)]^{R}$ reduces to the $\mathbf{k}$ independent "bare" elastic constant. In the presence of defects, the correlations of $\sigma_{i j}(\mathbf{x})$ can be obtained from the partition function with external strain sources,

$$
\begin{align*}
Z\left[u_{i j}^{\mathrm{ext}}\right] \times & \prod_{\mathbf{x}}\left[\int \frac{d x(\mathbf{x})}{\sqrt{2 \pi \beta}}\right] \delta_{\overline{\mathbf{v}} \sigma_{i,}, 0} \\
& \times \exp \left\{-\frac{1}{2 \beta} \sum_{\mathbf{x} . i . j} \sigma_{i j} c_{i j k \epsilon}^{-1} \sigma_{k \epsilon}+2 \pi i \sum_{\mathbf{x}} \sigma_{i j} n_{i j}+\sum_{\mathbf{x}} \sigma_{i j} u_{i j}^{\mathrm{ext}}\right\}, \tag{14.25}
\end{align*}
$$

by forming the functional derivative

[^19]\[

$$
\begin{equation*}
\left\langle\sigma_{i j}(\mathbf{x}) \sigma_{k t}(0)\right\rangle=\left.\frac{1}{Z} \frac{\delta^{2} Z}{\delta u_{i j}^{\mathrm{xx} 1}(\mathbf{x}) \delta u_{k l}^{\mathrm{cx}( }(\mathbf{0})}\right|_{u_{i j}^{e n}=0} . \tag{14.26}
\end{equation*}
$$

\]

With $\sigma_{i j}$ expressed in terms of the stress "gauge field" $\chi$ we can integrate out the $X$ field and find, for isotropic media [recall (17.34), Part II],

$$
\begin{equation*}
Z\left[u_{i j}^{\mathrm{cxt}}\right] \propto \exp \left\{-\frac{\beta}{2} 4 \pi^{2} 2(1+\nu) \sum_{\mathrm{x}} \tilde{\eta}(\mathbf{x}) \frac{1}{(\bar{\nabla} \cdot \nabla)^{2}} \tilde{\eta}(\mathbf{x})\right\}, \tag{14.27}
\end{equation*}
$$

where $\bar{\eta}(\mathbf{x})$ is defined to be a modification of the defect density $\bar{\eta}(\mathbf{x})$ in which the plastic gauge field $2 \pi n_{i j}$ appears together with the external source as follows

$$
\begin{equation*}
\bar{\eta}(\mathbf{x})=\varepsilon_{i k} \varepsilon_{j \ell} \nabla_{k} \nabla_{\ell}\left(n_{i j}^{s}-\frac{i}{2 \pi} u_{i j}^{\mathrm{exx}}\right) . \tag{14.28}
\end{equation*}
$$

Forming now, in (14.27), the derivatives with respect to $u_{i j}^{\text {ext }}$ and setting $u_{i j}^{\mathrm{ext}}=0$ we obtain

$$
\begin{align*}
\left\langle\sigma_{i j}^{*}(\mathbf{k}) \sigma_{k t}(\mathbf{k})\right\rangle= & 2 \beta(1+\nu) \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} \varepsilon_{i m} \varepsilon_{j n} K_{m} K_{n} \varepsilon_{k r} \varepsilon_{i s} \bar{K}_{r} \bar{K}_{s} \\
& \times\left(1-4 \pi^{2} \beta \frac{2(1+\nu)}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left\langle\bar{\eta}^{*}(\mathbf{k}) \bar{\eta}(\mathbf{k})\right\rangle\right) \tag{14.29}
\end{align*}
$$

Contracting the indices $i j$ with $k \ell$ gives

$$
\begin{equation*}
\left\langle\sigma_{i j}^{*}(\mathbf{k}) \sigma_{i j}(\mathbf{k})\right\rangle=2 \beta(1+\nu)\left(1-4 \pi^{2} \beta \frac{2(1+\nu)}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left\langle\bar{\eta}^{*}(\mathbf{k}) \bar{\eta}(\mathbf{k})\right\rangle\right) . \tag{14.30}
\end{equation*}
$$

The quantity on the left-hand side is, due to (14.24) equal to the renormalized value of $2 \beta(1+\nu)$, so that we find the exact equation

$$
\begin{equation*}
2 \tilde{\beta}^{R}(\mathbf{k})=2 \tilde{\beta}\left(1-8 \pi^{2} \tilde{\beta} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}}\left\langle\bar{\eta}^{*}(\mathbf{k}) \bar{\eta}(\mathbf{k})\right\rangle\right) \tag{14.31}
\end{equation*}
$$

with $\bar{\beta} \equiv \beta(1+\nu)$, as defined before. In a pure dislocation model, $\bar{\eta}(\mathbf{k})$ can be written as

$$
\begin{equation*}
\bar{\eta}(\mathbf{k})=\varepsilon_{i t} K_{t} b_{i}(\mathbf{k}), \tag{14.32}
\end{equation*}
$$

where $b_{1}(\mathbf{k})$ is the Fourier transformed dislocation distribution and the formula becomes

$$
\begin{equation*}
\tilde{\beta}^{R}(\mathbf{k})=\tilde{\beta}\left(1-8 \pi^{2} \widetilde{\beta} \frac{1}{\overline{\mathbf{K}} \cdot \mathbf{K}}\left(\delta_{i j}-\frac{K_{i} \bar{K}_{j}}{\overline{\mathbf{K}} \cdot \mathbf{K}}\right)\left\langle b_{i}^{*}(\mathbf{k}) b_{j}(\mathbf{k})\right\rangle\right) . \tag{14.33}
\end{equation*}
$$

Let us find the $\mathbf{x}$-space version of the limit $\mathbf{k} \rightarrow 0$ on the right-hand side:

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow 0} \frac{1}{\overline{\mathbf{K}} \cdot \mathbf{K}}\left(\delta_{i j}-\frac{K_{i} \bar{K}_{j}}{\overline{\mathbf{K}} \cdot \mathbf{K}}\right)\left\langle b_{i}^{*}(\mathbf{k}) b_{j}(\mathbf{k})\right\rangle . \tag{14.34}
\end{equation*}
$$

As far as the first term is concerned, we may proceed as in Part II where we proved in equation (11.114) that due to charge neutrality, $\Sigma_{\mathrm{x}} b_{i}(\mathrm{x})=0$,

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow \mathbf{0}} \frac{1}{\overline{\mathbf{K}} \cdot \overline{\mathbf{K}}}\left\langle b_{i}^{*}(\mathbf{k}) b_{i}(\mathbf{k})\right\rangle=\frac{1}{4} \sum_{\mathbf{x}} \mathbf{x}^{2}\left\langle b_{i}(\mathbf{x}) b_{i}(\mathbf{0})\right\rangle . \tag{14.35}
\end{equation*}
$$

Here we need a similar statement also for the second term, i.e.,

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow 0} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} K_{i} \bar{K}_{j}\left\langle b_{i}^{*}(\mathbf{k}) b_{j}(\mathbf{k})\right\rangle . \tag{14.36}
\end{equation*}
$$

For this we consider a general tensor function

$$
\begin{equation*}
f_{i j}(\mathbf{k})=\sum_{\mathbf{x}} e^{i \mathbf{k} \cdot \mathbf{x}} f_{i j}(\mathbf{x}), \tag{14.37}
\end{equation*}
$$

which satisfies the charge neutrality condition $\Sigma_{\mathbf{x}} f_{i j}(\mathbf{x})=0$, so that $f_{i j}(\mathbf{k}=\mathbf{0})=0$. Invoking mirror reflection invariance, the lowest expansion terms of $f_{i j}(k)$ are

$$
\begin{equation*}
f_{i j}(\mathbf{k})=\alpha k^{2} \delta_{i j}+\beta k_{i} k_{j}+O\left(\mathbf{k}^{4}\right) \tag{14.38}
\end{equation*}
$$

On multiplying this by $\left(K_{i} \bar{K}_{\mathrm{j}}\right) /(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}$ and taking the limit $\mathbf{k} \rightarrow \mathbf{0}$ we find $\alpha+\beta$. If we, on the other hand, differentiate twice with respect to $\mathbf{k}$ we see that $-x_{i} x_{j} f_{i j}(\mathbf{x})$ and $-x^{2} f_{i i}(\mathbf{x})$ have the Fourier transforms

$$
\begin{equation*}
\frac{\partial}{\partial k_{i}} \frac{\partial}{\partial k_{j}} f_{i j}(\mathbf{k})=4 \alpha+6 \beta, \quad \frac{\partial}{\partial k_{i}^{2}} f_{j j}(\mathbf{k})=8 \alpha+4 \beta . \tag{14.39}
\end{equation*}
$$

Thus we may supplement the relation (14.35) by

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow 0} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} K_{i} \bar{K}_{j}\left\langle b_{i}^{*}(\mathbf{k}) b_{i}(\mathbf{k})\right\rangle=\frac{1}{8} \sum_{\mathbf{x}}\left(\frac{\mathbf{x}^{2}}{2} \delta_{i j}+x_{i} x_{j}\right)\left\langle b_{i}(\mathbf{x}) b_{i}(\mathbf{0})\right\rangle . \tag{14.40}
\end{equation*}
$$

Combining both limits gives

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow 0} \frac{\delta_{i j}-K_{i} \bar{K}_{j} / \overline{\mathbf{K}} \cdot \mathbf{K}}{\overline{\mathbf{K}} \cdot \mathbf{K}}\left\langle b_{i}^{*}(\mathbf{k}) b_{j}(\mathbf{k})\right\rangle=\frac{1}{16} \sum_{\mathbf{x}}\left(3 \mathbf{x}^{2} \delta_{i j}-2 x_{i} x_{j}\right)\left\langle b_{i}(\mathbf{x}) b_{1}(\mathbf{0})\right\rangle, \tag{14.41}
\end{equation*}
$$

so that the renomalization equation (14.31) becomes

$$
\begin{equation*}
\bar{\beta}^{R}=\tilde{\beta}\left\{1+\bar{\beta} \frac{\pi^{2}}{2} \sum_{\mathbf{x}}\left(3 \mathbf{x}^{2} \delta_{i j}-2 x_{i} x_{j}\right)\left\langle b_{i}(\mathbf{x}) b_{j}(\mathbf{0})\right\rangle\right\} \tag{14.42}
\end{equation*}
$$

where the expectation is to be formed within the partition function (14.5).
If the dislocation gas is very dilute, a fugacity expansion can be set up for evaluating the contributions of an increasing number of dislocations. The dominant contribution is a single pair of oppositely oriented fundamental Burgers vectors. Their interaction at a long range is given by a subtracted transverse potential (14.11), with the limit

$$
\begin{equation*}
\varepsilon_{i j}^{\prime} T(\mathbf{x}) \underset{|\mathbf{x}| \rightarrow x}{\longrightarrow}-\frac{1}{4 \pi}\left(\delta_{i j} \log |\mathbf{x}|-\frac{x_{i} x_{j}}{\mathbf{x}^{2}}\right)-\frac{1}{4 \pi} \delta_{i j} \log c \tag{14.43}
\end{equation*}
$$

$c$ being a constant depending on the type of lattice. It can be determined most easily from the fact that the trace of $r_{i j}^{\prime T}(\mathbf{x})$ is equal to the lattice Coulomb potential $r_{i i}^{\prime T}(\mathbf{x})=r^{\prime}(\mathbf{x})$. Thus

$$
\begin{equation*}
v_{i i}^{\prime}(\mathbf{x}) \underset{|\mathrm{x}| \rightarrow \mathrm{x}}{ }-\frac{1}{2 \pi}\left(\log (|\mathbf{x}| c)-\frac{1}{2}\right) \tag{14.44}
\end{equation*}
$$

has to coincide with the asymptotic behavior of the subtracted lattice Coulomb potential, which is known to be [see Part I, Eq. (6.196)]

$$
\begin{equation*}
v^{\prime}(\mathbf{x}) \frac{}{|x| \rightarrow x}-\frac{1}{2 \pi} \log \left(|\mathbf{x}| 2 \sqrt{2} e^{v}\right) \tag{14.45}
\end{equation*}
$$

on a square lattice. Hence we can identify

$$
\begin{equation*}
c_{s}=2 \sqrt{2} e^{\gamma+1 / 2}=8.3057 \ldots \tag{14.46}
\end{equation*}
$$

On a triangular lattice, $v^{\prime}(\mathbf{x})$, with the normalization $\bar{\nabla} \cdot \nabla_{v}(\mathbf{x})=$ $\delta_{\mathrm{x}, \mathrm{i}} 2 / \sqrt{3}$, behaves like [see Appendix 6A, Part I, Eq. (6A.77)]

$$
\begin{equation*}
v^{\prime}(\mathbf{x}) \xrightarrow[|\mathbf{x}| \rightarrow \mathbf{x}]{\longrightarrow}-\frac{1}{2 \pi} \log \left(|\mathbf{x}| 2 \sqrt{3} e^{\gamma}\right) \tag{14.47}
\end{equation*}
$$

with x measured in units of the lattice spacing $a_{0}$, and

$$
\begin{equation*}
c_{t}=2 \sqrt{3} e^{y+1 / 2}=10.172 \tag{14.48}
\end{equation*}
$$

In contrast to the vortices in the ordinary Villain $X Y$ model, the interaction energy of a pair of Burgers vectors $b_{i}(\mathbf{x})$ depends on the azimuthal angle $\theta$ of the distance vector between them $[\cos \theta \equiv$ $\left.\left(\mathbf{x}-\mathbf{x}^{\prime}\right)_{1} /\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right]$. If the Burgers vectors point along the $\pm 1$-direction, their energy is

$$
\begin{equation*}
E_{\mathrm{int}}=b_{i}(\mathbf{x}) v_{i j}^{\prime} T(\mathbf{x}) b_{j}(0)=\frac{1}{4 \pi}\left[\log (|\mathbf{x}| c)-\cos ^{2} \theta\right] \tag{14.49}
\end{equation*}
$$

Notice that due to the subtraction (14.11), there is no self-energy [ $v_{i j}^{\prime}(0)=0$ ]. Therefore, the expression

$$
\begin{equation*}
\sum_{b_{i}= \pm \overline{\mathrm{x}}}\left(3 \delta_{i j} \mathbf{x}^{2}-2 x_{i} x_{j}\right)\left\langle b_{i}(\mathbf{x}) b_{j}(\mathbf{0})\right\rangle \tag{14.50}
\end{equation*}
$$

is equal to

$$
\begin{equation*}
-2\left(3-2 \cos ^{2} \theta\right) \mathbf{x}^{2} \exp \left\{-4 \pi^{2} 2 \widetilde{\beta} \frac{1}{4 \pi}\left[\log (|x| c)-\cos ^{2} \theta\right]\right\} \tag{14.51a}
\end{equation*}
$$

which holds for square and triangular lattices. In both cases

$$
\begin{equation*}
\bar{\beta}=\beta(1+\nu)=\frac{\mu a_{0}^{2}}{k_{B} T(2 \pi)^{2}} \frac{2(\mu+\lambda)}{2 \mu+\lambda} \equiv \frac{K}{8 \pi^{2}} . \tag{14.52}
\end{equation*}
$$

If the direction of the Burgers vectors is rotated by $90^{\circ}$ we find once more the same expression with $\cos ^{2} \theta$ replaced by $\sin ^{2} \theta$.

$$
\begin{equation*}
-2\left(3-2 \sin ^{2} \theta\right) x^{2} \exp \left\{-4 \pi^{2} 2 \tilde{\beta} \frac{1}{4 \pi}\left(\log (|x| c)-\sin ^{2} \theta\right)\right\} \tag{14.5lb}
\end{equation*}
$$

We now perform the integration over the angles $\theta$ and use the formulas

$$
\begin{gather*}
\int_{0}^{2 \pi} d \theta e^{4 \pi^{2} \cdot \bar{\beta}(1 / A \pi) \cos ^{2} \theta}=2 \pi e^{\pi \bar{\beta}} l_{0}(\pi \bar{\beta})  \tag{14.53a}\\
\int_{0}^{2 \pi} d \theta \cos ^{2} \theta e^{4 \pi^{2} 2 \bar{\beta}(\mid A \pi) \cos ^{2} \theta}=2 \pi e^{\pi \bar{\beta}} \frac{1}{2}\left[I_{0}(\pi \widetilde{\beta})+I_{1}(\pi \bar{\beta})\right] \tag{14.53b}
\end{gather*}
$$

where $I_{0}$ and $I_{1}$ are the associated Bessel functions. Then the two terms (14.51) together give

$$
\begin{equation*}
-8 \pi e^{\pi \bar{\beta}}\left[3 I_{10}(\pi \bar{\beta})-\left(I_{0}(\pi \bar{\beta})+I_{1}(\pi \bar{\beta})\right)\right] \tag{14.54}
\end{equation*}
$$

and we obtain, from (14.42), the following renormalization equation for the elastic stiffness constant $\bar{\beta}=\beta(1+v)$ :
$\bar{\beta}^{R}=\bar{\beta}\left[1-2 \pi^{2} \bar{\beta} z^{2}\left[\mathrm{e}^{\pi \bar{\beta}}\left(I_{0}(\pi \bar{\beta})-(1 / 2) I_{1}(\pi \bar{\beta})\right)\right] 2 \pi \int_{1}^{\infty} \frac{d R}{R} R^{4-2 \pi \bar{\beta}}\right]$,
where

$$
\begin{equation*}
z=c^{-\pi \bar{\beta}} \tag{14.56}
\end{equation*}
$$

is the fugacity of a single dislocation.
This is to be compared with the equation in the ordinary Villain model

$$
\begin{equation*}
\beta^{R}=\beta\left(1-2 \pi^{2} \beta z^{2} 2 \pi \int_{1}^{x} \frac{d R}{R} R^{4-2 \pi \beta}\right), \tag{14.57}
\end{equation*}
$$

in which the fugacity was

$$
\begin{equation*}
z=\left(2 \sqrt{2} e^{y}\right)^{-n \bar{\beta}} . \tag{14.58}
\end{equation*}
$$

Thus, apart from a multiplicity factor of 2 for the two directions of the Burgers vectors, the different fugacity

$$
z=c^{-\pi \bar{\beta}}
$$

and the angular factor

$$
e^{\pi \bar{\beta}}\left[I_{0}(\pi \widetilde{\beta})-\frac{1}{2} I_{1}(\pi \widetilde{\beta})\right] .
$$

the expression is the same.
For small fugacities and close to

$$
\begin{equation*}
\bar{\beta}_{c} \sim \frac{2}{\pi} \tag{14.59}
\end{equation*}
$$

we can therefore derive the renormalization group equations for $\bar{\beta}$ and $z$ as functions of the scale parameter $\ell=\log \lambda$ in the same way as in Sec. 11.6, Part II:

$$
\begin{equation*}
\frac{\partial \bar{\beta}^{-1}}{\partial \ell}=4 \pi^{2} z^{2} 2 \pi e^{\pi \bar{\beta}}\left[I_{0}(\pi \widetilde{\beta})-\frac{1}{2} I_{1}(\pi \bar{\beta})\right] \tag{14.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial z}{\partial \ell}=(2-\pi \bar{\beta}) z . \tag{14.61}
\end{equation*}
$$

### 14.3. TRIANGULAR LATTICE

Let us now see what modifications arise when working on a triangular lattice. Since in two dimensions the laws of linear elasticity for a hexagonal crystal are the same as those for an isotropic one, the longrange elastic forces between defects are unchanged. What is different for a triangular lattice is, first of all, the number of possible configurations of Burgers vectors. As on the square lattice, there can be two oppositely oriented vectors along the $x$-direction with the same interaction energy as in the isotropic lattice.

FIG. 14.1. Triplets of dislocations contributing to the renormalization equation (14.71).


$$
-4 \pi^{2} 2 \widetilde{\beta} \frac{1}{4 \pi}\left[\log (|x| c)-\cos ^{2} \theta\right]
$$

Now instead of a contribution of the same type with $\cos ^{2} \theta \rightarrow \sin ^{2} \theta$, there are two more terms arising from the directions of one Burgers vector being rotated once by $60^{\circ}$ and once more by $120^{\circ}$. Hence the expression (14.51a) plus (14.51b) is to be replaced by

$$
\begin{align*}
& -2\left(3-2 \cos ^{2} \theta\right) \exp \left\{-4 \pi^{2} 2 \bar{\beta} \frac{1}{4 \pi}\left[\log (|\mathbf{x}| c)-\cos ^{2} \theta\right]\right\} \\
& -2\left(3-2 \cos ^{2}\left(\theta-\frac{2 \pi}{3}\right)\right) \exp \left\{-4 \pi^{2} 2 \bar{\beta} \frac{1}{4 \pi}\left[\log (|\mathbf{x}| c)-\cos ^{2}\left(\theta-\frac{2 \pi}{3}\right)\right]\right\} \\
& -2\left(3-2 \cos ^{2}\left(\theta-\frac{4 \pi}{3}\right)\right) \exp \left\{-4 \pi^{2} 2 \bar{\beta} \frac{1}{4 \pi}\left[\log (|\mathbf{x}| c)-\cos ^{2}\left(\theta-\frac{4 \pi}{3}\right)\right]\right\}, \tag{14.62}
\end{align*}
$$

and Eq. (14.55) becomes
$\tilde{\beta}^{R}=\beta\left[1-6 \pi^{2} \tilde{\beta} z^{2} e^{\pi \bar{\beta}}\left(I_{0}(\pi \tilde{\beta})-\frac{1}{2} I_{1}(\pi \bar{\beta})\right) 2 \pi \int_{1}^{x} \frac{d R}{R} R^{+-2 \pi \bar{\beta}}\right]$,
i.e., the factor $4 \pi^{2}$ of the square lattice is replaced by $6 \pi^{2}$.

Were it only for this modificating, the critical behavior would have been the same for both lattices. On a triangular lattice, however, there is, an additional contribution to the defect sum. It consists of three dislocations pointing into the three different lattice directions (see Fig. 14.1). The relevance of such configurations derives from the fact that the special case when two of the partners coalesce reduces to the previous simple pairs. We may therefore view the additional triplet configurations
as a result of a break up of one partner in a dislocation pair into a further pair. As long as the "fragments" remain close to each other this produces only a small increase in the energy which, moreover, is partly compensated by an increase in configurational entropy. So what we have to do is supplement each of the three pair terms in (14.63),

$$
2 \pi^{2} z^{2} e^{\pi \bar{\beta}}\left(I_{0}(\pi \widetilde{\beta})-\frac{1}{2} I_{1}(\pi \widetilde{\beta})\right) 2 \pi \int_{1}^{\infty} \frac{d R}{R} R^{+-2 \pi \bar{\beta}}
$$

by a three-body term $\left(\Delta x^{(k)} \equiv x^{(\ell)}-x^{(n)}, k, \ell, n=123,231,312\right)$

$$
\begin{align*}
& 2 z^{3} \int d^{2} R \sum_{(k(1))}\left(3 \Delta x^{(k) 2} \delta_{i j}-2 \Delta x_{j}^{(k)} \Delta x_{j}^{(k)}\right) b_{i}^{(\ell)} b_{j}^{(m)} \int d^{2} x \tag{14.64}
\end{align*}
$$

where $\Delta \mathbf{x}^{(k)} \equiv \mathbf{x}^{(l)}-\mathbf{x}^{(m)}=(\mathbf{x}, \mathbf{R}-\mathbf{x} / 2, \mathbf{R}+\mathbf{x} / 2)$ for $k \ell m=(123,231$, 312). We assume that the distance $r=|\mathbf{x}|$ between $\mathbf{x}_{2}$ and $\mathbf{x}_{3}$ is much smaller than the distance $R=|\mathbf{R}|$ between $\mathbf{x}_{1}$ and the center of mass of $\mathbf{x}_{2}$ and $\mathbf{x}_{3}$. Expanding the exponent in $\mathbf{x}$ up to quadratic terms gives

$$
\begin{align*}
& \exp \left\{8 \pi^{2} \bar{\beta}\left[b_{i}^{(1)}\left(b_{j}^{(2)}+b_{j}^{(3)}\right) c_{i j}^{T}(\mathbf{R})+b_{i}^{(2)} b_{j}^{(3)} v_{i j}^{T}(\mathbf{x})\right]\right\} \\
& \quad \times\left[1+\frac{1}{2} 8 \pi^{2} \bar{\beta} b_{i}^{(1)}\left(b^{(2)}-b^{(3)}\right)_{i} \partial_{k} v_{i j}^{T}(\mathbf{R}) x_{k}\right. \\
& \quad+\frac{1}{1}\left(8 \pi^{2} \bar{\beta}\right)^{2} b_{i}^{(1)}\left(b^{(2)}-b^{(3)}\right)_{j} \partial_{k} v_{i j}(\mathbf{R}) b_{i}^{(1)}\left(b^{(2)}-b^{(3)}\right)_{j^{\prime}} \partial_{k^{\prime}} v_{i^{\prime} j^{\prime}}(\mathbf{R}) x_{k} x_{k^{\prime}} \\
& \left.\quad+\frac{1}{1} 8 \pi^{2} \bar{\beta} b_{i}^{(1)}\left(b^{(2)}+b^{(3)}\right)_{j} \partial_{k} \partial_{k^{\prime}} \cdot v_{i j}(\mathbf{R}) x_{k} x_{k^{\prime}}+\ldots\right] . \tag{14.65}
\end{align*}
$$

On integrating over $\mathbf{x}$, the linear terms vanish. The quadratic correction terms are of order $(r / R)^{2}$ and can be neglected as long as $r \ll R$. Thus the additional contribution reads

$$
\begin{align*}
& 8 \pi^{3} z^{3} e^{\pi \bar{\beta}}\left(I_{0}(\pi \bar{\beta})-\frac{1}{2} I_{1}(\pi \tilde{\beta})\right) \\
& \int_{1}^{x} \frac{d R}{R} R^{+-2 \pi \bar{\beta}} \int_{1}^{r_{0}} \frac{d r}{r} r^{2-\pi \bar{\beta}} \int_{0}^{2 \pi} d \varphi e^{2 \pi \bar{\beta} r_{1}, \rho_{1} b_{1}^{(2)} b_{1}^{(3)}}, \tag{14.66}
\end{align*}
$$

and $r_{0} \ll R$ is the distance up to which the break up is included. It will be taken to be some fixed fraction of $R$, say

$$
\begin{equation*}
r_{0}=\rho R \tag{14.67}
\end{equation*}
$$

Taking the Burgers vectors

$$
\begin{equation*}
b^{(2)}=\frac{1}{2}(-1, \sqrt{3}), \quad b^{(3)}=\frac{1}{2}(-1,-\sqrt{3}) \tag{14.68}
\end{equation*}
$$

and the relative direction

$$
\widehat{\mathbf{x}}=(\cos \varphi, \sin \varphi)
$$

the integral over $\varphi$ is seen to give

$$
\begin{equation*}
\int_{0}^{2 \pi} d \varphi e^{2 \pi \bar{\beta} \cos (\varphi-\pi / 3) \cos (\varphi+\pi / 3)}=2 \pi e^{\pi \bar{\beta} / 2} l_{0}(\pi \bar{\beta}) \tag{14.69}
\end{equation*}
$$

Hence, the effect of the break up can be described as a change of the integral in (14.63) from $\int_{1}^{\infty} \frac{d R}{R} R^{4-2 \pi \bar{\beta}}$ to

$$
\begin{equation*}
\int_{1}^{\infty} \frac{d R}{R} R^{4-2 \pi \bar{\beta}}\left(1+2 z e^{\pi \bar{\beta}} I_{0}(\pi \tilde{\beta}) 2 \pi \int_{1}^{m_{m}} \frac{d r}{r} r^{2-\pi \bar{\beta}}\right) \tag{14.70}
\end{equation*}
$$

and the renormalization equation becomes, at low fugacity,

$$
\begin{align*}
\bar{\beta}^{R}= & \bar{\beta}\left[1-6 \pi^{2} z^{2} e^{\pi \bar{\beta}}\left(I_{0}(\pi \bar{\beta})-\frac{1}{2} I_{1}(\pi \widetilde{\beta})\right)\right. \\
& \left.\times 2 \pi \int_{1}^{\infty} \frac{d R}{R} R^{4-2 \pi \bar{\beta}}\left(1+2 z e^{\pi \bar{\beta} / 2} I_{0}(\pi \widetilde{\beta}) 2 \pi \int_{1}^{\rho R} \frac{d r}{r} r^{2-\pi \bar{\beta}}\right)\right] . \tag{14.71}
\end{align*}
$$

In order to extract from this equation reliable information on the critical regime we must again resort to a length-scale dependent selfconsistent approach similar to that in the Villain model (see Section 11.7, Part II).

We first define a softened stiffness constant $\bar{\beta}(\lambda)$ which contains all pairs of distances smaller than $\lambda$ plus all possible split ups of each partner into two individual dislocations of radius smaller than $\rho \lambda$.

As a second step, we replace the potentials in the Boltzmann factors $R^{-2 \pi \bar{\beta}}=e^{-2 \pi \bar{\beta} \log R}$ by the integrals over the scale dependent force up
to the corresponding radius $\exp \left\{-2 \pi \int_{0}^{\log R} d \log \lambda \bar{\beta}(\lambda)\right\}$ [recall the treatment of (11.140) in Part II].

For the third step we introduce the auxiliary fugacity of a pair of dislocations separated by a distance $R$ with the possibility of a break up of each partner [recall (11.144)]

$$
\begin{align*}
z(R)= & z \exp \left\{2 \log R-\pi \int_{-\log c}^{\log R} d \log \lambda \widetilde{\beta}(\lambda)\right\} \\
& \times\left(1+z e^{\bar{\beta} / 2} l_{0}(\pi \widetilde{\beta}) 2 \pi \int_{0}^{\rho R} \frac{d r}{r} r^{2-\pi \bar{\beta}}\right) . \tag{14.72}
\end{align*}
$$

In the fourth step, we finally allow for the fact that the potential between the products of the break up is renormalized once more by pair fluctuations between them. Hence we push the factor $z e^{\pi \bar{\beta} / 2} I_{0}(\pi \bar{\beta})$ under the integral and replace (14.72) by

$$
\begin{align*}
z(R)= & \exp \left\{2 \log R-\pi \int_{-\log c}^{\log R} d \log \lambda \widetilde{\beta}(\lambda)\right\} \\
& \times\left(1+2 \pi \int_{0}^{\log (\rho R)} d \log r z(r) e^{\pi \bar{\beta}(r) / 2} I_{0}(\pi \widetilde{\beta}(r))\right) \tag{14.73}
\end{align*}
$$

After these manipulations, the renormalization equation (14.71) turns into a pair of self-consistent integral equations, valid at low fugacity:

$$
\begin{align*}
\bar{\beta}(\lambda)^{-1}= & \bar{\beta}^{-1}+6 \pi^{3} \int_{0}^{\log \lambda} d \log R z^{2}(R) \alpha_{0}(\pi \bar{\beta}(R)) \\
z(R)= & z \exp \left\{2 \log R-\pi \int_{-\log c}^{\log R} d \log \lambda \bar{\beta}(\lambda)\right\} \\
& \times\left(1+2 \pi \int_{0}^{\log (\rho R)} d \log r z(r) \alpha_{1}(\pi \bar{\beta}(r))\right) \tag{14.74}
\end{align*}
$$

where we have abbreviated

$$
\begin{equation*}
\alpha_{0}(\xi)=2 e^{\xi}\left(I_{0}(\xi)-\frac{1}{2} I_{1}(\xi)\right), \quad \alpha_{1}(\xi)=e^{\xi / 2} I_{0}(\xi) \tag{14.75}
\end{equation*}
$$

The corresponding equations for the square lattice are obtained by replacing [compare (14.60) and (14.61)]

$$
\begin{equation*}
6 \alpha_{0} \rightarrow 4 \alpha_{0}, \quad \alpha_{1} \rightarrow 0 . \tag{14.76}
\end{equation*}
$$

We then differentiate both equations and find

$$
\begin{align*}
& \frac{d \bar{\beta}^{-1}(\lambda)}{d \log \lambda}=6 \pi^{3} z^{2}(\lambda) \alpha_{0}(\pi \bar{\beta}(\lambda)) \\
& \frac{d z(\lambda)}{d \log \lambda}=(2-\pi \bar{\beta}(\lambda)) z(\lambda)+2 \pi z(\lambda) z(\rho \lambda) \alpha_{1}(\pi \bar{\beta}(\rho \lambda))+O\left(z^{3}\right) . \tag{14.77}
\end{align*}
$$

This is a pair of ordinary differential equations which specifies the renormalization group trajectories in the $\bar{\beta}^{-1}, z$ plane as a function of $\lambda$.

As in (11.149), Part II, it is convenient to introduce the variable $\ell=\log \lambda$. We furthermore define $\ell_{0} \equiv \log \lambda$. Then the equations read

$$
\begin{align*}
\frac{d \bar{\beta}^{-1}(\ell)}{d \ell} & =6 \pi^{3} z^{2}(\ell) \alpha_{0}(\pi \bar{\beta}(\ell)) \\
\frac{d z(\ell)}{d \ell} & =(2-\pi \bar{\beta}(\ell)) z(\ell)+2 \pi z(\ell) z\left(\ell+\ell_{0}\right) \alpha_{1}\left(\pi \bar{\beta}\left(\ell+\ell_{0}\right)\right)+O\left(z^{3}\right) . \tag{14.78}
\end{align*}
$$

These can be solved numerically. The flow graphs are shown in Fig. 14.5.

For an approximate analytic solution we observe that $\alpha_{0}(\xi)$ and $\alpha_{1}(\xi)$ are smooth functions of $\xi$ so that in the neighbourhood of the critical point $\xi=\pi \bar{\beta} \approx 2$ they can be replaced by

$$
\begin{align*}
& \alpha_{0} \equiv \alpha_{0}(2)=2 e^{2}\left(I_{0}(2)-\frac{1}{2} I_{1}(2)\right)=21.9347, \\
& \alpha_{1} \equiv \alpha_{1}(2)=e I_{0}(2)=6.1966 . \tag{14.79}
\end{align*}
$$

Expanding $z\left(\ell+\ell_{0}\right)$ in a power series in $\ell_{0}$ and using repeatedly Eqs. (14.78) to express the derivatives of $z(\ell)$ in terms of $z(\ell)$ we realize that $z(\ell) z\left(\ell+\ell_{0}\right)$ on the right-hand side can be replaced by $z^{2}(\ell)$ with an error which is, at most, of the order $(2-\pi \bar{\beta}) z^{2}(\ell)$ or $z^{3}(\ell)$. Close to the critical point, such terms can be neglected when compared with the two leading terms. We may therefore replace $z\left(\ell^{\prime}\right) z\left(\ell+\ell_{0}\right)$ by $z^{2}(\ell)$ with no
effect upon the critical behavior. With the same accuracy, we may replace $2-\pi \bar{\beta}$ by $2\left[(2 / \pi) \bar{\beta}^{-1}-1\right]$.

### 14.4. CALCULATION OF CRITICAL TEMPERATURE

Let us use the renormalization group equations and calculate the critical temperature for both square and triangular lattices. The procedure becomes most similar to that of the Villain model by introducing the reduced variables [compare (11.148), Part II]

$$
\begin{equation*}
x=\frac{2}{\pi} \bar{\beta}^{-1}-1, \quad y=\sqrt{6 \alpha_{11}} \pi z, \tag{14.80}
\end{equation*}
$$

which obey the reduced equations

$$
\begin{gather*}
\frac{d x}{d \ell}=2 y^{2},  \tag{14.81}\\
\frac{d y}{d \ell}=2 x y+2 r y^{2},
\end{gather*}
$$

where

$$
r \equiv \frac{\alpha_{1}}{\sqrt{6 \alpha_{0}}} \approx\left\{\begin{array} { c } 
{ 0 }  \tag{14.83}\\
{ 0 . 5 4 0 1 }
\end{array} \text { on } \left\{\begin{array}{c}
\text { square } \\
\text { triangular }
\end{array}\right.\right. \text { lattices. }
$$

We now determine the trivial straight-line solutions which separate the set of all trajectories into three classes (see Fig. 14.2). Inserting into (14.81), (14.82) the relation

$$
\begin{equation*}
y=m x, \tag{14.84}
\end{equation*}
$$

we find the algebraic equation

$$
\begin{equation*}
m^{2}-r m-1=0 \tag{14.85}
\end{equation*}
$$

or

$$
m_{ \pm}= \pm 1
$$

FIG. 14.2. The renormalization flow (schematic) in the $\bar{\beta}^{-1}, z$ plane. Near $x=0$, the two $v$-like heavy lines are the separatices $y=m_{ \pm} x$ with $m_{\neq}$given in (14.86). The solid line is the locus describing the melting model of the Villain type with no extra core energy and the purely elastic fugacity $z=A c^{-\pi \bar{\beta}} \quad\left(A=\sqrt{6 \alpha_{0}} \pi \approx 36, c \approx 10.17\right)$. The dashed lines of the same thickness, with the core parameters $c \approx 6$ and $c \approx 20$ are drawn for comparison.

for square lattices and

$$
m_{ \pm}=\frac{r}{2} \pm \sqrt{\frac{r^{2}}{4}+1} \approx\left\{\begin{array}{r}
1.3059  \tag{14.86}\\
-0.7658
\end{array}\right.
$$

for triangular lattices. That $r$ enters non-trivially into the solutions demonstrates that the $y^{2}$ term in Eq. (14.82) is relevant to the critical behavior. It can be easily verified that any higher term $x y^{2}$ or $y^{3}$ in either equation would change the separatrices only further away from the critical point and can therefore be ignored in the critical limit.

The critical temperature is found from the intersection of the separatrix $S_{-}$(i.e., $y=m_{-} x$ ) with the initial fugacity curve

$$
\begin{equation*}
z(\beta)=c^{-\pi \bar{\beta}}=c^{-2 /(1+x)} . \tag{14.87}
\end{equation*}
$$

Recall that the number $c$ was defined by the asymptotic behavior of the potential $v_{i j}^{T}(\mathbf{x})$, i.e.,

$$
\begin{equation*}
v_{i j}^{\prime} \gamma(\mathbf{x}) \rightarrow-\frac{1}{4 \pi}\left(\log (|\mathbf{x}| c) \delta_{i j}-\frac{x_{i} x_{j}}{\mathbf{x}^{2}}\right) \tag{14.88}
\end{equation*}
$$

and had the values

$$
\begin{equation*}
c_{s}=2 \sqrt{2} e^{\gamma} \sqrt{e} \approx 8.3057 \tag{14.89}
\end{equation*}
$$

on a square lattice and

$$
\begin{equation*}
c_{t} \approx 2 \sqrt{3} e^{\gamma} \sqrt{e} \approx 10.172 \tag{14.90}
\end{equation*}
$$

on a triangular lattice [see (14.46), (14.48)].
In terms of the natural variables $x, y, \mathrm{Eq}$. (14.87) amounts to

$$
y=\left\{\begin{array} { l } 
{ A _ { s } c _ { s } ^ { - 2 ( 1 + x ) } }  \tag{14.91}\\
{ A _ { t } c _ { t } ^ { - 2 ( 1 + x ) } }
\end{array} \text { for } \left\{\begin{array}{l}
\text { square } \\
\text { triangular }
\end{array}\right.\right. \text { lattices, }
$$

where the prefactor is $A_{s}=\sqrt{4 \alpha_{0}} \pi \approx 29.427$ for square and $A_{t}=\sqrt{6 \alpha_{0}} \pi \approx 36.0451$ for triangular lattices. The intersection of this curve with the separatrix $S_{-}$is given by the equation

$$
x_{c}=\frac{A}{m_{-}} c^{-2\left(1+x_{c}\right)}
$$

or

$$
\begin{equation*}
x_{c}=-1-2 \log c / \log \left(\frac{m_{-} x_{c}}{A}\right) . \tag{14.92}
\end{equation*}
$$

Solving for $x$ by iteration we find

$$
x_{c}=\left\{\begin{array} { l } 
{ - 0 . 1 7 4 4 }  \tag{14.93}\\
{ - 0 . 1 7 2 6 }
\end{array} \text { for } \left\{\begin{array}{l}
\text { square } \\
\text { triangular }
\end{array}\right.\right. \text { lattices }
$$

so that

$$
\bar{\beta}_{c} \equiv \frac{2}{\pi\left(1+x_{c}\right)} \approx\left\{\begin{array} { l } 
{ 0 . 7 7 1 1 }  \tag{14.94}\\
{ 0 . 7 6 9 4 }
\end{array} \text { for } \left\{\begin{array}{l}
\text { square } \\
\text { triangular }
\end{array}\right.\right. \text { lattices }
$$

It turns out that in both cases, $x$ is somewhat too large to permit the use of the small fugacity approximation employed in the derivation of the critical stiffness. In going from (14.78) to (14.82) we replaced

$$
\tilde{\beta}_{c}^{-1} \equiv \frac{\pi}{2}(1+x)
$$

by

$$
\bar{\beta}_{c} \approx \frac{2}{\pi}(1-x) .
$$

The error involved is about $3 \%$ for the square lattice value of $x_{c}$ as well as for the triangular lattice. We should therefore expect discrepancies of this order when comparing $\widetilde{\beta}_{c}$ with the melting temperatures obtained previously for the Villain model, either by analytic calculations, or by Monte Carlo simulations. Indeed, for square lattices, we found at $\nu=0$

$$
\begin{equation*}
\beta_{m} \approx 0.815 \tag{14.95}
\end{equation*}
$$

which agrees to within $5 \%$ with (14.94). For triangular lattices, on the other hand, Strandburg et al. (1983) locate a transition between

$$
\beta_{m_{1}}(1+\nu) \approx 0.9125, \quad \beta_{m_{2}}(1+\nu) \approx 0.9625
$$

A recent higher precision study by Janke and Toussaint (1986) finds a melting transition at

$$
\begin{equation*}
\beta_{m}(1+\nu) \approx 0.932 . \tag{14.96}
\end{equation*}
$$

Dividing this value by $2 / \sqrt{3}$ [because of the normalization (14.88) as opposed to the one implied by (12.60)] gives

$$
\bar{\beta}_{m_{1}} \approx 0.79, \quad \widetilde{\beta}_{m_{2}} \approx 0.834, \quad \tilde{\beta}_{m} \approx 0.807
$$

These numbers differ from the calculated value (14.94) by the expected amount.

### 14.5. THE CRITICAL BEHAVIOR OF THE COHERENCE LENGTH

Just as in the case of the ordinary Villain model, the renormalization group equations allows us to examine the manner in which the coherence length tends to zero as the crystal is heated beyond the critical temperature. For this purpose we have to study the solutions close to the separatrices. We shall proceed as in Chapter 11 of Part II: divide the two equations (14.81) and (14.82) by each other, and study the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=\frac{x}{y}+r \text {. } \tag{14.97}
\end{equation*}
$$

which for $r=0$ was solved trivially by $y=\sqrt{x^{2}+x_{0}^{2}}$.
On triangular lattices, for which $r \neq 0$, Eq. (14.97) is still a homogeneous differential equation so that it is possible to separate variables by introducing $u(x)=y / x$. This satisfies the differential equation

$$
\begin{equation*}
u+x \frac{d u}{d x}=\frac{1}{u}+r, \tag{14.98}
\end{equation*}
$$

which can be brought to the form

$$
\begin{align*}
\frac{d x}{x} & =\frac{u d u}{1+r u-u^{2}}=-\frac{u d u}{\left(u-m_{+}\right)\left(u-m_{-}\right)} \\
& =\frac{1}{m_{+}-m_{-}}\left(\frac{1}{m_{-}} \frac{d u}{u-m_{+}}-\frac{1}{m_{+}} \frac{d u}{u-m_{-}}\right) . \tag{14.99}
\end{align*}
$$

The integration is now trivial and gives

$$
\begin{equation*}
x=x\left(u-m_{+}\right)^{1 /\left(m_{+}-m_{-}\right) m_{-}}\left(u-m_{-}\right)^{-1 /\left(m_{+}-m_{-}\right) m_{+}}, \tag{14.100}
\end{equation*}
$$

where $x$ is a constant of integration. This can also be rewritten as

$$
\begin{equation*}
\left(y-m_{+} x\right)^{1-\nu}\left(y-m_{-} x\right)^{\nu}=x, \tag{14.101}
\end{equation*}
$$

with

$$
\begin{equation*}
\nu \equiv \frac{1}{m_{+}-m_{-}} \frac{1}{m_{+}}=\frac{m_{-}^{2}}{1+m_{-}^{2}}=\frac{1_{+}^{2}}{1+m_{+}^{2}} . \tag{14.102}
\end{equation*}
$$

Using (14.86), we find

$$
\begin{equation*}
v=0.36963 \tag{14.103}
\end{equation*}
$$

For quadratic lattices, $r=0, m_{+}=1, v$ becomes $1 / 2$, and Eq. (14.101) reduces to

$$
\begin{equation*}
y^{2}-x^{2}=x^{2} \equiv x_{0}^{2} \tag{14.104}
\end{equation*}
$$

as it should [compare (11.154), Part II].
The value of $x$ is determined by the initial condition which, close to the separatrix, i.e., close to the critical point, has the form [compare (11.134), Part II]

$$
\begin{equation*}
x=x_{c}+\tau, \quad y \approx m_{-} x_{c}+\alpha \tau, \quad \tau=\frac{2}{\pi}\left(T / T_{c}-1\right) . \tag{14.105}
\end{equation*}
$$

Inserting this into (14.101) gives

$$
\begin{equation*}
\left[\left(m_{-}-m_{+}\right) x_{c}+\left(\alpha-m_{+}\right) \tau\right]^{1-\nu}\left(\alpha-m_{-}\right)^{\nu} \tau^{\nu} \approx x . \tag{14.106}
\end{equation*}
$$

For small $\tau$, this can be rewritten as

$$
\begin{equation*}
x \approx \mu^{1-\nu}\left(\alpha-m_{-}\right)^{\nu} \tau^{\nu}=\bar{x} \tau^{\nu}, \tag{14.107}
\end{equation*}
$$

where

$$
\mu=\left(m_{+}-m_{-}\right)\left|x_{c}\right|=-\frac{m_{-}}{v}\left|x_{c}\right| \approx \begin{cases}2\left|x_{c}\right| \approx 0.349 & \text { square }  \tag{14.108}\\ 2.0715\left|x_{c}\right| \approx 0.358 & \text { triangular } .\end{cases}
$$

We can express the slope parameter $\alpha$ in terms of the critical value $\left|x_{c}\right|$ by taking the fugacity equation in terms of reduced variables,

$$
\begin{equation*}
y=A c^{-22(1+x)} ; \tag{14.109}
\end{equation*}
$$

differentiating with respect to $x, \alpha=\left.(\partial y / \partial x)\right|_{x^{c}}=2 \log c\left(1 /\left(1+x_{c}\right)^{2}\right) y_{c}$, and expressing $\log c$ once more in terms of $x_{c}$ via Eq. (14.92),

$$
\begin{equation*}
x_{c}=\frac{A}{m_{-}} c^{-2\left(1+x_{c}\right)} . \tag{14.110}
\end{equation*}
$$

This gives

$$
\begin{equation*}
2 \log c=-\left(1+x_{c}\right) \log \frac{m_{-} x_{c}}{A} \tag{14.111}
\end{equation*}
$$

and we have [compare (11.170b), Part II]

$$
\begin{equation*}
\alpha=-\frac{m_{-} x_{c}}{1+x_{c}} \log \frac{m_{-} x_{c}}{A} . \tag{14.112}
\end{equation*}
$$

For square and triangular lattices with $c=8.3057$ and $10.172, A=29.427$ and 36.0451 , respectively, this takes the values

$$
\begin{array}{lll}
-x_{c} \approx 0.1744: & \alpha \approx 1.083 & \text { square }  \tag{14.113}\\
-x_{c} \approx 0.1726: & \alpha \approx 0.896 & \text { triangular } .
\end{array}
$$

We are now ready to calculate the length scale from (14.81),

$$
\begin{equation*}
\ell=\frac{1}{2} \int_{x_{0}}^{x} \frac{d x}{y^{2}} \tag{14.114}
\end{equation*}
$$

The integral has to be carried from $x_{0}, y_{0}$ to $x_{\min }, y_{\min }$, where $y$ reaches its minimal value [recall Part II, Eq. (11.136)], and further on to some place $x_{1}, y_{1}$, where the dependence $\ell(x)$ slows down. The minimum is given by the intercept of (14.101) with the line $d y / d x=0=x / y+r$, i.e., by

$$
\begin{equation*}
y_{\min }=x\left(1+r m_{+}\right)^{\nu-1}\left(1+r m_{-}\right)^{-\nu}=x m_{+}^{2 \nu-2} m_{-}^{-2 \nu} \tag{14.115}
\end{equation*}
$$

$$
\begin{equation*}
x_{\min }=-r y_{\min } . \tag{14.116}
\end{equation*}
$$

For $\tau \rightarrow 0$, these quantities vanish like $\bar{x}_{\text {min }} \tau^{\nu}, \bar{y}_{\text {min }} \tau^{\nu}$ where ${ }^{c}$

$$
\begin{align*}
& \bar{y}_{\min }=\bar{x} m_{+}^{2 v-2}\left|m_{-}\right|^{-2 v}=\left\{\begin{array}{c}
1 \\
0.8704
\end{array}\right\} \bar{x}=\left\{\begin{array} { l } 
{ 0 . 8 5 2 } \\
{ 0 . 5 5 0 }
\end{array} \text { for } \left\{\begin{array}{l}
\text { square }, \\
\text { triangular },
\end{array}\right.\right. \\
& \bar{x}_{\min }=-r \bar{y}_{\min }=\left\{\begin{array} { c } 
{ 0 } \\
{ - 0 . 2 9 6 }
\end{array} \text { for } \left\{\begin{array}{l}
\text { square }, \\
\text { triangular },
\end{array}\right.\right. \tag{14.117}
\end{align*}
$$

in the three cases.
In the integral (14.115), the small $\tau$ dependence comes mostly from the region around the minimum of $y$ with the dependence of $x_{0}$ on $\tau$ giving only higher order corrections. The leading behavior can best be exhibited by introducing further reduced variables $\bar{y}=y \tau^{-\nu}, \bar{x}=x \tau^{-\nu}$ and rewriting the integral as

$$
\begin{equation*}
\ell=\frac{1}{2} \int_{x_{11}}^{x_{1}} \frac{d x}{y^{2}}=\frac{\tau^{-v}}{2} \int_{x_{1,} \tau^{-r}}^{x_{1} \tau^{-v}} \frac{d \bar{x}}{\bar{y}^{2}} . \tag{14.118}
\end{equation*}
$$

Since the integral converges, the dependence on the limits of integration is very weak. We therefore separate the integral into three pieces

$$
\begin{equation*}
\ell=\frac{\tau^{-\nu}}{2}\left[\int_{-\infty}^{\infty} \frac{d \bar{x}}{\bar{y}^{2}}-\int_{-\infty}^{x_{1} \tau^{-\nu}} \frac{d \bar{x}}{\bar{y}^{2}}-\int_{x_{1} r^{-v}}^{\infty} \frac{d \bar{x}}{\bar{y}^{2}}\right] . \tag{14.119}
\end{equation*}
$$

For small $\tau$, the second and third integrals can be well approximated by

$$
\begin{equation*}
-\int_{-\infty}^{x_{11} \tau^{-v}} \frac{d \bar{x}}{m_{-}^{2} \bar{x}^{2}}-\int_{x_{1} \tau^{-v}}^{\infty} \frac{d \bar{x}}{m_{+}^{2} \bar{x}^{2}}=\left(\frac{1}{m_{-}^{2} x_{0}}-\frac{1}{m_{+}^{2} x_{1}}\right) \tau^{\nu} \tag{14.120}
\end{equation*}
$$

and we find

$$
\begin{equation*}
\ell \approx h \tau^{-v}+\frac{1}{2 m_{-}^{2} x_{0}}-\frac{1}{2 m_{+}^{2} x_{1}}, \tag{14.121}
\end{equation*}
$$

where $h$ is the number
${ }^{\text {c }}$ For $m_{+}=\left|m_{-}\right|=1, \nu=1 / 2, A=2 \pi$ this reduces correctly to the $X Y$ model formula (11.171) of Part II.

$$
\begin{equation*}
h=\frac{1}{2} \int_{-\infty}^{\infty} \frac{d \bar{x}}{\bar{y}^{2}} \tag{14.122}
\end{equation*}
$$

and $x_{0}=x_{c}+\tau$. For $x_{1}$ we may choose again [compare (11.166), Part II]

$$
\begin{equation*}
x_{1} \approx 0.25 \tag{14.123}
\end{equation*}
$$

which is large enough to put $x_{1}, y_{1}$ into the disordered phase and small enough to remain within the validity of the fugacity expansion. In order to estimate $h$ we expand $\bar{y}$ around the minimum as

$$
\begin{equation*}
\bar{y}=\bar{y}_{\min }+\frac{1}{2 \bar{y}_{\min }}\left(\bar{x}-\bar{x}_{\min }\right)^{2}+\ldots \tag{14.124}
\end{equation*}
$$

The curvature $1 / 2 \bar{y}_{\text {min }}$ follows directly from the differential equation $d y / d x=x / y+r \approx x / y_{\text {min }}+r=\left(x-x_{\text {min }}\right) / y_{\text {min }}$ (now applied to $\left.\bar{y}, \bar{x}\right)$. Thus we find

$$
\begin{equation*}
h \approx \frac{1}{2} \int_{-x}^{\infty} \frac{d \bar{x}}{\bar{y}_{\text {min }}^{2}+\left(\bar{x}-\bar{x}_{\text {min }}\right)^{2}}=\frac{\pi}{2 \bar{y}_{\text {min }}} \tag{14.125}
\end{equation*}
$$

and the coherence length becomes

$$
\begin{equation*}
\xi(\tau) \approx \xi\left(x_{1}, y_{1}\right) \exp \left\{\frac{\pi}{2 y_{\min }} \tau^{-\nu}+\frac{1}{2 m_{-}^{2} x_{0}}-\frac{1}{2 m_{+}^{2} x_{1}}\right\} \tag{14.126}
\end{equation*}
$$

[to be compared with the similar expression in Part II, Eq. (11.139) for the XY model].

For $\tau \rightarrow 0$, the coherence length diverges like

$$
\begin{equation*}
\xi(\tau) \propto e^{h r^{-r}}=e^{r^{-\gamma}\left(\pi n \eta_{m n}\right)} . \tag{14.127}
\end{equation*}
$$

If we insert the numbers $-x_{c} \approx 0.1744,0.1726$ and the corresponding values of $A$ we find

$$
h=\left\{\begin{array} { l } 
{ 1 . 8 4 }  \tag{14.128}\\
{ 2 . 8 6 }
\end{array} \text { for } \left\{\begin{array}{l}
\text { square } \\
\text { triangular } .
\end{array}\right.\right.
$$

Given experimental or Monte Carlo data. the resolution of the critical behavior is just as difficult as it was previously in the $X Y$ model. due to the $\tau$ behavior of the second and third integrals in (14.119). In order to estimate the corrections we expand $\bar{y}(\bar{x})$ around the separatrices as follows

$$
\bar{y}=m_{z} \bar{x}+p_{=}=\left\{\begin{array} { l } 
{ \overline { x } ^ { 1 - 1 / ( 1 - v ) } }  \tag{14.129}\\
{ | \overline { x } | ^ { 1 - 1 / v } }
\end{array} \text { near } \left\{\begin{array}{l}
S_{-} . \\
S_{-}
\end{array}\right.\right.
$$

where

$$
\begin{equation*}
\rho_{-}=\frac{\bar{y}^{1 / / 1-\nabla \xi}}{\left(m_{-}-m_{-}\right)^{1 / v(1-v)}} . \quad p_{-}=\frac{\bar{z}^{1 / v}}{\left(m_{-}-m_{-}\right)^{1 / 41-v)}} . \tag{14.130}
\end{equation*}
$$

This leads to the additional terms in (14.121)

$$
\begin{align*}
\ell= & \tau^{-v}\left[h+\frac{1}{2 m_{-}^{2} \bar{x}_{i \prime}}\left(1-\frac{2}{1+\frac{1}{v}} \frac{p_{-}}{\left|m_{-}\right|} \frac{1}{\left.\bar{x}_{1}\right|^{1 / v}}\right)\right. \\
& \left.-\frac{1}{2 m_{-}^{2} \bar{x}_{1}}\left(1-\frac{2}{1+\frac{1}{1-v}} \frac{p_{-}}{m_{+}} \frac{1}{\bar{x}_{1}^{1 /(1-v)}}\right)+\ldots\right] . \tag{14.131}
\end{align*}
$$

with the small $\tau$ expansion,

$$
\begin{align*}
\ell= & h \tau^{-\nu}-\left(\frac{1}{2 m_{-}^{2}\left|x_{c}\right|}+\frac{1}{2 m_{+}^{2} x_{1}}\right)-\frac{1}{2 m_{-}^{2}} \frac{\tau}{\left|x_{c}\right|^{2}}+\frac{1}{1+\frac{1}{v}} \frac{p_{-}}{\left|m_{-}\right|^{3}} \frac{\tau}{\left|x_{c}\right|^{1+(1 / \nu)}} \\
& +\frac{1}{1+\frac{1}{1-v}} \frac{p_{+}}{m_{+}^{3}} \frac{\tau^{\nu /(1-\nu)}}{x_{1}^{1+1 /(1-\nu)}}+\ldots \tag{14.132}
\end{align*}
$$

As a cross check, we set $m_{ \pm}= \pm 1, v=1 / 2, \kappa=\bar{y}_{\text {min }}$ and recover the correct $X Y$ model result (11.173b) of Part II.

Numerically, the expansions are, term by term,

$$
\begin{equation*}
\ell=1.84 \tau^{-1 / 2}-2.86-2-16.44 \tau+2.85 \tau+2.85 \tau+\ldots(\text { square }) \tag{14.133}
\end{equation*}
$$

$$
\begin{equation*}
\ell \approx 2.86 \tau^{-0.37}-4.94-1.17-28.59 \tau+5.09 \tau+0.34 \tau^{0.5 y} \text { (triangular). } \tag{14.134}
\end{equation*}
$$

On a triangular lattice, $\tau$ has to be considerably smaller than $\tau \approx 10^{-2}$ to see clearly the $\tau^{-v}$ dependence of the first term. This brings the coherence length to the order of a few hundred lattice units.

Experimentally, the coherence length has been measured up to several hundred Ångstroms by Heiney et al. (1982) (op. cit. in the Notes and References, see Fig. 14.4). Thus, under the assumption that the system has no extra core energy, this coherence length begins to barely invade into the scaling regime. Indeed, the data can be fitted quite well also by an ordinary scaling curve $\xi \approx a\left(\left(T / T_{c}\right)-1\right)^{\nu}$ [see also Eq. (14.142)(14.143)].

### 14.6. TWO-STEP MELTING

In their work on the dissociation of dislocation pairs, Halperin, Nelson, and Young (HNY) realized that this dissociation alone could not readily be identified with a melting process. The high-temperature phase in which dislocation pairs are separated does not behave like a proper liquid. Even though the translational order is destroyed, there is still memory of the orientational order of the crystal. On triangular lattices, this phase with orientational order is referred to as the "hexatic phase." A further phase transition would be necessary to destroy this orientational order.

In order to describe it, HNY introduced an independent set of disclinations into the "hexatic phase". In that phase, these have once more the same interaction energy as vortices in a film of superfluid He. Therefore, when heating the "hexatic phase," they can undergo a further Kosterlitz-Thouless phase transition with a jump of the orientational elastic constant from a universal value to zero. This elastic constant is defined by the orientational energy of the bond angles $\omega(\mathbf{x})$. It can be parametrized by

$$
\begin{equation*}
E \cdot=\frac{K_{A}}{2} \int d^{2} x\left(\partial_{i} \omega(\mathbf{x})\right)^{2} \tag{14.135}
\end{equation*}
$$

where the subscript $A$ of the elastic constant $K_{A}$ records the fact that $K_{A}$ refers to the angular stiffness. In a hexatic phase, the fundamental disclinations have an angular defect [see (2.7), (2.118)]

$$
\begin{equation*}
\Omega=60^{\circ}=2 \pi / 6 \tag{14.136}
\end{equation*}
$$

and the disclination density $\Theta(\mathbf{x})=\varepsilon_{i j} \partial_{i} \partial_{j} \omega(\mathbf{x})$ can be written as

$$
\begin{equation*}
\Theta(\mathbf{x})=\Omega \sum_{\mathbf{x}^{(n)}} \delta^{(2)}\left(\mathrm{x}-\mathbf{x}^{(n)}\right) \tag{14.137}
\end{equation*}
$$

where $\mathbf{x}^{(n)}$ are the positions of the disclinations. It is then possible to introduce ${ }^{\text {d }}$ a "gauge field" of the "angular stress" and write

$$
\begin{equation*}
E=\frac{1}{2 K_{A}} \int d^{2} x\left(\partial_{i} A\right)^{2}+i \int d^{2} x \Theta(\mathbf{x}) A(\mathbf{x}) \tag{14.138}
\end{equation*}
$$

From this, the interaction energy between a disclination and an antidisclination is, at long distances,

$$
\begin{equation*}
E_{\mathrm{int}}=\Omega^{2} K_{A} \frac{1}{2 \pi} \log |\mathbf{x}| . \tag{14.139}
\end{equation*}
$$

By the same argument as in (14.13), (14.14) it is now possible to conclude that a rare gas of such pairs undergoes a pair-unbinding transition whenever the angular stiffness drops to a point at which

$$
\begin{equation*}
\beta_{A} \equiv \frac{\Omega^{2} K_{A}^{R}}{k_{B} T(2 \pi)^{2}}=\frac{2}{\pi}, \tag{14.140}
\end{equation*}
$$

corresponding to the universality relation ( $\Omega=2 \pi / 6$ )

$$
\begin{equation*}
K_{A c}^{R}=72 k_{B} T_{c} / \pi \tag{14.141}
\end{equation*}
$$

### 14.7. EXPERIMENTAL EVIDENCES FOR AND AGAINST A HEXATIC PHASE

The work of Halperin, Nelson and Young catalyzed a large number of investigations on the two-dimensional melting process. Experiments were

[^20]FIG. I4.3a.b. The $\rho, T$ phase diagram of Xenon on graphite ( $\rho$ is the coverage of the adsorbed). The pioneering experiment is due to Thomy and Duval in 1970 (Fig. 14.3a) followed by Hammonds et al. in 1980 (Fig. 14.3b) (cited in the Notes and References). The dashed lines are paths traced in recent experiments of Heiney et al., (Fig. 14.3b). There is a first-order melting transition at submonolayer density.

performed both in the laboratory and in model systems, via molecular dynamics or Monte Carlo simulations. In laboratory experiments there is now evidence for both continuous as well as first-order melting transitions. But none of the first type of experiments really separates the two transitions. Up to the end of 1988 , evidence for the hexatic phase in atomic crystals has remained scarce and indirect. Only in crystals, which consist of rod-like molecules with an extra directional degree of freedom, and to which the above theory does not apply, the situation is different. Simulation studies with two-dimensional atomic crystals on the other hand, suggest that these melt in a single first-order phase transition as was obtained previously in our cosine model of defect melting. The only exception is the $2 D$ Wigner crystal (electron lattice) which could undergo a continuous transition. This will be discussed later in detail. Let us first describe some of the important experimental data. The references can all be found in the notes at the end of this chapter.

In a pioneering vapor pressure isotherm experiment, Thomy and Duval showed in 1970 that Xenon adsorbed with less than a monolayer density on a ( $0,0,1$ ) surface of graphite (see Fig. 7.9) exists in the three phases

FIG. 14.4. The coherence length of a layer of Xenon layers on graphite at a coverage $\rho=1.1$ and a melting temperature of 152 K , as measured by Heiney et al. (1982). It is better fitted by the Kosterlitz-Thouless form $\xi^{-1} \sim e^{-1 /\left(T-T_{r}\right)^{1 / 2}}$ than by the power law $\xi^{-1}-0.24 \AA^{-1}(T / 152.04 \mathrm{~K}-1)^{10277}$.


Temperature (K)
gas, liquid, (incommensurate) solid, with a phase diagram which is very similar to that of a three-dimensional system and with first-order transitions between the phases. The original phase diagram is shown in Fig. 14.3a. This behavior of Xenon is in contrast to Krypton or Nitrogen on graphite for which Butler et al. in 1979 found neither the triple point nor the critical point. The structure of the Xenon phase was investigated further by Hammonds et al. in 1980 (Fig. 14.3b) who found again a first-order transition up to 112 K which was the highest temperature they studied.

In 1982 Heiney et al. reported that an increase of coverage to 1.1 monolayers softened the melting transition and made it continuous. This evidence was taken from a measurement of the coherence length which is shown in Fig. 14.4. It can be followed continuously to more than $100 \AA$ (in their more recent 1983 paper to $200 \AA$ ) which would be impossible in a first-order transition unless it is extremely weak. A best fit to the Kosterlitz-Thouless form (14.127) gives

$$
\begin{equation*}
\xi^{-1}=0.082 \AA^{-1} \exp \left[-0.0862 /\left(\frac{T}{152 \mathrm{~K}}-1\right)^{\nu}\right], \tag{14.142}
\end{equation*}
$$

where $v$ lies between 0.3690 and 0.4 , in good agreement with the HNY number of 0.369 . This fit reproduces the experimental points somewhat better than an optimally chosen power law formula ${ }^{\text {c }}$

$$
\begin{equation*}
\xi^{-1}=0.24 \AA^{-1}\left(\frac{T}{152.04 \mathrm{~K}}-1\right)^{0.277} \tag{14.143}
\end{equation*}
$$

At the critical point, the cusp parameter $\eta$ of the $(1,0)$ Bragg peak at the momentum transfer $q=1.63 \AA^{-1}=\left(2 \pi / a_{0}\right)(2 / \sqrt{3})$ was found to be ${ }^{d}$

$$
\begin{equation*}
\eta \sim 0.28 \pm 0.05 \tag{14.144}
\end{equation*}
$$

Using (14.52) and the lattice spacing $a_{0}=(2 / \sqrt{3})(2 \pi / q)=4.42 \AA$ this corresponds to a measurement of ${ }^{\boldsymbol{d}}$

$$
\begin{equation*}
\left.\beta_{c}^{R} \frac{1+\frac{1}{2} \frac{\lambda}{\mu}}{1+\frac{1}{3} \frac{\lambda}{\mu}}\right|_{R}=\beta_{c}^{R} \frac{1}{1-v^{R} / 3}=\frac{3}{2} \frac{q^{2} a_{0}^{2}}{\eta(2 \pi)^{2}} \frac{1}{4 \pi}=\frac{1}{\eta \cdot 2 \pi} \sim 0.57, \tag{14.145}
\end{equation*}
$$

a number which is compatible with what would be obtained from the universal pair unbinding value Eq. (14.15)

$$
\begin{equation*}
\beta_{c}^{R}\left(1+\nu^{R}\right)=\frac{2}{\pi} \approx 0.64, \tag{14.146}
\end{equation*}
$$

as long as $\nu^{R}$ is a small positive number (which is usually the case). Similar experimental results were reported by McTague et al. (1982) for monolayers of Argon.

At first sight, these results seem to give evidence that two-dimensional melting does proceed as described by the HNY theory. However, things are not as simple. First of all, one should remember that the two-dimen-

[^21]FIG. 14.5. The phase diagrams of $\mathrm{Xe}, \mathrm{Kr}$ and Ar , as given by McTague el al. (1982). The density is measured in units of the epitaxial density $\rho_{\text {ep }}$ on the substrate.

sional melting process in layers of ${ }^{4} \mathrm{He}$ exhibits a sharp peak in the specific heat [recall the data of M. Bretz et al. in Fig. 7.13]. Sharp peaks were also reported for Neon by G.B. Huff and J.G. Dash (1974). Such peaks are incompatible with the dislocation unbinding HNY mechanism which should not show up at all as a singularity in the specific heat, nor in any thermodynamic measurement.

Second, there are only two experiments which report orientational order in liquid layers of Argon, namely, one by Shaw et al. (1982), and another one by Rosenbaum et al. (1983), in Xenon. The evidence for the hexatic phase presented in these papers is, however, quite indirect and carries some theoretical bias (they apparently wanted to see the hexatic phase) so that it is hard to assess the systematic errors.

Third, none of the papers reporting a continuous transition has described the second transition from the hexatic phase to the proper liquid.

An additional difficulty is the following: when McTague et al. (see Fig. 14.5) compare the phase diagrams of Xenon, Argon and Krypton,
plotting them against a temperature $T / T_{T P}(D=3)$, where $T_{T P}(D=3)$ is the triple point of the three-dimensional system, the diagrams look quite different. They should, however, be very similar due to the law of corresponding states (which is clearly obeyed in $3 D$ ). If substrate effects are as unimportant as often claimed, this is hard to understand.

A two-dimensional system which is free of substrate effects can be studied using smectic liquid crystals of Type B. When smearing such a material across a hole one can prepare well-defined few-layer systems of two-dimensional crystals lying on top of each other and coupled weakly to each other. In this system, D.E. Moncton et al. (1982) find a definite sharp first-order transition for two layers and, surprisingly, two successive first-order transitions for 3, 4, 5 layers. Unfortunately, it has been impossible to prepare thinner than two-layer systems so that the substrate problem is replaced by the disadvantage of not having a monolayer. Another disadvantage is that the system consists of rod-like molecules which can have additional directional fluctuations and these might easily change the order of the transition. ${ }^{g}$

### 14.8. COMPARISON WITH MOLECULAR DYNAMICS COMPUTER SIMULATIONS

Up to now, the only way of studying substrate free monoatomic twodimensional systems is via Monte Carlo simulations. This road of approach has been followed by numerous authors and the outcome of their investigations conforms with the behavior of our cosine model of twodimensional melting, which shows a first-order process. Early work by Hansen and Verlet on Lenard-Jones systems found a phase diagram of the usual type, with a first order transition and a density jump of the order of $5 \%$. (See the phase diagram in Fig. 14.6 and 14.7.)
In 1979, after the theoretical work of HNY, McTague and Frenkel claimed to have seen two continuous transitions in a soft disc system with a potential $\Phi=\varepsilon(\sigma / r)^{6}$, just as is required by the theory, Working at a constant overall density $\rho \sigma^{2}=0.8$, they identified the following transition temperatures

$$
\begin{equation*}
T_{c_{1}}=0.1525, \quad T_{c_{2}}=0.15625 \tag{14.147}
\end{equation*}
$$

[^22]FIG. 14.6. The phase diagram of a $2-D$ Lennard-Jones system $\left[V(r)=4 \varepsilon\left((\sigma / r)^{12}-\right.\right.$ $\left.\left.(\sigma / r)^{\prime}\right)\right]$ obtained via molecular dynamics calculations by Hansen and Verlet (1969).


Moreover, in the small temperature interval between $T_{c_{1}}$ and $T_{c_{2}}$, the correlation functions were reported to display a large-distance behavior as expected for the hexatic phase.

This appears to confirm the HNY theory. The picture is, however, not consistent. The internal energy (see Fig. 14.8) has a clear jump and this is in serious contradiction with the HNY theory. From what we have learned earlier in the Villain model, the pair-unbinding transition is practically undetectable in the internal energy. The specific heat should show only a smooth peak which lies considerably above the transition temperature. Thus the conclusions of McTague et al. are at variance with their own internal energy data. Incidentally, by counting the deviation from the coordination number $q$ around each atom (see Fig. 14.9), the authors showed in which way the disclinations proliferate in the melting process and the result looks very similar to what we found in our cosine model (recall Figs. 13.20).

The contradictory situation was clarified by Toxvaerd in 1980 and by Abraham in 1980, who studied the same Lennard-Jones system once more at fixed pressure and various temperatures via Monte Carlo techniques. They observed discontinuities in the enthalpy and density

FIG. 14.7. The $\rho T$ diagram of the $2-D$ Lennard-Jones system as given by Abrahams (1980). The dashed line is extracted from simulation data of Toxvaerd (1978).

which are characteristic of a first-order transition (see Fig. 14.10). They also gave a simple reason why the previous authors had seen two transitions: if a first-order solid-liquid transition is studied at fixed overall density (i.e., along isochores) there exists a two-phase co-existence regime in which pieces of solid with lower density are in thermal equilibrium with surrounding regions of liquids of higher density (Figs. 14.11-14.12). Abraham also suggested an explanation for the observed stiffness $K_{A}$ of the angular correlations in the two-phase regime: in the computer simulation, the solid pieces had not had enough time to change their crystalline orientation with respect to the initial solid. This is why some orientational memory is retained if one carelessly averages over the two-phase system. In fact, if extracted properly, the orientational order in the two-phase regime was shown to disappear by Zollweg (1982) in a simulation of a hard-disc system.

FIG. 14.8. Temperature dependence of internal energy as reported by McTague et al. (1980) in their simulation study of soft discs with an $r^{-6}$ repulsive interaction potential. They claim to see two successive continuous transitions but the internal energy displays a clear first-order signal.


After these results, Abraham and Koch (1982) found it worthwhile to reinvestigate once more the importance of the subtrate by simulating Xenon atoms adsorbed on a graphite via Monte Carlo techniques subjected to the same conditions under which Heiney et al. (1982) had seen a continuous transition. Contrary to the laboratory experiments, they found a clear first-order transition. Since Heiney et al.'s coverage was 1.1 monolayers, Abraham and Koch also studied the effects of second-layer promotion. This did not affect the character of the transitions.

On the basis of these simulation results it thus appears that twodimensional melting of Lennard-Jones soft-disc and hard-disc systems is a first-order process. The adsorption on a surface of graphits does not change this.

More work will be necessary to tell the difference between the laboratory and the simulated systems and to understand why one system can apparently undergo a continuous phase transition while the other cannot.

### 14.9. UNIVERSAL STIFFNESS

An important feature of the HNY theory is the prediction of a universal stiffness $\widetilde{\beta}^{R}=[\beta(1+\nu)]^{R}=2 / \pi \approx 0.64$ at the transition, after which it

FIG. 14.9. The atomic positions as found by McTague et al. (1980) for soft discs of the potential $\varepsilon(\sigma / r)^{6}$ at $T^{*}=k_{B} T / \varepsilon=0.150$. By counting the deviations from the regular coordination number $q=6$ of the triangular solid they find pictures of the disclinations similar to those of the cosine melting model in Fig. 13.20. The pictures are taken at $T^{*}=0.1, T^{*}=0.15, T^{*}=0.1525$. The melting temperature lies between $T^{*}=0.15$ and 0.156 .

must fall rapidly to zero. This should happen significantly below the peak in the specific heat. Experimentally, Greif, Silva-Moreira and Goodstein (1980) noticed that the sharp peaks in the specific heats of solid helium lie considerably above the temperature $T_{m}$, calculated by using the zerotemperature elastic constants, i.e., they observed

$$
\begin{equation*}
\frac{a_{0}^{2}[\mu(1+\nu)]_{T=0}^{R}}{(2 \pi)^{2} k_{B} T_{\text {peak }}}<\frac{2}{\pi} . \tag{14.148}
\end{equation*}
$$

FIG. 14.10. The discontinuities in density and enthalpy as observed by Abraham (1980) in a $16 \times 16$ Lennard-Jones system at two different pressures.


FIG. 14.11. The $p=$ const. and $\rho=$ const. cuts through the state diagram of a solid-liquidgas system. While melting and evaporation are discontinuous processes at $p=$ const. they appear as two successive continuous transitions at $\rho=$ const., due to phase mixing.


FIG. 14.12. Schematics of phase diagrams in a first order process at $p$-const. (after Abraham, 1980).


Since elastic constants usually soften with temperature, this is consistent with the HNY theory.

Tobochnik and Chester (1980), in a computer simulation of a LennardJones system, found that at high densities ${ }^{h}\left(\rho \sigma^{2} \sim 1.143\right)$ the stiffness at the melting point is still higher than that predicted by theory (Fig. 14.13). At lower density ( $\rho \sigma^{2} \sim 0.86-0.89$ ), however, the universal value can be reached. These results indicate that at higher ${ }^{\text {i }}$ density, melting is a firstorder transition which takes place before the dislocation-unbinding mechanism can come into action. The coherence length does not have a chance to grow large enough so that the renormalization group procedure becomes applicable. The Monte Carlo data on the internal energy support this picture. For high densities they show a discontinuity, while for low densities they appear quite similar to the internal energy of the $X Y$ model for the superfluid phase transition for which pair unbinding is believed to be active.
${ }^{\mathrm{h}}$ Remember that $\sigma$ is the size parameter in the Lennard-Jones potential $V=4 \varepsilon\left[(\sigma / r)^{12}\right.$ ( $\sigma / r)^{6}$ ].
'This is in contrast to the experimental finding that the transition softens with increasing density (see Figs. 14.3 and 14.5).






### 14.10. THE WIGNER ELECTRON LATTICE

Another two-dimensional crystal in which the melting transition has been studied in detail is the two-dimensional version of the electron lattice proposed by E.P. Wigner in 1934. It was pointed out in 1971 that by applying a strong electric field perpendicular to the surface of superfluid
helium it is possible to prepare an electron crystal in two dimensions. By calculating the ground state energy for all five possible two-dimensional Bravais lattices, i.e., square, triangular, centered-rectangular, primitive rectangular, and oblique, ${ }^{j}$ Bonsall and Maradudin (1977) showed that the triangular lattice had the lowest energy. For this lattice they found the static ground state energy per electron [to be rederived latter in (18.224)]

$$
\begin{equation*}
E=-3.921034 \frac{e^{2}}{v^{1 / 2}} \tag{14.149}
\end{equation*}
$$

and the eigenvalue equations for long wavelength phonons

$$
\begin{equation*}
m \omega^{2} u_{\alpha}(\mathbf{q})=\sum_{\beta} \Lambda_{\alpha \beta}(\mathbf{q}) u_{\beta}(\mathbf{q}) \tag{14.150}
\end{equation*}
$$

with [for a derivation see Eq. (18.343)]

$$
\begin{equation*}
\Lambda_{\alpha \beta}=\frac{e^{2}}{v^{1 / 2}}\left[\frac{2 \pi q}{v^{1 / 2}} \frac{q_{\alpha} q_{\beta}}{\mathbf{q}^{2}}+\eta\left(\delta_{\alpha \beta} \mathbf{q}^{2}-6 q_{\alpha} q_{\beta}\right)\right]+O\left(\mathbf{q}^{4}\right) \tag{14.151}
\end{equation*}
$$

where $\eta$ is a numeric constant

$$
\begin{equation*}
\eta=0.245065 . \tag{14.152}
\end{equation*}
$$

The $q$ factor in front of the longitudinal projection $q_{\alpha} q_{\beta} / \mathbf{q}^{2}$ implies that the Lamé constant $\lambda$ is infinite, corresponding to an incompressible solid. The shear modulus $\mu$ is equal to

$$
\begin{equation*}
\mu=\eta \frac{e^{2}}{v^{3 / 2}} . \tag{14.153}
\end{equation*}
$$

The quantum mechanical zero-point energy was calculated to be

$$
\begin{equation*}
E_{0 \mathrm{pt} .}=\frac{1}{2} \sum_{\mathbf{q}} \omega(\mathbf{q})=\frac{1}{2} N \hbar\left(\frac{e^{2}}{m a_{0}^{3}}\right)^{1 / 2} . \tag{14.154}
\end{equation*}
$$

The basic vectors and cell volumes $v$ are $a_{11}(1,0), a_{11}(0,1), a_{0}^{2}: a_{v}(1,0), a_{41}(1 / 2, \sqrt{3} / 2)$, $(\sqrt{3} / 2) a_{0}^{2}:(a, 0),(a / 2, b / 2), a b / 2 ;(a, 0),(0, b), a b ;(a, 0),(c, b), a b$, respectively.

In 1975, Hockney and Brown simulated a $2 D$ Wigner crystal via molecular dynamics and found a melting transition at ${ }^{\mathrm{k}}$

$$
\begin{equation*}
\Gamma_{m} \equiv \sqrt{\pi} \frac{e^{2}}{v^{1 / 2}} \frac{1}{k_{B} T_{m}}=95 \pm 2, \tag{14.155}
\end{equation*}
$$

with a transition entropy of

$$
\begin{equation*}
\Delta s=0.3 k_{B} / \text { particle } \tag{14.156}
\end{equation*}
$$

distributed continuously over roughly 1 K . The specific heat they observed looked very much like that of a $\lambda$ transition in bulk superfluid helium (see Fig. 14.14), and at the vicinity of the critical point could be fitted by a power behavior $c \sim \tau^{-0.015 s}$ on the low and $c \sim \tau^{-0.14}$ on the high $\tau$ side. This value of $T_{m}$ was compared by Thouless with the universality prediction, using the zero-temperature elastic constants of Bonsall and Maradudin. We had seen in Eq. (14.151) that due to the $1 / r^{2}$ forces, the $2 D$ electron crystal is incompressible so that $\lambda=x$ and $\nu=\lambda /$ $(2 \mu+\lambda)=1$, and hence the universality prediction (14.146) is

$$
\begin{equation*}
K^{\mathrm{R}}=\frac{a_{11}^{2} \mu^{R}}{k_{B} T_{m}} 4 \pi=16 \pi \tag{14.157}
\end{equation*}
$$

Using (14.155) and (14.153) this corresponds to

$$
\begin{equation*}
\frac{8}{\sqrt{3 \pi}} \eta \Gamma_{m}^{R}=16 \pi \tag{14.158}
\end{equation*}
$$

or

$$
\begin{equation*}
\Gamma_{m}^{R} \approx 78.71 \tag{14.159}
\end{equation*}
$$

Since usually the elastic constants soften with increasing temperatures this could, in principle, be compatible with the value found by Hockney and Brown. However, in 1979 simulations were preformed by Gann. Chakravarty and Chester who could not reproduce the data of Hockney and Brown and found instead a much larger value of

[^23]FIG. 14.14. The specific heat of a $2-D$ electron lattice at a density of $10^{10}$ electrons $/ \mathrm{cm}^{2}$ as found in molecular dynamics simulations by Hockney and Brown (1975).


$$
\Gamma_{m} \approx 125 \pm 15 .
$$

At the same time, Grimes and Adams (1979) performed a laboratory experiment observing a melting temperature consistent with this number. Such a large value for $\Gamma_{m}$ would imply that the elastic constant $\mu$ could
soften by as much as $20 \%$, from $T=0$ to the melting temperature. Although this seems rather large, it could, in principle, be possible.

In 1979, however, Morf pointed out that according to the theory of Platzman and Fukuyama (1974) the elastic constant $\mu$ in a $2 D$ electron gas should have an anomalous temperature behavior and increase with temperature. This would immediately destroy the possibility of a universal melting stiffness. Puzzled by this contradiction he performed a simulation in which he determined directly the shear modulus $\mu$ as a function of temperature. He found that the elastic constants soften linearly, at low temperature, behaving as

$$
\begin{equation*}
\mu(T)=\mu\left[1-30.8 \Gamma^{-1}+O\left(\Gamma^{-2}\right)\right] \tag{14.160}
\end{equation*}
$$

and confirmed the value (see Fig. 14.15)

$$
\begin{equation*}
\Gamma_{m} \sim 130 \pm 10 \tag{14.161}
\end{equation*}
$$

Thus he found a strong decrease of $\mu$ with a melting temperature only slightly below the universality prediction (see Fig. 14.15). In addition, he was able to fit his data with a curve obtained via a renormalization group calculation. For this he integrated Eqs. (14.81). (14.82), by assuming the initial stiffness $\bar{\beta}\left(\epsilon_{0}\right)$ to soften linearly with temperature, with a slope obtained from the initial piece of his simulation data. He then took the estimated core energy of Fisher. Halperin. and Morf (1979) ( $n_{s} \equiv r^{-1}$ ).

$$
\begin{equation*}
e_{r} \sim 0.1 \pm 0.02 n_{s}^{1 / 2} e^{2}=\mu \frac{a_{0}^{2}}{2 \pi} \log \bar{c} \tag{14.162}
\end{equation*}
$$

with $\bar{c}=13 \pm 6$. estimated the natural core energy to be $\mu\left(a_{1}^{2} / 2 \pi\right) \log 2$. and worked with an initial fugacity of

$$
\begin{equation*}
z=(2 \bar{c})^{-\pi \bar{\beta}} \tag{14.163}
\end{equation*}
$$

While he claims to see agreement with the KTHNY theory, two problems arise. One is the sharpness of the peak in the specific heat. which a Kosterlitz-Thouless transition should not have. The second is the apparent absence of an intermediate hexatic phase. In fact, the data look very much like those of the melting model of the Villain type (recall the specific heat in Fig. 12.13). A further problem is prompted by the contra-

FIG. 14.15. The shear modulus of a 2 -D electron lattice $(26 \times 26)$ obtained by Morf (1978) in a molecular dynamics simulation as a function of $\Gamma^{-1}$ (labeling the abseissia directly with $\Gamma^{-}$ values). The dashed-dotted line shows the locus where the stiffness should collaps according to the HNY theory [Eq. (14.158)] assuming linear softening of $\mu(T) . \lambda=x$. The triangle indicates Thouless value $\Gamma \approx 78.71$ obtained from the use of the $T=0$ elastic constants. The solid curve was obtained from renormalization group calculations by (a) alssuming the bare elastic stiffness to soften linearly with iemperature, as indicated by the dashed line. (b) including a core energy. $e_{r} \sim 0.1 \times \Delta s^{1 / 2} e^{2}$ as calculated by Fisher. Halperin. and Morf (1979). and (c) adjusting one parameter. the size of the defect core. The value $\Gamma_{m}=130 \pm 10$ is the presently accepted value.

dictory simulation data of Kalia et al. (1981), who find a clear first-order transition.

Summarizing the status of experimental and simulation data one may say the following.

1. Experimentally $2 D$ melting is mostly a first-order process, as in our models of defect melting, but may sometimes be continuous.
2. Molecular dynamics calculations have found a first-order transition
for Lennard-Jones systems and possibly a continuous transition for an electron lattice.
3. In many cases the specific heat has a clear single sharp peak which, if the transition is continuous, cannot be understood on the basis of the KTHNY theory.
4. The experiments which have measured the divergence of the coherence length à la Kosterlitz-Thouless, Eq. (14.134), have not simulaneously measured the peak in the specific heat to see whether it lies significantly above the transition as it should.
5. The experiments which, in atomic two-dimensional crystals, claim to have measured an angular stiffness as a signal for the hexatic phase have not seen the collapse of this stiffness and related this second point to the peak in the specific heat.

Thus, while first-order and continuous transitions both seem to occur in adsorbed atomic largers there is no convincing evidence as yet for the existence of two successive continuous transitions in the continuous case.

Some indirect evidence comes from NMR measurements of spin-spin and spin-lattice relaxation times which are claimed to show two successive anomalies in temperature, the first lying roughly at the universality point $\widetilde{\beta}^{R}=2 / \pi$, the second at the peak of the specific heat [M.G. Richards (1982)]. Whether the first anomaly is really associated with the pairunbinding transition is not clear and remains to be shown more convincingly.

Our models of defect melting have a first-order transition. Certain modifications will therefore be necessary in order to explain the experimental data, in which the transition is continuous. Preliminary steps in this direction have been undertaken in other models, such as the threedimensional $X Y$ model and the four-dimensional Abelian lattice gauge model [see Janke, Kleinert (1986)]. We shall see in chap. 18, in particular Sec. 18.6, how we can generalize our models of defect melting so as to comprise both types of transitions.

### 14.11. FIRST ORDER VERSUS CONTINUOUS KTHNY TRANSITIONS

If $2 D$ melting is of the first order, as in our models of defect melting, the question arises as to how the KTHNY formulation of defect melting has to be corrected in order to account for this. When deriving the partition
function of the dislocation gas KTHNY use the asymptotic form of the potential between two dislocations

$$
\begin{equation*}
v_{i j}^{\prime} T(\mathbf{x})=\left(\frac{-\delta_{i j} \bar{\nabla} \cdot \nabla+\nabla_{i} \bar{\nabla}_{i}}{(\bar{\nabla} \cdot \bar{\nabla})^{2}}\right)^{\prime} \underset{|\mathbf{x}| \rightarrow \infty}{ }-\frac{1}{4 \pi}\left[\log \left(|\mathbf{x}| 2 \sqrt{2} e^{\gamma+(1 / 2)}\right) \delta_{i j}-\frac{x_{i} x_{j}}{\mathbf{x}^{2}}\right] \tag{14.164}
\end{equation*}
$$

They separate this into a term

$$
\begin{equation*}
-\frac{1}{4 \pi}\left(\log |\mathbf{x}| \delta_{i j}-\frac{x_{i} x_{j}}{\mathbf{x}^{2}}\right) \tag{14.165}
\end{equation*}
$$

and an $x$ independent diagonal term ${ }^{j}$

$$
\begin{equation*}
-\frac{1}{4 \pi} \log \left(2 \sqrt{2} e^{\gamma+(1 / 2)}\right) \delta_{i j} . \tag{14.166}
\end{equation*}
$$

Contracting $v_{i j}^{\prime T}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ with the Burgers vectors $b_{i}(\mathbf{x}), b_{j}\left(\mathbf{x}^{\prime}\right)$ and summing over $\mathbf{x} \neq \mathbf{x}^{\prime}$, they use charge neutrality $\left[\Sigma_{\mathbf{x}} b_{i}(\mathbf{x})=0\right]$ to rewrite this latter term as a core energy,'

$$
\begin{equation*}
\frac{1}{4 \pi} \log \left(2 \sqrt{2} e^{\gamma+(1 / 2)}\right) \sum_{\mathbf{x}} b_{i}^{2}(\mathbf{x}) . \tag{14.167}
\end{equation*}
$$

A core energy of this magnitude, if it exists, would indeed enforce a low density of dislocations, justify the fugacity expansion, and could lead to a pair-unbinding transition as envisaged by these authors. Unfortunately, this procedure violates an important fundamental property of the elastic energy between defects. We had seen in the general discussion of Chapter 5 that disclinations can be thought of as a string-like pile-up of dislocations. When such a pile-up takes place, the memory of the string disappears completely due to a perfect matching of the crystal faces along this string. A core energy of the type (14.167) would prevent this from happening. If it were present, the string would carry an infinite energy and no disclinations could form.

In the formalism, the disappearance of the string energy for dislocations with unit separation is a direct consequence of the fact that the

[^24]FIG. 14.16. A nearest neighbor stack-up of dislocations which is equal to a disclination and a second-nearest neighbor stack-up which is equal to a large-angle grain boundary.


Boltzmann factor contains only the transverse projection of the dislocations density

$$
\begin{align*}
& \exp \left\{-4 \pi^{2} \beta \sum_{\mathbf{x} \neq \mathbf{x}^{\prime}} b_{i}(\mathbf{x})\left(\frac{-\delta_{i j} \nabla \cdot \bar{\nabla}+\nabla_{i} \bar{\nabla}_{j}}{(\bar{\nabla} \cdot \nabla)^{2}}\right)^{\prime}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) b_{j}\left(\mathbf{x}^{\prime}\right)\right\} \\
&=\exp \left\{-4 \pi^{2} \beta \sum_{\mathbf{x} \neq \mathbf{x}^{\prime}} \varepsilon_{j i} \bar{\nabla}_{j} b_{i}(\mathbf{x}) \frac{1}{(\bar{\nabla} \cdot \nabla)^{2}} \varepsilon_{i k} \bar{\nabla}_{t} b_{k}\left(\mathbf{x}^{\prime}\right)\right\} . \tag{14.168}
\end{align*}
$$

In order to see this let us form a string of Burgers vectors $b_{i}(\mathbf{x})$ which all point along the $y$-axis and are stacked up along the $x$-axis, starting from point $X, Y$ (see Fig. 14.16):

$$
\begin{equation*}
b_{i}(\mathbf{x})=\delta_{i 2} \frac{1}{\bar{\nabla}_{1}} \delta_{x, X} \delta_{y, Y}=\delta_{i, 1} \Theta_{x, X} \delta_{y, Y} \tag{14.169}
\end{equation*}
$$

Here

$$
\begin{equation*}
\Theta_{x, X}=\frac{1}{\bar{\nabla}_{1}} \delta_{x, X}=\sum_{x^{\prime}=-x}^{x} \delta_{x^{\prime}, X} \tag{14.170}
\end{equation*}
$$

is the lattice version of the Heaviside function which vanishes for $x<X$ and is equal to unity for $x \geq X$. Applying to this the operation $\varepsilon_{j i} \bar{\nabla}_{j}$ we find

$$
\begin{equation*}
\varepsilon_{j i} \bar{\nabla}_{j} b_{i}=\delta_{x, X} \delta_{y, X} . \tag{14.171}
\end{equation*}
$$

This formula shows explicitly that the string has no elastic energy. The energy is focused roughly concentrically around the point ( $X, Y$ ) which is the disclination generated by the string of dislocations.
Notice that if the long-distance limit (14.164) of the transverse potential $v_{i j}^{T}(\mathbf{x})^{\prime}$ is employed too early (as Halperin, Netson and Young have done) one is incapable of describing this phenomenon. The cancellation of the elastic energy makes essential use of the short-range properties of the potential $v_{i j}^{T}(\mathbf{x})$ on the lattice. As discussed in Section 2.5, a crystal may contain not only complete pile-ups of dislocations but also incomplete ones, where the Burgers vectors are stacked with a separation of 2,3 , or more lattice spacings. Such incomplete stack-ups are observed in the form of grain boundaries (see Fig. 14.16 and Fig. 2.6 in Section 2.1). The disappearance of the energy for nearest neighbour spacing has the consequence that strings with spacing 2 still have quite a moderate amount of energy. Since they carry, in addition (and in contrast to string of nearest neighbour dislocations), the configurational entropy of a random chain, this can outbalance their energy and we may expect the proliferation of grain boundaries at a certain temperature. It was suggested by Chiu (1982) that this proliferation would take place before pairs of individual dislocations could dissociate.

The results of simulations of our models of defect melting confirm this idea. In these models, the fundamental defects are carried by $\eta(\mathbf{x})$ and are disclinations. Pairs of these have the same interaction as a single dislocation with the Burgers vector pointing orthogonally to the dipole vector. If we look at the distribution of disclinations extracted from our simulation data (see Fig. 13.20) we see that for low temperature the disclinations always appear as quadruplets, corresponding to pairs of dislocations and antidislocations. As the system passes the melting transition, these quadruplets do not split up into pairs, as predicted by the KTHNY theory, with a subsequent unbinding transition of these pairs, but they blow up into larger and larger strings of alternating charge $\eta(x)$ with or without open ends, in a single transition. Interpreting each pair of neighboring disclinations as a dislocation, these strings may be viewed as string dislocations with spacing 2, i.e., they can be viewed as grain
boundaries. The reader is referred back to the end of Chapter 12 for a more detailed discussion of these features of the melting process.

It is not easy to reconcile the KTHNY theory with these findings. As long as the theory is formulated in the continuum and uses the longdistance form of the defect potential. The melting process requires stacks of defects at next-nearest neighbor positions and an additive core energy would prevent their formation.

### 14.12. DIRECT SIMULATION OF A GAS OF DISLOCATIONS

The importance of the pile-up of dislocations was confirmed in Monte Carlo simulations by Saito (1982). He considered directly the partition function of a gas of dislocations:

$$
\begin{equation*}
Z_{\mathrm{disl}}=\sum_{\{b(x)\}} \exp \left\{-\beta \sum_{\mathbf{x}, \mathbf{x}^{\prime}} b_{i}(\mathbf{x})\left(\frac{-\delta_{i j} \overline{\bar{V}} \cdot \nabla+\nabla_{i} \bar{\nabla}_{i}}{(\overline{\bar{\nabla}} \cdot \nabla)^{2}}\right)\left(\mathbf{x}, \mathbf{x}^{\prime}\right) b_{j}\left(\mathbf{x}^{\prime}\right)\right\} . \tag{14.172}
\end{equation*}
$$

In order to enforce the validity of the dilute-gas limit, he followed Halperin, Nelson and Young and added on the core energy

$$
\begin{equation*}
e^{\left.-\beta c_{1} \mathcal{L}_{1}, b_{1} \mathrm{x}\right)} \tag{14.173}
\end{equation*}
$$

Working on a triangular lattice with lattice vector $a_{0}(1,0), a_{01}(-1 / 2$, $\sqrt{3} / 2$ ), he considered only the fundamental Burgers vectors

$$
\begin{equation*}
b^{(1)}= \pm a_{0}(1,0), \quad b^{(2)}= \pm a_{0}\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}\right), \quad b^{(3)}= \pm a_{0}\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}\right) . \tag{14.174}
\end{equation*}
$$

For the potential he took the long-distance approximation (14.43)
$v_{i j}^{\prime T}(\mathbf{x})=\left(\frac{-\delta_{i j} \bar{\nabla} \cdot \nabla+\nabla_{i} \bar{\nabla}_{j}}{(\bar{\nabla} \cdot \nabla)^{2}}\right)^{\prime} \underset{|\mathbf{x}| \rightarrow x}{ }-\frac{1}{4 \pi}\left[\log (|\mathbf{x}| c) \delta_{i j}-\frac{x_{i x_{i}}}{|\mathbf{x}|^{2}}\right]$.
where, we recall, $c$ is the constant (14.47) determined numerically by Saito. When he simulated the system using the above asymptotic form he

[^25]found a continuous dislocation pair-unbinding transition as predicted by the HNY theory. He then reduced the natural core energy implied by (14.175) by an additional negative term, i.e., he used the core parameter
\[

$$
\begin{equation*}
\bar{c}=c / \sqrt{e} \tag{14.176}
\end{equation*}
$$

\]

instead of $c$. This produced a first-order transition in which the dislocations piled up into strings of large-angle grain boundaries.

In view of the above discussion it is easy to interprete this result. While working with an unphysical model in which he had taken the longdistance limit of the lattice potential (thus destroying the proper pile-up behavior of the dislocations), the artificial reduction of the core energy partially corrected for the wrong starting point. It lowerest the energy of the nearest neighbor strings of dislocations so much that their configurational entropy led in the end to their proliferation before the pair-unbinding transition could set in. While Saito's result tells us how the parameters of the HNY theory can be modifed in order to generate a first order transition, his approach maintains the fundamental drawbacks of the HNY formulation. Saito's strings of dislocations are, by construction, nearest-neighbor strings on a triangular lattice which, as we have seen in Eq. (14.171), are really disclinations and thus should not carry any string energy at all (they are not even physical degrees of freedom). Only the next-nearest-neighbor strings are physical. It is the artificial core energy which gives rise to his model's nearest-neighbor strings. This must be kept in mind if we want to reinterprete Saito's result in terms of real crystals. Saito attempted to account for this short coming in ad hoc manner by taking, as a length scale over which the dislocations can be separated, twice the lattice spacing rather than the lattice spacing itself. This was certainly a step in the right direction although it introduced an error in the positional entropy of the single defect configurations.
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## DISORDER FIELD THEORY OF DEFECT MELTING

Now that we possess a lattice model which respects all stack-up properties of the defects in a crystal it is possible to derive a consistent disorder field theory of crystalline defects. This field theory turns out to be rather different from the tentative construction presented in Chapter 8. In contrast to that theory for which a good deal of effort was spent in finding possible mechanisms for making the transition first-order, the proper disorder field theory to be proposed in this chapter will have a natural way of undergoing a first-order transition right at the mean field level. We shall see that as was the case with the field theory involving order fields [see Section 13.1] the disorder field theory will contain a temperature dependent quartic term which naturally causes a first-order transition (recall Fig. 13.1). The disorder field theory contains $D$ complex disorder fields, one for every lattice direction. It describes all possible configurations of the defect tensor $\eta_{i j}(\mathbf{x})$ and consequently a grand canonical ensemble of dislocations as well as disclinations.

### 15.1. DISORDER LATTICE MODEL FOR THREEDIMENSIONAL DEFECT CONFIGURATIONS

Our starting point is the defect representation (9.40) of the partition function of the melting model (omitting the bar on top of $X_{i j}$ )

$$
\begin{align*}
Z= & {\left[\frac{1}{8 \xi^{3}}\left(1-3 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(2 \pi \beta)^{3 N}} } \\
& \times \prod_{\mathbf{x}}\left[\int d X_{11}(\mathbf{x}) d X_{22}(\mathbf{x}) d \chi_{12}(\mathbf{x}) \sum_{\left\{\bar{\eta}_{1 \prime}(\mathbf{x})\right\}} \delta_{\bar{\nabla}, \bar{\eta}_{i j}(\mathbf{x}) .0}\right. \\
& \times \exp \left\{-\frac{1}{2 \beta} \sum_{\mathbf{x}}\left[\sum_{i<j} \sigma_{i j}^{2}+\frac{1}{2 \xi} \sum_{i} \sigma_{i i}^{2}-\frac{1}{2 \gamma}\left(\sum_{i} \sigma_{i i}(\mathbf{x}-\mathbf{i})\right)^{2}\right]\right. \\
& \left.-2 \pi i \sum_{\mathbf{x} \cdot \ell, n} X_{\ell n}(\mathbf{x}) \bar{\eta}_{\ell n}(\mathbf{x})\right\} . \tag{15.1}
\end{align*}
$$

A disorder-lattice model will now be introduced to replace the sum over the defect configuration $\bar{\eta}_{i j}(x)$. In order to achieve this, consider the following auxiliary sum over defects with an arbitrary core energy $\varepsilon$,

$$
\begin{equation*}
Z_{\mathrm{dcf}}=\sum_{\left\{\bar{\eta}_{\eta}(\mathrm{x})\right\}} \delta_{\overline{\mathrm{V}}_{,} \tilde{\eta}_{i,}(\mathrm{x}), 0} \exp \left\{-\varepsilon\left(\sum_{\mathrm{x}, i<j} \bar{\eta}_{i j}^{2}+\frac{1}{2} \sum_{\mathrm{x}, i} \bar{\eta}_{i i}^{2}\right)\right\}, \tag{15.2}
\end{equation*}
$$

where $\bar{\eta}_{i i}(\mathbf{x}), \bar{\eta}_{i j}(\mathbf{x})(i<j)$ run over all integer and half integer numbers, respectively. By comparison with (11.6) we see that the sum over $\bar{\eta}_{i j}(\mathbf{x})$ has exactly the same form as the sum over stress configurations, i.e.,

$$
\begin{equation*}
\sum_{\left\{\bar{\sigma}_{i j}(\mathrm{x})\right\}} \delta_{\bar{r}_{,} \bar{\sigma}_{i j}(\mathrm{x}) .0} \exp \left\{-\frac{1}{4 \beta}\left(\sum_{\mathbf{x}, i<j} \bar{\sigma}_{i j}^{2}+\frac{1}{2} \sum_{\mathrm{x}, i} \bar{\sigma}_{i i}^{2}\right)\right\} . \tag{15.3}
\end{equation*}
$$

The only difference between the $\bar{\eta}_{i j}(\mathbf{x})$ and $\bar{\sigma}_{i j}(\mathbf{x})$ sums is that $\bar{\sigma}_{i j}$ are all integer numbers for $i=j$ and $i \neq j$ while $\bar{\eta}_{i j}(i<j)$ are half-integer. The sum (15.2) can be thought of as being the dual transform of a model

$$
\begin{align*}
Z_{\mathrm{del}, V}= & \sum_{\left\{n_{i,}(\mathbf{x})\right\}} \Phi\left[n_{i j}(\mathbf{x})\right] \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{-\frac{1}{\varepsilon}\left[\sum_{\mathbf{x}, i<j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-2 \pi n_{i j}\right)^{2}+2 \sum_{\mathbf{x}, i}\left(\nabla_{i} \gamma_{i}-\pi n_{i j}\right)^{2}\right]\right\}, \tag{15.4}
\end{align*}
$$

where the symmetric jump numbers $n_{i j}(\mathbf{x})$ run over all integer values for $i=j$ and $i \neq j$. Indeed, if we introduce integrations over auxiliary variables $\eta_{i j}(\mathbf{x})$, we can write this, just as in (9.22), as

$$
\begin{align*}
Z_{\mathrm{def}, v}= & \frac{1}{2^{3 N / 2}} \prod_{\mathbf{x}, i \leq j}\left[\int \frac{d \eta_{i j}(\mathbf{x})}{\sqrt{2 \pi^{3}}}\right] \sum_{\left\{n_{i j}(\mathrm{x})\right\}} \Phi\left[n_{i j}(\mathbf{x})\right] \exp \left\{-\varepsilon \sum_{\mathbf{x}}\left[\sum_{i<j} \eta_{i j}^{2}+\frac{1}{2} \sum_{i} \eta_{i i}^{2}\right]\right. \\
& \left.+2 i\left[\sum_{\mathrm{x}, i<j} \eta_{i j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-2 \pi n_{i j}\right)+\sum_{\mathbf{x}, i} \eta_{i i}\left(\nabla_{i} \gamma_{i}-\pi n_{i i}\right)\right]\right\} . \tag{15.5}
\end{align*}
$$

This is the same as (15.2) since the integrations over $\gamma_{i}$, the conservation law $\bar{\nabla}_{i} \eta_{i j}(\mathbf{x})=0$, and the sums over $\eta_{i j}$ force $\eta_{i i}(\mathbf{x})$ to be integer and $\eta_{i j}(\mathbf{x})(i<j)$ to be half-integer. The latter is the principal difference with respect to (9.22), where $\sigma_{i j}(\mathbf{x})$ had to be integer for $i=j$ and $i<j$.

In order to work toward the desired disorder field theory we now proceed in the same way as we did in the case of vortex lines in Chapter 12, Part II. We take the inverse Villain approximation to (15.4) and write

$$
\begin{equation*}
Z_{\mathrm{def}}=\prod_{\mathbf{x}, i}\left[\int \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \exp \left\{\frac{2}{\varepsilon}\left[\sum_{\mathbf{x}, i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{i} \gamma_{i}\right)+\frac{1}{2} \sum_{\mathbf{x}, i} \cos \left(2 \nabla_{i} \gamma_{i}\right)\right]\right\} . \tag{15.6}
\end{equation*}
$$

Notice the appearance of the double angle in the $i=j$ cosine [in contrast with the melting model in the cosine form (13.2)]. This partition function of all defect configurations can then be transformed into a disorder field theory just as the cosine form of the melting model in Sec. 13.2. Before doing this, however, let us see how the stress field enters into this partition function.

### 15.2. COUPLING THE STRESS GAUGE FIELD

Let us we add to the defect sum (15.6) the stress gauge field. According to (15.1), the coupling is

$$
\begin{equation*}
\exp \left\{2 \pi i \sum_{\mathbf{x}, \ell_{0}, n} \chi_{\ell_{n}}(\mathbf{x}) \bar{\eta}_{\epsilon n}(\mathbf{x})\right\} . \tag{15.7}
\end{equation*}
$$

In the partition function (15.5), $\eta_{\ell n}$ appears in the last two terms, so (15.7) changes them to

$$
2 i \sum_{\mathbf{x}}\left[\sum_{i<j} \bar{\eta}_{i j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-2 \pi \chi_{i j}-2 \pi n_{i j}\right)+\sum_{i} \bar{\eta}_{i i}\left(\nabla_{i} \gamma_{i}-\pi \chi_{i i}-\pi n_{i i}\right)\right] .
$$

As a consequence, the disorder model (15.6) contains $\chi_{i j}(\mathbf{x})$ as follows,

$$
\begin{align*}
Z_{\mathrm{def}}[\chi]= & \prod_{\mathrm{x}, i}\left[\int \frac{d \gamma_{i}}{2 \pi}\right] \\
& \times \exp \left\{\frac{2}{\varepsilon}\left[\sum_{\mathrm{x}, i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{i} \gamma_{i}-2 \pi x_{i j}\right)+\frac{1}{2} \sum_{\mathrm{x}, i} \cos \left(2 \nabla_{i} \gamma_{i}-2 \pi x_{i i}\right)\right]\right\} . \tag{15.8}
\end{align*}
$$

Combining this with (15.1), the complete disorder lattice model becomes, in the presence of an extra core energy $\varepsilon$,

$$
\begin{align*}
Z_{\mathrm{disord}}= & {\left[\frac{1}{8 \xi^{3}}\left(1-3 \frac{\xi}{\gamma}\right)\right]^{N / 2} \frac{1}{(2 \pi \beta i)^{3 N}} \prod_{\mathrm{x}}\left[\int d X_{11}(\mathbf{x}) d X_{22}(\mathbf{x}) d X_{12}(\mathbf{x})\right] } \\
& \times \exp \left\{-\frac{1}{2 \beta}\left[\sum_{\mathrm{x} . i<j} \sigma_{i j}^{2}+\frac{1}{2 \xi} \sum_{\mathrm{x}, i} \sigma_{i i}^{2}-\frac{1}{2 \gamma} \sum_{\mathrm{x}}\left(\sum_{i} \sigma_{i i}(\mathbf{x}-\mathbf{i})\right)^{2}\right]\right. \\
& \left.+\frac{2}{\varepsilon}\left[\sum_{\mathrm{x}, i<j} \cos \left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-2 \pi \chi_{i j}\right)+\frac{1}{2} \sum_{\mathrm{x}, i} \cos \left(2 \nabla_{i} \gamma_{i}-2 \pi \chi_{i i}\right)\right]\right\}, \tag{15.9}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\varepsilon_{i k \epsilon} \varepsilon_{j m n} \bar{\nabla}_{k} \bar{\nabla}_{m} x_{\epsilon n}(\mathbf{x}-\ell-\mathbf{n}) \tag{15.10}
\end{equation*}
$$

Notice that the model is properly invariant under stress gauge transformations,
$\chi_{i j}(\mathbf{x}) \rightarrow X_{i j}(\mathbf{x})+\nabla_{i} \Lambda_{j}(\mathbf{x})+\nabla_{j} \Lambda_{i}(\mathbf{x}), \quad \gamma_{i}(\mathbf{x}) \rightarrow \gamma_{i}(\mathbf{x})+2 \pi \Lambda_{i}(\mathbf{x})$,
as it should.
The original melting model (15.1) corresponds to the limit $\varepsilon \rightarrow 0$, i.e., no extra core energy. In that case the model becomes the analogue of the "frozen lattice superconductor" treated in Part II [see the remark there before Eq. (12.8)].
For the case $\varepsilon \rightarrow 0$, the model (15.9) can be replaced by yet another one in which $\varepsilon$ is nonzero and plays the role of the natural core energy associated with stress fluctuations [recall (9.116)],

$$
\begin{equation*}
\exp \left\{-4 \pi^{2} \beta|c| \sum_{\mathbf{x}}\left[\bar{\eta}_{i j}^{2}(\mathbf{x})+\frac{v}{1-v}\left(\sum_{\ell} \bar{\eta}_{\ell \ell}(\mathbf{x}-\ell)\right)^{2}\right]\right\} \tag{15.12}
\end{equation*}
$$

where

$$
\begin{equation*}
|c| \approx 0.011 \tag{15.13}
\end{equation*}
$$

is the constant by which the asymptotic behavior of the subtracted defect potential

$$
\begin{equation*}
v_{4}^{\prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{e^{i \mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)}-1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} \tag{15.14}
\end{equation*}
$$

differs from the continuum form $-\left|x-x^{\prime}\right| / 8 \pi$ [recall Eqs. (11.A65), (11.A7l), $\left.v_{4}^{\prime}\left(x-x^{\prime}\right) \rightarrow-\left(\left|x-x^{\prime}\right|\right) / 8 \pi+c\right]$. We may choose

$$
\begin{equation*}
\varepsilon=8 \pi^{2} \beta|c| \tag{15.15}
\end{equation*}
$$

and modify the energy in (15.4) in such a way that the dual transform (15.2) involves the natural core energy

$$
\begin{equation*}
\exp \left\{-\frac{\varepsilon}{2}\left[\sum_{\mathrm{x}} \bar{\eta}_{i j}^{2}(\mathrm{x}) \frac{v}{1-v} \sum_{\mathrm{x}}\left(\sum_{1} \bar{\eta}_{1 \mathrm{l}}(\mathrm{x}-\ell)\right)^{2}\right]\right\} . \tag{15.16}
\end{equation*}
$$

The removal of the natural core energy is to be accompanied by a change in the gradient terms of $X_{i j}$ in (15.9). Everything can be done in complete analogy with Sec. 12.4 of Part II.

### 15.3. DISORDER FIELD THEORY OF INTERACTING DEFECTS

After these preparatory steps, the derivation of the disorder field theory is straightforward. All we have to do is to transform the cosines into three sets pairs of complex fields $u_{i}, \alpha_{i}$ in the same way as we did in Chapter 13. The partition function (15.8) is rewritten as

$$
\begin{align*}
Z_{\mathrm{def}} \approx & \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d y_{i}(\mathbf{x})}{2 \pi}\right] \exp \left\{\frac{2}{\varepsilon} \operatorname{Re} \sum_{\mathbf{x}, i<j} U_{i}^{\dagger}(\mathbf{x}) U_{j}(\mathbf{x}+\mathbf{i})\right\} \\
& \times \exp \left\{\frac { 2 } { \varepsilon } \operatorname { R e } \left[\sum_{\mathrm{x}, i<j} U_{i}^{\dagger}(\mathbf{x}) U_{j}(\mathbf{x}+\mathbf{i}) U_{i}(\mathbf{x}+\mathbf{j}) U_{j}^{\dagger}(\mathbf{x}) e^{-2 \pi i x_{n}(\mathbf{x})}\right.\right. \\
& \left.\left.+\sum_{\mathbf{x}, i} U_{i}^{\dagger}(\mathbf{x})^{2} U^{2}(\mathbf{x}+\mathbf{i}) e^{-2 \pi i x_{n}(\mathbf{x})}\right]\right\} \tag{15.17}
\end{align*}
$$

where

$$
\begin{equation*}
U_{i}(\mathbf{x}) \equiv e^{i \gamma_{1}(\mathbf{x})} \tag{15.18}
\end{equation*}
$$

are pure phase variables. These are replaced by pairs of complex fields $u_{i}(\mathbf{x})$ and $\alpha_{i}(\mathbf{x})$ in the well-known way [see Eq. (13.25)].

Notice that the products

$$
\begin{equation*}
U_{j}(\mathbf{x}+\mathbf{i}) U_{i}(\mathbf{x}+\mathbf{j}) e^{-2 \pi i X_{i j}(\mathbf{x})} \tag{15.19}
\end{equation*}
$$

transform under stress gauge transformations (15.11) just as $U_{i}(\mathbf{x})$ themselves:

$$
\begin{equation*}
U_{1}(\mathbf{x}) U_{1}(\mathbf{x}) \rightarrow e^{2 \pi i\left(\Lambda_{,}(\mathbf{x})+\Lambda_{1}(\mathbf{x})\right)} U_{j}(\mathbf{x}) U_{i}(\mathbf{x}) . \tag{15.20}
\end{equation*}
$$

Indeed

$$
\begin{aligned}
& U_{i}(\mathbf{x}+i) U_{i}(\mathbf{x}+\mathbf{j}) \exp \left\{-2 \pi i X_{i j}(\mathbf{x})\right\} \rightarrow U_{j}(\mathbf{x}+\mathbf{i}) U_{i}(\mathbf{x}+\mathbf{j}) \\
& \quad \times \exp \left\{2 \pi i\left[\Lambda_{j}(\mathbf{x}+\mathbf{i})+\Lambda_{i}(\mathbf{x}+\mathbf{j})\right]-2 \pi i\left[x_{i j}(\mathbf{x})+\nabla_{i} \Lambda_{j}+\nabla_{j} \Lambda_{i}\right]\right\} \\
& \quad=U_{j}(\mathbf{x}+\mathbf{i}) U_{i}(\mathbf{x}+\mathbf{j}) \exp \left\{-2 \pi i X_{i j}(\mathbf{x})\right\} \exp \left\{2 \pi i\left(\Lambda_{l}(\mathbf{x})+\Lambda_{i}(\mathbf{x})\right\}\right.
\end{aligned}
$$

In contrast with the disorder theory of vortex lines in Part I, the symmetry of $X_{i j}(\mathbf{x})$ makes it impossible to rewrite (15.19) in terms of a covariant derivative of single $U_{i}(\mathbf{x})$ 's [recall Eq. (12.10) of Part II].

The stress gauge invariant field theory involving $u_{i}(\mathbf{x}), \alpha_{i}(\mathbf{x}), \chi_{i j}(\mathbf{x})$ has a structure which is markedly different from the theory of dislocation lines studied in Chapter 8 in analogy with the theory of vortex lines. It does contain three pairs of complex fields $u_{i}, \alpha_{i}$ to describe the defects associated with the three spatial directions. In contrast to the vortex case, however, the $\beta$ dependent terms appear with the fourth power in the disorder fields $u_{1}$. The quadratic powers in $u$ and $\alpha$ remain stable at all temperatures. This is the crucial difference between defect and vortex disorder. The phase transition is caused by making $\beta$ small, i.e., $\varepsilon$ small. This produces a large negative quartic term in the energy. The $u_{i}, \alpha_{i}$ fields destabilize and acquire non-vanishing expectation values as a signal of the condensation of crystalline defects. Since these describe what happens to the total defect tensor, they compriserboth dislocations and disclinations.

We observed previously in Chapter 13 that if a phase transition is
caused by the temperature variation of the quartic term at fixed stable quartic terms, the phase transition is always of first order. No subtle Coleman-Weinberg mechanism is required to generate a first order transition from stress fluctuations. The interplay of dislocations and disclinations is sufficient to generate a discontinuity in the phase transition. This is the lesson we can learn from the lattice model of defect melting and its disorder field theory.

## CHAPTER SIXTEEN

## GENERAL ANALYSIS OF DEFECTS ON THE LATTICE

In Chapter 15 we constructed a model of defect melting which, after a duality transformation, yielded a partition function with a sum over symmetric discrete defect tensors $\bar{\eta}_{i j}$ satisfying the conservation law $\bar{\nabla}_{i} \bar{\eta}_{i j}=0$. The diagonal parts of $\bar{\eta}_{i j}$ were integer, the off-diagonal parts half-integer. Such a sum contained only three independent sets of integer numbers which were not able to distinguish the full variety of all possible defect lines. So the question arises as to how we have to modify the model so that all defect lines appear explicitly in the partition function. In order to work towards an answer to this question let us first try and reformulate the continuous decomposition of the defect tensor according to dislocations and disclinations in such a way that it can be used on a lattice.

### 16.1. DEFECT DENSITIES ON A LATTICE

In analogy with the differential definitions (2.42) we define dislocation and disclination densities on the lattice as follows:

$$
\begin{equation*}
\bar{\alpha}_{i j}(\mathbf{x}) \equiv \varepsilon_{i k \ell} \nabla_{k} \nabla_{\epsilon} u_{j}(\mathbf{x}+\mathbf{i}), \quad \bar{\Theta}_{i j}(\mathbf{x}) \equiv \varepsilon_{i k \ell} \nabla_{k} \nabla_{\ell} \omega_{j}(\mathbf{x}+\mathbf{i}), \tag{16.1}
\end{equation*}
$$

where we have introduced the rotation field

$$
\begin{equation*}
\omega_{i}(\mathbf{x}) \equiv \frac{1}{2} \varepsilon_{i j k} \omega_{j k}(\mathbf{x}) \equiv \frac{1}{2} \varepsilon_{i j k} \nabla_{j} u_{k}(\mathbf{x}) . \tag{16.2}
\end{equation*}
$$

From the definition of $\bar{\Theta}_{i j}(\mathbf{x})$ we find directly the conservation law for disclinations on the lattice,

$$
\begin{equation*}
\bar{\nabla}_{i} \bar{\Theta}_{i j}(\mathbf{x})=0 . \tag{16.3}
\end{equation*}
$$

In order to derive the lattice analogue of the conservation law for dislocations we write

$$
\begin{align*}
\bar{\alpha}_{i n}(\mathbf{x})= & \frac{1}{2} \varepsilon_{i k \ell} \nabla_{k}\left(\nabla_{l} u_{n}(\mathbf{x}+\mathbf{i})+\nabla_{n} u_{t}(\mathbf{x}+\mathbf{i})\right)+\frac{1}{2} \varepsilon_{i k t} \nabla_{k}\left(\nabla_{l} u_{n}(\mathbf{x}+\mathbf{i})\right. \\
& \left.-\nabla_{n} u_{t}(\mathbf{x}+\mathbf{i})\right) \\
= & \varepsilon_{i k t} \nabla_{k} u_{\ell n}(\mathbf{x}+\mathbf{i})+\varepsilon_{i k t} \nabla_{k} \omega_{\ell n}(\mathbf{x}+\mathbf{i}) \\
= & \varepsilon_{i k t} \nabla_{k} u_{\ell n}(\mathbf{x}+\mathbf{i})+\delta_{i n} \nabla_{r} \omega_{r}(\mathbf{x}+\mathbf{i})-\nabla_{n} \omega_{i}(\mathbf{x}+\mathbf{i}) \tag{16.4}
\end{align*}
$$

and arrive at the conservation law

$$
\begin{align*}
\bar{\nabla}_{i} \bar{\alpha}_{i n}(\mathbf{x}) & =\nabla_{i} \bar{\alpha}_{i n}(\mathbf{x}-\mathbf{i})=\nabla_{n} \nabla_{j} \omega_{j}(\mathbf{x})-\nabla_{j} \nabla_{n} \omega_{j}(\mathbf{x}) \\
& =-\varepsilon_{i j n} \varepsilon_{i k c} \nabla_{k} \nabla_{i} \omega_{j}(\mathbf{x})=-\varepsilon_{i j n} \bar{\Theta}_{i j}(\mathbf{x}-\mathbf{i}) . \tag{16.5}
\end{align*}
$$

Furthermore, from (16.1) we see that

$$
\begin{equation*}
\alpha_{i i}(\mathbf{x}-\mathbf{i})=\varepsilon_{i k c} \nabla_{k} \nabla_{\epsilon} u_{i}(\mathbf{x})=2 \nabla_{k} \omega_{k}(\mathbf{x}), \tag{16.6}
\end{equation*}
$$

implying that (16.3) can be rewritten as

$$
\varepsilon_{i k \ell} \nabla_{k} u_{i n}(\mathbf{x}+\mathbf{i})=\nabla_{n} \omega_{i}(\mathbf{x}+\mathbf{i})+\alpha_{i n}(\mathbf{x})-\frac{1}{2} \delta_{i n} \alpha_{r r}(\mathbf{x}-\mathbf{r}+\mathbf{i}) .
$$

Shifting the argument by $\mathbf{j}$ and applying the lattice curl $\varepsilon_{j m n} \nabla_{m}$ this becomes

$$
\begin{equation*}
\bar{\eta}_{i j}(\mathbf{x})=\bar{\Theta}_{j i}(\mathbf{x}+\mathbf{j})+\varepsilon_{j m u} \nabla_{m m}\left[\bar{\alpha}_{i n}(\mathbf{x}+\mathbf{j})-\frac{1}{2} \delta_{i n} \bar{\alpha}_{r r}(\mathbf{x}-\mathbf{r}+\mathbf{i}+\mathbf{j})\right], \tag{16.7}
\end{equation*}
$$

where $\bar{\eta}_{i j}(\mathbf{x})$ is the defect tensor on the lattice,

$$
\begin{equation*}
\bar{\eta}_{i j}(\mathbf{x}) \equiv \varepsilon_{i k c} \varepsilon_{j m n} \nabla_{k} \nabla_{m} u_{\ell n}(\mathbf{x}+\mathbf{i}+\mathbf{j}) \tag{16.8}
\end{equation*}
$$

Hence we may define Nye's contortion on the lattice by

$$
\begin{equation*}
\bar{K}_{i n}(\mathbf{x}) \equiv-\bar{\alpha}_{i n}+\frac{1}{2} \delta_{i j} \bar{\alpha}_{r r}(\mathbf{x}-\mathbf{r}+\mathbf{i}) \tag{16.9}
\end{equation*}
$$

and write

$$
\begin{equation*}
\bar{\eta}_{i j}(\mathbf{x})=\bar{\Theta}_{j i}(\mathbf{x}+\mathbf{j})-\varepsilon_{j m, n} \nabla_{m} \bar{K}_{i n}(\mathbf{x}+\mathbf{j}), \tag{16.10}
\end{equation*}
$$

which is the desired lattice analogue of the decomposition (2.80a).
It is also straightforward to derive the other form (2.80b) of this decomposition. For this we take the expression and apply the identity

$$
\begin{equation*}
\varepsilon_{j m m} \delta_{i q}-\frac{1}{2} \varepsilon_{i j m} \delta_{m q}=-\frac{1}{2}\left(\varepsilon_{m i n} \delta_{j q}+\varepsilon_{m j n} \delta_{i q}\right) . \tag{16.11}
\end{equation*}
$$

This gives

$$
\begin{aligned}
& -\varepsilon_{j m, n} \nabla_{m} \bar{K}_{i n}(\mathbf{x}+\mathbf{j}) \\
& \quad=\varepsilon_{j m n} \nabla_{m}\left(\bar{\alpha}_{i n}(\mathbf{x}+\mathbf{j})-\frac{1}{2} \delta_{i n} \bar{\alpha}_{r r}(\mathbf{x}-\mathbf{r}+\mathbf{i}+\mathbf{j})\right) \\
& \quad=-\frac{1}{2} \nabla_{m}\left(\varepsilon_{m i n} \bar{\alpha}_{j n}(\mathbf{x}+\mathbf{i})+\varepsilon_{m j n} \bar{\alpha}_{i n}(\mathbf{x}+\mathbf{i})-\varepsilon_{j i n} \bar{\alpha}_{m m}(\mathbf{x}-\mathbf{m}+\mathbf{i}+\mathbf{j})\right)
\end{aligned}
$$

so that we obtain indeed the lattice version of (2.80b):

$$
\begin{align*}
\bar{\eta}_{i j}(\mathbf{x})= & \bar{\Theta}_{j i}(\mathbf{x}+\mathbf{i})-\frac{1}{2} \nabla_{m}\left(\varepsilon_{m i n} \bar{\alpha}_{j n}(\mathbf{x}+\mathbf{i})+(i j)\right) \\
& +\frac{1}{2} \varepsilon_{i j n} \nabla_{m} \bar{\alpha}_{m n}(\mathbf{x}-\mathbf{m}+\mathbf{i}+\mathbf{j}) \tag{16.12}
\end{align*}
$$

The conservation law (16.4) can be used to rewrite the last term as

$$
\begin{aligned}
\varepsilon_{j i n} \nabla_{m} \bar{\alpha}_{m n}(\mathbf{x}-\mathbf{m}+\mathbf{i}+\mathbf{j}) & =\varepsilon_{j i m} \bar{\nabla}_{m} \alpha_{m k}(\mathbf{x}+\mathbf{i}+\mathbf{j}) \\
& =-\varepsilon_{j i k} \varepsilon_{i n k} \nabla_{k} \bar{\Theta}_{\epsilon n}(\mathbf{x}-\ell+\mathbf{i}+\mathbf{j}) \\
& =-\bar{\Theta}_{j j}(\mathbf{x}+\mathbf{i})+\bar{\Theta}_{i j}(\mathbf{x}+\mathbf{j})
\end{aligned}
$$

Inserting this into (16.12) gives

$$
\begin{equation*}
\bar{\eta}_{i j}(\mathbf{x})=\frac{1}{2}\left(\bar{\Theta}_{j i}(\mathbf{x}+\mathbf{i})+(i j)\right)-\frac{1}{2} \nabla_{m}\left(\varepsilon_{m i n} \bar{\alpha}_{j n}(\mathbf{x}+\mathbf{i})+(i j)\right) \tag{16.13}
\end{equation*}
$$

which exhibits correctly the symmetry of the defect tensor.
Forming the lattice derivative $\bar{\nabla}_{i} \bar{\eta}_{i j}$ and using the conservation laws of dislocations and disclinations

$$
\bar{\nabla}_{i} \bar{\alpha}_{i n}(\mathbf{x}+\mathbf{j})=-\varepsilon_{n p q} \bar{\Theta}_{p q}(\mathbf{x}-\mathbf{p}+\mathbf{j}), \quad \bar{\nabla}_{i} \bar{\Theta}_{i j}(\mathbf{x}+\mathbf{j})=0
$$

we can verify that the defect tensor is also properly conserved:

$$
\begin{aligned}
\bar{\nabla}_{i} \bar{\eta}_{i j}(\mathbf{x}) & =\frac{1}{2} \bar{\nabla}_{i} \bar{\Theta}_{j i}(\mathbf{x}+\mathbf{i})+\frac{1}{2} \nabla_{m} \varepsilon_{m j n} \varepsilon_{n p q} \bar{\Theta}_{p q}(\mathbf{x}-\mathbf{p}+\mathbf{j}) \\
& =\frac{1}{2} \nabla_{i} \bar{\Theta}_{j i}(\mathbf{x})+\frac{1}{2} \nabla_{p} \bar{\Theta}_{p q}(\mathbf{x}-\mathbf{p}+\mathbf{j})-\frac{1}{2} \nabla_{q} \bar{\Theta}_{j q}(\mathbf{x})=0 .
\end{aligned}
$$

### 16.2. INTERDEPENDENCE OF DISLOCATIONS AND DISCLINATIONS

We now observe that for a given $\bar{\eta}_{i j}(\mathbf{x})$, the decomposition into dislocation and disclination densities is by no means unique. One possible trivial decomposition is

$$
\begin{equation*}
\bar{\alpha}_{i j}(\mathbf{x})=0, \quad \bar{\Theta}_{i j}(\mathbf{x}) \equiv \bar{\eta}_{i j}(\mathbf{x}) \tag{16.14}
\end{equation*}
$$

in which there are no dislocations but only a certain set of disclinations constrained so that $\bar{\Theta}_{i j}(\mathbf{x})$ is symmetric. Another possibility is

$$
\begin{align*}
& \bar{\Theta}_{i j}(\mathrm{x})=0, \\
& \bar{\alpha}_{i e}(\mathrm{x})=-\left.\varepsilon_{13 m} \sum_{x_{j}=-\infty}^{x_{3}-1} \bar{\eta}_{m( }\left(\mathbf{x}^{\prime}-\mathbf{m}\right)\right|_{x_{i}=x_{1}, x_{2}^{\prime}=x_{2}} . \tag{16.15}
\end{align*}
$$

The sum can also be written as

$$
\begin{equation*}
\bar{\alpha}_{i \gamma}(\mathrm{x})=-\varepsilon_{\nless 3 m} \frac{1}{\bar{v}_{3}} \bar{\eta}_{m i}(\mathrm{x}-\mathrm{m}) . \tag{16.16}
\end{equation*}
$$

Instead of picking the $z$-direction for the sum we can use any direction $\mathbf{n}=\hat{\mathbf{x}}, \widehat{\mathbf{y}}$, or $\hat{\mathbf{z}}$ and write

$$
\begin{equation*}
\bar{\alpha}_{i p}(\mathbf{x})=-\varepsilon_{\ell k m} \frac{1}{\mathrm{n} \cdot \nabla} n_{k} \dot{\eta}_{m i}(\mathbf{x}-\mathbf{m}) . \tag{16.17}
\end{equation*}
$$

By reinserting this expression into (16.13) we recover $\bar{\eta}_{i j}(\mathbf{x})$.
The operation (16.15) has a simple geometric meaning. Whenever there is a value $\bar{\eta}_{n i}(\mathbf{x}) \neq 0$ it may be viewed as a string of dislocations stretching from $\mathbf{x}$ along the positive $z$-axis to infinity.

The non-uniqueness of the decomposition of the defect-tensor is a manifestation of the interdependence of dislocations and disclinations which was discussed in general in Chapter 2 (and ignored in Chapter 8). It was also of importance in Section 14.11.

Whatever decomposition we choose, our model of defects and stresses involving only a sum over $\bar{\eta}_{i j}(\mathbf{x})$ contains only a subset of either dislocations or disclinations. In a real crystal, on the other hand, all configurations of dislocations and disclinations are possible and their elastic energies determine the probability of each configuration.

For a dislocation, each of the circuit integrals

$$
\begin{equation*}
\oint d u_{j}(\mathbf{x})=b_{j} \tag{16.18}
\end{equation*}
$$

can be an arbitrary multiple of the basis vectors. This means that each of the displacement vectors $u_{j}(\mathbf{x})$ can have its own independent jumps across the links $\mathbf{j}=\hat{\mathbf{x}}, \hat{\mathbf{y}}$, and $\hat{\mathbf{z}}$. The energy must therefore contain jumping numbers $n_{i j}(\mathbf{x})$ corresponding to all lattice gradients $\nabla_{i} u_{j}(\mathbf{x})$. The model, up to now, was restricted to only symmetric matrices $n_{i j}(\mathbf{x})$. This restriction was a consequence of the fact that the elastic energy involves only the symmetric combination of gradients, i.e., the strain

$$
\begin{equation*}
u_{i j}=\frac{1}{2}\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}\right) . \tag{16.19}
\end{equation*}
$$

In order to include the antisymmetric part of $n_{i j}(\mathbf{x})$, the elastic energy has to contain also the antisymmetric part of the gradients,

$$
\begin{equation*}
\omega_{i j}=\frac{1}{2}\left(\nabla_{i} u_{j}-\nabla_{j} u_{i}\right) . \tag{16.20}
\end{equation*}
$$

In the classical theory of elasticity this is not the case. The reason lies in the extreme long-wavelength approximation of that theory. Only first gradients of the displacement field $u_{i}(\mathbf{x})$ are considered. At that level the rotation field, which is itself a first-gradient field, is a constant and does not vary throughout the crystal. It corresponds to a global rotation of the entire crystal. It follows from rotational invariance that the energy is independent of $\omega_{i}(\mathbf{x})$.

When describing the situation in this way it becomes obvious that the absence of $\omega_{i}(x)$ is not an intrinsic property of the system but a consequence of the first-gradient approximation. This approximation is sufficiently accurate for most classical problems which involve only the long-range aspects of elasticity. Questions concerning disclinations,
however, are of a more microscopic nature and involve directly the rotation field $\omega_{i}(\mathbf{x})$. They cannot be answered within this approximation. This suggests a rather obvious way of extending the defect model of melting. The elastic energy must be made sensitive to variations of $\omega_{i}(\mathbf{x})$ in the crystal. Thus it must depend, at least, on $\partial_{i} \omega_{j}(\mathbf{x})$ which means that second gradients of the displacement field are present. Due to the absence of $\omega_{i}(x)$ in the classical theory of elasticity, the elastic energy depends entirely on the symmetric combination of gradients, the strain tensor $\left(\partial_{i} u_{j}+\partial_{j} u_{j}\right) / 2$. This tensor can be calculated uniquely if the symmetric defect tensor $\eta_{i j}(\mathbf{x})$ vanishes. We had seen previously in Eqs. (2.105) that the distortion fields $\partial_{i} u_{j}(x)$ themselves cannot be determined knowing only that $\eta_{i j}(\mathbf{x})=0$ (besides boundary conditions). Their determination would require the additional knowledge of the vanishing of the rotational defects, $\Theta_{i j}(\mathbf{x})=0$. Only then can we reconstruct the field $\omega_{i j}(\mathbf{x})=(1 / 2)\left(\partial_{i} u_{j}(\mathbf{x})-\partial_{j} u_{i}(\mathbf{x})\right)$ which can be combined with $u_{i j}(\mathbf{x})$ to find $\partial_{i} u_{j}(\mathbf{x})$. The independence of $\omega_{i}(\mathbf{x})$ makes the classical elastic energy highly degenerate with respect to variations of the defect configurations. The degeneracy is described quantitatively via the decomposition (2.80) of the defect tensor. The tensor $\eta_{i j}(\mathbf{x})$ which uniquely determines the elastic energy consists only of three sets of independent integer of halfinteger numbers. In contrast, the disclination tensor $\Theta_{i j}(\mathbf{x})$ has six independent elements and the dislocation tensor $\alpha_{i j}(\mathbf{x})$ another six. Of these twelve degrees of freedom, only three differ by their classical elastic energy. Our model of defect melting identifies all degenerate defect configurations and distinguishes only the three equivalence classes of defects which are characterized by different elastic energy densities. As far as the thermodynamic behavior of all defects is concerned, this identification is of no consequence since inclusion of the degenerate degrees of freedom in the partition function would merely result in a trivial, temperature independent, overall factor (albeit an infinite one). The situation is very similar to that encountered previously in gauge theories. Also there we were confronted with a degeneracy field configuration which were those differing by a gauge transformation. Had we performed the path integral naively, this would have resulted in an infinite overall factor. The overall factor was removed by a gauge-fixing condition. In the same sense we may view the present system as a model of dislocations and disclinations but with a "gauge-fixing condition" imposed so as to remove the energetically degenerate defect configurations, namely, those with different $\Theta_{i j}(\mathbf{x}), \alpha_{i j}(\mathbf{x})$ but equal $\eta_{i j}(\mathbf{x})$.

### 16.3. DEGENERATE DEFECT CONFIGURATIONS IN LINEAR ELASTICITY

Let us analyze the structure of these degenerate defect configurations in more detail. For simplicity, we shall work in the continuum limit. Then we can apply the helicity decomposition which simplifies the counting of the different components. First we rewrite the decomposition of the defect tensor.

$$
\begin{equation*}
\eta_{t n}(\mathbf{x})=\Theta_{\iota \prime}(\mathbf{x})+\frac{1}{2}\left(\partial_{k} \varepsilon_{t k i} \alpha_{n i}(\mathbf{x})+\left(\ell_{n}\right)\right)+\frac{1}{2} \varepsilon_{t n i} \partial_{m} \alpha_{m i}(\mathbf{x}) . \tag{16.21}
\end{equation*}
$$

in helicity form. Due to the conservation law $\partial_{1} \Theta_{\ell n}(x)=0$, the tensor $\Theta_{l n}(\mathbf{x})$ contains only the six components $\Theta^{(2, \pm 2)}, \Theta^{L}, \Theta^{+ \pm} \equiv$ $\left(\Theta^{(2 . \pm 1)}+\Theta^{(1 . \pm 1)}\right) / \sqrt{2}$ and $\Theta^{(1.0)}$ (as was the case with the divergenceless matrices $\alpha_{\ell n}(\mathbf{x})$ in Chapter 4). As for the eliminated 3 components $\Theta^{L^{\prime}}$, $\Theta^{- \pm} \equiv\left(\Theta^{(2 . \pm 1)}-\Theta^{(1 . \pm 1)}\right) / \sqrt{2}$, they correspond to the pure gauge components in Eq. (4.117).

The $\alpha_{t i}(\mathbf{x})$ tensor has 9 components. The last term in (16.21) is antisymmetric in $\ell, n$ and thus must be of unit spin (spins 2 and 0 have symmetric tensors). Since $\partial_{,}$is contracted with the first index of $\alpha_{m i}$, it contains precisely those helicity components which are eliminated by a condition $\partial_{m} \alpha_{m i}=0$, namely, $\alpha^{L^{\prime}}, \alpha^{- \pm} \equiv\left(\alpha^{(2 . \pm 1)}-\alpha^{(1 . \pm 1)}\right) / \sqrt{2}$. Hence we need to consider only these three components and we find in momentum space [recall Eqs. (4.62) and (4.57)-(4.62)]:

$$
\begin{align*}
& \frac{i}{2} \varepsilon_{C n i} p_{m}\left[e_{m i}^{L^{\prime}} \alpha^{L^{\prime}}+e_{m i}^{-+} \alpha^{-+}+e_{m i}^{--} \alpha^{--}\right]=\frac{i}{2} p \varepsilon_{\varepsilon_{n i}}\left[\hat{p}_{i} \alpha^{L^{\prime}}+e_{i} \alpha^{-+}-e_{i}^{*} \alpha^{--}\right] \\
& \quad=\frac{1}{\sqrt{2}} p\left[e_{l n}^{(1.0)} \alpha^{L^{\prime}}+e_{m}^{(1,1)} \alpha^{-+}-e_{(m}^{(1 .-1)} \alpha^{--}\right] . \tag{16.22}
\end{align*}
$$

The two other $\alpha$ terms are brought to helicity form by using the general formula (4.110), but taking care that the indices $n$ and $i$ appear in the opposite order so that $\alpha^{(1, \pm 1)}$ appears with the opposite sign. Symmetrizing in the indices $\ell$ and $n$ removes the spin- 1 polarization tensors and we have

$$
\begin{align*}
\frac{1}{2}\left(\varepsilon_{1 k i} \partial_{k} \alpha_{1 \prime i}+(\ell \leftrightarrow n)\right) & =p\{e\}_{n}^{(2.2)} \alpha^{(2.2)}-e_{\left(\frac{2}{2},-2\right)} \alpha^{(2 .-2)}-e_{(n}^{L} \alpha^{(1.0)} \\
& \left.+\frac{1}{\sqrt{2}} e^{(2.1)} \alpha^{-+}-\frac{1}{\sqrt{2}} e^{(2 .-1)} \alpha^{--}\right\} \tag{16.23}
\end{align*}
$$

Inserting this and (16.22) into (16.21), the helicity components of the defect tensor decompose as follows: ${ }^{\text {a }}$

$$
\begin{gather*}
\eta^{(2 . \pm 2)}=\Theta^{(2 . \pm 2)} \pm p \alpha^{(2, \pm 2)}  \tag{16.24}\\
\eta^{L}=\Theta^{L}-p \alpha^{(1.1)} \tag{16.25}
\end{gather*}
$$

Remembering now that $\Theta^{- \pm}=0$ (due to $\partial_{i} \Theta_{i j}=0$ ) we see that the antisymmetric parts on the right-hand side cancel, i.e.,

$$
\begin{gather*}
\Theta^{+ \pm} \pm p \alpha^{- \pm}=0  \tag{16.26}\\
\Theta^{(1 .(1)}+p \alpha^{L} / \sqrt{2}=0 \tag{16.27}
\end{gather*}
$$

These three relations are, of course, just the helicity version of the conservation law for dislocation densities, $\partial_{m} \alpha_{m i}=-\varepsilon_{i k l} \Theta_{k t}$. The components $L .((2, \pm 1)+(1, \pm 1)) / \sqrt{2}$ of $\alpha_{i ;}$ are absent. in agreement with their decoupling from the stress field observed in Eq. (4.127).

Equation (16.24)-(16.27) show clearly which changes can be made on the defect configuration without changing the stress field of linear elasticity:

$$
\begin{align*}
\alpha^{(2 . \pm 2)} \rightarrow \alpha^{(2 . \pm 2)}+\Lambda^{(2 . \pm 2)}, & \Theta^{(2 . \pm 2)} \rightarrow \Theta^{(2 . \pm 2)} \mp|\mathbf{p}| \Lambda^{(2 . \pm 2)} . \\
\alpha^{(1.0)} \rightarrow \alpha^{(1.0)}+\Lambda^{(1.0)}, & \Theta^{L} \rightarrow \Theta^{L}+|\mathbf{p}| \Lambda^{(1 .(1))} \\
\alpha^{- \pm} \rightarrow \alpha^{- \pm}+\Lambda^{ \pm 1}, & \Theta^{+ \pm} \rightarrow \Theta^{+ \pm} \mp|\mathbf{p}| \Lambda^{ \pm 1} . \\
\alpha^{L^{\prime}} \rightarrow \alpha^{L^{\prime}}+\Lambda^{L^{\prime}}, & \Theta^{(1.0)} \rightarrow \Theta^{(1.0)}-|\mathbf{p}| \Lambda^{L^{\prime} / \sqrt{2} .} \tag{16.28a}
\end{align*}
$$

In addition there are the changes of the three components $\alpha^{L}$. $\left(\alpha^{(2 . \pm 1)}+\alpha^{(1 . \pm 1)}\right) / \sqrt{2}$ of $\alpha_{i ;}$ which do not appear in $\eta_{i j}$ at all:

$$
\begin{equation*}
\alpha^{L} \rightarrow \alpha^{L}+\Lambda^{L}, \quad \alpha^{+ \pm} \rightarrow \alpha^{+ \pm}+\Lambda^{ \pm} . \tag{16.28b}
\end{equation*}
$$

[^26]These 9 transformations among degenerate defect configurations may be considered as a kind of gauge invariance associated with the linear long wavelength approximation of classical clasticity. Our model was based on this approximation. Thus, if we would have tried to include all defect configurations, we would have obtained a sixfold infinite temperature independent overall factor. By summing over only the three independent components of the defect tensor $\eta_{i j}(\mathbf{x})$, this factor did not appear.

In a physical crystal we expect the above described degeneracy to be removed by crystalline forces. If we want to find out how this happens we have to go beyond the classical theory of elasticity. There are two ways by which this theory may be extended.

1. If the length scale over which the displacement field varies is large compared with the atomic distances, but no longer extremely large, then higher derivative terms of the displacement field $u_{i}(\mathbf{x})$ have to be considered.
2. If any of the gradients of $\partial_{i} u_{j}, \partial_{i_{1}} \partial_{i} u_{j}, \ldots$ becomes large, higher powers of the gradients. have to be considered, i.e., $(\partial u)^{3} .(\partial \partial u)^{3} . \ldots$

If we want to understand the elastic properties of realistic crystalline defects. then both extensions are necessary. In the neighbourhood of a defect, both the length scale over which the displacement varies as well as the size of the gradients become large. Thus we need terms of these two kinds in the elastic energy. The second kind is nonlinear and hard to handle. At best it can be treated perturbatively. The consequences of the first kind, on the other hand. are straightforward to evaluate, due to the linearity in the displacement field. They will be discussed in Chapter 17.

### 16.4. EXTENDING THE DEFECT SUM TO THE LATTICE

For the purpose of extending the defect sum, we have to find a proper lattice representation of all defect configurations. We recall the general continuum procedure of describing the plastic deformation associated with a general line-like defect as given in Section 2.10. There we began with the trivial Volterra operation of taking a volume piece of the crystal and shifting and rotating it by a lattice vector and a symmetry angle. respectively.

$$
\begin{equation*}
u_{1}(\mathbf{x})=-\delta(V)\left(b_{1}+\varepsilon_{l / r} \Omega_{q} x_{r}\right) . \tag{16.29}
\end{equation*}
$$

By differentiation we found from this.

$$
\begin{align*}
\frac{1}{2}\left(\partial_{i} u_{\ell}(\mathbf{x})+\partial_{i} u_{i}(\mathbf{x})\right) & =\frac{1}{2}\left[\delta_{i}(S)\left(b_{\ell}+\varepsilon_{\ell q}, \Omega_{q} x_{r}\right)+(i \ell)\right] \\
& =\frac{1}{2}\left(\beta_{i!}^{p}(\mathbf{x})+\beta_{i j}^{p}(\mathbf{x})\right)  \tag{16.30}\\
\dot{\partial}_{n} \omega_{j}(\mathbf{x})= & \frac{1}{2} \varepsilon_{j k \ell} \partial_{n} \beta_{k \ell}^{p}(\mathbf{x})+\phi_{n j}^{p}(\mathbf{x}) \tag{16.31}
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{i t}^{p}(\mathbf{x})=\delta_{i}(S)\left(b_{\ell}+\varepsilon_{t q r} \Omega_{q} x_{r}\right), \quad \phi_{i t}^{p}(\mathbf{x})=\delta_{i}(S) \Omega_{t} \tag{16.32}
\end{equation*}
$$

were the plastic distortions and rotations of the crystal. From these we obtained the defect densities [recall (2.68), (2.69)]

$$
\begin{align*}
\bar{\alpha}_{i r}(\mathbf{x})= & \varepsilon_{i j k} \partial_{j} \beta_{k t}^{p}+\varepsilon_{i t} \phi_{k k}^{p}-\phi_{i t}^{p}=\varepsilon_{i j k} \partial_{j} \delta_{k}(S)\left(b_{\ell}+\varepsilon_{i q r} \Omega_{q i} x_{r}\right) \\
= & \delta_{i}(L)\left(b_{\epsilon}+\varepsilon_{i q r} \Omega_{q} x_{r}\right),  \tag{16.33}\\
& \bar{\Theta}_{i p}(\mathbf{x})=\varepsilon_{i j k} \partial_{j} \phi_{k \ell}^{p}=\varepsilon_{i j k} \partial_{j} \delta_{k}(S) \Omega_{t}=\delta_{i}(L) \Omega_{\ell}, \tag{16.34}
\end{align*}
$$

exhibiting the physical boundary line $L$ via Stokes' theorem on the $\delta$-function [see (18.17), Part II]

$$
\begin{equation*}
\varepsilon_{i j k} \partial_{j} \delta_{k}(S)=\delta_{i}(L) \tag{16.35}
\end{equation*}
$$

An ensemble of lines which can be either dislocations or disclinations (or both) was given by

$$
\begin{align*}
& \beta_{i r}^{p}(\mathbf{x})=\sum_{\alpha} \delta_{i}\left(S_{\alpha}\right) b_{\alpha \gamma}+\sum_{\beta} \delta_{i}\left(S_{\beta}\right) \varepsilon_{\psi q r} \Omega_{\beta q} x_{r} \\
& \phi_{\prime \prime j}^{\prime \prime}(\mathbf{x})=\sum_{\beta} \delta_{i}\left(S_{\beta}\right) \Omega_{\beta j} \tag{16.36}
\end{align*}
$$

where $\alpha$ runs through the Volterra surfaces with different possible Burgers vectors and $\beta$ through those with different Frank vectors of the crystal. It has the defect densities

$$
\begin{align*}
& \alpha_{i r}(\mathbf{x})=\sum_{\alpha} \delta_{i}\left(L_{\alpha}\right) b_{\alpha r}+\sum_{\beta} \delta_{i}\left(L_{\beta}\right) \varepsilon_{\ell q r} \Omega_{q} \delta_{r}, \\
& \Theta_{i r}(\mathbf{x})=\sum_{\beta} \delta_{i}\left(L_{\beta}\right) \Omega_{\beta \ell} . \tag{16.37}
\end{align*}
$$

Let us now see how this differential structure can be generalized to a discrete simple cubic lattice. Then $\delta$-functions over a volume are given by lattice functions $N(\mathbf{x})$ which can take values 0 and 1 on the different sites $\mathbf{x}$. It is therefore suggestive to simply replace the continuous expression (16.29) by

$$
\begin{equation*}
u_{r}(\mathbf{x})=-N(\mathbf{x})\left(b_{r}+\varepsilon_{\ell_{q}, r} \Omega_{q_{q}} x_{r}\right) \tag{16.38}
\end{equation*}
$$

The alert reader will immediately realize that this Ansatz, while representing the most straightforward generalization of the trivial Volterra operation in the continuum to a discrete form, is physically not the proper analogue. The Volterra operation in the continuum is an infinitesimal translation plus rotation of a crystalline piece. In a real lattice, this should become a discrete translation plus a discrete rotation by an angle of the crystal symmetry. In simple cubic crystal, the minimal symmetry angle is $\Omega= \pm \pi / 2$. But then the discontinuity across the surface can no longer be calculated using the infinitesimal formula of a vector product $\varepsilon_{\text {fqr }} \Omega_{q} x_{r}$.

The operation (16.38) is therefore not really a translation plus a rotation. It does, however, represent an allowed change of atomic rest positions from where to count the displacements vectors as long as $b_{\mu}$ and $\Omega_{q}$ are integer numbers. The translation by $\varepsilon_{\ell q r} \Omega_{q} x_{r}$ may be viewed as the straight-line continuation of an infinitesimal rotation along the tangent direction. In this way it accounts for the basic properties of crystal disclinations without introducing the non-Abelian complexities of the finite rotation group. We shall call this approach the tangential approximation to disclinations.

Within this approximation it is possible to carry out all the previous differential analysis on discrete crystals. Forming the lattice derivatives of (16.38) and respecting the product rule

$$
\begin{align*}
\nabla_{i} A(\mathbf{x}) B(\mathbf{x}) & =A(\mathbf{x}+\mathbf{i}) B(\mathbf{x}+\mathbf{i})-A(\mathbf{x}) B(\mathbf{x}) \\
& =(A(\mathbf{x}+\mathbf{i})-A(\mathbf{x})) B(\mathbf{x}+\mathbf{i})+A(\mathbf{x})(B(\mathbf{x}+\mathbf{i})-B(\mathbf{x})) \\
& \left.=\left(\nabla_{i} A(\mathbf{x})\right) B(\mathbf{x}+\mathbf{i})\right)+A(\mathbf{x}) \nabla_{i} B(\mathbf{x}) \\
& =\left(\bar{\nabla}_{i} A(\mathbf{x}+\mathbf{i})\right) B(\mathbf{x}+\mathbf{i})+A(\mathbf{x}) \nabla_{i} B(\mathbf{x}) . \tag{16.39}
\end{align*}
$$

we find

$$
\begin{equation*}
\nabla_{i} u_{r}(\mathbf{x})=-\nabla_{i} N(\mathbf{x})\left(b_{r}+\varepsilon_{r q r} \Omega_{q}\left(x_{r}+\delta_{i r}\right)\right)-N(\mathbf{x}) \varepsilon_{r q i} \Omega_{q} \tag{16.40}
\end{equation*}
$$

and
$\left(\nabla_{i} u_{i}(\mathbf{x})+\nabla_{\ell} u_{i}(\mathbf{x})\right) / 2=-\nabla_{i} N(\mathbf{x})\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q}\left(x_{r}+\delta_{i r}\right)\right)+(\ell i)$.
The derivatives $n_{i}(\mathbf{x}) \equiv-\nabla_{i} N(\mathbf{x})$ describe the boundary surface of the volume elements $N(\mathbf{x})$. They are the lattice version of the $\delta$-functions $\delta_{k}(S)=-\partial_{k} \delta(V)$ [see (18.20), Part II]

A proper lattice defect is now obtained by taking the surface to be open. Then the components $n_{i}(\mathbf{x})$ become independent. We therefore introduce the plastic distortion on the lattice as follows:

$$
\begin{equation*}
\beta_{i}^{p}(\mathbf{x}) \equiv n_{i}(\mathbf{x})\left(b_{i}+\varepsilon_{\ell q r} \Omega_{q}\left(x_{r}+\delta_{i r}\right)\right) . \tag{16.42}
\end{equation*}
$$

A similar treatment can be given to the rotation field which we defined in (16.2) as the lattice gradient version of the usual rotation field

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=\frac{1}{2} \varepsilon_{i j k} \nabla_{j} u_{k}(\mathbf{x}) . \tag{16.43}
\end{equation*}
$$

Inserting here the Volterra operation (16.38), we find the lattice gradient of $\omega_{j}(\mathbf{x})$,

$$
\begin{equation*}
\nabla_{n} \omega_{j}(\mathbf{x})=\frac{1}{2} \varepsilon_{j k} \nabla_{n} \beta_{k \boldsymbol{r}}^{p}(\mathbf{x})+\phi_{n j}^{p}(\mathbf{x}), \tag{16.44}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{i j}^{l}(\mathbf{x}) \equiv n_{i}(\mathbf{x}) \Omega_{j} \tag{16.45}
\end{equation*}
$$

is the lattice version of the plastic rotation [recall Eqs. (2.62)-(2.68)].
We now use the lattice definitions (16.1), (16.2) and calculate the defect densities,

$$
\begin{align*}
\bar{\alpha}_{i r}(\mathbf{x}) & =\varepsilon_{i k \ell} \nabla_{k} \nabla_{\ell} u_{j}(\mathbf{x}+\mathbf{i}) \\
& =\varepsilon_{i k r} \nabla_{k} n_{\ell}(\mathbf{x}+\mathbf{i})\left(b_{j}+\varepsilon_{i q r} \Omega_{q}(\mathbf{x}+\ell+\mathbf{i})_{r}\right)  \tag{16.46}\\
\bar{\Theta}_{i r}(\mathbf{x}) & =\varepsilon_{i k r} \nabla_{k} \nabla_{r} \omega_{j}(\mathbf{x}+\mathbf{i})=\varepsilon_{i k \ell} \nabla_{k} n_{r}(\mathbf{x}+\mathbf{i}) \Omega_{r} . \tag{16.47}
\end{align*}
$$

Defect lines are introduced by using Stokes' theorem on the lattice according to which the divergenceless vectors

$$
\begin{equation*}
\ell_{i}(\mathbf{x})=\varepsilon_{i k \gamma} \nabla_{k} n_{p}(\mathbf{x}+\mathbf{i}) \tag{16.48}
\end{equation*}
$$

form the closed boundary lines of the surfaces described by $n_{i}(\mathbf{x})$. This was shown in Part II in connection with Eq. (8.3). Thus $\ell_{i}(\mathbf{x})$ represents the lattice analogue of the $\delta$-function $\delta_{i}(L)=\varepsilon_{i k} \dot{\delta}_{k} \delta_{i}(S)$ and the defect densities become

$$
\begin{gather*}
\bar{\alpha}_{i C}(\mathbf{x})=\ell_{i}(\mathbf{x})\left(b_{j}+\varepsilon_{i q r} \Omega_{q}\left(x_{r}+\delta_{i r}+\delta_{i r}\right)\right),  \tag{16.49}\\
\Theta_{i c}(\mathbf{x})=\ell_{i}(\mathbf{x}) \Omega_{\ell} . \tag{16.50}
\end{gather*}
$$

For an ensemble of lines which can be either dislocations or disclinations, or both, the plastic fields are

$$
\begin{gather*}
\beta_{i i}^{p}(\mathbf{x})=\sum_{\alpha} n_{\alpha i}(\mathbf{x}) b_{\alpha \ell}+\sum_{\beta} m_{\beta i}(\mathbf{x}) \varepsilon_{r q r} \Omega_{\beta \ell}\left(x_{r}+\delta_{i r}\right),  \tag{16.51}\\
\phi_{i t}^{\prime}(\mathbf{x})=\sum_{\beta} m_{\beta i}(\mathbf{x}) \Omega_{\beta r} . \tag{16.52}
\end{gather*}
$$

where the sum over $\alpha$ and $\beta$ covers all Burgers and Frank vectors, respectively, and $n_{c i}(\mathbf{x}), m_{\beta i}(\mathbf{x})=0,1$ describe the Volterra surfaces associated with these.
We now make use of the fact that the Burgers and Frank vectors occur in all integer multiples of three fundamental vectors. These integers can be absorbed into the numbers $n_{\alpha i}(\mathbf{x}), m_{\beta i}(\mathbf{x})$ which are then no longer restricted to 0,1 but cover all integers $0, \pm 1, \pm 2, \ldots$

The defect densities associated with these plastic fields are

$$
\begin{align*}
& \bar{\alpha}_{i t}(\mathbf{x})=\sum_{\alpha} \ell_{i}^{\alpha}(\mathbf{x}) b_{\alpha r}+\sum_{\beta} \ell_{i}^{\beta}(\mathbf{x}) \varepsilon_{\ell q r} \Omega_{\beta q}\left(x_{r}+\delta_{r r}+\delta_{i r}\right) \\
& \bar{\Theta}_{i r}(\mathbf{x})=\sum_{\beta} \ell_{i}^{\beta}(\mathbf{x}) \Omega_{\beta r} . \tag{16.53}
\end{align*}
$$

Since $\ell_{i}^{\alpha}, \ell_{i}^{\beta}$ are divergenceless, these densities satisfy the proper conservation laws on the lattice,

$$
\begin{align*}
& \bar{\nabla}_{i} \bar{\Theta}_{i r}(\mathbf{x})=0 \\
& \bar{\nabla}_{i} \bar{\alpha}_{i r}(\mathbf{x})=\nabla_{i} \bar{\alpha}_{i t}(\mathbf{x}-\mathbf{i})=-\varepsilon_{\ell p q} \bar{\Theta}_{p q}(\mathbf{x}-\mathbf{p}) \tag{16.54}
\end{align*}
$$

as they should.

We shall use these results and construct an extended model, in which the full sum over all defect configurations appears explicitly with distinct contributions. Before we can do this we must first extend the classical theory of linear elasticity to higher gradients which will be the subject of Chapter 17.

### 16.5. TWO-DIMENSIONAL CONSIDERATIONS

It is useful to look at the same question in two dimensions where the situation is much simpler. There the total defect tensor as well as the disclination density reduce to one independent integer-valued component each, $\bar{\eta}_{33}(\mathbf{x})=\bar{\eta}(\mathbf{x}), \bar{\Theta}_{33}(\mathbf{x})=\bar{\Theta}(\mathbf{x})$. The dislocation density becomes an integer-valued vector field $\bar{\alpha}_{i}(\mathbf{x})$ (recall Section 2.13). For a single dislocation at $\mathbf{x}, \bar{\alpha}_{i}(\mathbf{x})$ has the form $b_{i} \delta^{(2)}(\mathbf{x})$ where $b_{i}$ is the Burgers vector. Thus, a distribution of dislocations $\bar{\alpha}_{i}(\mathbf{x})$ may be pictured directly as a "gas of Burgers vectors" with integer components $b_{i}(\mathbf{x})=\bar{\alpha}_{i}(\mathbf{x})$. The defect density can be written on the lattice as [compare (2.94)]

$$
\begin{equation*}
\bar{\eta}(\mathbf{x})=\bar{\Theta}(\mathbf{x})+\varepsilon_{i j} \bar{\nabla}_{i} b_{j}(\mathbf{x}) . \tag{16.55}
\end{equation*}
$$

The coupling to the stress "gauge" field is

$$
\begin{equation*}
\int d^{2} x X(\mathbf{x}) \bar{\eta}(\mathbf{x})=\int d^{2} x\left(X(\mathbf{x}) \bar{\Theta}(\mathbf{x})+\varepsilon_{i j} \nabla_{i} X(\mathbf{x}) b_{i}(\mathbf{x})\right) \tag{16.56}
\end{equation*}
$$

and we recognize the lattice version of the field used in Section 5.3. $A^{i}=\varepsilon_{i j} \partial_{j} \chi$ [recall (5.44)], which couples locally to dislocations.

Among the three sets of integer numbers $\bar{\Theta}(\mathbf{x}), b_{i}(\mathbf{x})$ only the single combination $\bar{\eta}(\mathbf{x})$ determines the stress energy of linear elasticity. Thus there are two "gauge transformations" which leave linear elasticity invariant. These are given by

$$
\begin{gather*}
b_{i}(\mathbf{x}) \rightarrow b_{i}(\mathbf{x})+\delta_{i 2} \frac{1}{\bar{\nabla}_{1}} B_{1}(\mathbf{x})-\delta_{i 1} \frac{1}{\bar{\nabla}_{2}} B_{2}(\mathbf{x}) .  \tag{16.57}\\
\bar{\Theta}(\mathbf{x}) \rightarrow \bar{\Theta}(x)-B_{1}(\mathbf{x})-B_{2}(\mathbf{x}) . \tag{16.58}
\end{gather*}
$$

with integer-valued fields $B_{1}(\mathbf{x})$ and $B_{2}(\mathbf{x})$. This follows directly from $\varepsilon_{i j} \bar{\nabla}_{i} b_{j} \rightarrow \varepsilon_{i j} \bar{\nabla}_{i} b_{j}+B_{1}+B_{2}$.

It is easy to understand these gauge transformations physically. If $B_{1}(\mathbf{x})$
vanishes everywhere but is equal to unity at the origin, say, then it contributes to $b_{i}(\mathbf{x})$ a string of Burgers vectors pointing along the 2 -axis starting out at the origin and running along the 1 -axis:

$$
\begin{equation*}
b_{1}(\mathbf{x})=0, \quad b_{2}(\mathbf{x})=\frac{1}{\bar{v}_{1}} \delta_{x, 0}=\sum_{x_{1}=0}^{x} \delta_{x_{1}^{\prime}, x} \delta_{x_{2}, 0}=\Theta_{x_{1}} \delta_{x_{2}, 0}, \tag{16.59}
\end{equation*}
$$

where $\Theta_{x}$ is the lattice version of the Heaviside function,

$$
\Theta_{x}= \begin{cases}0 & x=-1,-2, \ldots  \tag{16.60}\\ 1 & x=0,1,2,3, \ldots\end{cases}
$$

We have discussed this string of Burgers vectors before [see Eqs. (14.169)-(14.171)]. It can be compensated for by a disclination of negative charge at the origin [recall Fig. 14.16].

The same holds for a string of Burgers vectors pointing along the 1 -axis and running up the positive 2 -axis. This is the degeneracy at the level of linear elasticity if we include independent dislocations and disclinations. In order to lift this degeneracy we shall have to include more general terms into the elastic energy.

## CIAPTER SEVENTEEN

## EXTENDED THEORY OF ELASTICITY

### 17.1. TORQUE STRESSES

Let us recall here that according to the Newton-Euler axioms, a continuous body has to satisfy the following laws of motion:

1. momentum conservation,

$$
\begin{equation*}
\frac{d}{d t} P_{j}=\int_{V} d^{3} x f_{j}(\mathbf{x})+\oint_{S} d S_{i} \sigma_{i j}(\mathbf{x}) \tag{17.1}
\end{equation*}
$$

where $P_{j}$ is the total momentum, $f_{j}(\mathbf{x})$ the external local force density, and $\sigma_{i j}$ the stress tensor [i.e., each piece of a body exerts a force density $d S_{i} \sigma_{i j}$ upon its neighbor across the surface element $d S_{i}$ ].
2. angular momentum conservation,

$$
\begin{equation*}
\frac{d}{d t} J_{i}=\varepsilon_{i j k} \int_{V} d^{3} x x_{j} f_{k}(\mathbf{x})+\varepsilon_{i j k} \int_{S} d S_{l} x_{j} \sigma_{t k}, \tag{17.2}
\end{equation*}
$$

where $J_{i} \equiv \frac{1}{2} \varepsilon_{i j k} J_{j k}$ is the total angular momentum.
These laws hold for any finite part of the body with volume $V$ and surface $S$. Using Gauss' formula, the surface integrals can be transformed into volume integrals so that (17.1) and (17.2) become

$$
\begin{gather*}
\frac{d}{d t} P_{i}=\int_{V} d^{3} x\left(f_{i}(\mathbf{x})+\partial_{i} \sigma_{i j}(\mathbf{x})\right),  \tag{17.3}\\
\frac{d}{d t} J_{i}=\varepsilon_{i j k} \int_{V} d^{3} x\left(x_{i} f_{k}(\mathbf{x})+\partial_{i} x_{j} \sigma_{i k}(\mathbf{x})\right)=\varepsilon_{i j k} \int_{V} d^{3} x x_{j}\left(f_{k}(\mathbf{x})+\partial_{\epsilon} \sigma_{i k}(\mathbf{x})\right) . \tag{17.4}
\end{gather*}
$$

Since this is valid for each volume element one deduces the equations

$$
\begin{gather*}
\partial_{i} \sigma_{i j}(\mathbf{x})=-f_{j}(\mathbf{x})  \tag{17.5}\\
\varepsilon_{i j k} \sigma_{j k}(\mathbf{x})=0 \tag{17.6}
\end{gather*}
$$

which were used extensively in Chapter 1.
Comparing Eqs. (17.1) and (17.2) one may wonder why the law of angular momentum conservation does not contain a direct term of the form

$$
\begin{equation*}
\int_{S} d S_{k} \tau_{k i}(\mathbf{x})=\int_{V} d^{3} x \partial_{k} \tau_{k i}(\mathbf{x}) \tag{17.7}
\end{equation*}
$$

by which a volume piece transfers torque to its neighbour via the common surface element. The tensor $\tau_{k i}(\mathbf{x})$ is called torque stress or couple stress. Its presence is natural in orientable media as was first discussed by E. and F. Cosserat in 1909.

If such a term is present, the law of angular momentum conservation leads to

$$
\begin{equation*}
\partial_{k} \tau_{k i}(\mathbf{x})=-\varepsilon_{i j k} \sigma_{j k}(\mathbf{x}) . \tag{17.8}
\end{equation*}
$$

It is remarkable that in the absence of external body forces [i.e., $f_{j}(x)=0$ ], the two conservation laws (17.5) and (17.8) have precisely the same structure as the laws of defect conservation (2.45). (2.46),

$$
\begin{gather*}
\partial_{i} \Theta_{i j}(\mathbf{x})=0,  \tag{17.9}\\
\partial_{k} \alpha_{k i}(\mathbf{x})=-\varepsilon_{i j k} \Theta_{j k}(\mathbf{x}) . \tag{17.10}
\end{gather*}
$$

The reason is, of course, the essential role played by the space group in deriving both laws. It is curious, however, that the association with
translations and rotations is precisely the opposite. While $\partial_{i} \sigma_{i j}$ ensures translational equilibrium and $\partial_{k} \tau_{k i}=-\varepsilon_{i j k} \sigma_{j k}$ rotational equilibrium, the law $\partial_{i} \Theta_{i j}=0$ conserves rotational defects (disclinations) and $\partial_{k} \alpha_{k i}=$ $-\varepsilon_{i j k} \Theta_{j k}$ translational defects (dislocations). Formally, the reason is easy to see: Angular momentum is the cross product of position with linear momentum. In defect systems, on the other hand, the translational defects arise from the cross product of position $\mathbf{x}$ with rotational defects [recall Eq. (2.43)]. The cross products cause the inhomogeneous parts in the conservation laws (17.8) and (17.10).

The treatment of a crystal as an orientable medium becomes necessary if certain groups of atoms in a unit cell are tightly bound to each other so that they act like small composite objects. These require. in addition to their position, three Euler angles for their characterization, ${ }^{1}$ and gradients of these Euler angles appear in the elastic energy. Such an extension of elasticity is of particular importance in the description of the phenomena of piezoelectricity.

Nevertheless, for simple monoatomic crystals which do not exhibit such phenomena, there exist physical circumstances under which torque stresses may become observable. This happens if higher gradients of stresses become so large that it is no longer admissible to omit them in the expression for the elastic energy. As soon as such higher gradients are present, the energy is no longer independent of the local rotation field $\omega_{i j} \equiv \frac{1}{2}\left(\partial_{j} u_{k}-\partial_{k} u_{j}\right)$. While $\omega_{i j}$ itself cannot occur in the energy (as a consequence of rotational symmetry), gradients of $\omega_{i j}$ can. This is why simple crystals with large higher gradients will display torque stresses. In fact, this is obvious on physical grounds since at the level of higher gradients the field equations must be able to account for restoring forces which arise if a small region of the crystal is rotated as a whole with respect to its neighborhood.

### 17.2. GENERAL FORM OF THE ELASTIC ENERGY

Let us briefly recall the standard symmetry arguments for the general form of the elastic energy. In the continuum limit, a distorted crystal is invariant under translations and rotations. If the positions of the atoms, initially situated at the coordinates $\mathbf{x}$, are described by

[^27]\[

$$
\begin{equation*}
x^{\prime}(\mathbf{x})=x+u(x) \tag{17.11}
\end{equation*}
$$

\]

the positions of the same atoms after a common translation

$$
\begin{equation*}
x_{i}^{T}=x_{i}+a_{i} \tag{17.12}
\end{equation*}
$$

are given by

$$
\begin{equation*}
x^{\prime T}(\mathbf{x})=x^{\prime}(\mathbf{x}-\mathbf{a}) . \tag{17.13}
\end{equation*}
$$

After a common rotation

$$
\begin{equation*}
x_{i}^{R}=R_{i j} x_{j}, \tag{17.14}
\end{equation*}
$$

they are given by

$$
\begin{equation*}
x_{i}^{\prime R}(\mathbf{x})=R_{i j} x_{i}^{\prime}\left(R^{-1} \mathbf{x}\right) \tag{17.15}
\end{equation*}
$$

This shows that the distorted coordinates $x_{i}^{\prime}(\mathbf{x})$ form a vector field as defined before [for example in Eqs. (4.9) and (4.10)].

The consequences of the transformation laws (17.13) and (17.15) are most easily found by considering infinitesimal transformations. For infinitesimal translations we have

$$
\begin{equation*}
\delta^{T} x_{i}^{\prime}(\mathbf{x})=x_{i}^{\prime T}(\mathbf{x})-x_{i}^{\prime}(\mathbf{x})=-a_{j} \partial_{j} x_{i}^{\prime}(\mathbf{x})=-a_{i}-a_{i} \partial_{j} u_{i}(\mathbf{x}) . \tag{17.16}
\end{equation*}
$$

The displacement fields of the distorted and translated crystal are

$$
\begin{equation*}
u_{i}^{T}(\mathbf{x})=x_{i}^{\prime T}-x_{i} . \tag{17.17}
\end{equation*}
$$

Correspondingly we define the infinitesimal change of $u_{i}(\mathbf{x})$ under infinitesimal translations as

$$
\begin{equation*}
\delta^{T} u_{i}(\mathbf{x})=u_{i}^{T}(\mathbf{x})-u_{i}(\mathbf{x}) \tag{17.18}
\end{equation*}
$$

and calculate

$$
\begin{align*}
\delta^{T} u_{i}(\mathbf{x}) & =\left(x_{i}^{\prime} T^{\prime}(\mathbf{x})-x_{i}\right)-\left(x_{i}^{\prime}(\mathbf{x})-x_{i}\right)=x_{i}^{\prime}(\mathbf{x})-x_{i}^{\prime}(\mathbf{x}) \\
& =\delta^{T} x_{i}^{\prime}(\mathbf{x})=-a_{i} \partial_{j} u_{i}(\mathbf{x})-a_{i} . \tag{17.18'}
\end{align*}
$$

Thus, in addition to the normal translation law for vector fields, $\delta^{\tau} u_{i}(\mathbf{x})$ contains an extra piece $-a_{i}$. This is the reason why the elastic energy of a translationally invariant system cannot depend on the displacements. The derivatives $\partial_{k} u_{l}(\mathbf{x})$, however, do transform properly under translations

$$
\delta^{T} \partial_{k} u_{l}(\mathbf{x})=-a_{j} \partial_{j} \partial_{k} u_{l}(\mathbf{x})
$$

and the energy can depend on them.
This dependence is not completely arbitrary since it is restricted by rotational symmetry. For infinitesimal rotations,

$$
\begin{equation*}
R_{i j}=-\alpha_{k} \varepsilon_{k i j}, \tag{17.19}
\end{equation*}
$$

and $\mathbf{x}$ and $\mathbf{x}^{\prime}$ change as follows [see (4.14)]

$$
\begin{align*}
\delta^{R} x_{i} & =x_{i}^{R}-x_{i}=\alpha_{k} \varepsilon_{k i j} x_{j} \\
\delta^{\mathrm{R}} x_{i}^{\prime}(\mathbf{x}) & =x_{i}^{\prime R}(\mathbf{x})-x_{i}^{\prime}(\mathbf{x})=\alpha_{k}\left(\varepsilon_{k i j} x_{j}^{\prime}(\mathbf{x})+\varepsilon_{k i j} x_{i} \partial_{j} x_{i}^{\prime}(\mathbf{x})\right) . \tag{17.20}
\end{align*}
$$

For the displacement field $u_{i}(\mathbf{x})=x_{i}^{\prime}(\mathbf{x})-x_{i}$ this implies

$$
\begin{align*}
\delta^{R} u_{i}^{R}(\mathbf{x}) & =u_{i}^{R}(\mathbf{x})-u_{i}(\mathbf{x})=\left(x_{i}^{\prime R}(\mathbf{x})-x_{i}\right)-\left(x_{i}^{\prime}(\mathbf{x})-x_{i}(\mathbf{x})\right) \\
& =x_{i}^{\prime R}(\mathbf{x})-x_{i}^{\prime}(\mathbf{x})=\delta^{R} x_{i}^{\prime}(\mathbf{x}) \\
& =\alpha_{k}\left(\varepsilon_{k i j} u_{j}(\mathbf{x})+\varepsilon_{k i j} x_{i} \partial_{j} u_{i}(\mathbf{x})\right)+\alpha_{k} \varepsilon_{k i j} x_{j} . \tag{17.21}
\end{align*}
$$

Thus, also with respect to rotations, displacements are no longer proper vector fields but transform with an additional rotation piece.

Since the additional piece depends on $x_{j}$, the gradient of the displacements is not a rotational tensor field. Rather, it transforms as follows."

$$
\begin{equation*}
\delta^{R} \partial_{l} u_{i}(\mathbf{x})=\alpha_{k}\left(\varepsilon_{k i j} \partial_{l} u_{j}(\mathbf{x})+\varepsilon_{k i m} \partial_{m,} u_{i}(\mathbf{x})\right)+\alpha_{k} \varepsilon_{k i l} \tag{17.22}
\end{equation*}
$$

The additional piece disturbing the tensor transformation law is antisymmetric in $\ell$ and $i$. This is precisely what makes it convenient to introduce the strain tensor, which obviously is a proper tensor:

[^28]\[

$$
\begin{equation*}
\delta^{R} u_{i i}(\mathbf{x})=\alpha_{k}\left(\varepsilon_{k i j} u_{\ell j}(\mathbf{x})+\varepsilon_{k c_{i n}} u_{m i}(\mathbf{x})\right) . \tag{17.23}
\end{equation*}
$$

\]

Hence the local rotation field $\omega_{t i}(\mathbf{x})$ carries all the non-tensorial properties of $\partial_{\epsilon} u_{i}(\mathbf{x})=u_{i i}(\mathbf{x})+\omega_{c i}(\mathbf{x})$,

$$
\begin{equation*}
\delta^{R} \omega_{G i}(\mathbf{x})=\alpha_{k}\left(\varepsilon_{k i j} \omega_{\ell j}(\mathbf{x})+\varepsilon_{k f m} \omega_{m i}(\mathbf{x})\right)+\alpha_{k} \varepsilon_{k i \ell} \tag{17.24}
\end{equation*}
$$

This is what leads to the usual conclusion that the $\omega_{i j}(\mathbf{x})$ are absent in the classical theory of elasticity. If elastic distortions involve only small long wavelength displacements, the energy density must be quadratic in $u_{1 i}(\mathbf{x})$, $\omega_{i}(\mathbf{x})$. While terms like $u_{i i}^{2}(\mathbf{x})$ are rotationally invariant, $\omega_{i i}^{2}(\mathbf{x})$ is not and the energy density cannot depend on $\omega_{i j}(\mathbf{x})$.

As soon as higher gradients are allowed, however, the rotation field does in general appear in the energy. From (17.24) we see that $\partial_{p}, \omega_{i i}(\mathbf{x})$ is a proper tensor field, since [compare (4.47)]
$\delta^{R} \partial_{p} \omega_{\ell i}(\mathbf{x})=\alpha_{k}\left(\varepsilon_{k i j} \partial_{p} \omega_{t j}(\mathbf{x})+\varepsilon_{k<m} \partial_{p} \omega_{m i}(\mathbf{x})+\varepsilon_{k p q} \partial_{q} \omega_{l i}(\mathbf{x})\right)$.
As a matter of fact, from (17.22) it follows that starting from the second derivative, all $\nabla_{f_{1}} \ldots \partial_{t_{u}} u_{i}(\mathbf{x})$ are proper tensor fields. Thus, the most general form of the elastic energy density with higher gradients is obtained by directly contracting higher derivatives of $u_{i}(\mathbf{x})$ with each other and forming an invariant expression with the following variables

$$
\begin{equation*}
e(\mathbf{x})=e\left(u_{i i}(\mathbf{x}), \partial_{1_{1}} \partial_{1_{2}} u_{i}(\mathbf{x}), \partial_{1_{1}} \partial_{t_{2}} \partial_{t_{i}} u_{i}(\mathbf{x}), \ldots\right) . \tag{17.26}
\end{equation*}
$$

### 17.3. CANONICAL FORMALISM FOR HIGHER GRADIENT THEORIES

Before developing the theory of elasticity for an energy expression such as (17.26) it will be useful to recall the canonical formalism for systems with more than one derivative. This formalism is best known for mechanical systems in which the "field variables" are the particle positions as functions of time rather than field variables as functions of space. For simplicity, let us consider only one such "field variable" $q(t)$. The dynamics of the mechanical system is governed by the action

$$
\begin{equation*}
A[q]-\int d t j(t) q(t)=\int d t L\left(q(t), \dot{q}(t), \ddot{q}(t), \ldots, q^{(N)}(t)\right), \tag{17.27}
\end{equation*}
$$

where $L$ is the Lagrangian. For future convenience, we have added an external source to the system. The physical field configurations are found by extremizing the action

$$
\begin{equation*}
\frac{\delta A[q]}{\delta q(t)}-j(t)=0 . \tag{17.28}
\end{equation*}
$$

Using the general formula [recall Eq. (1.54), Part I]

$$
\begin{equation*}
\frac{\delta q\left(r^{\prime}\right)}{\delta q(t)}=\delta\left(t^{\prime}-t\right), \tag{17.29}
\end{equation*}
$$

we find

$$
\begin{align*}
\frac{\delta A[q]}{\delta q(t)}= & \int d r^{\prime}\left(\frac{\partial L}{\partial q\left(t^{\prime}\right)} \delta\left(t^{\prime}-t\right)+\frac{\partial L}{\partial \dot{q}(t)} \partial_{t^{\prime}} \delta\left(t^{\prime}-t\right)+\frac{\partial L}{\partial \ddot{q}(t)} \partial_{t^{\prime}}^{2} \delta\left(t^{\prime}-t\right)\right. \\
& \left.+\ldots+\frac{\partial L}{\partial q^{(N)}(t)} \partial_{t^{N}}^{N} \delta\left(t^{\prime}-t\right)\right) \tag{17.30}
\end{align*}
$$

By performing partial integrations in all terms except the first this gives the Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial L}{\partial q(t)}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}(t)}+\frac{d^{2}}{d r^{2}} \frac{\partial^{2} L}{\partial \ddot{q}(t)}+\ldots+(-)^{N} \frac{d^{N}}{d r^{N}} \frac{\partial L}{\partial q^{(N)}(t)}=j(t) . \tag{17.31}
\end{equation*}
$$

The $N$ derivatives
$p_{n}=\frac{\partial L}{\partial q^{(n)}}-\frac{d}{d t} \frac{\partial L}{\partial q^{(n+1)}}+\ldots+(-)^{N-n} \frac{d^{N-n}}{d t^{N-n}} \frac{\partial L}{\partial q^{(N)}} . n=1$.
may be considered as higher analogues of the usual canonical momentum

$$
\begin{equation*}
p=\frac{\partial L}{\partial \dot{q}} . \tag{17.33}
\end{equation*}
$$

These higher canonical momenta make it possible to reduce the single
higher order differential equation (17.31) to a sequence of first order equations. For this, let us define

$$
\begin{equation*}
q_{1} \equiv q, \quad q_{2} \equiv \dot{q}, \quad q_{3}=\ddot{q}, \quad \ldots, \quad q_{N}=q^{(N-1)} \tag{17.34}
\end{equation*}
$$

as new independent variables of the system and rewrite the Lagrangian in the form

$$
\begin{equation*}
L\left(q, \dot{q}, \ddot{q}, \ldots, q^{(N)}\right)=L\left(q_{1}, \ldots, q_{N}, \dot{q}_{N}\right) \tag{17.35}
\end{equation*}
$$

in which there is only one variable with a first derivative, namely $q_{N}$. The previously defined canonical momenta can be written recursively as

$$
\begin{gather*}
p_{n}=\frac{\partial L}{\partial q_{n+1}}\left(q_{1}, \ldots, q_{N}, \dot{q}_{N}\right)-\dot{p}_{n+1} \quad n=1,2, \ldots, N-1,  \tag{17.36a}\\
p_{N}=\frac{\partial L}{\partial \dot{q}_{N}}\left(q_{1}, \ldots, q_{N}, \dot{q}_{N}\right) . \tag{17.36b}
\end{gather*}
$$

Note that with respect to the new variables $q_{1}, \ldots, q_{N-1}$, the Lagrangian has only one canonical momentum, namely, $p_{N}$.
We now consider the Legendre transform

$$
\begin{align*}
-H & \left(p_{1}, \ldots, p_{N}, q_{1}, \ldots, q_{N}\right) \\
\equiv & L\left(q, \dot{q}, \ldots, q^{(N-1)}, q^{(N)}\right)-p_{1} \dot{q}_{1}-p_{2} \dot{q}_{2}-\ldots-p_{N-1} \dot{q}_{N-1}-p_{N} \dot{q}_{N} \\
= & L\left(q_{1}, q_{2}, \ldots, q_{N} \cdot \dot{q}_{N}\left(p_{N}, q_{1}, \ldots q_{N}\right)\right)-p_{1} q_{2}-p_{2} q_{3}-\ldots \\
& -p_{N-1} q_{N}-p_{N} \dot{q}_{N}\left(p_{N}, q_{1}, \ldots, q_{N}\right) \tag{17.37}
\end{align*}
$$

where the derivatives $\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{N-1}$ have been eliminated in favor of $q_{2}, q_{3}, \ldots, q_{N}$ by (17.34) and $\dot{q}_{N}$ in favor of $p_{N}$ by inverting equation (17.36b).

Obviously. $H$ is constructed from $L$ in complete analogy with the standard construction of a Hamiltonian from an ordinary first order derivative Lagrangian $L=L(q, \dot{q})$, for which the Hamiltonian is

$$
\begin{equation*}
-H(p, q)=L(q, \dot{q})-\frac{\partial L}{\partial \dot{q}} \dot{q}=L(q, \dot{q}(p, q))-p \dot{q}(p, q) \tag{17.38}
\end{equation*}
$$

where $\dot{q}=\dot{q}(p, q)$ is determined by inverting $p=\partial L(q, \dot{q}) / \partial \dot{q}$.
The Hamiltonian formalism permits reducing the second order EulerLagrange equation,

$$
\begin{equation*}
\frac{\partial L}{\partial q}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}=j(t) \tag{17.39}
\end{equation*}
$$

to two first order Hamiltonian equations: By extremizing the action

$$
\begin{align*}
& A[q]-\int_{t_{n}}^{t_{s}} d t j(t) q(t) \\
& =\int_{t_{s}}^{t_{n}} d t(L(q(t), \dot{q}(t))-j(t) q(t)) \\
& =\int_{t_{s}}^{t_{s}} d t(p(t) \dot{q}(t)-H(p(t), q(t))-j(t) q(t))=A[p, q]-\int_{t_{t}}^{t_{n}} d t j(t) q(t) \tag{17.40}
\end{align*}
$$

in the new variables $p(t), q(t)$ with fixed end points in $q(t)$ [i.e., $q_{a}=q\left(t_{a}\right), q_{b}=q\left(t_{b}\right)$, fixed $]$.

$$
\begin{align*}
& \delta\left(A[p, q]-\int_{t_{m}}^{t_{n}} d t j(t) q(t)\right) \\
& \quad=\delta \int_{t_{u}}^{t_{m}} d t(p \dot{q}-H-j q) \\
& \quad=\int_{I_{u}}^{I_{n}} d t\left[\delta p\left(\dot{q}-\frac{\partial H}{\partial p}\right)+\left(-\dot{p}-\frac{\partial H}{\partial q}-j\right) \delta q\right]+\left.\delta p q\right|_{I_{n}} ^{t_{m}}, \tag{17.41}
\end{align*}
$$

we find the equation

$$
\begin{equation*}
\dot{q}=\frac{\partial H}{\partial p}(p, q), \quad \dot{p}=-\frac{\partial H}{\partial q}(p, q)-j . \tag{17.41'}
\end{equation*}
$$

In the present case we can go through the same procedure with (17.27) and minimize, at fixed $q_{i}\left(t_{t}\right), q_{i}\left(t_{b}\right)$, the action,

$$
\begin{align*}
& \delta\left(A\left[p_{n}, q_{n}\right]-\int_{t_{n}}^{t_{n}} d t j(t) q_{1}(t)\right) \\
& \quad=\delta \int_{t_{n}}^{t_{n}} d t\left[p_{1} \dot{q}_{1}+p_{2} \dot{q}_{2}+\ldots+p_{N} \dot{q}_{N}-H\left(p_{1}, \ldots p_{N}, q_{1}, \ldots, q_{N}\right)-j q_{1}\right] \\
& \quad=\int_{t_{n}}^{t_{n}} d t \sum_{n=1}^{N}\left[\delta p_{n}\left(\dot{q}_{n}-\frac{\partial H}{\partial p_{n}}\right)+\left(-\dot{p}_{n}-\frac{\partial H}{\partial q_{n}}-\delta_{n 1} j\right) \delta q_{n}\right]+\left.\sum_{n=1}^{N} \delta p_{n} q_{n}\right|_{t_{n}} ^{t_{n}} \tag{17.42}
\end{align*}
$$

This yields the set of first order Hamilton equations

$$
\begin{align*}
& \dot{q}_{r}=\frac{\partial H\left(p_{n}, q_{n}\right)}{\partial p_{r}} \quad r=1, \ldots, N,  \tag{17.43a}\\
& \dot{p}_{1}=-\frac{\partial H\left(p_{n}, q_{n}\right)}{\partial q_{1}}-j,  \tag{17.43b}\\
& \dot{p}_{r}=-\frac{\partial H\left(p_{n}, q_{n}\right)}{\partial q_{r}}, \quad r=2, \ldots, N .
\end{align*}
$$

The equivalence to the single equation (17.31) can be seen by writing these equations down explicitly, using (17.37), i.e.,

$$
\begin{align*}
& \dot{q}_{n}=\frac{\partial H}{\partial p_{n}}=q_{n+1} \quad n=1, \ldots, N-1, \\
& \dot{q}_{N}=\frac{\partial H}{\partial p_{N}}=-\frac{\partial L}{\partial \dot{q}_{N}} \frac{\partial \dot{q}_{N}}{\partial p_{N}}+\dot{q}_{N}+p_{N} \frac{\partial \dot{q}_{N}}{\partial p_{N}} \\
& \dot{p}_{1}=-\frac{\partial H}{\partial q_{1}}-j=\frac{\partial L}{\partial q_{1}}+\frac{\partial L}{\partial \dot{q}_{N}} \frac{\partial \dot{q}_{N}}{\partial q_{1}}-p_{N} \frac{\partial \dot{q}_{N}}{\partial q_{1}}-j=\frac{\partial L}{\partial q_{1}}-j, \\
& \dot{p}_{r}=-\frac{\partial H}{\partial q_{r}}=\frac{\partial L}{\partial q_{r}}+\frac{\partial L}{\partial \dot{q}_{N}} \frac{\partial \dot{q}_{N}}{\partial q_{r}}-p_{r-1}-p_{N} \frac{\partial \dot{q}_{N}}{\partial q_{r}}=\frac{\partial L}{\partial q_{r}}-p_{r-1} \quad r=2, \ldots, N . \tag{17.44}
\end{align*}
$$

The first line simply shows that the new variables $q_{r}$ are to be identified with the time derivatives of $q_{1}$, as in (17.34). The second line gives (17.36b). The last line amounts to (17.32) and can be used, together with the previous line, to calculate

$$
\begin{align*}
0 & =\dot{p}_{1}-\left(\dot{p}_{2}+p_{1}\right)^{(1)}+\left(\dot{p}_{3}+p_{2}\right)^{(2)}+\ldots+(-)^{N-1}\left(\dot{p}_{N}+p_{N-1}\right)^{(N-1)}+(-)^{N} p_{N} \\
& =\frac{\partial L}{\partial q}-j-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}+\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial \ddot{q}}+\ldots+(-)^{N} \frac{d^{(N-1)}}{d t^{N-1}} \frac{\partial L}{\partial q^{(N-1)}}+(-)^{N} \frac{d^{N}}{d t^{N}} \frac{\partial L}{\partial q^{N}} \tag{17.45}
\end{align*}
$$

which is indeed the same as (17.31).
We shall be interested in linear elasticity with higher gradients. This implies that the energy is a quadratic form in the derivatives of the displacement fields. In the present analogous mechanical model, this corresponds to a Lagrangian of the type

$$
\begin{equation*}
L\left(q, \dot{q}, \ldots, q^{(N)}\right)=\frac{1}{2} \sum_{n, m=1}^{N} \ell_{m, n} q^{(m)}(t) q^{(m)}(t) \tag{17.46}
\end{equation*}
$$

with constant symmetric coefficients $\ell_{n m}=\ell_{m n}$. Then the momenta are

$$
\begin{equation*}
p_{n}=\sum_{n=1}^{N-1} \ell_{n m} q_{n+1}+\ell_{n N} \dot{q}_{N}-\dot{p}_{n+1}\left(1-\delta_{n N}\right) . \tag{17.47}
\end{equation*}
$$

and the Hamiltonian can be written explicitly as

$$
\begin{align*}
& H\left(p_{n}, q_{n}\right) \\
&= p_{1} q_{2}+p_{2} q_{3}+\ldots+p_{N} \frac{1}{\ell_{N N}}\left(p_{N}-\sum_{m=1}^{N-1} \ell_{N m} q_{m+1}\right) \\
&-\frac{1}{2} \sum_{n, m=1}^{N-1} \ell_{m m} q_{n+1} q_{m+1}-\sum_{n=1}^{N} \ell_{n N} q_{n+1} \frac{1}{\ell_{N N}}\left(p_{N}-\sum_{m=1}^{N-1} \ell_{N m} q_{m+1}\right) \\
&-\frac{1}{2} \frac{1}{\ell_{N N}}\left(p_{N}-\sum_{m=1}^{N-1} \ell_{N m} q_{m+1}\right)^{2} . \tag{17.48}
\end{align*}
$$

The action takes the canonical form

$$
\begin{align*}
& A\left[p_{n}, q_{n}\right]-\int_{t_{u}}^{t_{n}} d t j(t) q_{1}(t) \\
& \quad=\int_{t_{m}}^{t_{n}} d t\left[p_{1} \dot{q}_{1}+p_{2} \dot{q}_{2}+\ldots+p_{N} \dot{q}_{N}-p_{1} q_{2}-p_{2} q_{3}-\ldots-p_{N-1} q_{N}\right. \\
& \left.\quad+\frac{1}{2} \sum_{n, m=1}^{N-1} \ell_{m m} q_{n+1} q_{m+1}-\frac{1}{2} \frac{1}{\ell_{N N}}\left(p_{N}-\sum_{m=1}^{N-1} \ell_{N m} q_{m+1}\right)^{2}-j(t) q_{1}(t)\right] . \tag{17.49}
\end{align*}
$$

This action governs the quantum fluctuations of the mechanical system. Arbitrary Green functions can be calculated from the generating functional

$$
\begin{equation*}
Z[j]=\prod_{n} \int \mathscr{D} q_{n}(t) \int \frac{\mathscr{D} p_{n}(t)}{2 \pi} \exp \left\{i\left(A\left[p_{n}, q_{n}\right]-\int d t j(t) q_{1}(t)\right)\right\} . \tag{17.50}
\end{equation*}
$$

Notice that the source acts only on $q_{1}(t)=q(t)$ and the other coordinates $q_{2}, \ldots, q_{N}$ are just auxiliary variables.

The expression (17.50) can be simplified by observing that the first $N-1$ momenta $p_{1}, \ldots, p_{N-1}$ can be integrated out trivially resulting in a string of $\delta$-functionals

$$
2 \pi \delta\left(\dot{q}_{1}-q_{2}\right) \ldots 2 \pi \delta\left(\dot{q}_{N-1}-q_{N}\right)
$$

This allows one to integrate out all the $q_{2}, \ldots, q_{N}$ variables so that the integral reduces to

$$
\begin{aligned}
& \int \mathscr{L} q \int \frac{\mathscr{Z} p_{N}}{2 \pi} \exp \left\{i \int _ { t _ { m } } ^ { t h } d t \left[p_{N} q^{(N)}+\frac{1}{2} \sum_{n, m=1}^{N-1} \ell_{n m} q^{(n)} q^{(m)}\right.\right. \\
& \left.\left.-\frac{1}{2} \frac{1}{\hat{\ell}_{N N}}\left(p_{N}-\sum_{m=1}^{N-1} \ell_{N m} q^{(m)}\right)^{2}-j(t) q(t)\right]\right\}
\end{aligned}
$$

Finally, a quadratic completion of the $p_{N}$ parts,
$-\frac{1}{2} \frac{1}{\ell_{N N}}\left(p_{N}-\sum_{m=1}^{N-1} \ell_{N m} q^{(m)}-\ell_{N N} q^{(N)}\right)^{2}+\frac{1}{2} \ell_{N N} q^{(N)^{2}}+\sum_{m=1}^{N} \ell_{N m} q^{(N)} q^{(m)}$,
can be used to integrate $p_{N}$ out and brings the generating functional to

$$
\begin{equation*}
Z[j]=\prod_{1}\left[\sqrt{\frac{\ell_{N N}}{2 \pi i}}\right] \int \mathscr{T} q \exp \left\{i \int_{t_{n}}^{t_{n}} d t\left[\frac{1}{2} \sum_{n, m=1}^{N} \ell_{m m} q^{(n)} q^{(m)}-j(t) q(t)\right]\right\}, \tag{17.51}
\end{equation*}
$$

where the product in front covers all points on the grated time axis. The reader will have noticed that the canonical form of the partition function (17.50) is not a very aesthetic one, due to the special treatment of the last momentum variables $p_{N}$. This asymmetry can be removed by introducing a further independent variable $q_{N+1}$ and generating the last term in the action (17.49) by an auxiliary Gaussian integral
$\sqrt{\frac{\ell_{N N}}{2 \pi i}} \int d q_{N+1}$

$$
\begin{equation*}
\times \exp \left\{-i \int d t p_{N} q_{N+1}+\frac{i}{2} \int_{1_{n}}^{t h} d t\left(e_{N N} q_{N+1} q_{N+1}+\sum_{m=1}^{N-1} \ell_{N m} q_{N+1} q_{m+1}\right)\right\} \tag{17.52}
\end{equation*}
$$

Then the partition function reads

$$
\begin{align*}
Z[j]= & \prod_{t}\left[\sqrt{\frac{\ell_{N N}}{2 \pi i}}\right] \prod_{n=1}^{N+1} \int \mathscr{D} q_{n}(t) \prod_{n=1}^{N} \int \frac{\mathscr{D} p_{n}(t)}{2 \pi} \\
& \times \exp \left\{i \int _ { t _ { n } } ^ { t } d t \left[p_{1} \dot{q}_{1}+p_{2} \dot{q}_{2}+\ldots+p_{N} \dot{q}_{N}-p_{1} q_{2}-p_{2} q_{3}-\ldots\right.\right. \\
& \left.\left.-p_{N} q_{N+1}+\frac{1}{2} \sum_{n, m=1}^{N} \ell_{n m} q_{n+1} q_{m+1}\right]\right\} \tag{17.53}
\end{align*}
$$

Since the integrals over $p_{1}, \ldots, p_{N}$ ensure that $q_{2}, \ldots, q_{N+1}$ are identically equal to $\dot{q}_{1} \equiv \dot{q}, \dot{q}_{2}=\ddot{q}, \ldots, \dot{q}_{N}=q^{(N)}$, we can replace the exponent by

$$
\begin{aligned}
& i \int_{t_{m}}^{t_{b}} d t\left[p_{1} \dot{q}+p_{2} \ddot{q}+\ldots+p_{N} q^{(N)}-p_{1} q_{2}-p_{2} q_{3}-\ldots-p_{N} q_{N+1}\right. \\
& \left.\quad+\frac{1}{2} \sum_{n, m=1}^{N} \ell_{n m} q_{n+1} q_{m+1}\right]
\end{aligned}
$$

It is now possible to integrate out the variables $q_{2}, \ldots, q_{N+1}$ and we arrive at the partition function

$$
\begin{align*}
Z[j]= & \prod_{t}\left[\sqrt{\frac{\ell_{N N}}{2 \pi i}} \operatorname{det}\left(\frac{\ell}{2 \pi i}\right)^{-1 / 2}\right] \int \mathscr{D} q(t) \prod_{n=1}^{N} \int \frac{\mathscr{D} p_{n}(t)}{2 \pi} \\
& \times \exp \left\{i \int_{t_{4}}^{t_{n}}\left[p_{1} \dot{q}+p_{2} \ddot{q}+\ldots+p_{N} q^{(N)}-\frac{1}{2} \sum_{n, m=1}^{N}\left(\ell^{-1}\right)_{n m} p_{n} p_{m}\right]\right\} \tag{17.54}
\end{align*}
$$

This form will be much more convenient to work with and will be referred to as the quasi-canonical representation of the partition function. Performing the Gaussian integrals over the momentum variables brings us again to the pure $q^{(n)}$ representation (17.51).

As an example, consider the Lagrangian

$$
\begin{equation*}
L=\frac{1}{2}\left(a \dot{q}^{2}+b \ddot{q}^{2}+2 c \dot{q} \ddot{q}\right) . \tag{17.55}
\end{equation*}
$$

Defining $q_{1}=q, q_{2}=\dot{q}$ this becomes

$$
\begin{equation*}
L\left(q_{1}, q_{2}, \dot{q}_{2}\right)=\frac{1}{2}\left(a q_{2}^{2}+b \dot{q}_{2}^{2}+2 c q_{2} \dot{q}_{2}\right) \tag{17.56}
\end{equation*}
$$

and the momenta are
$p_{1}=a \dot{q}+c \ddot{q}-\dot{p}_{2}=a q_{2}+c \dot{q}_{2}-\dot{p}_{2}, \quad p_{2}=b \ddot{q}+c \dot{q}=b \dot{q}_{2}+c q_{2}$.
This leads to the Hamiltonian

$$
\begin{align*}
& H\left(p_{1}, p_{2}, q_{1}, q_{2}\right) \\
& \quad=p_{1} q_{2}+p_{2} \dot{q}_{2}\left(p_{2}, q_{1}, q_{2}\right)-L\left(q_{1}, q_{2}, \dot{q}_{2}\left(p_{2}, q_{1}, q_{2}\right)\right) \\
& \quad=p_{1} q_{2}+p_{2} \frac{1}{b}\left(p_{2}-c q_{2}\right)-\frac{1}{2}\left(a q_{2}^{2}+\frac{1}{b}\left(p_{2}-c q_{2}\right)^{2}+2 \frac{c}{b} q_{2}\left(p_{2}-c q_{2}\right)\right) \tag{17.58}
\end{align*}
$$

The path integral

$$
\begin{align*}
Z[j]= & \int \mathscr{D} q_{1} \mathscr{D} q_{2} \int \frac{\mathscr{D} p_{1}}{2 \pi} \frac{\mathscr{D} p_{2}}{2 \pi} \\
& \times \exp \left\{i \int_{t_{a}}^{t h} d t\left(p_{1} \dot{q}_{1}+p_{2} \dot{q}_{2}-H\left(p_{1}, p_{2}, q_{1}, q_{2}\right)-j q_{1}\right)\right\} \tag{17.59}
\end{align*}
$$

becomes

$$
\begin{aligned}
Z[j]= & \int \mathscr{D} q_{1} \mathscr{D} q_{2} \int \frac{\mathscr{D} p_{1}}{2 \pi} \frac{\mathscr{D} p_{2}}{2 \pi} \\
& \times \exp \left\{i \int_{t_{0}}^{t_{0}} d t\left[p_{1}\left(\dot{q}_{1}-q_{2}\right)+p_{2} \dot{q}_{2}+\frac{a}{2} q_{2}^{2}-\frac{1}{2 b}\left(p_{2}-c q_{2}\right)^{2}-j q_{1}\right]\right\} \\
= & \int \mathscr{D} q_{1} \int \frac{\mathscr{D} p_{2}}{2 \pi} \exp \left\{i \int_{t_{0}}^{t_{s}} d t\left[p_{2} \ddot{q}_{1}+\frac{a}{2} \dot{q}_{1}^{2}-\frac{1}{2 b}\left(p_{2}-c \dot{q}_{1}\right)^{2}-j q_{1}\right]\right\} \\
= & \prod_{1}\left[\sqrt{\frac{b}{2 \pi i}}\right] \int \mathscr{D} q \exp \left\{i \int_{I_{0}}^{t_{n}}\left[\frac{1}{2}\left(a \dot{q}^{2}+b \dot{q}^{2}+2 c \dot{q} \ddot{q}\right)-j q\right]\right\}_{(17.60)}
\end{aligned}
$$

just as in the general expression (17.51). Let us also write down the
quasi-canonical form (17.54) of the partition function which arises by integrating $q_{2}$ out in the first line of (17.60),

$$
\begin{align*}
Z[j]= & \prod_{1}\left[\sqrt{\frac{b}{2 \pi i}} \frac{2 \pi i}{\sqrt{\left(a b-c^{2}\right)}}\right] \int \mathscr{D} q \int \frac{\mathscr{D} p_{1}}{2 \pi} \frac{\mathscr{D} p_{2}}{2 \pi} \\
& \times \exp \left\{i \int_{t_{a}}^{I_{n}} d t\left[p_{1} \dot{q}+p_{2} \ddot{q}-\frac{1}{2} \frac{1}{a b-c^{2}}\left(b p_{1}^{2}+a p_{2}^{2}+2 c p_{1} p_{2}\right)\right]\right\} . \tag{17.61}
\end{align*}
$$

Upon performing the integral over $p_{1}, p_{2}$, this yields once more the last line of (17.60).

In order to apply this formula to higher derivative elasticity, only a few simple changes are necessary. We want to study fluctuations of the elastic energy as a function of derivatives of the displacement field, $\partial_{i} u_{i}(\mathbf{x})$, $\partial_{\ell_{1}} \partial_{\ell_{2}} u_{i}(\mathbf{x}), \ldots$ instead of a Lagrangian as a function of $\dot{q}(t), \ddot{q}(t), \ldots$ The transition to spatial variables is achieved by rotating the time $t$ to the imaginary time $\tau=-i t$ and identifying the Euclidean Langrangian $L\left(q,(1 / i)(d / d \tau) q .((1 / i)(d / d \tau))^{2} q, \ldots\right)$ with the energy density $e(u, \partial u$, $\partial \partial и, \ldots)$. It follows that the Euclidean path integral in the canonical formulation (17.50),

$$
\begin{align*}
Z[j)= & \prod_{n} \int \mathscr{D} q_{n}(\tau) \int \frac{\mathscr{D} p_{n}(\tau)}{2 \pi T} \\
& \times \exp \left\{\frac{1}{T} \int_{\tau_{u}}^{\tau_{n}} d \tau\left[i \sum_{i} p_{n} \frac{d}{d \tau} q_{i}-H\left(p_{i}, q_{i}\right)-j(\tau) q(\tau)\right]\right\} . \tag{17.62}
\end{align*}
$$

reduces in precisely the same way to the pure $q(\tau)$ form [with (17.46)],
$Z[j]=\prod_{\tau}\left[\sqrt{\frac{\ell_{N N}}{2 \pi \tau}}\right] \int \mathscr{D} q \exp \left\{\frac{1}{T} \int_{\tau a}^{\tau b} d \tau\left[L\left(q, \frac{d}{d i \tau} q, \frac{d^{2}}{d(i \tau)^{2}} q, \ldots\right)-j(\tau) q(\tau)\right]\right\}$.

If there is time reversal invariance, the Euclidean Lagrangian has an even number of time derivatives so that it is real. We therefore define

$$
\begin{equation*}
L\left(q, \frac{d}{d i \tau} q, \frac{d^{2}}{d(i \tau)^{2}} q, \ldots\right) \equiv-L_{E}\left(q, q^{\prime}, q^{\prime \prime}, \ldots, q^{(N)}\right) \tag{17.64}
\end{equation*}
$$

where ' denotes the derivative $d / d \tau$. The canonical momenta are given by

$$
p_{n}=\frac{\partial L}{\partial\left(\frac{d}{d t}\right)^{n} q(t)}-\dot{p}_{n+1}\left(1-\delta_{n N}\right)=(-i)^{n} \frac{-\partial L_{E}}{\partial\left(\frac{d}{d \tau}\right)^{n} q(\tau)}-i p_{n+1}^{\prime}\left(1-\delta_{n N}\right),
$$

and the Legendre transform is

$$
\begin{aligned}
H & =p_{1} \dot{q}+p_{2} \ddot{q}+\ldots+p_{N} q^{(N)}-L\left(q, \dot{q}, \ldots, q^{(N)}\right) \\
& =p_{1} q_{2}+p_{2} q_{3}+\ldots i p_{N} q_{N}^{\prime}+L_{E}\left(q, q^{\prime}, \ldots, q^{(N)}\right) .
\end{aligned}
$$

In order to remove awkward powers of $i$ it is preferable to define, in the Euclidean case,

$$
\begin{equation*}
q_{n}^{E}=\left(\frac{d}{d \tau}\right)^{n-1} q(\tau), \quad p_{n}^{E}=i \frac{\partial L_{E}}{\partial q^{(n)}(\tau)}-p_{n+1}^{E^{\prime}}\left(1-\delta_{n N}\right), \quad n=1, \ldots, N . \tag{17.65}
\end{equation*}
$$

Then the Legendre transform becomes

$$
\begin{align*}
H_{E}\left(p_{n}^{E}, q_{n}^{E}\right)= & i\left(p_{1}^{E} q^{\prime}+p_{2}^{E} q^{\prime \prime}+\ldots+p_{N}^{E} q^{(N)}\right)+L_{E}\left(q, q^{\prime}, \ldots, q^{(N)}\right) \\
= & i\left(p_{1}^{E} q_{2}^{E}+p_{2}^{E} q_{3}^{E}+\ldots+p_{N-1}^{E} q_{N}^{E}+p_{N}^{E} q_{N}^{\prime}\left(p_{N}^{E}, q_{1}^{E}, \ldots q_{N}^{E}\right)\right. \\
& +L_{E}\left(q_{1}^{E}, q_{2}^{E}, \ldots q_{N}^{E}, q_{N}^{\prime}\left(p_{N}^{E}, q_{1}^{E}, \ldots, q_{N}^{E}\right)\right) \tag{17.66}
\end{align*}
$$

and the path integral is

$$
\begin{align*}
Z[j]= & \prod_{n} \int \mathscr{D} q_{n}(\tau) \int \frac{\mathscr{D} p_{n}(\tau)}{2 \pi T} \exp \left\{\frac { 1 } { T } \int _ { r _ { t } } ^ { r _ { n } } d \tau \left[i \left(p_{1} q_{1}^{\prime}+p_{2} q_{2}^{\prime}+\ldots\right.\right.\right. \\
& \left.\left.\left.+p_{N} q_{N}^{\prime}\right)-H_{E}\left(p_{n}, q_{n}\right)-j(\tau) q(\tau)\right]\right\} \tag{17.67}
\end{align*}
$$

where we have dropped the superscript $E$ of $q_{n}^{\prime E}, q_{n}^{E}$, since $q_{2}, \ldots, q_{N}$, $p_{1}, p_{2}, \ldots, p_{N}$ are dummy variables anyway and the only observable to which the external current is coupled, $q_{1}=q_{1}^{E}$, is the same with or without subscript.

Obviously, all operations can be carried out in the Euclidean version just as before. A Euclidean Lagrangian

$$
\begin{equation*}
L_{E}\left(q, q^{\prime}, \ldots, q^{(N)}\right)=\frac{1}{2} \sum_{n, m=1}^{N} \ell_{m m} q^{(n)}(\tau) q^{(m)}(\tau) \tag{17.68}
\end{equation*}
$$

can be treated as in (17.46)-(17.51) and we obtain, indeed, the partition function (17.63) in the form

$$
\begin{align*}
Z[j]= & \prod_{1}\left[\sqrt{\frac{\ell_{N N}}{2 \pi}}\right] \\
& \int \mathscr{D} q \exp \left\{-\frac{1}{T} \int d \tau\left[\frac{1}{2} \sum_{n, m=1}^{N} \ell_{m n} q^{(n)}(\tau) q^{(m)}(\tau)-j(\tau) q(\tau)\right]\right\} \tag{17.69}
\end{align*}
$$

The Euclidean Lagrangian (17.68) is precisely of the generic type encountered in linear elasticity with higher gradients.

As a simple example let us study a one-dimensional system with a single displacement variable $u(x)$ and an energy density which is the Euclidean analogue of (17.56):

$$
\begin{equation*}
L_{E}\left(u^{\prime}, u^{\prime \prime}\right) \equiv e\left(u^{\prime}, u^{\prime \prime}\right)=\frac{1}{2}\left(a u^{\prime 2}+b u^{\prime \prime 2}+2 c u^{\prime} u^{\prime \prime}\right) . \tag{17.70}
\end{equation*}
$$

Treating $x$ like $\tau$ in (17.65)-(17.69), we define

$$
\begin{equation*}
q_{1}=u, \quad q_{2}=u^{\prime} \tag{17.71}
\end{equation*}
$$

and write the energy density as

$$
\begin{equation*}
e\left(q_{2}, q_{2}^{\prime}\right)=\frac{1}{2}\left(a q_{2}^{2}+b q_{2}^{\prime 2}+2 c q_{2} q_{2}^{\prime}\right) . \tag{17.72}
\end{equation*}
$$

We can now read off the momenta $p_{1}=i\left(a u^{\prime}+c u^{\prime \prime}\right)-p_{2}^{\prime}=i\left(a q_{2}+c q_{2}^{\prime}\right)-p_{2}$, $p_{2}=i\left(b u^{\prime \prime}+c u^{\prime}\right)=i\left(b q_{2}^{\prime}+c q_{2}\right)$ and construct the Legendre transform (17.67) [compare (17.58)]

$$
\begin{align*}
h\left(p_{1}, p_{2}, q_{1}, q_{2}\right)= & i\left(p_{1} q_{2}+p_{2} \frac{1}{b}\left(-i p_{2}-c q_{2}\right)\right) \\
& +\frac{1}{2}\left(a q_{2}^{2}+\frac{1}{b}\left(-i p_{2}-c q_{2}\right)^{2}+2 \frac{c}{b} q_{2}\left(-i p_{2}-c q_{2}\right)\right) \\
= & i p_{1} q_{2}+\frac{a}{2} q_{2}^{2}+\frac{1}{2 b}\left(-i p_{2}-c q_{2}\right)^{2} \tag{17.73}
\end{align*}
$$

and the total energy reads, in $p_{n}, q_{n}$ variables.

$$
\begin{align*}
E\left[p_{1}, p_{2}, q_{1}, q_{2}\right] & =\int d x\left[i\left(p_{1} q_{1}^{\prime}+p_{2} q_{2}^{\prime}\right)-h\left(p_{1}, p_{2}, q_{1}, q_{2}\right)\right] \\
& =\int d x\left[i p_{1}\left(q_{1}^{\prime}-q_{2}\right)+i p_{2} q_{2}^{\prime}-\frac{a}{2} q_{2}^{2}-\frac{1}{2 b}\left(-i p_{2}-c q_{2}\right)^{2}\right] \tag{17.74}
\end{align*}
$$

The canonical partition function becomes

$$
\begin{align*}
Z[j]= & \int \mathscr{X} q_{1} \mathscr{I} q_{2} \int \frac{\mathscr{L} p_{1}}{2 \pi} \frac{\mathscr{C} p_{2}}{2 \pi} \\
& \times \exp \left\{\frac{1}{T} \int d x\left[i p_{1}\left(q_{1}^{\prime}-q_{2}\right)+i p_{2} q_{2}^{\prime}-\frac{a}{2} q_{2}^{2}-\frac{1}{2 b}\left(-i p_{2}-c q_{2}\right)-j q_{1}\right]\right\} \\
= & \prod_{x}\left[\sqrt{\frac{b}{2 \pi}}\right] \int \mathscr{I} \cdot u \exp \left\{-\frac{1}{T} \int d x\left[\frac{1}{2}\left(a u^{\prime 2}+b u^{\prime \prime 2}+2 c u^{\prime} u^{\prime \prime}\right)-j u\right]\right\} \tag{17.75}
\end{align*}
$$

which is the Euclidean version of (17.60), as expected. The alternative form (17.61) now reads

$$
\begin{align*}
Z[j]= & \prod_{x}\left[\sqrt{\frac{b}{2 \pi}} \frac{2 \pi}{\sqrt{a b-c^{2}}}\right] \int \mathscr{D} u \int \frac{\mathscr{D} p_{1}}{2 \pi} \frac{\mathscr{D} p_{2}}{2 \pi} \\
& \times \exp \left\{\frac{1}{T} \int d x\left[i p_{1} u^{\prime}+i p_{2} u^{\prime \prime}-\frac{1}{2} \frac{1}{a b-c^{2}}\left(b p_{1}^{2}+a p_{2}^{2}-2 c p_{1} p_{2}\right)\right]\right\} \tag{17.76}
\end{align*}
$$

which will be of use in the next section.
We emphasize that the simplicity of the integration measure in (17.51), (17.54), (17.60), the last line of (17.75) and (17.76) is a consequence of the absence of the displacement fields $u$ in the coefficients $\ell_{n m}$, which, in turn, follows from translational invariance. If the $\ell_{n m}$ were functions of $q$ the canonical formalism presented above would have led to $q$ dependent measures.

$$
\begin{aligned}
& \int \mathscr{T} q \sqrt{\frac{\ell_{N N}(q)}{2 \pi i}}\left(\text { or } \int \mathscr{D} u \sqrt{\frac{\ell_{N N}(u)}{2 \pi}}\right) \\
& \int \mathscr{\mathscr { } q \sqrt { \frac { \ell _ { N N } ( q ) } { 2 \pi i } } \operatorname { d e t } ( \ell / 2 \pi i ) ^ { - 1 / 2 } ( \text { or } \int \mathscr { D } u \sqrt { \frac { \ell _ { N N } ( u ) } { 2 \pi } } \operatorname { d e t } ( \ell / 2 \pi ) ^ { - 1 / 2 } ) ,} \\
& \int \mathscr{P} q \sqrt{\frac{b(q)}{2 \pi i}}\left(\text { or } \int \mathscr{T} u \sqrt{\frac{b(u)}{2 \pi}}\right) \\
& \int \mathscr{T} q \sqrt{\frac{b(q)}{2 \pi i}} \frac{2 \pi i}{\sqrt{a b-c^{2}}}\left(\text { or } \int \mathscr{P} u \sqrt{\frac{b(u)}{2 \pi}} \frac{2 \pi}{\sqrt{a b-c^{2}}}\right) .
\end{aligned}
$$

### 17.4. SECOND-GRADIENT ELASTICITY

Let us now apply these techniques to linear elasticity with second gradients of the strain tensor. In an isotropic continuum, the invariance arguments given in Section 17.2 lead to the following most general energy involving second derivatives.

$$
\begin{equation*}
E=\int d^{D} x\left[b_{1}^{\prime} \partial_{i} \partial_{1} u_{1} \partial_{i} \partial_{1} u_{1}+b_{2}^{\prime} \partial_{i}^{2} u_{1} \partial_{k}^{2} u_{l}\right] \tag{17.77}
\end{equation*}
$$

By a partial integration, this can be cast in a form involving the strain $u_{k i}(\mathbf{x})$ and the rotation field $\omega_{i}(\mathbf{x})=\frac{1}{2} \varepsilon_{i j k} \partial_{j} u_{k}(\mathbf{x})$.

$$
\begin{equation*}
E=\int d^{D} x\left(b_{1} \partial_{1} u_{1} \partial_{i} u_{1}+b_{2} \partial_{1} \omega_{j} \partial_{1} \omega_{i}\right) . \tag{17.78}
\end{equation*}
$$

with

$$
\begin{equation*}
b_{1}=b_{1}^{\prime}+b_{2} . \quad b_{2}=4 b_{2}^{\prime} . \tag{17.79}
\end{equation*}
$$

This follows from the equality of the first terms in (17.77) and (17.78). with the second term being equal to

$$
\begin{align*}
\frac{1}{4} \int d^{D} x \partial_{i} \varepsilon_{j k i} \partial_{k} \partial_{i} \varepsilon_{i k^{\prime} l} \cdot \partial_{k^{\prime}} u_{l} & =\frac{1}{4} \int d^{D} x\left(\partial_{i} \partial_{k} u_{l} \partial_{i} \partial_{k} u_{l}-\partial_{i} \partial_{k} u_{l} \partial_{i} \partial_{l} u_{k}\right) \\
& =\frac{1}{4} \int d^{D} x\left(\partial_{i}^{2} u_{l} \partial_{k}^{2} u_{i}-\partial_{i} \partial_{l} u_{l} \partial_{i} \partial_{l} u_{l}\right) \tag{17.80}
\end{align*}
$$

The first term in (17.78) merely gives a higher gradient correction to the strain field. The second term is, on the other hand, qualitatively new since it contains the local rotation field and accounts for energies due to local twists in the material. We shall mainly be interested in the new features brought about by this term. For convenience, we shall write the new elastic constants as

$$
\begin{equation*}
b_{1}=(2 \mu+\lambda) \ell^{\prime 2} / 2, \quad b_{2}=2 \mu \ell^{2} \tag{17.81}
\end{equation*}
$$

where $\ell, \ell^{\prime}$ are two length scales characterizing the strength of $b_{1}, b_{2}$. We then arrive at the following elastic energy density,

$$
\begin{align*}
E & =\int d^{D} x\left(e(\mathbf{x})-f_{i}(\mathbf{x}) u_{i}(\mathbf{x})\right) \\
& =\int d^{D} x\left[\mu u_{i j}^{2}+\frac{\lambda}{2} u_{i \prime}^{2}+\frac{1}{2}(2 \mu+\lambda) \ell^{\prime 2}\left(\partial_{i} u_{1 \prime}\right)^{2}+2 \mu \ell^{2}\left(\partial_{i} \omega_{j}\right)^{2}-f_{i}(\mathbf{x}) u_{i}(\mathbf{x})\right] . \tag{17.82}
\end{align*}
$$

In terms of the displacement field, this takes the alternative form

$$
\begin{align*}
E= & \int d^{D} x\left[\frac{\mu}{2}\left(\partial_{i} u_{j}\right)^{2}+\frac{\mu+\lambda}{2}\left(\partial_{i} u_{i}\right)^{2}+\frac{2 \mu+\lambda}{2} \ell^{\prime 2} \partial_{i} \partial_{\ell} u_{i} \partial_{i} \partial_{i} u_{\ell}\right. \\
& \left.+\frac{\mu \ell^{2}}{2}\left(\partial_{i}^{2} u_{i} \partial_{i}^{2} u_{i}-\partial_{i} \partial_{\ell} u_{l} \partial_{i} \partial_{l} u_{l}\right)-f_{i} u_{i}\right] . \tag{17.83}
\end{align*}
$$

From this it is easy to obtain the Euler-Lagrange equation

$$
\begin{align*}
& -\mu \partial^{2} u_{i}-(\mu+\lambda) \partial_{i} \partial_{1} u_{i}+(2 \mu+\lambda) \ell^{2} \partial^{2} \partial_{i} \partial_{i} u_{i} \\
& \quad+\mu \ell^{2}\left(\partial^{+} u_{i}-\partial^{2} \partial_{i} \partial_{i} u_{i}\right)=f_{i}(\mathbf{x}) \tag{17.84}
\end{align*}
$$

Going over to momentum space and regrouping the terms according to longitudinal and transversal projections, this becomes [compare (1.75)]

$$
\begin{equation*}
\mu \mathbf{q}^{2}\left(1+\ell^{2} \mathbf{q}^{2}\right)\left(\delta_{i j}-\frac{q_{i} q_{i}}{\mathbf{q}^{2}}\right) u_{i}(\mathbf{q})+(2 \mu+\lambda) \mathbf{q}^{2}\left(1+\ell^{\prime 2} \mathbf{q}^{2}\right) \frac{q_{i} q_{i}}{\mathbf{q}^{2}} u_{j}(\mathbf{q})=f_{i}(\mathbf{q}), \tag{17.85}
\end{equation*}
$$

which is immediately inverted to give,
$u_{i}(q)$

$$
\begin{align*}
& \equiv G_{i j}(\mathbf{q}) f_{i}(\mathbf{q}) \\
& =\left[\frac{1}{\mu \mathbf{q}^{2}\left(1+\ell^{2} \mathbf{q}^{2}\right)}\left(\delta_{i j}-\frac{q_{i} q_{j}}{\mathbf{q}^{2}}\right)+\frac{1}{(2 \mu+\lambda) \mathbf{q}^{2}\left(1+\ell^{\prime 2} \mathbf{q}^{2}\right)} \frac{q_{i} q_{j}}{\mathbf{q}^{2}}\right] f_{i}(\mathbf{q}) \\
& =\left[\frac{1}{\mu \mathbf{q}^{2}\left(1+\ell^{2} \mathbf{q}^{2}\right)} \delta_{i j}+\frac{1}{\mathbf{q}^{4}}\left(-\frac{1}{\mu\left(1+\ell^{2} \mathbf{q}^{2}\right)}+\frac{1}{(2 \mu+\lambda)\left(1+\ell^{\prime 2} \mathbf{q}^{2}\right)}\right) q_{i} q_{j}\right] f_{j}(\mathbf{q}) \tag{17.86}
\end{align*}
$$

In order to return to $x$-space we introduce the partial fractions

$$
\begin{align*}
& \frac{1}{\mu \mathbf{q}^{2}\left(1+\ell^{2} \mathbf{q}^{2}\right)}=\frac{1}{\mu}\left(\frac{1}{\mathbf{q}^{2}}-\frac{1}{\mathbf{q}^{2}+1 / \ell^{2}}\right), \\
& \frac{1}{\mu \mathbf{q}^{4}\left(1+\ell^{2} \mathbf{q}^{2}\right)}=\frac{1}{\mu \mathbf{q}^{2}}\left(\frac{1}{\mathbf{q}^{2}}-\frac{1}{\mathbf{q}^{2}+1 / \ell^{2}}\right)=\frac{1}{\mu \mathbf{q}^{4}}-\frac{\ell^{2}}{\mu}\left(\frac{1}{\mathbf{q}^{2}}-\frac{1}{\mathbf{q}^{2}+1 / \ell^{2}}\right), \\
& \frac{1}{(2 \mu+\lambda) \mathbf{q}^{4}\left(1+\ell^{\prime 2} \mathbf{q}^{2}\right)}
\end{align*}=\frac{1}{(2 \mu+\lambda) \mathbf{q}^{2}}\left(\frac{1}{\mathbf{q}^{2}}-\frac{1}{\mathbf{q}^{2}+1 / \ell^{\prime 2}}\right) .
$$

In three dimensions, the Fourier transform of $1 / \mathbf{q}^{2}$ and $1 / \mathbf{q}^{4}$ are $1 / 4 \pi R$ and $-R / 8 \pi$, respectively. For $1 /\left(\mathbf{q}^{2}+1 / \ell^{2}\right)$ we calculate as in (1.81),

$$
\begin{align*}
v_{1 / \ell}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) & =\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{e^{i q \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)}}{\mathbf{q}^{2}+1 / \ell^{2}}=\frac{1}{4 \pi^{2}} \int_{0}^{\infty} \frac{d q q^{2}}{q^{2}+1 / \ell^{2}} \int_{-1}^{1} d \cos \theta e^{i q R \cos \theta} \\
& =\frac{1}{4 \pi^{2} R} \int_{-x}^{\infty} d q \frac{q}{q^{2}+1 / \ell^{2}} \sin q R \\
& =\frac{1}{8 \pi^{2}} \int_{-x}^{\infty} d q\left(\frac{1}{q-i / \ell}+\frac{1}{q+i / \ell}\right) \frac{e^{i / \ell R}-e^{-i / R}}{2 i} \tag{17.88}
\end{align*}
$$

Closing the contour of integration in the upper half plane for the first expansion and the lower one for the second, we find from the residues the Yukawa potential

$$
\begin{equation*}
c_{1 / / 1}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=\frac{1}{4 \pi R} e^{-R / \prime} . \tag{17.89}
\end{equation*}
$$

Thus we can rewrite (1.87) in $x$-space as

$$
\begin{gather*}
\frac{1}{\mu \mathbf{q}^{2}\left(1+\ell^{2} \mathbf{q}^{2}\right)} \stackrel{\Lambda}{=} \frac{1}{\mu} \frac{1}{4 \pi R}\left(1-e^{-R \prime \prime}\right) .  \tag{17.90}\\
\frac{1}{\mu \mathbf{q}^{+}\left(1+\ell^{2} \mathbf{q}^{2}\right)} \hat{=}-\frac{1}{\mu} \frac{R}{8 \pi}-\frac{e^{2}}{\mu} \frac{1}{4 \pi R}\left(1-e^{-R \prime \prime}\right) . \\
\frac{1}{(2 \mu+\lambda) \mathbf{q}^{4}\left(1+\ell^{\prime 2} \mathbf{q}^{2}\right)} \triangleq-\frac{1}{2 \mu+\lambda} \frac{R}{8 \pi}+\frac{\ell^{\prime 2}}{2 \mu+\lambda} \frac{1}{4 \pi R}\left(1-e^{-R / \prime}\right) . \tag{17.91}
\end{gather*}
$$

Hence (17.86) becomes, in $\mathbf{x}$-space.

$$
\begin{align*}
u_{i}(\mathrm{x})= & \frac{1}{4 \pi} \int d^{\prime 3} x^{\prime}\left[\frac{1}{\mu R}\left(1-e^{-R \prime \prime}\right) \delta_{i j}-\frac{1}{\mu} \partial_{i} \partial_{j}\left(\frac{R}{2}+e^{2} \frac{1}{R}\left(1-e^{-R \prime \prime}\right)\right)\right. \\
& \left.+\frac{1}{2 \mu+\lambda} \partial_{i} \partial_{j}\left(\frac{R}{2}+e^{\prime 2} \frac{1}{R}\left(1-e^{-R / \prime}\right)\right)\right] f\left(\mathbf{x}^{\prime}\right) . \tag{17.92}
\end{align*}
$$

In the special case $\ell=0, \ell^{\prime}=0$ we recover the previous result (1.90).
Notice that the higher powers of $\mathbf{q}$ in the field equations regularize the Green function at the origin, $G_{i j}(0)$. The $\delta_{i j}$ part goes with $(1 / R)$ $\left(1-e^{-R / /}\right) \sim(1 / \ell)-\left(R / 2 \ell^{2}\right)$ which is regular at $R=0$. In the derivative part we can expand

$$
\begin{align*}
\partial_{i} \partial_{j}\left(\frac{R}{2}+\ell^{2} \frac{1-e^{-R / \prime}}{R}\right) & \sim \partial_{i} \partial_{j}\left(\frac{R}{2}+\frac{\ell^{2}}{R}\left(\frac{R}{\ell}-\frac{R^{2}}{2 \ell^{2}}+\frac{R^{3}}{6 \ell^{2}}\right)\right) \\
& =\partial_{i} \partial_{j}\left(\ell+\frac{R^{2}}{6 \ell}-\ldots\right)=\frac{1}{3 \ell} \delta_{i j}+O(R) \tag{17.93}
\end{align*}
$$

which is also regular at $R=0$. Hence we find

$$
\begin{equation*}
G_{i j}(0)=\frac{1}{4 \pi} \delta_{i j}\left(\frac{1}{\mu \ell}-\frac{1}{3 \mu \ell}+\frac{1}{(2 \mu+\lambda) \cdot 3 \ell^{\prime}}\right) . \tag{17.94}
\end{equation*}
$$

### 17.5. CANONICAL FORMALISM FOR SECOND-GRADIENT ELASTICITY

Let us now set up the canonical formalism for the elastic energy (17.82). According to (17.65) the "canonical momenta" are given by

$$
\begin{align*}
\sigma_{i j}^{s} & =\frac{\partial e}{\partial u_{i j}}=i\left(2 \mu u_{i j}+\lambda \delta_{i j} u_{(1}\right), \\
\tau_{i} & =\frac{\partial e}{\partial \partial_{i} u_{l \prime}}=i(2 \mu+\lambda) \ell^{\prime 2} \partial_{i} u_{\prime \prime} . \\
\tau_{i j} & =\frac{\partial e}{\partial d_{i} \omega_{j}}=i 4 \mu \ell^{2} \partial_{i} \omega_{j} . \tag{17.95}
\end{align*}
$$

Generalizing the expressions (17.75). (17.76) to several space dimensions we arrive at the two partition functions of second-gradient elasticity.

$$
\begin{align*}
Z\left[f_{i}\right]= & \int \mathscr{D} u_{i}(\mathbf{x}) \exp \left\{-\frac{1}{T} \int d^{D_{x}}\right. \\
& \left.\times\left[\mu u_{i j}^{2}+\frac{\lambda}{2} u_{\psi \psi p}^{2}+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{i} u_{r f}\right)^{2}+2 \mu t^{2}\left(\partial_{i} \omega_{i}\right)^{2}-f_{i} u_{i}\right]\right\} \tag{17.96a}
\end{align*}
$$

and its canonical form, the stress representation

$$
\begin{align*}
Z\left[f_{i}\right]= & \int \mathscr{D} u_{i}(\mathbf{x}) \int \mathscr{D} \sigma_{i j}^{\prime \prime}(\mathbf{x}) \int \mathscr{D} \mathrm{r}_{i}^{\prime}(\mathbf{x}) \int \mathscr{D} \mathrm{r}_{i j}(\mathbf{x}) \\
& \times \exp \left\{-\frac{1}{T} \int d^{D_{x}}\left[\frac{1}{4 \mu}\left(\sigma_{i j}^{\prime 2}-\frac{v}{1+v} \sigma_{i i}^{\prime 2}\right)+\frac{1}{2(2 \mu+\lambda){\ell^{\prime 2}}^{\prime 2} \tau_{i}^{\prime 2}}\right.\right. \\
& \left.\left.+\frac{1}{8 \mu \ell^{2}} \tau_{i j}^{2}-i \sigma_{i j}^{\prime \prime}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) / 2-i \tau_{i}^{\prime} \partial_{i} \partial_{i} u_{l}-i \tau_{i j} \partial_{i} \omega_{j}-f_{i} u_{i}\right]\right\} \tag{17.96b}
\end{align*}
$$

The superscript $s$ indicates that the "momentum variable" $\sigma_{i j}^{r}$ is a symmetric tensor such that in $\int \mathscr{D} \sigma_{i j}$ only the components $i \geq j$ need be integrated.

Some trivial overall factors have been omitted in the measure. The equality of the two forms (17.96a) and (17.96b) is verified. as usual. by performing a quadratic completion in the momentum variables and
integrating them out. The complete squares arising in this process show that, in equilibrium, the fluctuating momenta $\sigma_{i j}^{\prime}, \tau_{i}^{\prime}, \tau_{i j}$ are given by (17.95). In the limit $\ell=\ell^{\prime}=0$, the $\tau_{i}^{\prime}, \tau_{i j}$ integrals are frozen out and we recover the usual path integral (1.44) or (1.45) of linear elasticity.

It is useful to introduce the $\omega_{i}$ variable as an independent field and to ensure the connection $\omega_{i}=\frac{1}{2} \varepsilon_{i j k} \partial_{j} u_{k}$ via an additional functional integration over an antisymmetric tensor field $\sigma_{i j}^{i}$. Then $Z\left[f_{i}\right]$ takes the form

$$
\begin{align*}
Z\left[f_{i}\right]= & \int \mathscr{D} u_{i}(\mathbf{x}) \int \mathscr{D} \sigma_{i j}(\mathbf{x}) \int \mathscr{D} \tau_{i}^{\prime}(\mathbf{x}) \int \mathscr{D} \tau_{i j}(\mathbf{x}) \int \mathscr{D} \omega_{i}(\mathbf{x}) \\
& \times \exp \left\{-\frac{1}{T} \int d^{D} x\left[\frac{1}{4 \mu}\left(\sigma_{i j}^{s 2}-\frac{v}{1+\nu} \sigma_{i l}^{s 2}\right)+\frac{1}{2(2 \mu+\lambda) \ell^{\prime 2} \tau_{i}^{\prime 2}}\right.\right. \\
& \left.\left.+\frac{1}{8 \mu \ell^{2}} \tau_{i j}^{2}-i \sigma_{i j}\left(\partial_{i} u_{j}-\varepsilon_{i j k} \omega_{k}\right)-i \tau_{i}^{\prime} \partial_{i} \partial_{i} u_{f}-i \tau_{i j} \partial_{i} \omega_{i}-f_{i} u_{i}\right]\right\} . \tag{17.97}
\end{align*}
$$

We have joined the antisymmetric matrix $\sigma_{i j}^{t i}$ with $\sigma_{i j}^{r}$ and formed the tensor $\sigma_{i j}=\sigma_{i j}^{s}+\sigma_{i j}^{\prime \prime}$ which has no symmetry at all.

If we perform the integrals over the variable $u_{1}(\mathbf{x})$ and $\omega_{i}(\mathbf{x})$ we find the conservation laws

$$
\begin{gather*}
\partial_{i}\left(\sigma_{i j}-\delta_{i j} \partial_{k} \tau_{k}\right)=-f_{j}  \tag{17.98a}\\
\partial_{i} \tau_{i j}=-\varepsilon_{j k t} \sigma_{k t} . \tag{17.98b}
\end{gather*}
$$

Identifying

$$
\begin{equation*}
\sigma_{i j}^{\mathrm{phys}}=\sigma_{i j}+\delta_{i j} \partial_{k} \tau_{k} \tag{17.99}
\end{equation*}
$$

as the physical stress tensor, the first relation reads

$$
\begin{equation*}
\partial_{i} \sigma_{i j}^{\text {phys }}=-f_{i} \tag{17.100}
\end{equation*}
$$

and ensures the conservation of stress in the absence of external volume forces. Since the additional piece in $\sigma_{i j}^{\text {phys }}$ is symmetric in $i$ and $j$, the second equation can also be written as

$$
\begin{equation*}
\partial_{i} \tau_{i j}=-\varepsilon_{j k \ell} \sigma_{k l}^{\text {phys. }} \tag{17.101}
\end{equation*}
$$

This is just the Cosserat equation (16.8) relating the torque stress $\tau_{i j}$ to the antisymmetric part of the physical stress tensor.

As expected, the inclusion of higher gradients has led to the appearance of a field equation for the rotational degrees of freedom which describe the balance of torques and which is the stress analogue of the equation

$$
\partial_{i} \alpha_{i j}=-\varepsilon_{j k l} \Theta_{k l} .
$$
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## CHAPTER EIGHTEEN

## INTERACTION ENERGY OF DEFECTS IN SECOND-GRADIENT ELASTICITY

Our goal is to investigate how our model of defect melting must be modified if we are to account for the higher gradient terms in linear elasticity. For this it is first necessary to understand the elastic properties of a continuous material which has undergone a given set of plastic deformations.

### 18.1. ELASTIC ENERGY OF PLASTIC DEFORMATIONS

The elastic energy is given by

$$
\begin{equation*}
E_{\mathrm{cl}}=\int d^{3} x\left\{\mu u_{i j}^{2}+\frac{\lambda}{2} u_{1 /}^{2}+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{i} u_{1 \prime}\right)^{2}+2 \mu \ell^{2}\left(\partial_{i} \omega_{j}\right)^{2}\right\} . \tag{18.1}
\end{equation*}
$$

In the presence of plastic deformations, the elastic energy is measured by the deviations of the total strain $u_{i j}$ and the total gradient $\partial_{i} \omega_{j}$ from the plastic strain $u_{i j}^{p}$ and the plastic gradient $\partial_{i} \omega_{j}^{p}$, respectively:

$$
\begin{align*}
E= & \int d^{3} x\left\{\mu\left(u_{i j}-u_{i j}^{p}\right)^{2}+\frac{\lambda}{2}\left(u_{l l}-u_{l l}^{p}\right)^{2}\right. \\
& \left.+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{i}\left(u_{l l}-u_{l l}^{p}\right)\right)^{2}+2 \mu \ell^{2}\left(\partial_{i} \omega_{j}-\partial_{i} \omega_{l}^{p}\right)^{2}\right\} . \tag{18.2}
\end{align*}
$$

General plastic deformations were analyzed in Section 2.9. There we found that a defect line of Burgers vector $b_{\ell}$ and Frank vector $\Omega_{\ell}$ is given by [see Eq. (2.61)]

$$
\begin{equation*}
u_{i j}^{p}=\frac{1}{2}\left(\beta_{i j}^{p}+\beta_{j i}^{p}\right)=\frac{1}{2}\left(\delta_{i}(S) B_{j}+(i j)\right), \tag{18.3}
\end{equation*}
$$

and [see Eq. (2.65)]
$\partial_{i} \omega_{j}^{p}=\chi_{i j}^{p}=\frac{1}{2} \varepsilon_{j k \ell} \partial_{i}\left[\delta_{k}(S) B_{\ell}-\delta(V) \varepsilon_{\ell q B} \Omega_{q}\right]=\frac{1}{2} \varepsilon_{j k \ell} \partial_{i} \beta_{k \varepsilon}^{p}+\phi_{i j}^{p}$,
where

$$
\begin{equation*}
B_{\ell}=b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r} \tag{18.5}
\end{equation*}
$$

is the total Burgers vector and

$$
\begin{align*}
\beta_{k \ell}^{p} & =\delta_{k}(S) B_{\ell}  \tag{18.6}\\
\phi_{k \ell}^{p} & =\delta_{k}(S) \Omega_{\ell} \tag{18.7}
\end{align*}
$$

are the plastic distortions and rotations, respectively. Thus we can write

$$
\begin{align*}
E= & \int d^{3} x\left\{\mu\left(u_{i j}-\left(\beta_{i j}^{p}+\beta_{j i}^{p}\right) / 2\right)^{2}+\frac{\lambda}{2}\left(u_{\ell \ell}-\beta_{\ell \ell}^{p}\right)^{2}\right. \\
& \left.+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{i}\left(u_{\ell \ell}-\beta_{\ell \ell}^{p}\right)\right)^{2}+2 \mu \ell^{2}\left(\partial_{i} \omega_{i}-1 / 2 \varepsilon_{i k \ell} \partial_{j} \beta_{k \ell}^{p}-\phi_{j i}^{p}\right)^{2}\right\} . \tag{18.8}
\end{align*}
$$

Let us study the defect gauge invariance of this expression. The general trivial Volterra operation of translating and rotating a piece of material corresponds to a pure gauge transformation,

$$
\begin{equation*}
u_{\ell}(\mathbf{x}) \rightarrow u_{\ell}(\mathbf{x})-\delta(V)\left(b_{\ell}+\varepsilon_{\ell q r} \Omega_{q} x_{r}\right) . \tag{18.9}
\end{equation*}
$$

Let us abbreviate this by

$$
\begin{equation*}
u_{\ell}(\mathbf{x}) \rightarrow u_{\ell}(\mathbf{x})+N_{\ell}(\mathbf{x})+\varepsilon_{i q r} M_{q}(\mathbf{x}) x_{r} \equiv u_{\ell}(\mathbf{x})+\bar{N}_{\ell}(\mathbf{x}), \tag{18.10}
\end{equation*}
$$

with

$$
\begin{align*}
& N_{\ell}(\mathbf{x}) \equiv-\delta(V) b_{\ell}  \tag{18.11}\\
& M_{\ell}(\mathbf{x}) \equiv-\delta(V) \Omega_{\ell}  \tag{18.12}\\
& \bar{N}_{\ell}(\mathbf{x})=-\delta(V) B_{\ell} \tag{18.13}
\end{align*}
$$

From (18.10) we find directly the pure gauge transformations of the rotation angle,

$$
\begin{equation*}
\omega_{i} \rightarrow \omega_{i}+\frac{1}{2} \varepsilon_{i k \ell} \partial_{k} \bar{N}_{\ell} . \tag{18.14}
\end{equation*}
$$

These transformations must accompany any shift of the Volterra cutting surface $S$ to $S^{\prime}$ with $V$ being the volume enclosed by $S^{\prime}-S$.

From (18.6) and (18.7) we see that such a shift results in the following changes of the plastic distortions and rotations:

$$
\begin{align*}
\beta_{k \ell}^{p} & \rightarrow \beta_{k \ell}^{p}+\left(\delta_{k}\left(S^{\prime}\right)-\delta_{k}(S)\right) B_{\ell}=\beta_{k \ell}^{p}-\left(\partial_{k} \delta(V)\right) B_{\ell} \\
& =\beta_{k \ell}^{p}-\partial_{k}\left(\delta(V) B_{\ell}\right)+\varepsilon_{\ell q k} \delta(V) \Omega_{q}=\beta_{k \ell}^{p}+\partial_{k} \bar{N}_{\ell}-\varepsilon_{\ell q k} M_{q}, \tag{18.15}
\end{align*}
$$

$\phi_{k t}^{p} \rightarrow \phi_{k i}^{p}+\left(\delta_{k}\left(S^{\prime}\right)-\delta_{k}(S)\right) \Omega_{\epsilon}=\phi_{k t}^{p}-\partial_{k} \delta(V) \Omega_{\epsilon}=\phi_{k i}^{p}+\partial_{k} M_{\ell}$.
Inserting the transformation laws (18.10), (18.14), (18.15) and (18.16) into the energy (18.8) we see that it is invariant under defect gauge transformations, as it should.

There is yet one subtlety which must be noted in this construction. In the absence of plastic deformations, the rotation field $\omega_{i}$ satisfies $\partial_{i} \omega_{i}=0$. For the plastic version, however, this is no longer true since in the presence of defects [recall (2.77)]

$$
\begin{equation*}
x_{i i}^{p}=\partial_{i} \omega_{i}=\frac{1}{2} \alpha_{i i} . \tag{18.17}
\end{equation*}
$$

This leads us to introduce another energy expression,

$$
\begin{align*}
& 2 \mu \ell^{2} \varepsilon \int d^{3} x\left(\partial_{i} \omega_{j}-\partial_{i} \omega_{j}^{p}\right)\left(\partial_{j} \omega_{i}-\partial_{j} \omega_{i}^{p}\right) \\
& \quad=2 \mu \ell^{2} \varepsilon \int d^{3} x\left(\partial_{i} \omega_{j}-1 / 2 \varepsilon_{j k t} \partial_{i} \beta_{k t}^{p}-\phi_{i j}^{p}\right)\left(\partial_{j} \omega_{i}-1 / 2 \varepsilon_{i k t} \partial_{j} \beta_{k t}^{p}-\phi_{j i}^{p}\right), \tag{18.18}
\end{align*}
$$

which, in the absence of a plastic bend-twist, would be a pure surface term, and an energy

$$
2 \mu \ell^{2} \varepsilon^{\prime} \int d^{3} x\left(\partial_{i} \omega_{i}-\partial_{i} \omega_{i}^{p}\right)^{2}
$$

which can be directly expressed as an extra core energy of dislocations

$$
\begin{equation*}
8 \mu \ell^{2} \varepsilon^{\prime} \int d^{3} x \alpha_{i i} \tag{18.18"}
\end{equation*}
$$

and needs no further treatment; it will be ignored hence forth.
We shall thus study at the partition function of elastic fluctuations in the presence of plastic deformations,

$$
\begin{align*}
Z= & \int \mathscr{G} u_{i}(\mathbf{x}) \exp \left\{-\frac{1}{T} \int d^{3} x\left\{\mu\left(u_{i j}-u_{i j}^{\prime p}\right)^{2}+\frac{\lambda}{2}\left(u_{11}-u_{11}^{p}\right)^{2}\right.\right. \\
& +\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{i}\left(u_{11}-u_{1 \prime}{ }^{\prime}\right)\right)^{2} \\
& \left.+2 \mu t^{2}\left[\left(\partial_{i} \omega_{j}-\partial_{i} \omega_{i}^{\prime \prime}\right)^{2}+\varepsilon\left(\partial_{i} \omega_{j}-\partial_{i} \omega_{j}^{\prime \prime}\right)\left(\partial_{j} \omega_{i}-\partial_{i} \omega_{i}^{p}\right)\right]\right\}, \tag{18.19}
\end{align*}
$$

with

$$
\begin{equation*}
u_{i j}^{\prime \prime}=\frac{1}{2}\left(\beta_{i j}^{\prime \prime}+\beta_{i j}^{p}\right) . \quad \dot{\partial}_{i} \omega_{j}^{\prime \prime}=\frac{1}{2} \varepsilon_{j k i} \partial_{i} \beta_{k i}^{\prime \prime}+\phi_{i j}^{p} . \tag{18.20}
\end{equation*}
$$

Invariance under defect-gauge transformations can be used to bring $\beta$ R, into standard form. A convenient gauge is

$$
\begin{equation*}
\beta_{k l}^{\prime \prime}=\beta_{1 k}^{\prime p}=u_{k \prime 1}^{p}, \quad \beta_{31}^{p}=u_{31}^{p}=0 . \tag{18.21}
\end{equation*}
$$

The symmetry of $\beta_{k 1}^{p}$ is reached by an appropriate choice of $M_{p}$. After this, we can perform a further gauge transformation with arbitrary $\bar{N}_{1}$ and $M_{p}=\varepsilon_{p k i} \partial_{k} \widetilde{N}_{l}$ so that $\beta_{k 1}^{p}$ remains symmetric while the strain changes like

$$
\begin{equation*}
u_{k 1}^{\prime,} \rightarrow u_{k 1}^{k_{1}}+\frac{1}{2}\left(\partial_{k} \bar{N}_{1}+\partial_{1} \bar{N}_{k}\right) . \tag{18.22}
\end{equation*}
$$

In this manner $u_{k}^{p}$ can be brought to the desired gauge $\beta_{3}^{p}=u_{31}^{\prime \prime}=0$.

### 18.2. CANONICAL FORM OF THE STRESS PARTITION FUNCTION

It is useful to rewrite (18.19) in canonical form, corresponding to (17.97), in which $u_{i}(\mathbf{x})$ and $\omega_{i}(\mathbf{x})$ are treated as independent variables and in which
the relation between them is enforced by an integration over an antisymmetric part of the stress tensor. We can easily verify that $Z$ becomes

$$
\begin{align*}
Z= & \int \mathscr{D} u_{i} \int \mathscr{D} \sigma_{i j} \int \mathscr{D} \omega_{i} \int \mathscr{D} \tau_{i}^{\prime} \int \mathscr{D} \tau_{i j} \\
& \times \exp \left\{-\frac{1}{T} \int d^{3} x\left[\frac{1}{4 \mu}\left(\sigma_{i j}^{s 2}-\frac{\nu}{1+\nu} \sigma_{\ell i}^{s 2}\right)+\frac{1}{2(2 \mu+\lambda) \ell^{\prime 2} \tau_{i}^{\prime 2}}\right.\right. \\
& \left.+\frac{1}{8 \mu \ell^{2}}\left(\delta_{1} \tau_{i j}^{2}+\delta_{2} \tau_{i l}^{2}\right)\right]+i \int d^{3} x\left[\sigma_{i j}\left(\partial_{i} u_{j}-\varepsilon_{i j k} \omega_{k}-\beta_{i j}^{\prime \prime}\right)\right. \\
& \left.\left.+\tau_{i}^{\prime}\left(\partial_{i} \partial_{1} u_{i}-\partial_{i} \beta_{l \prime}^{p}\right)+\tau_{i j}\left(\partial_{i} \omega_{j}-\phi_{i j}^{\prime \prime}\right)\right]\right\} \tag{18.23}
\end{align*}
$$

where

$$
\begin{equation*}
\delta_{1} \equiv 1 /\left(1-\varepsilon^{2}\right), \quad \delta_{2} \equiv-\varepsilon \delta_{1} . \tag{18.24}
\end{equation*}
$$

To see the equality we perform a quadratic completion and integrate out $\sigma_{i j}^{*}, \tau_{i}^{\prime}, \tau_{i j}$. The integral over $\sigma_{i j}^{\prime \prime}$ enforces the connection $\omega_{i}=\frac{1}{2} \varepsilon_{i j k} \partial_{j} u_{k}$. It is interesting to see the manner by which this generates the $\beta_{k l}^{p}$ parts of the $\partial_{i} \omega_{j}^{p}$ gradient terms of (18.19). Notice that in the canonical form (18.23), where $\omega_{i}(\mathbf{x})$ is an independent variable, the plastic rotation $\phi_{j i}^{p}$ plays a more fundamental role than the plastic bend-twists $\partial_{j} \omega_{i}^{p}$ which were the most natural plastic quantities in the original form (18.2).

Defect-gauge invariance of (18.23) holds now with respect to the transformation [compare (18.9)-(18.16)]

$$
\begin{align*}
u_{t}(\mathbf{x}) & \rightarrow u_{l}(\mathbf{x})+\bar{N}_{l}(\mathbf{x}) \\
\beta_{k!}^{\prime \prime}(\mathbf{x}) & \rightarrow \beta_{k!}^{\prime \prime}(\mathbf{x})+\partial_{k} \bar{N}_{l}(\mathbf{x})-\varepsilon_{k+p} M_{p}(\mathbf{x})  \tag{18.25}\\
\omega_{i}(\mathbf{x}) & \rightarrow \omega_{i}(\mathbf{x})+M_{i}(\mathbf{x}) \\
\phi_{i j}^{\prime \prime}(\mathbf{x}) & \rightarrow \phi_{i j}^{\prime \prime}(\mathbf{x})+\partial_{i} M_{j}(\mathbf{x}) . \tag{18.26}
\end{align*}
$$

### 18.3. LATTICE MODEL OF DEFECT MELTING WITH SECONDGRADIENT ELASTICITY

It is now straightforward to construct a suitable lattice model from the partition function (18.19). For the strain part, the procedure is clear. All
we have to do is to replace the continuous variable $\mathbf{x}$ by discrete lattice sites of a simple cubic lattice, the gradients $\partial_{i}$ by lattice gradients $\nabla_{i}$, and the plastic distortions $\beta_{k,}^{\prime \prime}$ by integer numbers $n_{k c}$, multiplied by the lattice spacing $a$. When using rescaled variables $\gamma_{i}=(2 \pi / a) u_{i}(\mathbf{x})$ we may simply take $\beta_{k i}^{\mu}=2 \pi n_{k i}$.

If we follow the same procedure for the rotation part we run into an immediate difficulty. In the continuum formulation, all quantities $u_{i}(\mathbf{x})$, $\omega_{i}(\mathbf{x})$ were infinitesimal. Only for this reason could we define the rotation field $\omega_{i}(x)$ by a simple differential operation,

$$
\omega_{i}(\mathbf{x})=\frac{1}{2} \varepsilon_{i j k} \partial_{j} u_{k}(\mathbf{x}) .
$$

On going over to a lattice, this relation has the trivial generalization

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=\frac{1}{2}(\nabla \times \mathbf{u})_{i}=\frac{1}{2} \varepsilon_{i j k} \nabla_{j} u_{k}(\mathbf{x}) . \tag{18.27}
\end{equation*}
$$

However, one should realize that this is a proper rotation field only for very smooth fields $u_{k}(\mathbf{x})$ and certainly cannot be maintained as soon as $u_{k}(\mathbf{x})$ has finite jumps across Volterra surfaces. We ran into a similar problem previously when we calculated the plastic quantities on a lattice. There, we resolved these difficulties by considering, instead of a finite translation plus rotation, a modified Volterra operation (16.45) which implied a "tangential approximation" to the rotation group.

In real crystals. the multivaluedness of the rotation angle is determined by the smallest finite discrete rotations around the symmetry axes. The derivation of the plastic distortions, however, was carried out in the continuum, where all quantities are infinitesimal. Thus it is obvious that in order to find a proper crystal version of the partition function (18.19) it is necessary to respect the full group structure of finite rotations. The result would be a non-Abelian gauge theory. This is somewhat discouraging since the defects in non-Abelian gauge theories pose complicated nonlinear problems which are far from being understood. Field theorists who have tried to explain the forces in elementary particle physics have studied such theories for several years now and progress has been rather limited. Faced with this difficulty, we have opted to proceed using the "tangential approximation." Within this approximation we consider (18.27) as the definition of an $\omega_{i}(\mathbf{x})$ field which plays the role of the rotation field $\omega_{i}(x)$ in the lattice model and which allows for integervalued jumps in these quantities.

The model we are then led to has the following partition function

$$
\begin{align*}
Z= & \sum_{\left\{n_{i j} \cdot m_{i j}\right\}} \Phi\left[n_{i j}, m_{i j}\right] \prod_{\mathrm{x}, i}\left[\int_{-i}^{\infty} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{-\beta\left[\frac{1}{4} \sum_{\mathrm{x}, i, j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-4 \pi n_{i j}^{s}\right)^{2}+\frac{\lambda}{2 \mu} \sum_{\mathrm{x}}\left(\sum_{i}\left(\nabla_{i} \gamma_{i}-2 \pi n_{i j}^{s}\right)^{2}\right.\right.\right. \\
& +\frac{2 \mu+\lambda}{2} \frac{\ell^{\prime 2}}{a^{2}} \sum_{\mathrm{x}, i}\left(\nabla_{i} \nabla_{\ell} \gamma_{t}-2 \pi \nabla_{i} n_{t i}^{s}\right)^{2} \\
& +\frac{\ell^{2}}{2 a^{2}} \sum_{\mathrm{x}}\left[\left(\nabla_{i} \varepsilon_{j k t} \nabla_{k} \gamma_{t}-2 \pi\left(2 m_{i j}+\nabla_{i} \varepsilon_{j k t} n_{k t}\right)\right)^{2}\right. \\
& +\varepsilon\left(\nabla_{i} \varepsilon_{j k t} \nabla_{k} \gamma_{\ell}-2 \pi\left(2 m_{i j}+\nabla_{i} \varepsilon_{j k t} n_{k t}\right)\right) \\
& \left.\left.\left.\times\left(\nabla_{j} \varepsilon_{i k t} \nabla_{k} \gamma_{\ell}-2 \pi\left(2 m_{j i}+\nabla_{j} \varepsilon_{i k} n_{k t}\right)\right)\right]\right]\right\} \tag{18.28}
\end{align*}
$$

where $n_{i j}^{s}$ is the symmetric part of the jump numbers $n_{i j}$ (which is halfinteger for $i \neq j$ ). The canonical form of this partition functions is

$$
\begin{align*}
& Z=\left(\frac{1-v}{1+\nu}\right)^{N / 2}(1+\varepsilon)^{-3 N / 2}(1-\varepsilon)^{-3 N} \sum_{\left\{n_{i j}, m_{i j}\right\}} \Phi\left[n_{i j}, m_{i j}\right] \\
& \times \prod_{\mathbf{x} . i}\left[\int_{-x}^{x} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathbf{x}, i}\left[\int_{-x}^{\infty} \frac{d \omega_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathrm{x}, i<j}\left[\int_{-x}^{x} \frac{d \sigma_{i j}^{s}}{\sqrt{2 \pi \beta}}\right] \prod_{\mathrm{x}, i}\left[\frac{d \sigma_{i j}^{s}(\mathbf{x})}{\sqrt{4 \pi \beta}}\right] \\
& \times \prod_{\mathbf{x}, i<j}\left[2 \int_{-x}^{x} d \sigma_{i j}^{\prime \prime}(\mathbf{x})\right] \prod_{\mathbf{x}, i}\left[\frac{d \tau_{i}^{\prime}(\mathbf{x})}{\sqrt{2 \pi(2+\lambda / \mu) \beta \ell^{\prime 2} / a^{2}}}\right] \prod_{\mathbf{x}, i, j}\left[\int_{-x}^{x} \frac{d \tau_{i j}(\mathbf{x})}{\sqrt{8 \pi \beta \ell^{2} / a^{2}}}\right] \\
& \times \exp \left\{-\frac{1}{\beta}\left[\sum_{\mathrm{x}} \frac{1}{4}\left(\sigma_{i j}^{s^{2}}-\frac{\nu}{1+\nu} \sigma_{(\prime \prime}^{\prime \prime 2}\right)+\frac{\mu a^{2}}{2(2 \mu+\lambda) \ell^{\prime 2}} \sum_{\mathrm{x}} \tau_{i}^{\prime 2}\right.\right. \\
& +\frac{a^{2}}{8 \ell^{2}} \sum_{\mathbf{x}}\left(\delta_{1} \tau_{i j}^{2}+\delta_{2} \tau_{1 i}^{2}\right)+i \sum_{\mathbf{x}} \sigma_{i j}\left(\nabla_{i} \gamma_{j}-\varepsilon_{i j k} \omega_{k}-2 \pi n_{i j}\right) \\
& \left.\left.+i \sum_{\mathrm{x}} \tau_{i}^{\prime}\left(\nabla_{i} \nabla_{1} \gamma_{1}-2 \pi \nabla_{i} n_{i 1}\right)+i \sum_{\mathrm{x}} \tau_{i j}\left(\nabla_{i} w_{j}-2 \pi m_{i j}\right)\right]\right\} . \tag{18.29}
\end{align*}
$$

The symbol $\Phi\left[n_{i j}, m_{i j}\right]$ denotes a gauge-fixing functional which is necessary to remove in infinite overall factor due to gauge degeneracy. A simple choice is the quasi-symmetric gauge [recall Section 10.1] wherein

$$
\left.\begin{array}{l}
n_{i j}=n_{j i}  \tag{18.30}\\
n_{i j}=n_{j i}+1
\end{array}\right\} \text { if } n_{i j}+n_{j i}=\left\{\begin{array}{l}
\text { even, } \\
\text { odd, }
\end{array}\right.
$$

and

$$
\begin{equation*}
n_{13}=0, \quad n_{22}=0, \quad n_{33}=0 \tag{18.31}
\end{equation*}
$$

$\Phi\left[n_{i j}, m_{i j}\right]$ contains the appropriate Kronecker $\delta^{\prime}$ s to enforce this gauge. If $n_{i j}, m_{i j}$ do not satisfy the conditions (18.30) and (18.31) we can always perform particular gauge transformations which achieve this goal. If we denote the antisymmetric part of $n_{i j}$ by $n_{i j}^{a}$, these gauge transformations (18.10)-(18.16) are

$$
\begin{gather*}
n_{i j}^{s} \rightarrow n_{i j}^{s 0}+\frac{1}{2}\left(\nabla_{i} \bar{N}_{j}+\nabla_{j} \widetilde{N}_{i}\right),  \tag{18.32a}\\
n_{i j}^{i} \rightarrow n_{i j}^{a()}-\varepsilon_{i j k} M_{k},  \tag{18.32b}\\
m_{i j} \rightarrow m_{i j}^{0}+\nabla_{i} M_{j},  \tag{18.32c}\\
\gamma_{l} \rightarrow \gamma_{l}+2 \pi \widetilde{N}_{l},  \tag{18.33a}\\
\omega_{l} \rightarrow \omega_{l}+2 \pi M_{\ell} . \tag{18.33b}
\end{gather*}
$$

We showed in Section 10.1 how to find integers $N_{i}$ and $M_{i}$ so that $n_{i j}$ is quasi-symmetric and the three non-zero $n_{i j}^{5}$ fields $n_{11}^{s 0}, n_{12}^{s 0}, n_{23}^{s 0}$ satisfy the further boundary conditions

$$
\begin{array}{rlrl}
n_{11}^{s 0}\left(x_{1}, x_{2}, 0\right) & =0, \quad n_{12}^{50}\left(0, x_{2}, x_{3}\right) & =0, \quad n_{23}^{50}\left(x_{1}, x_{2}, 0\right) & =0, \\
\nabla_{3} n_{11}^{50}\left(x_{1}, 0,0\right) & =0, \quad \nabla_{2} n_{12}^{s 0}\left(0, x_{2}, 0\right) & =0, \quad \nabla_{3} n_{23}^{50}\left(0,0, x_{3}\right)=0 . \tag{18.34}
\end{array}
$$

Integrating out the $\gamma_{i}$ and $\omega_{i}$ variables in (18.29) produces the proper conservation law of stresses and torque stresses, now with lattice derivatives:

$$
\begin{equation*}
\bar{\nabla}_{i} \sigma_{i j}=0, \quad \bar{\nabla}_{i} \tau_{i j}=-\varepsilon_{j k c} \sigma_{k c} \tag{18.35}
\end{equation*}
$$

For simplicity, we have ignored the $\tau_{i}^{2}$ term since it produces only small quantitative corrections to linear elasticity ${ }^{\text {a }}$.

The conservation laws are automatically satisfied by introducing the gauge fields $A_{\ell j}(\mathbf{x}), h_{\ell j}(\mathbf{x})$ and setting

[^29]\[

$$
\begin{align*}
& \sigma_{i j}=\varepsilon_{i k t} \bar{\nabla}_{k} A_{l j}(\mathbf{x}-\ell) \\
& \tau_{i j}=\varepsilon_{i k i} \bar{\nabla}_{k} h_{i j}(\mathbf{x}-\ell)+\delta_{i j} A_{f r}(\mathbf{x}-\ell)-A_{i j}(\mathbf{x}-\mathbf{j}) . \tag{18.36}
\end{align*}
$$
\]

The stresses are invariant under the following local gauge transformations

$$
\begin{gather*}
A_{i,}(\mathbf{x}) \rightarrow A_{i j}(\mathbf{x})+\nabla_{i} \Lambda_{j}(\mathbf{x}),  \tag{18.37}\\
h_{i j}(\mathbf{x}) \rightarrow h_{i j}(\mathbf{x})+\nabla_{i} \xi_{j}(\mathbf{x})-\varepsilon_{\ell j k} \Lambda_{k}(\mathbf{x}+\ell) . \tag{18.38}
\end{gather*}
$$

Just as in our previous treatment of three-dimensional defects within classical elasticity, these have the same structure as the gauge transformations on the defect fields (18.15) and (18.16). The only difference is that the stress-gauge transformations are continuous while the defectgauge transformations are integer.

In terms of $A_{i t}, h_{i t}$ the coupling to the defect-gauge fields becomes, after a partial integration in the last terms of the exponents (18.29),

$$
\begin{align*}
& -2 \pi i \sum_{\mathbf{x}} A_{t j}(\mathbf{x})\left(\varepsilon_{l k i} \nabla_{k} n_{i j}(\mathbf{x}+\ell)+\delta_{i j} m_{k k}(\mathbf{x}+\ell)-m_{j l}(\mathbf{x}+\ell)\right) \\
& -2 \pi i \sum_{\mathrm{x}} h_{i j}(\mathbf{x}) \varepsilon_{i k i} \nabla_{k} m_{i j}(\mathbf{x}+\ell) \tag{18.39}
\end{align*}
$$

Comparing the sources of $A_{i j}(\mathbf{x})$ and $h_{i j}(x)$ with (2.69) and (2.68) and recalling that $n_{i j}$ and $m_{i j}$ are the lattice versions of plastic distortions and rotations, we may identify these sources with the lattice versions of dislocation and disclination densities, $\bar{\alpha}_{6 i}(\mathbf{x})$ and $\bar{\Theta}_{f i}(\mathbf{x})$, respectively, and write the interaction as

$$
\begin{equation*}
\frac{1}{T} E_{\mathrm{int}}=-2 \pi i \sum_{\mathbf{x}}\left(A_{i i} \bar{\alpha}_{i i}+h_{i i} \bar{\Theta}_{i i}\right) . \tag{18.40}
\end{equation*}
$$

In Section 16.1 we showed that the defect densities satisfy the conservation laws [see Eqs. (16.3), (16.5)]

$$
\begin{equation*}
\bar{\nabla}_{l} \bar{\alpha}_{i i}(\mathbf{x})=-\varepsilon_{i k \ell} \bar{\Theta}_{k i}(\mathbf{x}-\mathbf{k}), \quad \bar{\nabla}_{i} \bar{\Theta}_{i i}(\mathbf{x})=0 \tag{18.41}
\end{equation*}
$$

These guarantee the stress-gauge invariance of $E_{\text {int }}$. as can easily be verified by inserting the gauge transformations (18.37) and (18.38) and performing a couple of partial integrations.

### 18.4. CALCULATION OF THE INTERACTION ENERGY OF DEFECTS VIA STRESS-GAUGE FIELDS

Let us now see what the interaction energy of defects is in secondgradient elasticity. The problem is quite involved and it is preferable to study it in the continuum limit where we can use helicity amplitudes. We decompose $A_{i i}$ and $h_{i i}$ into $A^{(s, h)}, h^{(s, h)}$ according to the rules of Chapter 4. Then we can use formula (4.110) and find [compare Eqs. (16.23)]

$$
\begin{align*}
& \sigma^{(2 . \pm 2)}(\mathbf{k})= \pm k A^{(2 . \pm 2)}(\mathbf{k}), \quad \sigma^{+ \pm}(\mathbf{k})= \pm k A^{+ \pm}(\mathbf{k}), \quad \sigma^{- \pm}(\mathbf{k})=0, \\
& \sigma^{(1 .(1)}(\mathbf{k})=-k A^{L}(\mathbf{k}), \quad \sigma^{L}(\mathbf{k})=-k A^{(1.1)}(\mathbf{k}), \quad \sigma^{L}(\mathbf{k})=0 . \tag{18.42}
\end{align*}
$$

The three components $A^{-+}, A^{--}$and $A^{L^{\prime}}$ do not contribute to the stresses. Note that the momenta in these and the following formulas correspond to the continuum limit of the dimensionless lattice gradient $\nabla_{i}$ and therefore measure the physical momenta in units of $1 / a$.

The stress energy contains only the symmetric parts of $\sigma_{i j}$, i.e., the spin-2 and spin-0 helicity components, so that it is equal to

$$
\begin{equation*}
\sum_{\mathrm{k}} \frac{k^{2}}{4 \beta}\left\{\left|A^{(2.2)}\right|^{2}+\left|A^{(2 .-2)}\right|^{2}+\frac{1-v}{1+v}\left|A^{(1.0)}\right|^{2}+\frac{1}{2}\left|A^{++}\right|^{2}+\frac{1}{2}\left|A^{+-}\right|^{2}\right\} . \tag{18.43}
\end{equation*}
$$

Consider now the torque stresses $\tau_{i j}$. From (18.36) we see that they have the same helicity content in terms of $h_{i j}$ as $\sigma_{i j}$ has in terms of $A_{i j}$. In addition, there is the term $\delta_{i j} A_{1 /}-A_{j i}$. The $\delta_{i j} A_{l /}$ part can be written as

$$
\begin{equation*}
\left(\sqrt{2} e^{L}+e^{L}\right)_{i j}\left(\sqrt{2} A^{L}+A^{L}\right) . \tag{18.44}
\end{equation*}
$$

Since $A_{j i}$ is the transpose of $A_{i j}$ we see that in the helicity decomposition of $\tau_{i j}$, the sign of the spin-1 contribution of $A^{(1 . / 1)}$ is reversed. Thus we have

$$
\begin{align*}
& \tau^{(2 . \pm 2)}= \pm k h^{(2, \pm 2)}-A^{(2, \pm 2)}, \quad \tau^{+ \pm}= \pm k h^{+ \pm}-A^{- \pm}, \quad \tau^{- \pm}=-A^{+ \pm} \\
& \tau^{(1,0)}=-k h^{L}-A^{(1.0)}, \quad \tau^{L}=-k h^{(1,0)}+A^{l .}+\sqrt{2} A^{\prime \prime}, \quad \tau^{L^{\prime}}=\sqrt{2} A^{l} \tag{18.45}
\end{align*}
$$

$$
\begin{align*}
& \frac{a^{2}}{8 \beta \ell^{2}} \sum_{\mathrm{k}}\left\{( \delta _ { 1 } + \delta _ { 2 } ) \left[\left|k h^{(2.2)}-A^{(2.2)}\right|^{2}+\left|k h^{(2 .-2)}+A^{(2 .-2)}\right|^{2}\right.\right. \\
& \left.\quad+\left|-k h^{(1.0)}+A^{L}+\sqrt{2} A^{L^{\prime}}\right|^{2}+2\left|A^{L}\right|^{2}\right] \\
& \quad+\delta_{1}\left[\left|k h^{++}-A^{-+}\right|^{2}+\left|k h^{+-}-A^{--}\right|^{2}+\left|A^{++}\right|^{2}+\left|A^{+-}\right|^{2}\right] \\
& \quad+\delta_{2}\left[-\left(k h^{++}-A^{-+}\right)^{*} A^{++}-\left(-k h^{+-}-A^{--}\right)^{*} A^{+-}+\text {c.c. }\right] \\
& \left.\quad+\left(\delta_{1}-\delta_{2}\right)\left|k h^{L}+A^{(1.0)}\right|^{2}\right\} . \tag{18.46}
\end{align*}
$$

The energy is invariant under the gauge transformations (18.37), (18.38), which read in the helicity basis,

$$
\begin{align*}
& A^{- \pm} \rightarrow A^{- \pm}+k \Lambda^{ \pm}, \quad A^{L^{\prime}} \rightarrow A^{L^{\prime}}+k \Lambda^{0}, \\
& h^{(1, \pm 1)} \rightarrow h^{(1, \pm 1)} \pm \sqrt{2} k \Lambda^{ \pm}, \quad h^{(1.0)} \rightarrow h^{(1.0)}+\sqrt{2} k \Lambda^{0}, \tag{18.47}
\end{align*}
$$

and

$$
\begin{equation*}
h^{- \pm} \rightarrow h^{- \pm}+k \xi^{ \pm}, \quad h^{L^{\prime}} \rightarrow h^{L^{\prime}}+k \xi^{0}, \tag{18.48}
\end{equation*}
$$

respectively, with all other components remaining unchanged.
These can be used to eliminate the anti-symmetric components $h^{(1, \pm 1)}$, $h^{(1.0)}$ (as well as $h^{(2 . \pm 1)}, h^{L^{\prime}}$ if they were present) so that only three components of $h$ are dynamically relevant, namely, $h^{(2.2)}, h^{(2 .-2)}$ and $h^{L}$. After gauge fixing, the elastic energy (18.23) reads

$$
\begin{align*}
\frac{1}{T} E_{\mathrm{ct}}= & \frac{1}{4 \beta} \sum_{\mathrm{k}} k^{2}\left\{\left|A^{(2.2)}\right|^{2}+\left|A^{(2 .-2)}\right|^{2}+\frac{1-v}{1+\nu}\left|A^{(1.0)}\right|^{2}+\frac{1}{2}\left|A^{++}\right|^{2}+\frac{1}{2}\left|A^{+-}\right|^{2}\right\} \\
& +\frac{a^{2}}{8 \beta \ell^{2}} \sum_{\mathrm{k}}\left\{( \delta _ { 1 } + \delta _ { 2 } ) \left[\left|k h^{(2.2)}-A^{(2.2)}\right|^{2}+\left|k h^{(2 .-2)}+A^{(2 .-2)}\right|^{2}\right.\right. \\
& +\mid A^{L}+\sqrt{2} A^{\left.\left.L^{\prime}\right|^{2}+2\left|A^{L}\right|^{2}\right]+\delta_{1}\left[\left|A^{++}\right|^{2}+\left|A^{+-}\right|^{2}\right.} \\
& \left.+\left|A^{-+}\right|^{2}+\left|A^{---}\right|^{2}\right]+\delta_{2}\left[A^{-+*} A^{++}+A^{--*} A^{+-}+\text {c.c. }\right] \\
& \left.+\left(\delta_{1}-\delta_{2}\right)\left|k h^{L}+A^{(1.0)}\right|^{2}\right\} \tag{18.49}
\end{align*}
$$

where $\quad \delta_{1}+\delta_{2}=1 /(1+\varepsilon), \quad \delta_{1}-\delta_{2}=1 /(1-\varepsilon), \quad \delta_{1}=1 /\left(1-\varepsilon^{2}\right), \quad \delta_{2}=$ $-\varepsilon /\left(1-\varepsilon^{2}\right)$. We now turn to the interaction energy (18.40).

In the continuum limit, the conservation laws (18.41) ensure that $\Theta_{k c}$ has
only the helicity components $\Theta^{(2 . \pm 2)}, \Theta^{L}, \Theta^{+ \pm}, \Theta^{(1.0)}$, the latter three being identical to $\mp k \alpha^{- \pm},-k \alpha^{L^{\prime}} / \sqrt{2}$, respectively. Hence the helicity decomposition of the interaction energy (18.40) reads

$$
\begin{align*}
\frac{1}{T} E_{\mathrm{in} 1}= & -2 \pi i \sum_{\mathrm{k}}\left\{A^{(2.2) *} \alpha^{(2.2)}+A^{(2 .-2) *} \alpha^{(2 .-2)}+A^{(1.0) *} \alpha^{(1.0)}\right. \\
& +h^{(2.2) *} \Theta^{(2.2)}+h^{(2 .-2) *} \Theta^{(2 .-2)}+h^{L^{*}} \Theta^{L}+A^{++*} \alpha^{++} \\
& +A^{+-*} \alpha^{+-}+\left(A^{-+}-k h^{++}\right)^{*} \alpha^{-+}+\left(A^{--}+k h^{+-}\right)^{*} \alpha^{--} \\
& \left.+\left(A^{L^{\prime}}-k h^{(1.0)} / \sqrt{2}\right)^{*} \alpha^{L^{\prime}}+A^{L *} \alpha^{L}\right\} . \tag{18.50}
\end{align*}
$$

In the stress gauge for which $h^{(s . h)}$ has the three components $h^{(2,2)}$, $h^{(2,-2)}, h^{L}$ only, this becomes

$$
\begin{align*}
& \frac{1}{T} E_{\mathrm{int}}=-2 \pi i \sum_{\mathrm{k}}\left\{A^{(2.2) *} \alpha^{(2.2)}+A^{(2 .-2) *} \alpha^{(2 .-2)}+A^{(1.0) *} \alpha^{(1.0)}\right. \\
& +h^{(2.2) *} \Theta^{(2.2)}+h^{(2 .-2) *} \Theta^{(2 .-2)}+h^{L *} \Theta^{L} \\
& \left.+A^{-+*} \alpha^{-+}+A^{--*} \alpha^{---}+A^{++*} \alpha^{++}+A^{+\cdots *} \alpha^{+-}+A^{L *} \alpha^{L \prime}+A^{L *} \alpha^{L}\right\} \tag{18.51}
\end{align*}
$$

Noting that in the stress energy, the components $h^{(2, \pm 2)}$ and $h^{L}$ always occur in conjunction with $A^{(2, \pm 2)}$ and $A^{(1.0)}$, it is useful to rewrite the second line in (18.51) as

$$
\begin{align*}
& h^{(2.2) *} \Theta^{(2.2)}+h^{(2 .-2) *} \Theta^{(2 .-2)}+h^{L *} \Theta^{L} \\
&=\left(h^{(2.2)}-\frac{1}{k} A^{(2.2)}\right)^{*} \Theta^{(2.2)}+\left(h^{(2 .-2)}+\frac{1}{k} A^{(2 .-2)}\right)^{*} \Theta^{(2 .-2)} \\
&+\left(h^{L}-\frac{1}{k} A^{(1.0)}\right)^{*} \Theta^{L}+\frac{1}{k}\left(A^{(2.2) *} \Theta^{(2.2)}-A^{(2 .-2) *} \Theta^{(2 .-2)}+A^{(1.0) *} \Theta^{L}\right) . \tag{18.52}
\end{align*}
$$

Recalling the composition of the total defect tensor in the helicity basis [i.e., (16.24) and (16.25)], we see that the second line can be combined with the first line in (18.51) to give the defect couplings,

$$
\begin{align*}
- & 2 \pi i \sum_{\mathbf{k}}\left\{\frac{1}{k}\left[A^{(2.2) *} \eta^{(2.2)}-A^{(2,-2) *} \eta^{(2,-2)}+A^{(1.0) *} \eta^{L}\right]\right. \\
& +\left(h^{(2.2)}-\frac{1}{k} A^{(2.2)}\right)^{*} \Theta^{(2.2)}+\left(h^{(2 .-2)}+\frac{1}{k} A^{(2 .-2)}\right)^{*} \Theta^{(2 .-2)} \\
& \left.-\left(h^{L}+\frac{1}{k} A^{(1.0)}\right)^{*} \Theta^{L}\right\} \tag{18.53}
\end{align*}
$$

We now change the variables from $A^{(2 . \pm 2)}, A^{(1.0)}, h^{(2 . \pm 2)} \cdot h^{L}$ to $A^{(2 . \pm 2)}$, $A^{(1.0)}, h^{(2 . \pm 2)} \mp(1 / k) A^{(2 . \pm 2)}, h^{L}+(1 / k) A^{(1.0)}$. Then the integrals over these six fields can immediately be performed, giving the following Boltzmann factor:

$$
\begin{align*}
& \exp \left\{-\beta 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{4}}\left(\left|\eta^{(2.2)}\right|^{2}+\left|\eta^{(2 .-2)}\right|^{2}+\frac{1-\nu}{1+\nu}\left|\eta^{L}\right|^{2}\right)\right. \\
& \left.\quad-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{2}}\left[(1+\varepsilon)\left|\Theta^{(2.2)}\right|^{2}+(1+\varepsilon)\left|\Theta^{(2 .-2)}\right|^{2}+(1-\varepsilon)\left|\Theta^{L}\right|^{2}\right]\right\} \tag{18.54}
\end{align*}
$$

The first term contains the defect energy of classical linear elasticity. The second gives an additional Biot-Savart energy between disclination lines, which at long distances is negligible as compared with the linear forces implied by the first term. It modifies only the core of the disclinations.

As for the remaining fields, $A^{- \pm}, A^{+ \pm}, A^{L}$ and $A^{L^{\prime}}$ these produce additional short-range effects for the remaining components of the defect densities. The fields $A^{ \pm \pm}$give

$$
\begin{align*}
& \exp \left\{-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{k}\left[\frac { 1 } { 1 + \ell ^ { 2 } k ^ { 2 } / a } \left[\left|\alpha^{++}\right|^{2}+\left|\alpha^{+-}\right|^{2}\right.\right.\right. \\
& \left.-\varepsilon^{2}\left(\frac{k^{2} \ell^{2}}{a^{2}}\right)\left(\left|\alpha^{-+}\right|^{2}+\mid \alpha^{---\left.\right|^{2}}\right)\right]+\left|\alpha^{-+}\right|^{2}+\left|\alpha^{--}\right|^{2} \\
& \left.\left.-\frac{\varepsilon}{1+\ell^{2} k^{2} / a^{2}}\left(\alpha^{++*} \alpha^{-+}+\alpha^{+-*} \alpha^{--}+\text {c.c. }\right)\right]\right\} \tag{18.55}
\end{align*}
$$

The fields $A^{L}, A^{L^{\prime}}$ have a stress energy

$$
\frac{1}{T} E_{\mathrm{el}}=\frac{a^{2}}{8 \beta \ell^{2}}\left(\delta_{1}+\delta_{2}\right) \sum_{\mathbf{k}}\left(A^{L}, A^{L^{\prime}}\right) *\left(\begin{array}{rr}
3 & \sqrt{2}  \tag{18.56}\\
\sqrt{2} & 2
\end{array}\right)\binom{A^{L}}{A^{L^{\prime}}},
$$

so that integration over them leads to

$$
\begin{align*}
& \exp \left\{-\frac{\beta}{2} \frac{\ell^{2}}{a^{2}} 4 \pi^{2}(1+\varepsilon) \sum_{\mathbf{k}}\left(\alpha^{L}, \alpha^{L^{\prime}}\right)^{\cdot}\left(\begin{array}{cc}
2 & -\sqrt{2} \\
-\sqrt{2} & 3
\end{array}\right)\binom{\alpha^{L}}{\alpha^{\prime}}\right. \\
& \quad=\exp \left\{-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2}(1+\varepsilon) \sum_{\mathbf{k}}\left[\frac{1}{2}\left|\alpha^{L}\right|^{2}+\frac{1}{2}\left|\alpha^{L}-\frac{1}{\sqrt{2}} \alpha^{L^{\prime}}\right|^{2}\right]\right\} \tag{18.57}
\end{align*}
$$

All these additional terms are of short range. They present obstacles to the formation of dislocations.

From the identity (16.26), we observe that the second term in (18.55) can also be written as

$$
\begin{equation*}
\exp \left\{-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{2}}\left(\left|\Theta^{++}\right|^{2}+\left|\Theta^{+--}\right|^{2}\right)\right\}, \tag{18.58}
\end{equation*}
$$

and may be viewed as a Biot-Savart law for disclination lines. Similarly, using (16.27), the energy (18.57) may be written in terms of $\alpha^{L},(-\sqrt{2} / k)$ $\Theta^{(1.0)}$, rather than $\alpha^{L}, \alpha^{L^{\prime}}$.

Then the total Boltzmann factor becomes ${ }^{\text {b }}$

$$
\begin{align*}
& \exp \left\{-\beta 4 \pi^{2}\right. \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{4}}\left(\left|\eta^{(2.2)}\right|^{2}+\left|\eta^{(2 .-2)}\right|^{2}+\frac{1+v}{1-v}\left|\eta^{L}\right|^{2}\right) \\
&-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{2}}\left[\left[(1+\varepsilon)\left|\Theta^{(2,2)}\right|^{2}+(1+\varepsilon)\left|\Theta^{(2,-2)}\right|^{2}+(1-\varepsilon)\left|\Theta^{L}\right|^{2}\right]\right. \\
&\left.+\left(1-\frac{\varepsilon^{2} k^{2} \ell^{2} / a^{2}}{1+k^{2} \ell^{2} / a^{2}}\right)\left(\left|\Theta^{++}\right|^{2}+\left|\Theta^{+--}\right|^{2}\right)+(1+\varepsilon)\left|\Theta^{(1.0)}\right|^{2}\right] \\
&+\sum_{\mathbf{k}}\left[\frac{1}{1+k^{2} \ell^{2} / a^{2}}\left(\left|\alpha^{++}\right|^{2}+\mid \alpha^{+-\left.\right|^{2}}\right)+\frac{1+\varepsilon}{2}\left|\alpha^{L}+\frac{1}{k} \Theta^{(1,0)}\right|^{2}\right] \\
&\left.+\sum_{\mathbf{k}}\left[\frac{-\varepsilon}{1+k^{2} \ell^{2} / a^{2}}\left(\alpha^{++*} \alpha^{-+}+\alpha^{+-*} \alpha^{--}+\text {c.c. }\right)\right]\right\} . \tag{18.59}
\end{align*}
$$

${ }^{\text {b }}$ Recall that the defect densities in these formulas are the integer-valued lattice quantities. Thus they are related to the continuous ones by a factor $1 / 2 \pi$ as well as an appropriate power of the lattice spacing. Similarly, the momenta are measured as multiples of $1 / a$.

From this expression, it is straightforward to go back to tensor notation. Using the fact that $\eta$ possesses only the three components $\eta^{(2,2)}, \eta^{(2,-2)}$, $\eta^{L}$ we find that

$$
\begin{equation*}
\left|\eta_{i i}\right|^{2}=\left|\eta^{(2.2)}\right|^{2}+\left|\eta^{(2 .-2)}\right|^{2}+\left|\eta^{L}\right|^{2}, \quad\left|\eta_{i i}\right|^{2}=\left|\sqrt{2} \eta^{L}\right|^{2} \tag{18.60}
\end{equation*}
$$

and the first sum becomes

$$
\begin{equation*}
-\beta 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{4}}\left(\left|\eta_{i j}\right|^{2}+\frac{v}{1-v}\left|\eta_{c \ell}\right|^{2}\right) \tag{18.61}
\end{equation*}
$$

Similarly, $\Theta_{i j}$ has only the six components contained in the second sum so that this sum reads, for $\varepsilon=0$,

$$
\begin{equation*}
-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{\mathbf{k}^{2}}\left|\Theta_{i j}\right|^{2} . \tag{18.62}
\end{equation*}
$$

Furthermore, using the polarization tensors $e^{+ \pm}$of Eq. (4.97), we obtain

$$
\begin{align*}
\left|\alpha^{++}\right|^{2}+\left|\alpha^{+-}\right|^{2} & \left.=\frac{1}{\mathbf{k}^{2}} \right\rvert\, e_{i} k_{j} e_{i^{*}}^{*} k_{j^{\prime}} \alpha_{i j}^{*} \alpha_{i^{\prime} j^{\prime}}+\text { c.c. }\left.\right|^{2} \\
& =\frac{1}{k^{6}}\left|\left(\delta_{i i^{\prime}} \partial^{2}-\partial_{i} \partial_{i^{\prime}}\right) \partial_{j} \alpha_{i^{\prime} j}\right|^{2} . \tag{18.63}
\end{align*}
$$

It is useful to introduce the abbreviation

$$
\begin{equation*}
\alpha_{i j}^{T} \equiv\left(\delta_{i i^{\prime}}-\frac{\partial_{i} \partial_{i^{\prime}}}{\partial^{2}}\right) \alpha_{i^{\prime} j} \tag{18.64}
\end{equation*}
$$

for the transverse part of $\alpha_{i j}$ [i.e., that which contains only the,+++- , ,,$-+--(1,0)$, and $L$ components]. Then

$$
\begin{equation*}
\left|\alpha^{++}\right|^{2}+\left|\alpha^{+-}\right|^{2}=\frac{1}{k^{2}}\left|\partial_{j} \alpha_{i j}^{T}\right|^{2} . \tag{18.65}
\end{equation*}
$$

Similarly, using $e^{L}$ of Eq. (4.97) and $e^{(1.0)}$ of Eq. (4.62) we find

$$
\begin{align*}
\left|\alpha^{L}+\frac{1}{k} \Theta^{(1.0)}\right|^{2} & =\frac{1}{2 k^{4}}\left|\left(\delta_{i j} \partial^{2}-\partial_{i} \partial_{j}\right) \alpha_{i j}+\varepsilon_{i \ell k} \partial_{k} \Theta_{i \ell}\right|^{2} \\
& =\frac{1}{2 k^{4}}\left|\partial^{2} \alpha_{\ell \ell}^{T}+\varepsilon_{i \ell k} \partial_{k} \Theta_{i \ell}\right|^{2} \tag{18.66}
\end{align*}
$$

With these formulas, we can collect the $\varepsilon=0$ parts of (18.59) into the following tensor form,

$$
\begin{align*}
& \exp \left\{-\beta 4 \pi^{2} \sum_{\mathbf{k}} \frac{1}{k^{4}}\left(\left|\eta_{i j}\right|^{2}+\frac{v}{1-v}\left|\eta_{\ell \ell}\right|^{2}\right)\right. \\
& \left.-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{k}}\left[\frac{1}{k^{2}}\left|\Theta_{i j}\right|^{2}+\frac{1}{k^{2}} \frac{1}{1+k^{2} \ell^{2} / a^{2}}\left|\partial_{j} \alpha_{i j}^{T}\right|^{2}+\frac{1}{4 k^{4}}\left|\partial^{2} \alpha^{T}+\varepsilon_{i \varepsilon k} \partial_{k} \Theta_{i \ell}\right|^{2}\right]\right\} \tag{18.67}
\end{align*}
$$

The $\varepsilon$ terms require a little more work. Those in $\varepsilon\left|\Theta^{(e, h)}\right|^{2}$ can be grouped as follows:

$$
\begin{equation*}
\varepsilon\left(\left|\Theta^{(2,2)}\right|^{2}+\left|\Theta^{(2,-2)}\right|^{2}+\left|\Theta^{L}\right|^{2}+\left|\Theta^{(1,0)}\right|^{2}\right)-2 \varepsilon\left|\Theta^{L}\right|^{2} \tag{18.68}
\end{equation*}
$$

Now, $2\left|\Theta^{L}\right|^{2}$ is just

$$
\begin{equation*}
2\left|\Theta^{L}\right|^{2}=\left|\Theta_{\ell \ell}\right|^{2} \tag{18.69}
\end{equation*}
$$

The first sum may be rewritten as

$$
\begin{equation*}
\varepsilon\left(\left|\Theta_{i j}\right|^{2}-\left|\Theta^{++}\right|^{2}-\left|\Theta^{+-}\right|^{2}\right) \tag{18.70}
\end{equation*}
$$

But from the same calculation as in Eq. (18.63) we have directly [recall that $\left.\partial_{i} \Theta_{i j}=0\right]$

$$
\begin{equation*}
\left|\Theta^{++}\right|^{2}+\left|\Theta^{+-}\right|^{2}=\frac{1}{k^{2}}\left|\partial_{j} \Theta_{i j}\right|^{2} \tag{18.71}
\end{equation*}
$$

so that (18.68) gives

$$
\begin{equation*}
\varepsilon\left(\left|\Theta_{i j}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{j} \Theta_{i j}\right|^{2}-\left|\Theta_{e \ell}\right|^{2}\right) \tag{18.72}
\end{equation*}
$$

The mixed terms in $\alpha^{++}, \alpha^{-+}$, etc. take the following tensor form,

$$
\begin{align*}
& \alpha^{++*} \alpha^{-+}+\alpha^{+-*} \alpha^{--}+\text {c.c. } \\
&=\frac{1}{k^{2}}\left(e_{i} k_{j} k_{i^{\prime}} e_{i^{\prime}} \alpha_{i j}^{*} \alpha_{i^{\prime} j^{\prime}}+\text { c.c. }\right)+\frac{1}{k^{2}}\left(k_{i} e_{j} e_{i^{\prime}} k_{j^{\prime}} \alpha_{i j}^{*} \alpha_{i^{\prime} j^{\prime}}+\text { c.c. }\right) \\
&=\frac{1}{k^{2}}\left(\delta_{i j^{\prime}}-\frac{k_{i} k_{i^{\prime}}}{k^{2}}\right) k_{j} k_{i^{\prime}} \alpha_{i j}^{*} \alpha_{i^{\prime} j^{\prime}}+\frac{1}{k^{2}}\left(\delta_{j i^{\prime}}-\frac{k_{j} k_{i^{\prime}}}{k^{2}}\right) k_{i} k_{j^{\prime}} \alpha_{i j}^{*} \alpha_{i^{\prime} j^{\prime}} \\
&=\frac{1}{k^{2}}\left(\partial_{j} \alpha_{i j}^{T *} \partial_{\ell} \alpha_{\ell i}+\text { c.c. }\right)=-\frac{1}{k^{2}}\left(\partial_{j} \alpha_{i j}^{T *} \varepsilon_{i p q} \Theta_{p q}+\text { c.c. }\right) \tag{18.73}
\end{align*}
$$

Using these formulas, the $\varepsilon, \varepsilon^{2}$ terms in (18.59) become

$$
\begin{align*}
& \exp \left\{-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{k} \varepsilon\left[\frac{1}{k^{2}}\left(\left|\Theta_{i j}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{j} \Theta_{i j}\right|^{2}-\left|\Theta_{\ell \ell}\right|^{2}\right)\right.\right. \\
& \quad-\frac{\varepsilon \ell^{2} / a^{2}}{1+k^{2} \ell^{2} / a^{2}} \frac{1}{k^{2}}\left|\partial_{j} \Theta_{i j}\right|^{2}+\frac{1}{4 k^{4}}\left|\partial^{2} \alpha_{\ell \ell}^{T}+\varepsilon_{i \ell k} \partial_{k} \Theta_{i \ell}\right|^{2} \\
& \left.\left.\quad+\frac{1}{1+k^{2} \ell^{2} / a^{2}} \frac{1}{k^{2}}\left(\partial_{j} \alpha_{i j}^{T *} \varepsilon_{i p q} \Theta_{p q}+\text { c.c. }\right)\right]\right\} \tag{18.74}
\end{align*}
$$

At first sight it appears as though this expression is the best starting point for a disorder field theory of defect lines. Either defect systems, $\Theta_{\ell i}$ or $\alpha_{f i}^{T}$ could be turned separately into an $X Y$ model, one for each $j$. Unfortunately, this simplification is an illusion for two reasons. First, it is impossible to go from integers $\alpha_{i i}$ to integers $\alpha_{\ell i}^{T}$ since the lattice operator $\left(\nabla_{\boldsymbol{C}} \bar{\nabla}_{\ell^{\prime}} / \bar{\nabla} \cdot \nabla\right) \alpha_{\ell^{\prime} i}$ produces non-integer numbers. Hence the sum over $\alpha_{\ell i}^{T}$ does not allow for an $X Y$ model representation. Second, the resulting field theory would not be local. The orthogonal part of $\alpha_{\ell i}^{T}$ still appears in the exponent which reads

$$
\begin{align*}
& \exp \left\{-2 \pi i \sum_{\mathbf{x}}\left(A_{\ell i}\left(\alpha_{\ell i}^{T}+\frac{\partial_{\ell} \partial_{\ell^{\prime}}}{\partial^{2}} \alpha_{\ell^{\prime} i}\right)+h_{\ell i} \Theta_{\ell i}\right)\right\} \\
& \quad=\exp \left\{-2 \pi i \sum_{\mathbf{x}}\left(A_{\ell i} \alpha_{\ell i}^{T}+\left(h_{\ell i}-A_{n k} \varepsilon_{\ell i k} \frac{\partial n}{\partial^{2}}\right) \Theta_{\ell i}\right)\right\} \tag{18.75}
\end{align*}
$$

so that with $\alpha_{\ell i}^{T}, \Theta_{e_{i}}$ as fundamental defect variables the field $A_{n k}$ couples nonlocally to $\Theta_{\ell i}$, and such a nonlocal coupling cannot readily be incorporated into a covariant derivative of a disorder field for the disclination density $\Theta_{e i}$.

### 18.5. SECOND-GRADIENT INTERACTION ENERGY DERIVED FROM DEFECT GAUGE FIELDS

In linear elasticity we observed that it was simpler to calculate the interaction energy of defects by using defect gauge fields rather than stress gauge fields. Let us now see how this method works in higher gradient elasticity.

Our starting point is the partition function (17.19) with the energy expression

$$
\begin{align*}
E= & \int d^{3} x\left\{\mu\left(u_{i j}-u_{i j}^{p}\right)^{2}+\frac{\lambda}{2}\left(u_{\ell \ell}-u_{\ell \ell}^{p}\right)^{2}+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{i}\left(u_{\ell \ell}-u_{\ell \ell}^{p}\right)\right)^{2}\right. \\
& \left.+2 \mu \ell^{2}\left[\left(\partial_{i} \omega_{j}-\partial_{i} \omega_{j}^{p}\right)^{2}+\varepsilon\left(\partial_{i} \omega_{j}-\partial_{j} \omega_{i}^{p}\right)\left(\partial_{j} \omega_{i}-\partial_{j} \omega_{i}^{p}\right)\right]\right\} \tag{18.76}
\end{align*}
$$

where $u_{i j}^{p} \equiv(1 / 2)\left(\partial_{i} u_{j}^{p}+\partial_{j} u_{i}^{p}\right)=(1 / 2)\left(\beta_{j i}^{p}+\beta_{i j}^{p}\right), \partial_{j} \omega_{i}^{p} \equiv \chi_{j i}^{p}=(1 / 2) \varepsilon_{i k \ell} \partial_{j}$ $\beta_{k c}^{\rho_{c}+\phi_{j i}^{p} \text { [recall (2.63), (2.64)]. In contrast to the discussion in the }}$ previous section we have now kept the $\ell^{\prime 2}$ term which corresponds to the stress energy $\tau_{i}^{\prime 2}$.

We now recall that the basic trick which simplified the calculation of the elastic energies in (10.6) was to impose improper transverse gauges. We had demonstrated in the $X Y$ model that this is admissible, as long as no knowledge is required on the correlation functions of the order parameter $e^{i m_{1}(x)}$, which is the case here. Then we can always choose noninteger gauge functions $\widehat{N}_{i}, M_{i}$ to arrive at a gauge in which $\beta_{i j}^{p}$ is properly symmetric but purely transverse, i.e.,

$$
\begin{equation*}
\beta_{i j}^{p}=\beta_{j i}^{p}=u_{i j}^{p}, \quad \partial_{i} u_{i j}^{p}=0 . \tag{18.77}
\end{equation*}
$$

Using this gauge and working out the different squares in (18.69) gives

$$
\begin{align*}
E= & \int d^{3} x\left\{\frac { 1 } { 2 } u _ { i } ( \mathbf { x } ) \left[-\mu \partial^{2}\left(1-\ell^{2} \partial^{2}\right)\left(\delta_{i j}-\frac{\partial_{i} \partial_{j}}{\partial^{2}}\right)\right.\right. \\
& \left.-(2 \mu+\lambda) \partial^{2}\left(1-\ell^{\prime 2} \partial^{2}\right) \frac{\partial_{i} \partial_{j}}{\partial^{2}}\right] u_{j}(\mathbf{x})+\lambda u_{i} \partial_{i} u_{\ell \ell}^{p} \\
& -(2 \mu+\lambda) \ell^{\prime 2} u_{i} \partial_{i} \partial^{2} u_{\ell c}^{p}-2 \mu \ell^{2} u_{i} \varepsilon_{i k c} \partial_{\ell} \partial_{j}\left(x_{j k}^{p}+\varepsilon x_{k j}^{p}\right)+\mu u_{i j}^{p^{2}} \\
& \left.+\frac{\lambda}{2} u_{\ell \ell}^{p}+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{j} u_{\ell c}^{p}\right)^{2}+2 \mu \ell^{2}\left(x_{j i}^{p^{2}}+\varepsilon \chi_{j i}^{p} x_{i j}^{p}\right)\right\} . \tag{18.78}
\end{align*}
$$

A quadratic completion gives the defect energy

$$
\begin{align*}
E_{\mathrm{der}}= & \int d^{3} x\left\{\mu u_{i j}^{p 2}+\frac{\lambda}{2} u_{\ell \ell}^{p 2}+\frac{2 \mu+\lambda}{2} \ell^{\prime 2}\left(\partial_{j} u_{\ell \ell}^{p}\right)^{2}+2 \mu \ell^{2}\left(x_{j i}^{p 2}+\varepsilon x_{j i}^{p} x_{i j}^{p}\right)\right\} \\
& -\frac{1}{2} \int d^{3} x d^{3} x^{\prime} G_{i i \prime}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \\
& \times\left[\lambda \partial_{i} u_{\ell \ell}^{p}-(2 \mu+\lambda) \ell^{\prime 2} \partial_{i} \partial^{2} u_{\ell \ell}^{p}-2 \mu \ell^{2} \varepsilon_{i k \ell} \partial_{k} \partial_{j}\left(x_{j k}^{p}+\varepsilon x_{k j}^{p}\right)\right](\mathbf{x}) \\
& \times\left[\lambda \partial_{i^{\prime}} u_{\ell \ell}^{p}-(2 \mu+\lambda) \ell^{\prime 2} \partial_{i^{\prime}} \partial^{2} u_{\ell \ell}^{p}-2 \mu \ell^{2} \varepsilon_{i^{\prime} k \ell} \partial_{\ell} \partial_{j}\left(x_{j k}^{p}+\varepsilon x_{k j}^{p}\right)\right]\left(\mathbf{x}^{\prime}\right), \tag{18.79}
\end{align*}
$$

where $G_{i i^{\prime}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ is the elastic Green function calculated in (17.106), (17.112) in momentum space

$$
\begin{equation*}
G_{i i^{\prime}}(\mathbf{k})=\frac{1}{\mu k^{2}\left(1+\ell^{2} k^{2}\right)}\left(\delta_{i i^{\prime}}-k_{i} k_{i} / k^{2}\right)+\frac{1}{(2 \mu+\lambda) k^{2}\left(1+\ell^{\prime 2} k^{2}\right)} \frac{k_{i} k_{i^{\prime}}}{k^{2}} . \tag{18.80}
\end{equation*}
$$

This satisfies

$$
\begin{align*}
& k_{i} G_{i i}(\mathbf{k})=k_{j} \frac{1}{(2 \mu+\lambda)\left(1+\ell^{\prime 2} k^{2}\right)} \frac{1}{k^{2}} \\
& k_{i} k_{i^{\prime}} G_{i i \prime}(\mathbf{k})=\frac{1}{(2 \mu+\lambda)} \frac{1}{\left(1+\ell^{\prime 2} k^{2}\right)} \\
& \varepsilon_{i k \epsilon} k_{\ell} \varepsilon_{i^{\prime} k^{\prime} \cdot^{\prime}} k_{\ell^{\prime}} G_{i i i^{\prime}}(\mathbf{k})=\frac{1}{\mu k^{2}\left(1+\ell^{2} k^{2}\right)}\left(\delta_{k k^{\prime}}-k_{k} k_{k^{\prime}} / k^{2}\right) \tag{18.81}
\end{align*}
$$

It follows that

$$
\begin{align*}
& G_{i i^{\prime}}(\mathbf{k})\left(k_{i} u_{\ell i}^{p}\left(\lambda+(2 \mu+\lambda) \ell^{\prime 2} k^{2}\right)-2 \mu \ell^{2} i \varepsilon_{i k \ell} k_{\ell} k_{j}\left(x_{j k}^{p}+\varepsilon x_{k j}^{p}\right)\right)^{*} \\
& \quad \times\left(k_{i^{\prime}} u_{\ell c}^{p}\left(\lambda+(2 \mu+\lambda) \ell^{\prime 2} k^{2}\right)-2 \mu \ell^{2} i \varepsilon_{i^{\prime} k \ell} k_{\ell} k_{j}\left(x_{j k}^{p}+\varepsilon x_{k j}^{p}\right)\right) \\
& =\frac{1}{2 \mu+\lambda} \frac{\left(\lambda+(2 \mu+\lambda) \ell^{\prime 2} k^{2}\right)^{2}}{1+\ell^{\prime 2} k^{2}}\left|u_{\ell \ell^{p}}\right|^{2}+\frac{1}{\mu} \frac{\left(2 \mu \ell^{2}\right)^{2}}{1+\ell^{2} k^{2}} k_{j} k_{j}^{\prime}\left(\delta_{k k^{\prime}}-\frac{k_{k} k_{k^{\prime}}}{k^{2}}\right) \\
& \quad \times\left(x_{j k}^{p}+\varepsilon x_{k_{j}}^{p}\right)^{\circ}\left(x_{j^{\prime} k^{\prime}}+\varepsilon x_{k^{\prime} j^{\prime}}^{p}\right) . \tag{18.82}
\end{align*}
$$

Inserting this result into (18.79) we can collect the $u_{i j}^{p}$ terms as follows,

$$
\begin{align*}
& \sum_{\mathbf{k}}\left[\mu\left|u_{i j}^{p}\right|^{2}+\frac{1}{2}\left(\lambda+(2 \mu+\lambda) \ell^{\prime 2} k^{2}-\frac{\left(\lambda+(2 \mu+\lambda) \ell^{\prime 2} k^{2}\right)^{2}}{(2 \mu+\lambda)\left(1+\ell^{\prime 2} k^{2}\right)}\right)\left|u_{\ell c}^{p}\right|^{2}\right] \\
& \quad=\sum_{\mathbf{k}}\left[\mu\left|u_{i j}^{p}\right|^{2}+\frac{\mu}{2 \mu+\lambda} \frac{\lambda+(2 \mu+\lambda) \ell^{\prime 2} k^{2}}{1+\ell^{\prime 2} k^{2}}\left|u_{\ell f}^{p}\right|^{2}\right] \\
& \quad=\mu \sum_{\mathbf{k}}\left[\left|u_{i j}^{p}\right|^{2}+\left.\frac{v}{1-v}\left|u_{\left.\ell \ell\right|^{p}}{ }^{2}+\frac{1-2 v}{1-v} \frac{\ell^{\prime 2} k^{2}}{1+\ell^{\prime 2} k^{2}}\right| u_{\ell, \mid}\right|^{2}\right] \tag{18.83}
\end{align*}
$$

Similarly, the $x_{j i}^{p}$ terms become

$$
\begin{align*}
& \sum_{\mathbf{k}} 2 \mu e^{2}\left[\left|x_{j i}^{p}\right|^{2}+\varepsilon x_{j i}^{p *} x_{i j}^{p}\right. \\
& \left.-\left(1-\frac{1}{1+\ell^{2} k^{2}}\right) \frac{k_{j} k_{j^{\prime}}}{k^{2}}\left(\delta_{k k^{\prime}}-\frac{k_{k} k_{k^{\prime}}}{k^{2}}\right)\left(\chi_{j k}^{p}+\varepsilon \varkappa_{k_{j}}^{p}\right)^{*}\left(\chi_{j^{\prime} k^{\prime}}^{p}+\varepsilon \chi_{k^{\prime} j^{\prime}}^{p}\right)\right] \\
& =2 \mu \ell^{2} \sum_{\mathbf{k}}\left\{\left|x_{j i}^{p}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{j} x_{j k}^{p}\right|^{2}+\frac{1}{k^{4}}\left|\partial_{j} \partial_{k} x_{j k}^{p}\right|^{2}\right. \\
& +\frac{1}{1+\ell^{2} k^{2}}\left(\frac{1}{k^{2}}\left|\partial_{j} x_{j k}^{p}\right|^{2}-\frac{1}{k^{4}}\left|\partial_{j} \partial_{k} x_{j k}^{p}\right|^{2}\right) \\
& +\varepsilon\left[x_{j i}^{p *} x_{i j}^{p}-\frac{1}{k^{2}}\left(\partial_{j} x_{j k}^{*} \partial_{j} x_{k j}^{p}+\text { c.c. }\right)+\frac{2}{k^{4}}\left|\partial_{j} \partial_{k} x_{j k}^{p}\right|^{2}\right] \\
& +\frac{\varepsilon}{1+\ell^{2} k^{2}}\left[\frac{1}{k^{2}}\left(\partial_{j} x_{j k}^{p *} \partial_{j} x_{k j}^{p}+\text { c.c. }\right)-\frac{2}{k^{4}}\left|\partial_{j} \partial_{k} x_{j k}^{p}\right|^{2}\right] \\
& \left.-\frac{e^{2} \varepsilon^{2}}{1+\ell^{2} k^{2}}\left[\left|\partial_{j} x_{k j}^{p}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{k} \partial_{j} x_{k j}^{p}\right|^{2}\right]\right\} . \tag{18.84}
\end{align*}
$$

The plastic deformations in the energies $(18.83)$, (18.84) must now be rewritten in terms of the defect tensors $\eta_{i j}, \Theta_{i j}, \alpha_{i j}$. For $u_{i j}^{p}$ this was done in Section 10.6 [Eqs. $(10.121),(10,122)$ ] so that $(18.83)$ becomes directly

$$
\begin{equation*}
E_{\mathrm{def} .4 \mu^{\rho}}=\mu \sum_{\mathbf{k}}\left[\frac{1}{k^{4}}\left(\eta_{i j}^{2}+\frac{\nu}{1-v} \eta_{\ell \ell}^{2}\right)+\frac{1-2 v}{1-v} \frac{\ell^{\prime 2}}{1+\ell^{\prime 2} k^{2}} \frac{1}{k^{2}} \eta_{\ell \ell}^{2}\right] . \tag{18.85}
\end{equation*}
$$

The first term is the usual defect energy of linear elasticity, the second term represents a modification of the short-range part of it.

A little more work is needed to translate the plastic rotations into defect tensors. For the first two terms in (18.84) this is simple enough since the disclination density $\Theta_{i j}=\varepsilon_{i k c} \partial_{k} \partial_{\ell} \omega_{j}^{p}=\varepsilon_{i k \ell} \partial_{k} \chi_{\ell j}^{p}$ gives directly

$$
\begin{equation*}
\sum_{k} \frac{1}{k^{2}}\left|\Theta_{i j}\right|^{2}=\sum_{k}\left[\left|x_{j i}^{p}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{j} x_{i j}^{p}\right|^{2}\right] . \tag{18.86}
\end{equation*}
$$

The remaining terms have to be expressed in terms of $\Theta_{i j}$ and $\alpha_{k f}$. Since $\partial_{i} \alpha_{i j}=-\varepsilon_{j k t} \Theta_{k f}$, the divergence of $\alpha_{i j}$ is not an independent quantity and can be expressed in terms of $\Theta_{k i}$. Thus we choose the full $\Theta_{k c}$ plus the divergenceless part of $\alpha_{i j}$ for the parametrization of all defects. Recalling the relations

$$
\begin{equation*}
\alpha_{i n}=\varepsilon_{i k \varepsilon} \partial_{k} u_{i n}^{p}+\delta_{i n} x_{k k}^{p}-x_{i n i}^{p}, \tag{18.87}
\end{equation*}
$$

we can calculate

$$
\begin{equation*}
\alpha_{i n}^{T} \equiv\left(\delta_{i i^{\prime}}-\frac{\partial_{i} \partial_{i^{\prime}}}{\partial^{2}}\right) \alpha_{i^{\prime \prime} n}=\varepsilon_{i k \ell} \partial_{k} u_{\epsilon_{n}}^{p}+\left(\delta_{i n}-\frac{\partial_{i} \partial_{n}}{\partial^{2}}\right) x_{k k}^{p}-x_{n i}^{p}+\frac{\partial_{i} \partial_{i^{\prime}}}{\partial^{2}} x_{n i^{\prime}}^{p} \tag{18.88}
\end{equation*}
$$

From this result we find

$$
\begin{gather*}
\alpha_{\ell \ell}^{T}=x_{k k}^{p}+\frac{\partial_{i} \partial_{\epsilon}}{\partial^{2}} x_{\ell i}^{p}  \tag{18.89}\\
\partial^{2} \alpha_{i \ell}^{T}+\varepsilon_{k i \ell} \partial_{k} \Theta_{i \epsilon}=\partial^{2} \alpha_{\ell \ell}^{T}-\partial^{2} x_{i i}^{p}+\partial_{n} \partial_{i} x_{n i}^{p}=2 \partial_{\epsilon} \partial_{i} x_{\ell i}^{p}, \tag{18.90}
\end{gather*}
$$

and due to the transverse gauge of $u_{i n}$,

$$
\begin{gather*}
\partial_{j} \alpha_{i j}^{T}=-\left(\delta_{i \varepsilon}-\frac{\partial_{i} \partial_{\ell}}{\partial^{2}}\right) \partial_{j} \chi_{j \ell}^{p}, \\
\sum_{\mathbf{k}}\left|\partial_{j} \alpha_{i j}^{T}\right|^{2}=\sum_{\mathbf{k}}\left[\left|\partial_{j} x_{j i}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{j} \partial_{i} \chi_{j i}^{p}\right|^{2}\right] . \tag{18.91}
\end{gather*}
$$

Inserting (18.86), (18.90), (18.91) into the $\varepsilon=0$ parts of (18.84) we see that they come to agree with the previous result (18.67) (with $a=1$ ).

We now use once more $\Theta_{i j}=\varepsilon_{i k \ell} \partial_{k} x_{\ell j}^{p}$, to calculate

$$
\begin{equation*}
\sum_{\mathbf{k}}\left|\partial_{j} \Theta_{i j}\right|^{2}=\sum_{\mathbf{k}}\left(\left|\partial_{k} \partial_{j} x_{i j}^{p}\right|^{2}-\left|\partial_{l} \partial_{j} x_{i j}^{p}\right|^{2}\right) \tag{18.92}
\end{equation*}
$$

and see that the $\varepsilon^{2}$ term agrees with that in (18.74).
Then we form

$$
\begin{align*}
\sum_{k}\left(\partial_{j} \alpha_{i j}^{T *} \varepsilon_{i p q} \Theta_{p q}+\text { c.c. }\right) & =-\sum_{k}\left[\left(\delta_{i \ell}-\frac{\partial_{i} \partial_{\epsilon}}{\partial^{2}}\right) \partial_{j} x_{j i}^{p *}\right]\left(\partial_{i} x_{q q}-\partial_{g} x_{i g}\right)+\text { c.c. } \\
& =\sum_{k}\left[\left(\partial_{j} x_{j i}^{p *} \partial_{j} x_{i j}^{p}+\text { c.c. }\right)-\frac{2}{k^{2}}\left|\partial_{j} \partial_{k} x_{j k}^{p}\right|^{2}\right] \tag{18.93}
\end{align*}
$$

and see that the $\varepsilon /\left(1+\ell^{2} k^{2}\right)$ terms in (18.84) and (18.74) are the same.
Finally, we evaluate

$$
\begin{align*}
& \sum_{\mathbf{k}}\left|\Theta_{i j}\right|^{2}=\sum_{\mathbf{k}}\left[\left|\partial_{k} x_{i j}^{p}\right|^{2}-\left|\partial_{j} x_{i j}^{p}\right|^{2}\right],  \tag{18.94}\\
& \sum_{\mathbf{k}}\left|\Theta_{i l}\right|^{2}=\sum_{\mathbf{k}}\left[\left|\partial_{k} x_{i j}^{p}\right|^{2}+2 k_{i} x_{i j}^{p *} k_{i} x_{j i}^{\prime \prime}-k^{2} x_{i j}^{*} x_{j i}-\left|k_{i} x_{i j}^{p}\right|^{2}-\left|k_{i} x_{i j}^{p}\right|^{2}\right]  \tag{18.95}\\
& \sum_{\mathbf{k}} \frac{1}{k^{2}}\left[\left|\Theta_{i j}\right|^{2}-\frac{1}{k^{2}}\left|\partial_{j} \Theta_{i j}\right|^{2}-\left|\Theta_{l \mid}\right|^{2}+\frac{1}{4 k^{2}}\left|\partial^{2} \alpha_{i l}^{T}+\varepsilon_{i t k} \partial_{k} \Theta_{i l}\right|^{2}\right] \\
&  \tag{18.96}\\
& \quad=\sum_{\mathbf{k}}\left[x_{i j}^{p *} x_{j i}^{p}-\frac{1}{k^{2}}\left(\partial_{i} x_{i j}^{p *} \partial_{i} x_{j i}^{p}+\text { c.c. }\right)+\frac{2}{k^{2}}\left|\partial_{i} \partial_{j} x_{i j}^{p}\right|^{2}\right]
\end{align*}
$$

so that the remaining $\varepsilon$ terms also agree with (18.74).

### 18.6. SECOND-GRADIENT ELASTICITY AND THE PARTITION FUNCTION OF TWO-DIMENSIONAL DEFECTS

For completeness, let us perform a few of the manipulations of Section 18.4 in two dimensions. In this case there is only one rotational field and the jump numbers $m_{i j}$ reduce to an integer-valued vector field $m_{i}$. The partition functions (18.28) and (18.29) have the exponents

$$
\begin{align*}
& \beta\left\{\frac{1}{4} \sum_{\mathrm{x}, i, j}\left(\nabla_{i} \gamma_{j}+\nabla_{j} \gamma_{i}-4 \pi n_{i j}^{:}\right)^{2}+\frac{\lambda}{2 \mu} \sum_{\mathrm{x}}\left(\sum_{i}\left(\nabla_{i} \gamma_{i}-2 \pi n_{i i}^{s}\right)\right)^{2}\right. \\
&+\frac{2 \mu+\lambda}{2} \cdot \frac{\ell^{\prime 2}}{a^{2}} \sum_{\mathrm{x}, i}\left(\nabla_{i} \nabla_{l} \gamma_{t}-2 \pi \nabla_{i} n_{t \epsilon}^{s}\right)^{2} \\
&\left.+\frac{\ell^{2}}{2 a^{2}} \sum_{\mathrm{x}, i}\left(\nabla_{i} \varepsilon_{k l} \nabla_{k} \gamma_{t}-2 \pi\left(2 m_{i}+\nabla_{i} \varepsilon_{k c} n_{k c}\right)\right)^{2}\right\} \tag{18.97}
\end{align*}
$$

and the canonical form

$$
\begin{align*}
& \frac{1}{\beta}\left\{\sum_{\mathrm{x}} \frac{1}{4}\left(\sigma_{i j}^{s 2}-\frac{\nu}{1+\nu} \sigma_{\ell \ell}^{s 2}\right)+\frac{\mu a^{2}}{2(2 \mu+\lambda) \ell^{\prime 2}} \sum_{\mathrm{x}} \tau_{i}^{\prime 2}+\frac{a^{2}}{8 \ell^{2}} \sum_{\mathrm{x}} \tau_{i}^{2}\right\} \\
& \quad+i \sum_{\mathrm{x}} \sigma_{i j}\left(\nabla_{i} \gamma_{j}-\varepsilon_{i j} \omega-2 \pi n_{i j}\right)+i \sum_{\mathrm{x}} \tau_{i}^{\prime}\left(\nabla_{i} \nabla_{\ell} \gamma_{\ell}-2 \pi \nabla_{i} n_{\epsilon \ell}\right) \\
& \quad+i \sum_{\mathrm{x}} \tau_{i}\left(\nabla_{i} \omega-2 \pi m_{i}\right) \tag{18.98}
\end{align*}
$$

The measures of integration are

$$
\begin{equation*}
\sum_{\left\{n_{i}, m,\right\}} \Phi\left[n_{i j}, m_{i}\right] \prod_{\mathrm{x}, i}\left[\int_{-x}^{x} \frac{d \gamma_{i}(\mathrm{x})}{2 \pi}\right] \tag{18.99}
\end{equation*}
$$

in the first and

$$
\begin{align*}
& \sum_{\left\{n_{i,}, m_{i}\right\}} \Phi\left[n_{i j}, m_{i}\right] \prod_{\mathbf{x}, i}\left[\int_{-x}^{x} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi}\right] \prod_{\mathbf{x}}\left[\int_{-\infty}^{\infty} \frac{d \omega(\mathbf{x})}{2 \pi}\right] \\
& \times\left(\frac{1-v}{1+v}\right)^{N / 2} \prod_{\mathbf{x}}\left[\int_{-x}^{\infty} \frac{d \sigma_{12}^{s}(\mathbf{x})}{\sqrt{2 \pi \beta}}\right] \prod_{\mathbf{x}, i}\left[\int_{-x}^{\infty} \frac{d \sigma_{i i}^{s}(\mathbf{x})}{\sqrt{4 \pi \beta}}\right] \prod_{\mathbf{x}}\left[\int_{-\infty}^{\infty} 2 d \sigma_{12}^{a}(\mathbf{x})\right] \\
& \quad \times \prod_{\mathbf{x}, i}\left[\int_{-\infty}^{x} \frac{d \tau_{i}^{\prime}(\mathbf{x})}{\sqrt{2 \pi \beta(2+\lambda / \mu) \ell^{\prime 2} / a^{2}}}\right] \prod_{\mathbf{x}, i}\left[\int_{-x}^{x} \frac{d \tau_{i}(\mathbf{x})}{\sqrt{8 \pi \beta \ell^{2} / a^{2}}}\right] \tag{18.100}
\end{align*}
$$

in the second case.
In the following, we shall again ignore the coupling $\ell^{\prime}$ since it causes no interesting qualitative changes. The physical observables of stresses and torque stresses at the minimum of the energy are given by

$$
\begin{align*}
& \sigma_{i j}^{s}=\beta\left[\left(\nabla_{i} \gamma_{j}+\nabla_{i} \gamma_{i}-4 \pi n_{i j}^{s}\right)+\frac{\lambda}{\mu} \delta_{i j}\left(\nabla_{\ell} \gamma_{\ell}-2 \pi n_{\ell \ell}^{s}\right)\right] \\
& \tau_{i}=4 \beta \frac{\ell^{2}}{a}\left(\nabla_{i} \omega-2 \pi m_{i}\right)=4 \beta \frac{\ell^{2}}{a^{2}}\left[\nabla_{i} \frac{1}{2} \varepsilon_{k \ell} \nabla_{k} \gamma_{\ell}-\pi\left(2 m_{i}+\nabla_{i} \varepsilon_{k \ell} n_{k \ell}\right)\right] . \tag{18.101}
\end{align*}
$$

The stresses $\sigma_{i j}^{s}$ are invariant under the simultaneous replacement

$$
\begin{equation*}
n_{i j}^{s}(\mathbf{x}) \rightarrow n_{i j}^{s}(\mathbf{x})+\frac{1}{2}\left(\nabla_{i} \bar{N}_{j}(\mathbf{x})+\nabla_{j} \bar{N}_{i}(\mathbf{x})\right), \quad \gamma_{i}(\mathbf{x}) \rightarrow \gamma_{i}(\mathbf{x})+2 \pi \bar{N}_{i}(\mathbf{x}), \tag{18.102}
\end{equation*}
$$

the torque stresses under

$$
\begin{array}{ll}
m_{i}(\mathbf{x}) \rightarrow m_{i}(\mathbf{x})+\nabla_{i} M(\mathbf{x}), & \omega(\mathbf{x}) \rightarrow \omega(\mathbf{x})+2 \pi M(\mathbf{x}), \\
n_{i j}^{a}(\mathbf{x}) \rightarrow n_{i j}^{a}(\mathbf{x})-\varepsilon_{i j} M(\mathbf{x}), & \gamma_{i}(\mathbf{x}) \rightarrow \gamma_{i}(\mathbf{x}) . \tag{18.103}
\end{array}
$$

In order to avoid an infinite overall factor in the partition function, we have to fix again the gauge. As in Section 18.3, we go to a gauge in which the antisymmetric part of $n_{i j}(\mathbf{x})$ vanishes if $n_{i j}^{s}=$ integer or is equal to 1 of $n_{i j}^{s}=$ half-integer. In two dimensions, this concerns only one component, namely $n_{12}^{5}$ :

$$
\begin{gather*}
n_{12}^{f}(\mathbf{x})=\frac{1}{2}\left(n_{12}-n_{21}\right)(\mathbf{x})=0 \text { for } n_{12}^{s}(\mathbf{x})=\text { integer } \\
n_{12}^{a}(\mathbf{x})=\frac{1}{2}\left(n_{12}-n_{21}\right)(\mathbf{x})=\frac{1}{2} \text { for } n_{12}^{s}(\mathbf{x})=\text { half-integer. } \tag{18.104}
\end{gather*}
$$

After this, the symmetric part is taken to have the same gauge as in Section 10.3, i.e.,

$$
\begin{equation*}
n_{12}^{s}(x)=0, \quad n_{22}^{s}(x)=0 \tag{18.105}
\end{equation*}
$$

This choice was always possible. For, if $n_{i j}, m_{i}$ do not satisfy these conditions, we can always go to new variables $n_{i j}^{50}$ which do, via the defect gauge transformation
$n_{22}^{5}=n_{22}^{50}+\nabla_{2} \widetilde{N}_{2}(\mathbf{x}), \quad n_{12}^{s}=n_{12}^{50}+\frac{1}{2}\left(\nabla_{1} \bar{N}_{2}(\mathbf{x})+\nabla_{2} \bar{N}_{1}(\mathbf{x})\right)$,
with the fields $\bar{N}_{1}(\mathbf{x}), \bar{N}_{2}(\mathbf{x})$ of (10.5). These were shown to be unique solutions (up to a trivial translation plus rotation of the crystal as a whole), if the only nonzero component $n_{11}^{s}(\mathbf{x})$ satisfies the boundary conditions

$$
\begin{gather*}
n_{11}^{s}\left(x_{1}, 0\right)=0  \tag{18.107}\\
\nabla_{2} n_{11}^{s}\left(x_{1}, 0\right)=0 . \tag{18.108}
\end{gather*}
$$

Let us now perform the integrals over $\gamma_{i}(\mathbf{x})$ and $\omega(\mathbf{x})$ in this gauge. This gives the conservation laws [corresponding to (18.35)]

$$
\begin{equation*}
\bar{\nabla}_{i} \sigma_{i j}=0, \quad \bar{\nabla}_{i} \tau_{i}=-\varepsilon_{k \ell} \sigma_{k \ell} . \tag{18.109}
\end{equation*}
$$

These can be ensured by introducing "gauge fields" $A_{j}(\mathbf{x}), h(\mathbf{x})$ and $h(\mathbf{x})$ and writing

$$
\begin{equation*}
\sigma_{i j}(\mathbf{x})=\varepsilon_{i k} \bar{\nabla}_{k} A_{j}(\mathbf{x}), \quad \tau_{i}(\mathbf{x})=\varepsilon_{i k} \bar{\nabla}_{k} h(\mathbf{x})-A_{i}(\mathbf{x}) . \tag{18.110}
\end{equation*}
$$

Actually, in two dimensions there is really no gauge freedom in the decomposition. Still we have used the term "gauge fields" recalling that in three dimensions this name was appropriate. When going from the variables $\sigma_{i j}, \tau_{i}$ to $A_{j}, h$ we have to watch out for the measure of integration. The $\delta$-functions for the stress conservation laws $\delta\left(\nabla_{i} \bar{\sigma}_{i j}\right)$, $\delta\left(\bar{\nabla}_{i} \tau_{i}+\varepsilon_{k \ell} \sigma_{k \ell}\right)$ can be used to integrate out $\sigma_{12}, \sigma_{22}$ and $\tau_{2}$ (say). There is no Jacobian factor since det $\nabla_{2}=1$. After this, the remaining integrals over $\sigma_{11}, \sigma_{12}$ and $\tau_{1}$ can be changed freely into integrals over $d A_{1} d A_{2} d h$ since

$$
\begin{equation*}
\sigma_{11}=\bar{\nabla}_{2} A_{1}, \quad \sigma_{12}=\bar{\nabla}_{2} A_{2}, \quad \tau_{1}=\bar{\nabla}_{2} h-A_{1} \tag{18.111}
\end{equation*}
$$

and there are again only trivial Jacobian factors $\operatorname{det}\left(\bar{\nabla}_{2}\right)$. In this way we ascend from (18.100) and (18.102) to a partition function

$$
\begin{align*}
& Z=\left(\frac{1}{4} \frac{1-v}{1+v}\right)^{N / 2} \frac{1}{\sqrt{2 \pi \beta^{3 N}}} \frac{1}{\sqrt{8 \pi \beta \ell^{2} / a^{22 N}}} \prod_{\mathrm{x}, i}\left[\int_{-\infty}^{\infty} d A_{i}(\mathrm{x})\right] \prod_{\mathrm{x}}\left[\int_{-\infty}^{\infty} d h(\mathbf{x})\right] \\
& \sum_{\left\{m_{,}, n_{\eta}\right\}} \Phi\left[m_{i}, n_{i j}\right] \exp \left\{-\frac{1}{4 \beta} \sum_{\mathrm{x}}\left[\frac{1}{1+v} A_{i}(-\bar{\nabla} \cdot \nabla) A_{i}-\frac{1}{2} \frac{1-v}{1+v} A_{i}\left(-\nabla_{i} \bar{\nabla}_{j}\right) A_{j}\right]\right. \\
& \quad-\frac{a^{2}}{8 \beta \ell^{2}} \sum_{\mathrm{x}}\left(\bar{\nabla}_{k} h-\varepsilon_{k \ell} A_{\epsilon}\right)^{2}-2 \pi i \sum_{\mathrm{x}} \varepsilon_{i k} \bar{\nabla}_{k} A_{j} n_{i j} \\
& \left.\quad-2 \pi i \sum_{\mathrm{x}}\left(\varepsilon_{i k} \bar{\nabla}_{k} h-A_{i}\right) m_{i}\right\} \tag{18.112}
\end{align*}
$$

The stress-energy terms arise as follows:

$$
\begin{align*}
\sum_{\mathbf{x}} \sigma_{i j}^{s 2}(\mathbf{x}) & =\sum_{\mathbf{x}}\left[\frac{1}{2}\left(\varepsilon_{i k} \bar{\nabla}_{k} A_{j}+(i j)\right)\right]^{2} \\
& =\frac{1}{4} \sum_{\mathbf{x}}\left[\left(\bar{\nabla}_{i} A_{j}\right)^{2}+(i j)+2 \varepsilon_{i k} \bar{\nabla}_{k} A_{j} \varepsilon_{j k^{\prime}} \bar{\nabla}_{k^{\prime}} A_{i}\right] \\
& =\sum_{\mathbf{x}}\left[A_{i}(-\bar{\nabla} \cdot \nabla) A_{i}-\frac{1}{2} A_{i}\left(-\nabla_{i} \bar{\nabla}_{j}\right) A_{j}\right],  \tag{18.113}\\
\sum_{\mathbf{x}} \sigma_{\ell \ell \ell}^{s 2}(\mathbf{x}-\ell)= & \sum_{\mathbf{x}}\left(\varepsilon_{\ell k} \nabla_{k} A_{\ell}(\mathbf{x}-\ell)\right)^{2} \\
& =\sum_{\mathbf{x}}\left[A_{i}(-\bar{\nabla} \cdot \nabla) A_{i}-\nabla_{\ell} A_{\ell}(\mathbf{x}-\ell) \nabla_{\ell^{\prime}} A_{\ell^{\prime}}\left(\mathbf{x}-\ell^{\prime}\right)\right] \\
& =\sum_{\mathbf{x}}\left[A_{i}(-\bar{\nabla} \cdot \nabla) A_{i}-(\bar{\nabla} \cdot \mathbf{A}(\mathbf{x}))^{2}\right] . \tag{18.114}
\end{align*}
$$

After a partial integration, the last two terms become [by (18.112)]

$$
\begin{equation*}
-2 \pi i \sum_{\mathrm{x}} A_{j}\left(\varepsilon_{k i} \nabla_{k} n_{i j}-m_{j}\right)-2 \pi i \sum_{x} h \varepsilon_{k i} \nabla_{k} m_{i} \tag{18.115}
\end{equation*}
$$

We now compare the sources in parentheses with the continuum formulas (2.123) for the defect densities and see that we can identify

$$
\begin{equation*}
\bar{\alpha}_{j}(\mathbf{x})=\varepsilon_{k i} \nabla_{k} n_{i j}(\mathbf{x})-m_{j}(\mathbf{x}) \tag{18.116}
\end{equation*}
$$

as the integer-valued dislocation density on the lattice and

$$
\begin{equation*}
\bar{\Theta}(\mathbf{x})=\varepsilon_{k i} \nabla_{k} m_{i}(\mathbf{x}) \tag{18.117}
\end{equation*}
$$

as the integer-valued disclination density.
Using the notation $\bar{\alpha}(\mathbf{x})=b_{i}(\mathbf{x})$ on two dimensional lattices [recall (12.19)], the coupling (18.115) becomes simply

$$
\begin{equation*}
-2 \pi i \sum_{\mathbf{x}}\left(A_{i}(\mathbf{x}) b_{i}(\mathbf{x})+h(\mathbf{x}) \bar{\Theta}(\mathbf{x})\right) \tag{18.118}
\end{equation*}
$$

We now integrate out the fields $A_{i}(\mathbf{x})$ and $h(\mathbf{x})$. The stress energy $\sigma_{i j}^{s^{2}}$ is diagonal in the "transverse" and "longitudinal" parts of $A_{i}(\mathbf{x})$. Therefore it is useful to split $A_{i}(\mathbf{x})$ explicitly into these two parts ${ }^{\text {c }}$

$$
\begin{equation*}
A_{i}(\mathbf{x})=\varepsilon_{i j} \bar{\nabla}_{j} \varphi_{T}+\nabla_{i} \varphi_{L} \tag{18.119}
\end{equation*}
$$

and cast the stress energy to the following form:

$$
\begin{align*}
& \frac{1}{4 \beta} \sum_{\mathrm{x}}\left(\frac{1}{1+v}\left(\bar{\nabla} \cdot \nabla \varphi_{T}\right)^{2}+\frac{1}{2}\left(\bar{\nabla} \cdot \nabla \varphi_{L}\right)^{2}\right) \\
& \quad+\frac{a^{2}}{8 \beta \ell^{2}} \sum_{\mathrm{x}}\left[\left(\bar{\nabla}_{k}\left(h-\varphi_{T}\right)\right)^{2}+\left(\nabla_{k} \varphi_{L}\right)^{2}\right] . \tag{18.120}
\end{align*}
$$

By rewriting the coupling (18.120) as

$$
\begin{align*}
& -2 \pi i \sum_{\mathbf{x}}\left[\left(\varepsilon_{i j} \bar{\nabla}_{i} \varphi_{T}+\nabla_{i} \varphi_{L}\right) b_{i}+h \bar{\Theta}\right] \\
& \quad=-2 \pi i \sum_{\mathbf{x}}\left[\varphi_{T}\left(\varepsilon_{i j} \nabla_{i} b_{j}+\bar{\Theta}\right)-\varphi_{L} \bar{\nabla}_{i} b_{i}+\left(h-\varphi_{T}\right) \bar{\Theta}\right] \tag{18.121}
\end{align*}
$$

we see that we can integrate out independently the fields $\varphi_{T}, \varphi_{L}, h-\varphi_{T}$. The change of variables yields a Jacobian factor

$$
\begin{equation*}
\prod_{\mathrm{x}} \int d A_{\mathrm{I}} \int d A_{2} \int d h=\operatorname{det}(-\bar{\nabla} \cdot \nabla) \prod_{\mathrm{x}} \int d \varphi_{L} \int d \varphi_{T} \int d\left(h-\varphi_{T}\right) \tag{18.122}
\end{equation*}
$$

From the integrals $\int d \varphi_{T}$ and $\int d\left(h-\varphi_{T}\right)$ we then obtain a Boltzmann factor

$$
\begin{equation*}
\exp \left\{-\beta 4 \pi^{2}(1+\nu) \sum_{\mathbf{k}} \bar{\eta}(\mathbf{k})^{*} \frac{1}{(\overline{\mathbf{K}} \cdot \mathbf{K})^{2}} \bar{\eta}(k)-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{k}} \bar{\Theta}(\mathbf{k})^{*} \frac{1}{\overline{\mathbf{K}} \cdot \mathbf{K}} \bar{\Theta}(\mathbf{k})\right\}, \tag{18.123}
\end{equation*}
$$

where the first term contains the lattice version of the total defect energy of classical elasticity,
${ }^{\mathrm{c}}$ Explicitly, $\varphi_{L}=(1 / \bar{\nabla} \cdot \nabla) \bar{\nabla}_{i} A_{i}, \varphi_{T}=(-1 / \bar{\nabla} \cdot \nabla) \varepsilon_{i j} \nabla_{i} A_{j}$.

$$
\begin{equation*}
\bar{\eta}(\mathbf{x})=\varepsilon_{i j} \nabla_{i} b_{j}(\mathbf{x})+\bar{\Theta}(\mathbf{x}) \tag{18.124}
\end{equation*}
$$

It is sensitive only to this combination of dislocations and disclinations [recall (12.19)] and not to the particular nature of the different defects. The second term removes part of the degeneracy discussed in (12.21), (12.22) by giving the disclinations an additional Coulomb energy. The integration over $\varphi_{L}$, finally, generates a Boltzmann factor involving the longitudinal part of the dislocation density,

$$
\begin{equation*}
\exp \left\{-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{x}}\left(\bar{K}_{i} b_{i}(\mathbf{k})\right)^{*} \frac{1}{\overline{\mathbf{K}} \cdot \mathbf{K}\left(1+\left(\ell^{2} / a^{2}\right) \overline{\mathbf{K}} \cdot \mathbf{K}\right)} \bar{K}_{i} b_{i}(\mathbf{k})\right\} \tag{18.125}
\end{equation*}
$$

This fixes the remaining degeneracy. As a result, the partition function becomes

$$
\begin{align*}
Z= & {\left[\frac{1}{2}(1-v)\right]^{N / 2} \frac{1}{\sqrt{2 \pi \beta^{2 N}}} \operatorname{det}(-\bar{\nabla} \cdot \nabla)^{-1} \sum_{\left\langle b_{i}(\mathbf{x}) \cdot \bar{\Theta}(\mathbf{x})\right\}} } \\
& \times \exp \left\{-\beta 4 \pi^{2}(1+v) \sum_{\mathbf{x}} \bar{\eta}(\mathbf{x}) \frac{1}{(\bar{\nabla} \cdot \nabla)^{2}} \bar{\eta}(\mathbf{x})-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{x}} \bar{\Theta}(\mathbf{x}) \frac{1}{-\bar{\nabla} \cdot \nabla} \bar{\Theta}(\mathbf{x})\right. \\
& \left.-2 \beta \frac{\ell^{2}}{a^{2}} 4 \pi^{2} \sum_{\mathbf{x}}\left(\bar{\nabla}_{i} b_{i}(\mathbf{x})\right)\left[-\bar{\nabla} \cdot \nabla\left(1-\left(\ell^{2} / a^{2}\right) \bar{\nabla} \cdot \nabla\right)\right]^{-1}\left(\bar{\nabla}_{i} b_{i}(\mathbf{x})\right)\right\}_{(18.126)} \tag{18.126}
\end{align*}
$$

The sum runs over all three defect configurations $b_{1}(\mathbf{x}), b_{2}(\mathbf{x}), \bar{\Theta}(\mathbf{x})$, independently, and no infinite overall factor appears.

The new defect energies remove the degeneracy between strings of dislocations and single disclinations, in a way specified completely by the higher gradient elastic energy (18.97).

Consider a single dislocation

$$
\begin{equation*}
b_{i}=\delta_{i 2} \delta_{\mathbf{x}, \mathbf{x}} \tag{18.127}
\end{equation*}
$$

From (18.126) we see that it has an extra core energy,

$$
\begin{equation*}
E_{\text {corc }}=-2 \beta 4 \pi^{2} v_{m}(0) \tag{18.128}
\end{equation*}
$$

where $r_{m}(\mathbf{0})$ is the Yukawa potential on the lattice. A pair of disclinations, on the other hand, with

$$
\begin{equation*}
\bar{\Theta}(\mathbf{x})=\delta_{\mathbf{x}, \mathbf{x}+1}-\delta_{\mathbf{x}, \mathbf{x}}=\nabla_{1} \delta_{\mathbf{x} . \mathbf{x}} \tag{18.129}
\end{equation*}
$$

[which gives the same contribution to $\bar{\eta}=\varepsilon_{i j} \nabla_{i} b_{j}+\bar{\Theta}$ as (18.127) and is indistinguishable from it in lowest gradient elasticity] has the extra core energy

$$
\begin{equation*}
E_{\text {curc }}=-2 \beta\left(\ell^{2} / a^{2}\right) 4 \pi 2 v_{0}^{\prime}(1), \tag{18.130}
\end{equation*}
$$

where $v^{\prime}(\mathbf{x})$ is the subtracted Coulomb potential on the lattice. Conversely, a string of dislocations along the 1 -axis from $\mathbf{X}$ to $\mathrm{Y}=\mathrm{X}+n \cdot \mathbf{1}$, say, has

$$
\begin{equation*}
b_{1}(\mathbf{x})=\delta_{i 2} \delta_{x_{2}, x_{2}}\left(\theta_{x_{1}, x_{1}}-\theta_{x_{1}, Y_{1}}\right) . \tag{18.131}
\end{equation*}
$$

where $\theta$ is the Heaviside function on the lattice defined in Eq. (14.170). Equivalently we can write

$$
\begin{equation*}
b_{i}(\mathbf{x})=\delta_{i 2} \bar{\nabla}_{1}^{-1}\left(\delta_{\mathbf{x}, \mathbf{x}}-\delta_{\mathbf{x}, \mathbf{Y}}\right) . \tag{18.132}
\end{equation*}
$$

For lowest gradient elasticity, the string would be equivalent to a pair of disclinations at the ends of the string,

$$
\begin{equation*}
\bar{\Theta}(\mathbf{x})=\delta_{\mathbf{x}, \mathbf{x}}-\delta_{\mathbf{x}, \mathbf{y}} \tag{18.133}
\end{equation*}
$$

The pair carries an extra energy depending on the distance,

$$
\begin{equation*}
E_{\text {cxitra }}=2 \beta\left(\ell^{2} / a^{2}\right) 4 \pi^{2} 2 v_{(0}^{\prime}(\mathbf{X}-\mathbf{Y}) . \tag{18.134}
\end{equation*}
$$

On the other hand, the string has the much more involved extra energy,

$$
\begin{align*}
E_{\mathrm{cxtra}}= & \left.2 \beta 4 \pi^{2} \sum_{\mathbf{x}, \mathbf{x}^{\prime}}\left(\delta_{\mathbf{x}, \mathbf{x}}-\delta_{\mathbf{x}, \mathbf{Y}}\right)\left(\bar{\nabla}_{2} / \bar{\nabla}_{\mathrm{l}}\right)[-\bar{\nabla} \cdot \nabla)\left(-\bar{\nabla} \cdot \nabla+a^{2} / \ell^{2}\right)\right]^{-1} \\
& \times\left(\bar{\nabla}_{2} / \bar{\nabla}_{\mathbf{1}}\right)\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\left(\delta_{\mathbf{x}^{\prime} \cdot \mathbf{x}}-\delta_{\mathbf{x}^{\prime}, \mathbf{Y}}\right)=2 \beta 4 \pi^{2} 2 w(\mathbf{X}-\mathbf{Y}), \tag{18.135}
\end{align*}
$$

where

$$
\begin{equation*}
w(\mathbf{x})=\bar{\nabla}_{2} \nabla_{2}\left(\bar{\nabla}_{1} \nabla_{1}\right)^{-1}\left[-\bar{\nabla} \cdot \nabla\left(-\bar{\nabla} \cdot \nabla+a^{2} / l^{2}\right)\right]^{-1}(\mathbf{x}, 0) . \tag{18.136}
\end{equation*}
$$

If one wants to study the full influence of the different extra energies upon the melting process, Monte Carlo simulations of the present model
will be necessary. Fortunately, the limiting situation of a large rotational stiffness, i.e., of a very large $\ell$, can be dealt with analytically and we shall do this in the following section.

### 18.7 TWO SUCCESSIVE MELTING TRANSITIONS AT LARGE ROTATIONAL STIFFNESS

The present model with second gradient elasticity accommodates naturally the possibility of melting via two successive continuous transitions. This can be demonstrated most easily in the limit in which the length scale $\ell$, which characterizes the rotational stiffness of the system, is sufficiently large. Our starting point is the partition function (18.112). We perform the sums over $n_{i j}$ and $m_{i}$, thereby forcing the gauge fields of stresses and torque stresses to be integer-valued (to be denoted by $\bar{A}_{\mathrm{i}}, \bar{h}$ ). Then $Z$ becomes

$$
\begin{align*}
Z= & \left(\frac{1}{4} \frac{1-v}{1+v}\right)^{N / 2} \frac{1}{\sqrt{2 \pi \beta^{3 N}}} \frac{1}{\sqrt{8 \pi \beta \ell^{2} / a^{2}} 2 N} \sum_{\left\{A_{i}, h\right\}} \\
& \exp \left\{-(1 / 4 \beta) \sum_{\mathrm{x}}\left[\frac{1}{1+v}\left(\nabla_{i} \bar{A}_{j}\right)^{2}-\frac{1}{2} \frac{1-v}{1+v}\left(\bar{\nabla}_{i} \bar{A}_{i}\right)\right]\right. \\
& \left.-\left(a^{2} / 8 \beta \ell^{2}\right) \sum_{\mathrm{x}}\left(\nabla_{k} \bar{h}-\varepsilon_{k \ell} \bar{A}_{\ell}\right)^{2}\right] . \tag{18.137}
\end{align*}
$$

Let us follow the behaviour of this model from small to large $\beta$.
For very small $\beta$, both $\bar{A}_{\mathrm{i}}$ and $\bar{h}$ are squeezed to zero. If $\ell^{2}$ is very large, however, the sqeezing of the $\bar{h}$ field in the second term is relaxed and follows an effective partition function (apart from a trivial shift of the $\bar{h}$ field),

$$
\begin{equation*}
Z \approx \sum_{\{\bar{h}\}} \exp \left\{\left(-a^{2} / 8 \beta \ell^{2}\right) \sum_{\mathrm{x}}\left(\nabla_{k} \bar{h}\right)^{2}\right\} . \tag{18.138}
\end{equation*}
$$

This is a discrete or Gaussian roughening model [see Eqs. (11.10), (11.254) of Part II] with $\beta_{\mathrm{DG}} \equiv a^{2} / 4 \beta \ell^{2}$. It is known to have a continuous phase transition of the Kosterlitz-Thouless type at $\beta_{\mathrm{DG}} \approx \pi / 2$, (see Eqs. (11.11), (11.68a) of Part II) i.e., if $\beta=\beta_{h}$ is about equal to

$$
\begin{equation*}
4 \beta_{h} \ell^{2} / a^{2} \approx 2 / \pi \tag{18.139}
\end{equation*}
$$

These approximate relation hold, of course, exactly for the renormalized quantities $\beta_{\mathrm{DG}}^{\mathrm{R}}, \beta_{h}^{\mathrm{R}}$. The same will be true for similar approximate statements on transition points appearing later in this section, without being always stated explicitly. The subscript $h$ records the fact that, in this transition, the fields $\bar{h}$ becomes rough.

For $\beta$ of order unity, the prefactor $a^{2} / 8 \beta \ell^{2}$ is so small that the discreteness of $\bar{h}$ becomes irrelevant. It is then a good approximation to integrate out $\bar{h}$ as if it were a continous variable. By decomposing

$$
\begin{align*}
& \sum_{\mathrm{x}}\left(\bar{\nabla}_{k} \bar{h}-\varepsilon_{k \ell} \bar{A}_{\ell}\right)^{2} \\
& \quad=\sum_{\mathbf{x}}\left[\varepsilon_{k c} \bar{\nabla}_{\ell}\left(\bar{h}-(\nabla \cdot \bar{\nabla})^{-1} \varepsilon_{i j} \nabla_{i} \bar{A}_{j}\right)+(\bar{\nabla} \cdot \nabla)^{-1} \nabla_{k} \bar{\nabla}_{i} \bar{A}_{i}\right]^{2} \tag{18.140}
\end{align*}
$$

we see that the energy separates into the squares of a longitudinal and a transverse part. Hence, after the $\bar{h}$ integration, the partition function becomes effectively

$$
\begin{align*}
Z \approx & \sum_{\left\langle A_{i}\right)} \exp \left\{-(1 / 4 \beta) \sum_{\mathrm{x}}\left[\frac{1}{1+\nu}\left[\left(\nabla_{i} \bar{A}_{j}\right)^{2}-\frac{1}{2} \frac{1-\nu}{1+\nu}\left(\bar{\nabla}_{i} A_{i}\right)^{2}\right]\right.\right. \\
& \left.\left.+\left(a^{2} / 2 \ell^{2}\right) \bar{A}_{i}(1 /-\bar{\nabla} \cdot \nabla)\left(-\nabla_{i} \bar{\nabla}_{j}\right) \bar{A}_{j}\right]\right\} \tag{18.141}
\end{align*}
$$

Under the assumption of a very large $\ell$, the last term can be ignored and we remain with a discrete Gaussian vector model. For $\nu=1$ (incompressible material), this takes a simple form, reducing to the product of two identical discrete Gaussian models with a phase transition of the Kosterlitz-Thouless type at $\beta=\beta_{A}$ with

$$
\begin{equation*}
4 \beta_{A} \approx 2 / \pi \tag{18.142}
\end{equation*}
$$

Below we shall find the same transition once more in the dual defect formulation of the partition function, (18.126), where it is easy to see that the same universality class prevails also for $v<1$. The two continuous transitions and their characteristic properties are displayed graphically in Fig. 18.1.

In the opposite limit of small $\ell$, the system has only a single first-order transition at $\beta=\beta_{h, A^{r}}$ with

FIG. 18.1. Schematic characterization of the three phases for large $\ell$, with the two Kosterlitz-Thouless transitions (KT). The left-hand side indicates the field configurations in the roughening representations ( 18.137 ) ( $\approx 0$ smooth, $\neq$ rough), the right-hand side indicates the defect excitations as deduced from the defect representation of the partition function (18.126) [from H. Kleinert (1988)].


## Large- $\ell$ ' transitions

$$
\begin{equation*}
\beta_{h, A^{T}}(1+v) \approx 0.815 \tag{18.143}
\end{equation*}
$$

This is the first-order melting transition discussed extensively in the Chapters 12-14 [see Eq. (12.35)]. Here it arises since, for small $\ell$, the third term in (18.137) forces the vector field $\bar{A}_{k}$ to be equal to $\bar{A}_{k}^{T} \equiv-\varepsilon_{k i} \bar{\nabla}, \bar{h}$. so that the first two terms combine to the Laplacian roughening model, with the associated known discontinuous transition [see Sec. 12.6]. In it, the fields $\bar{h}$ and $\bar{A}_{i}$ become simultaneously rough.

For $\beta$ far above this transition, the effective partition function is

$$
\begin{equation*}
Z=\sum_{\left\{h_{1} A_{i}\right\}} \exp \left\{-\left(a^{2} / 8 \beta \ell^{2}\right) \sum_{\mathbf{x}}\left(\bar{\nabla}_{k} \bar{h}-\varepsilon_{k i} \bar{A}_{\ell}\right)^{2}\right\} \tag{18.144}
\end{equation*}
$$

This looks like a Villain model [recall Part II, Chapter 7, Eq. (7.29)] in which $\bar{h}$ plays the role of the phase angle $\gamma$ and $\varepsilon_{k} \bar{A}_{\boldsymbol{\prime}}$ that of the jump number $n_{i}$. There is, however, an important difference: The $\bar{h}$ 's are integer numbers. A duality transformation following the steps (7.16)-(7.18) and Eq. (8.31) of Part II shows that $Z$ is equivalent to a sum

$$
\begin{equation*}
Z=\sum_{\left\{b_{i}(x)\right\}} \exp \left\{-2 \beta\left(\ell^{2} / a^{2}\right) 4 \pi^{2} \sum_{\mathbf{x}} b_{i}^{2}(\mathbf{x})\right\} \tag{18.145}
\end{equation*}
$$

Since the $\bar{h}$ 's are integers, there is no constraint $\bar{\nabla}_{i} b_{i}(x)=0$. But the unconstrained discrete Gaussian sum (18.145) is an analytic function of $\beta$

FIG. 18.2. For small $\ell$, there is only a single first-order melting transition at $\beta \approx \mathrm{I}$, where $\bar{h}$ roughens or the defects $\bar{\Theta}$ proliferate in a background of random $b_{\text {; }}$ fields.

| $\beta_{h . \Lambda^{T}} \approx 1 \rightarrow$ | $\bar{h} \approx 0 \quad \bar{A}_{i} \approx 0$ | $\bar{\Theta} \neq 0, b_{i} \neq 0$ | $\leftarrow \beta_{t \rightarrow} \approx 1$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  | -first-order transition |  |
| $T$ | $\bar{h} \neq 0, \bar{A}_{i}=-\varepsilon_{i j} \bar{\nabla}_{j} \bar{h} \neq 0$ | $\bar{\Theta} \approx 0, b_{i} \neq 0$ | $T$ |
| $\beta_{\lambda} \approx a^{2} / \ell^{2} \rightarrow$ |  |  | $\leftarrow \beta_{h} \approx a^{2} / l^{2}$ |
|  |  | no transition |  |
|  | $\bar{h} \neq 0, \bar{A}_{i} \neq 0$ | $\bar{\Theta}=0, b_{i}=0$ |  |
|  | roughening picture | defect picture |  |

small- $\ell$ transitions
so that there is no phase transition. If $\bar{h}$ in (18.144) had been a continous variable, the ensuing constraint $\bar{\nabla}_{i} b_{i}(\mathbf{x})=0$ would have led to a Kosterlitz Thouless transition at

$$
\begin{equation*}
a^{2} / 16 \pi^{2} \beta_{A} \ell^{2} \approx 2 / \pi \tag{18.146}
\end{equation*}
$$

in which the $\bar{A}_{i}$ fields become rough. In Fig. 18.2 we have illustrated the properties of the two phases for small $\ell$.

The sequence of transitions can also be studied in the defect representation of the partition function, Eq. (18.126). We follow the model from small to large temperature $T=\beta^{-1}$.

For large $\ell$, the disclinations $\bar{\Theta}$ are frozen out and only the dislocations can be excited.

$$
\begin{equation*}
Z=\sum_{\left\{b_{i}(\mathbf{x})\right\}} \exp \left\{-2 \beta 4 \pi^{2} \sum_{x} b_{i}(\mathbf{x})(-\bar{\nabla} \cdot \nabla)^{-1} b_{i}(\mathbf{x})\right\} \tag{18.147}
\end{equation*}
$$

This is the partition function of two independent identical Coulomb gases with a Kosterlitz-Thouless transition at $\beta=\beta_{b}$ with

$$
\begin{equation*}
4 \beta_{b} \approx 2 / \pi . \tag{18.148}
\end{equation*}
$$

The subscript b indicates the unbinding of dislocation pairs in this transition, which is to be identified with the roughening transition of the $\bar{h}$
field in (18.142). In the defect picture, it is easy to predict the position and character of the transition also for $v<1$. Then the interaction (18.126) between dislocations can be written as

$$
\begin{align*}
& \beta E_{\mathrm{int}}= \beta 4 \pi^{2}(1+v) \sum_{\mathbf{x}, \mathrm{x}^{\prime}} b_{i}(\mathbf{x}) v_{0}^{\top}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)_{i j} b_{j}\left(\mathbf{x}^{\prime}\right)+ \\
& 2 \beta 4 \pi^{2} \sum_{\mathrm{x}, \mathbf{x}^{\prime}} b_{i}(\mathbf{x}) v_{a / \prime}^{L}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)_{i j} b_{j}\left(\mathbf{x}^{\prime}\right), \tag{18.149}
\end{align*}
$$

where $v_{0_{n}}^{T}$ is the massless transverse Green function, $\bar{\nabla}_{i} \nabla_{i} / \overline{\bar{\nabla}} \cdot \bar{\nabla}$, and $v_{m i j}^{L}$ the massive longitudinal one, $-\left(\delta_{i j} \nabla \cdot \bar{\nabla}-\nabla_{i} \bar{\nabla}_{j}\right) /\left(m^{2}-\nabla \cdot \bar{\nabla}\right)$. The longdistance behaviour of $v_{0}(\mathbf{x})$ was calculated in Eqs. (1.123) and (1.124),

$$
\begin{align*}
& v_{0}^{L}(\mathbf{x})_{|\mathbf{x}| \rightarrow x}-(1 / 4 \pi)\left(\delta_{i j} \log |\mathbf{x}|+x_{i} x_{j} /|\mathbf{x}|^{2}\right), \\
& v_{0}^{r}(\mathbf{x})_{|\mathbf{x}| \rightarrow x}-(1 / 4 \pi)\left(\delta_{i j} \log |\mathbf{x}|-x_{i} x_{j} /|\mathbf{x}|^{2}\right) . \tag{18.150}
\end{align*}
$$

Both together give the long-range Coulomb interaction energy of a pair of dislocations,

$$
\begin{equation*}
E_{\mathrm{int}}=2 \pi \beta[(1+\nu)+2] \log |\mathbf{x}| \tag{18.151}
\end{equation*}
$$

According to what we have learned in Chapter 14 [compare Eq. (14.13)], there is a pair-unbinding transition near

$$
\begin{equation*}
\beta_{b} \approx \approx=x / 2 \pi[(1+v)+2] . \tag{18.152}
\end{equation*}
$$

For a finite $\ell^{2}$, the longitudinal part of the interaction (18.149) only has a finite range $\approx \ell$ and does not contribute in the critical limit. Then the 2 in the bracket of (18.152) is absent and the transition lies at

$$
\begin{equation*}
\beta_{b} \approx 2 / \pi(1+v) . \tag{18.153}
\end{equation*}
$$

As stated above, these approximate relations hold exactly for the renormalized $\beta$ [recall (14.19)].

For small $\beta \approx a^{2} / \ell^{2}$ the effective partition function is

$$
\begin{equation*}
Z \approx \sum_{\{\Theta(\mathbf{x})\}} \exp \left\{-2 \beta\left(\ell^{2} / a^{2}\right) 4 \pi^{2} \sum_{\mathbf{x}} \bar{\Theta}(\mathbf{x})(-\bar{\nabla} \cdot \nabla)^{-1} \bar{\Theta}(\mathbf{x})\right\} . \tag{18.154}
\end{equation*}
$$

It represents a Coulomb gas with a Kosterlitz-Thouless transition at

$$
\begin{equation*}
4 \beta_{\Theta} \ell^{2} / a^{2} \approx 2 / \pi . \tag{18.155}
\end{equation*}
$$

This is the defect version of the roughening transitions (18.139). See again Fig. 18.1 for a characterization of the phases.
For $\beta$ of order unity, the $\bar{\Theta}$ and $\bar{\nabla}_{i} b_{i}$ terms in (18.126) can be dropped and the effective partition function is

$$
\begin{equation*}
Z \approx \sum_{\{\bar{\eta}(\mathbf{x})\}} \exp \left\{-\beta 4 \pi^{2}(1+v) \sum_{\mathbf{x}} \bar{\eta}(\mathbf{x})(-\bar{\nabla} \cdot \nabla)^{-2} \bar{\eta}(\mathbf{x})\right\} . \tag{18.156}
\end{equation*}
$$

This has a first-order phase transition at

$$
\begin{equation*}
\beta_{\eta}(1+v) \approx 0.815 \tag{18.157}
\end{equation*}
$$

which is again the melting transition of the lowest gradient model. It corresponds to (18.143).

Consider now the defect picture for small $\ell$. Then a phase transition might have been expected at large $\beta \sim 1 / \ell$, in which $\bar{\eta}$ is frozen at zero so that $\bar{\Theta}$ is equal to $-\varepsilon_{k c} \nabla_{k} b_{t}$. The second and third terms in (18.126) can be added together and give an effective partition function,

$$
\begin{equation*}
Z \approx \sum_{\left\{b_{1}(x)\right\}} \exp \left\{-2 \beta\left(\ell^{2} / a^{2}\right) 4 \pi^{2} \sum_{\mathbf{x}} b_{i}^{2}(\mathbf{x})\right\} . \tag{18.158}
\end{equation*}
$$

Due to the absence of the constraint $\bar{\nabla}_{i} b_{i}(x)=0$, this has no phase transition. With the constraint, there would have been a phase transition at

$$
\begin{equation*}
a^{2} / 16 \pi^{2} \beta_{b} \ell^{2} \approx 2 / \pi \tag{18.159}
\end{equation*}
$$

just as in (18.146). The characteristics of the two phases, as seen from the defect point of view, are illustrated in Fig. 18.2.

These considerations have led to the qualitative prediction of the phase diagram in the $\beta, \ell^{2}$ plane sketched in Fig. 18.3 [Kleinert, 1988] A phase diagram of this kind was indeed found in recent Monte Carlo simulations of the model [Janke and Kleinert, 1988)], performed in the roughening version (18.137), with the trivial prefactors omitted, i.e., the partition function investigated was

FIG. 18.3. Phase diagram suggested by the three known transition points. It is not clear where the first-order transition line becomes that of the Kosterlitz-Thouless (KT) type. The dots indicate the would-be transition (18.146), (18.159) [compare with Fig. 18.5).

$E_{r}$ being the $\bar{h}, \bar{A}_{i}$ energy in (18.137). Since the universality class does not depend on $\nu$, its value was chosen to be 1 , to have the simplest energy. The simulations were done with periodic boundary conditions using the the standard Metropolis algorithm, in which trial values for $\bar{h}(\mathbf{x})$ and $\bar{A}_{i}(\mathrm{x})$ were chosen randomly from one above or one below the current value at each site. The transition points were found by measuring at various fixed $\ell$ 's, first the specific heats, for an estimate, and afterwards the correlation functions of $\bar{h}$ and $\bar{A}_{i}$, for a precise determination. Figure 18.4 shows the specific heat curves, with the definition $c \equiv T^{2}\left(\partial^{2}\right)$ $\left.\partial T^{2}\right) \ln Z_{r} / L^{2}$, where $L^{2}$ is the number of sites of the square lattice. It is advantageous to use $T$ instead of $\beta$ in this definition since in the roughening picture the temperature interpretation is usually inverted (cold $\triangleq$ smooth, hot $\triangleq$ rough). Then the curves allow for the easiest comparison with the curves of the known limiting cases of large $\ell^{2}$, where we should see two rounded peaks of the discrete Gaussian model, and of small $\ell^{2}$, where there is only a single first order transition of the Laplacian roughening model. The correlation functions which were studied are defined as follows,

$$
\begin{align*}
& c^{\prime}\left(x-x^{\prime}\right) \equiv L\left\langle\left(\bar{h}(x)-\bar{h}\left(x^{\prime}\right)\right)^{2}\right\rangle \\
& c_{i}^{A}\left(x-x^{\prime}\right) \equiv L\left\langle\left(\bar{A}_{i}(x)-\bar{A}_{i}\left(x^{\prime}\right)\right)^{2}\right\rangle, \quad i=1,2 \tag{18.161}
\end{align*}
$$

where $\langle\ldots\rangle$ denotes a thermal average with respect to $Z_{r}$, and the wiggles on top are averages along columns in the $y$ direction, $\bar{h}(x) \equiv-\frac{1}{L} \sum_{y=1}^{L} \bar{h}(x, y)$. In momentum space, these averages are equivalent to a projection on the $k_{x}$-axis, leading to simple one-dimensional Fourier representations for $c^{\prime \prime}(x)$ and $c^{A}(x)$, In the absence of defects, where $\bar{h}$ and $\bar{A}_{i}$ are continous free fields, these can be evaluated exactly (even on finite lattices).

Let us summarize the theoretically expected behaviour of these correlation functions, first in the limit of a large $\ell^{2}$, where it is most obvious. In the low-temperature solid phase, there are very few defects and the discrete variables $\bar{h}, \bar{A}_{i}$ can be treated effectively as massless continuous fields. The dilute gas of bound defects manifests itself only in a renormalization of the temperature, i.e., $\beta \rightarrow \beta^{R}$. This is an exponentially small effect, due to the finite activation energies, i.e., to the low fugacities. The correlation functions of $\bar{h}$ and $\bar{A}_{i}$ can then be extracted from the energy in (18.137), or taken directly from the defect energy (18.126). After replacing $\beta$ by the renormalized quantity $\beta^{R}$ and projecting on to the $k_{x}$-axis in momentum space this gives (for $a=1$ )

$$
\begin{align*}
& c^{\prime \prime}(x)=-2 \beta^{R} \frac{1+v}{2}\left[v_{4}(x)+\left(2 \ell^{2} /(1+\nu)\right) v_{2}^{(0)}(x)\right] \\
& c_{1}^{A}(x)=-4 \beta^{R} v_{2}^{(1 /)}(x), \quad c_{2}^{A}(x)=-2 \beta^{R} \frac{1+v}{2} v_{2}^{(0)}(x) \tag{18.162}
\end{align*}
$$

where the $D=1$ Green function are [see (1.6.184)]

$$
\begin{align*}
v_{2}^{(m)}(x) & =\frac{1}{L} \sum_{n=1}^{L-1} \frac{e^{i i_{n}, x}-1}{2\left(1-\cos k_{n}\right)+m^{2}}, \quad k_{n}=\frac{2 \pi}{L} n,  \tag{18.163}\\
v_{4}(x) & =\frac{1}{L} \sum_{n=1}^{L-1} \frac{e^{i k_{n}, x}-1}{\left[2\left(1-\cos k_{n}\right)\right]^{2}} .
\end{align*}
$$

With increasing temperature, we run into the first transition $\beta_{c}^{(1)}$ where dislocation pairs begin to unbind. There we expect the $A_{i}$-fields to become massive, as a two dimensional disorder version of the "Meissner" effect in superconductivity. In an ensemble of unbound dislocation pairs, a single pair has only a finite interaction range, due to the screening of the Coulomb forces by the ensemble. At the same time, the $\bar{h}$ correlations, which in the low temperature phase grow like $(1 / 8 \pi)|x|^{2} \log |\mathbf{x}|$
[recall Eq. (11A.181)], are screened at long range to $\propto-(1 / 2 \pi) \log |\mathbf{x}|$. The amplitude can be extracted from the effective discretize Gaussian model in Eq. (18.138). Hence, after a projection onto the $k_{x}$-axis, the $\bar{h}$ correlations are

$$
\begin{equation*}
c^{\prime /}(x)=-4 \beta^{R} \ell^{2} v_{2}^{(1)}(x) \tag{18.164}
\end{equation*}
$$

From the defect version of the model (18.154) we see that, in this phase, the disclinations are bound together by a two-dimensional Coulomb potential. Upon a further increase in temperature, we run into the second phase transition where also the $\bar{h}$ correlations become massive and the pairs of disclinations unbind. The renormalized values of $\beta$ at these transitions were given in Eqs. (18.139), (18.155).

In the low temperature phase, when we plot $c_{2}^{A}(x)$ as a function of $v \underline{2}^{(1)}(x)$ for many values of $x$, we expect the points to lie on a straight line for all $\beta>\beta_{b}$. Its slope decreases with temperature, but with a limiting minimal slope $\beta^{R} \cdot(1+\nu)=\left(\beta_{\mathrm{DG} \cdot}^{R}\right)^{-1}=2 / \pi$ at the critical point $\beta_{b}$ [see Eq. (18.153)]. For $\beta<\beta_{h}$, the correlation length (=inverse mass) becomes finite. In the plot this is signaled by the straight line curving downward at large distances. If the lattice size is smaller than this finite correlation length, then the straight lines still appear straight, but now with a slope smaller than $4 / \pi$. By a comparative finite-size scaling analysis of the correlation function near the transition in an ordinary discrete Gaussian model transition (to which it reduces for $\ell \rightarrow \infty$ ) it can be shown that using this "onset of curvature criterion" it is possible to determine the transition point $\beta_{c}$ quite accurately, and with very little dependence on the finite lattice size, as long as $L^{2}>16 \times 16$. In this way one can reproduce the well known transition point of the discrete Gaussian model [compare Eq. (II.1.68b)]

$$
\beta_{\mathrm{DG} \mathrm{C}} \approx 1.354 \pm 0.02
$$

The correlation functions were measured on $32 \times 32$ lattices using 500000 configurations for the thermal averages, after discarding 100000 configurations for equilibration. The transition points (for $v=1$ ) are shown in the $\ell^{2}-T$ phase diagram of Fig. 18.5 as open circles. The solid lines are an interpolation of the data. The dotted tangential line has a slope 5.4. This agrees with what would have been expected from the approximate discrete Gaussian model (18.138), which would have a transition at $4 \beta_{c} \ell^{2}=\left(\beta_{\mathrm{DG}}\right)^{-1}$ or $T=4 \beta_{\mathrm{DG} \subset} \ell^{2}$, i.e., a slope of

FIG. 18.4. Specific heat versus temperature of the defect melting model on a $16 \times 16$ lattice with increasing length scale of rotational stiffness $t$. The temperature scalc is the same in all plots. Arrows indicate the transition points which, for $\ell^{2}>1$. lie clearly below the peaks. It is not necessary to plot the peaks for larger $t^{2}$. since they follow quite well the appropriately rescaled specific heat curves of the ordinary discrete Gaussian model. The data are averages over 5000 configurations. after discarding 1000 configurations for thermalization [from Janke and Kleinert (1988)].

$4 \cdot 1.354 \approx 5.42$. The full circles show the location of the peaks of the specific heat, $\beta_{\text {peak }}$, as measured on $16 \times 16$ lattices and plotted in Fig, 18.4. Actually, to determine the precise location of the maxima, additional runs were performed near the tip of the peaks with much higher statistics. Furthermore, the finite-size scaling behavior for $\ell^{2}=0.2$, $0.5,1.0,3.0$ was studied (using lattices up to $64 \times 64$ ) to make sure that there is no significant finite size dependence in $\beta_{\text {peak }}$. The dashed line with slope 6.9 agrees well with the peak position of the pure discrete Gaussian model (18.138), which has a peak position $\beta_{\text {peak }}^{\text {DC }} \approx 1.722 \pm 0.01$

FIG. 18.5. Phase diagram of the lattice-defect melting model for $v=1$. The abcissa is the length scale of rotational stiffness, the ordinate the temperature. The transition points are determined from measurements of correlation functions on $32 \times 32$ lattices. In the upper phases we have indicated the roughness of the integer-field configurations and the defects as in Figs. 18.1, 18.2. The lower phase contains very few defects and is completely rough in $\bar{h}, \overline{A_{\mathrm{i}}}$. The right-hand margin are marks for the position of lower peak and KT transition for $\ell=\infty$ [Eq. (18.152)]. For finite $\ell$, the transition temperatures are lower than these, by a factor $(1+\nu) /[1+\nu+2]$, since the longitudinal modes have only a finite range $\ell$ and do not contribute to the critical limit of the renormalization flow [compare (18.151)].

corresponding to a slope $4 \cdot 1.722 \approx 6.89$ for $\ell^{2}>2$. Not only the peak position, but also the peak height depends very little on $L$, as a reflection of the finite correlation length $\xi$ under the peak $(\xi \approx 3 a)$. The transition temperatures, where the correlation length diverges, lie about $20 \%-25 \%$ below the peaks. Thus, for large $\ell$, the Monte-Carlo data render clear evidence for two successive Kosterlitz-Thouless transitions.

At around $\ell^{2}=1$, the two peaks merge. The transition points, however, are still well separated. While the lower transition temperature remains almost independent of $\ell^{2}$ near $T_{c} \approx 3$, the upper one moves closer and closer to the peak location until, at around $\ell^{2} \approx 0.5$, a difference is hardly detectable. Simple extrapolations of the two transition lines suggest that they meet at around $\ell^{2} \approx 0.1-0.2$. Since we know from earlier work that for $\ell^{2}=0$ there is a single first-order melting transition at $T_{m} \approx 2.45$ (with an entropy jump of $\Delta s \approx 0.2$ per site), we
expect the transition to continue to remain first-order up to the separation point around $\ell^{2} \approx 0.1-0.2$. For larger $\ell^{2}$, it is conceivable that the lower transition changes, at a tricritical point, to the Kosterlitz-Thouless type, while the upper one remains first-order up to some $\ell^{2}$ between $\approx 0.2$ and $\approx 0.5$. This observation would explain the very small separation between peak locations and transition point. This picture is partly confirmed by simulations at $\ell^{2}=0.2$. Here, a clear hysteresis is observed in the internal energy, together with a pronounced finite-size scaling of the peak height of the specific heat with increasing $L$, indicating indeed a first order transition (with $\Delta s$ per site remaining $\approx 0.2$, as for $\ell=0$ ). At $\ell^{2}=0.5$, on the other hand, no reliable hysteresis can be observed and the peak height depends only weakly on $L$ (up to $L=32$ ). However, at this $\ell$ it is very difficult to disentangle a possible weakly singular part of $c$ from the large background contributions due to the lower Kosterlitz-Thouless-like transition (whose specific heat peak could be just be lying on top of the second transition).

In conclusion we see that the present lattice defect model with rotational stiffness resolves all open questions within the KTNHY approach of the two-dimensional melting process. It is apparently the simplest lattice model rich enough to describe the variety of different melting processes observed in recent experiments with liquid crystalline material.

### 18.8. APPLICATION OF $\ell^{2}$ CRITERION TO LENNARD-JONES AND WIGNER LATTICES

With the results of the last section it is now easy to understand why the $D=2$ Lennard-Jones crystal at low coverage has always been seen to undergo a clear first order transition, experimentally, (see Figs. 14.614.12) while the Wigner electron lattice has a sharp but continuous transition (see Fig. 14.15), with the stiffness constant $K$ collapsing near the universal Kosterlitz-Thouless value (see Fig. 14.13). The reason lies, as we shall now demonstrate, in the different values of $\ell^{2}$ in these systems.

According to Eq. (17.86), the $\ell^{2}$ parameter occurs in the dispersion curve of the transverse sound waves as follows,

$$
\begin{equation*}
\omega^{2}(\mathbf{k})=\mu k^{2}\left(1+\ell^{2} k^{2}+\ldots\right) \tag{18.165}
\end{equation*}
$$

For a lattice held together by a central potential $\Phi(\mathbf{x})$, the transverse frequencies $\omega^{2} \gamma(k)$ can be deduced from Eq. (7.140). They are given by the eigenvalues of the matrix

$$
\begin{equation*}
V_{i j}(\mathbf{k})=\sum_{\mathbf{x} \neq 0}[1-\cos (\mathbf{k} \cdot \mathbf{x})] \partial_{i} \partial_{j} \Phi(x), \tag{18.166a}
\end{equation*}
$$

divided by the atomic mass $M$. Alternatively we can use the Fourier transform of the potential $\Phi(\mathbf{k})$, and have the formula [compare (7.161)]

$$
\begin{equation*}
V_{i j}(\mathbf{k})=\frac{1}{M} \sum_{\mathbf{c} \neq 0}\left[(\mathbf{c}+\mathbf{k})_{i}(\mathbf{c}+\mathbf{k})_{i} \Phi(\mathbf{c}+\mathbf{k})-c_{i} c_{j} \Phi(\mathbf{c})\right] \tag{18.166b}
\end{equation*}
$$

where $\mathbf{c}$ is a reciprocal lattice vector. For an $m, n$ Lennard-Jones lattice with a potential

$$
\begin{equation*}
\Phi(\mathbf{x})=4 \varepsilon\left[(\sigma / r)^{\prime \prime \prime}-(\sigma / r)^{\prime \prime}\right] \tag{18.167}
\end{equation*}
$$

the $x$-space representation (18.165a) converges so rapidly that in the sum over $\mathbf{x}$, the nearest neighbours almost give the entire contribution. We therefore calculate

$$
\begin{equation*}
\partial_{i} \partial_{j} \Phi(\mathbf{x})=A \delta_{i j}+B x_{i} x_{j} \tag{18.168}
\end{equation*}
$$

with

$$
\begin{equation*}
A=\Phi^{\prime} / r . \quad B=\Phi^{\prime \prime} / r^{2}-\Phi^{\prime} / r^{3} \tag{18.169}
\end{equation*}
$$

and expand

$$
\begin{equation*}
V_{i j}(\mathbf{k})=\sum_{\mathbf{x} \neq \mathbf{0}}\left[\frac{(\mathbf{x} \cdot \mathbf{k})^{2}}{2}-\frac{(\mathbf{x} \cdot \mathbf{k})^{2}}{24}+\ldots\right]\left(A \delta_{i j}+B x_{i} x_{j}\right) \tag{18.170}
\end{equation*}
$$

The most stable lattice is of the triangular type, with lattice vectors

$$
\begin{equation*}
\mathbf{x}=a_{0}\left(\ell_{1}-\frac{1}{2} \ell_{2}, \frac{\sqrt{3}}{2} \ell_{2}\right) \tag{18.171}
\end{equation*}
$$

and cell "volume" $v=\frac{\sqrt{3}}{2} a_{0}^{2}$ (see Part I, Appendix 6A). The sum over
the nearest neighbours involves the six vectors $\mathrm{x}=a_{0}\left(\cos \varphi_{n}, \sin \varphi_{n}\right)$ with the azimuthal angles $\varphi_{n}=n \pi / 3$. Over these we have to perform the angular averages

$$
\begin{equation*}
\left\langle(x \cdot k)^{2}\right\rangle,\left\langle(\mathbf{x} \cdot \mathbf{k})^{4}\right\rangle,\left\langle(\mathbf{x} \cdot \mathbf{k})^{6}\right\rangle, \ldots \tag{18.172a}
\end{equation*}
$$

If the rotation symmetry were perfect, this would give

$$
\begin{equation*}
\frac{1}{2} k^{2}, \frac{3}{8} k^{4}, \frac{5}{16} k^{6}, \ldots \tag{18.172b}
\end{equation*}
$$

With only the sixfold symmetry, the first two averages are still correct, but the third (and the higher ones) depend on the azimuthal angle $\varphi$ of the momentum $\mathbf{k}=|\mathbf{k}|(\cos \varphi, \sin \varphi)$. [Notice that in $(\mathbf{k} \cdot \mathbf{x})^{6}$ this dependence disappears again in the contribution of the higher lattice vectors x since there are more angles $\varphi_{n}$ to be averaged over.] The $\varphi$ dependence of $\left\langle(\mathbf{k} \cdot \mathbf{x})^{6}\right\rangle$ is

$$
\begin{equation*}
\left\langle(\mathbf{k} \cdot \mathbf{x})^{6}\right\rangle=\frac{10+\cos (6 \varphi)}{32} . \tag{18.173}
\end{equation*}
$$

Since the deviations from isotropy are at most $10 \%$ we shall ignore them in the following. We can then immediately calculate (using natural units with $\sigma=1$, and $\hat{\mathbf{k}} \equiv \mathbf{k} /|\mathbf{k}|$ ).

$$
\begin{equation*}
V_{i j}(\mathbf{k})=\left(V_{T}^{(2)} k^{2}+V_{T}^{(4)} k^{4}\right)\left(\delta_{i j}-\hat{k}_{i} \hat{k}_{j}\right)+\left(V_{L}^{(2)} k^{2}+V_{L}^{(4)}\right) \hat{k}_{i} \hat{k}_{j}, \tag{18.174}
\end{equation*}
$$

with

$$
\begin{align*}
& V_{T}^{(2)}=6\left(A r^{2} / 4+B r^{4} / 16\right)=\frac{3 \varepsilon}{2}\left[m(m-2) r^{-m}-(m \leftrightarrow n)\right], \\
& V_{T}^{(4)}=-3 A r^{-1 / 32}-B r^{0} / 64=-\frac{\varepsilon r^{2}}{16}\left[m(m-4) r^{-m}-(m \leftrightarrow n)\right], \\
& V_{l .}^{(2)}=6\left(A r^{2} / 4+3 B r^{4} / 16\right)=\frac{9 \varepsilon}{2}\left[m(m+2 / 3) r^{-m}-(m \leftrightarrow n)\right], \\
& V_{L}^{(4)}=-3 A r^{4} / 32=\frac{5 \varepsilon r^{2}}{16}\left[m(m+4 / 5) r^{-m}-(m \leftrightarrow n)\right] . \tag{18.175}
\end{align*}
$$

FIG. 18.6. The length scale of rotational stiffness $\ell^{2}$ (marked "transverse") as a function of the lattice spacing $a_{0}$ for a (12.6) Lennard-Jones crystal and for Wigner lattice. The place $r_{0}$ indicates the minimum of the Lennard-Jones potential. The effect of more distant neighbours places the equilibrium value of $a_{4}$, about $1 \%$ below $r_{6}$. The figure shows also the length scale $\ell^{\prime 2}$ of the longitudinal branch [recall (17.86)].


Each expression is to be evaluated at $r=a_{0}$.
For the most common set of parameters $(m, n)=(12,6)$ we find from the transverse coefficients, the parameter $\ell^{2}$ :

$$
\begin{equation*}
\ell^{2}=V_{T}^{(+)} / V_{T}^{(2)}=-\frac{a_{0}^{2}}{30} \frac{1-a_{0}^{0} / 8}{1-a_{0}^{6} / 5} . \tag{18.176a}
\end{equation*}
$$

This is plotted in Fig. 18.6.
Although not of direct concern here, we also give the parameter $\ell^{\prime 2}$ for longitudinal modes (see again Fig. 18.6)

$$
\begin{equation*}
\ell^{\prime 2}=\frac{V_{l}^{(4)}}{V_{1}^{(2)}}=-\frac{4 a_{0}^{2}}{57} \frac{1-\frac{51}{192} a_{0}^{6}}{1-\frac{5}{19} a_{0}^{6}} \tag{18.176b}
\end{equation*}
$$

In absence of an external pressure, the equilibrium value of $r$ lies very close to the minimum of the potential, (18.167),

Table 18.1. Values of the lattice sums $S_{,, \prime}$ for the triangular lattice for various $m$ values. For large $m$ one can use the lowest two neighbour correction to $S_{m}, S_{m}^{\prime \prime \prime \prime \prime}=1+1 / 3^{\prime \prime \prime \prime}+1 / 2^{\prime \prime \prime}$ tabulated in the second column.

| m | $S_{\bullet}$ | $S_{m}{ }_{m}$ | m | $S_{m}$ | $S_{m p}^{\text {mpm }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 1.28 .510 | 1.17361 | 10 | 1.00524 | 1.005099 |
| 5 | 1.12697 | $1.095+0$ | 11 | $1 .(0) 292$ | 1.00286 |
| 6 | 1.06204 | 1.05266 | 12 | I.(K)164 | 1.00162 |
| 7 | 1.032 .54 | 1.02920 | 1.3 | 1.000192 | 1.000091 |
| 8 | $1.017+1$ | 1.01625 | $1+$ | $1.10) 052$ | 1.00052 |
| 9 | $1.009+9$ | 1.00008 | 15 | 1.00030 | 1.000129 |

$$
\begin{equation*}
r_{11}=(m / n)^{1 /(m-n)} \tag{18.177a}
\end{equation*}
$$

i.e.. for the ( 12.6 ) potential at (see Fig. 18.6)

$$
\begin{equation*}
r_{11}=2^{1 / 6} \tag{18.177b}
\end{equation*}
$$

If the sum over all neighbours is included in minimizing the energy. $r_{0}$ is decreased to

$$
\begin{equation*}
r_{0}=\left(m S_{m} / n S_{n}\right)^{1 / m-n-n} . \tag{18.177c}
\end{equation*}
$$

where $S_{m}$ is the sum

$$
\begin{equation*}
S_{m}=\frac{a_{0}}{6} \sum_{\mathbf{x} \neq \mathbf{0}} \frac{1}{|\mathbf{x}|^{1 m}} \tag{18.178}
\end{equation*}
$$

The values are tabulated in Table 18.1.
For the (12.6) potential the correction is 0.9902 . At $r_{0}=2^{1 / 6}$ we have

$$
\begin{equation*}
t_{0}^{2}=-\frac{2^{1 / 6}}{24} \approx-0.0468 . \tag{18.179}
\end{equation*}
$$

Extrapolating our Monte Carlo data in Fig. 18.5 to negative values we conclude that a Lennard-Jones lattice must have a weakly first order melting transition. Monolayers of rare gases adsorbed on graphite under no external in-plane pressure are expected to have this property.

Equation (18.176a) has an interesting feature. At larger $a_{0}$, near $a_{\max } \sim 5^{1 / 6} \sim 1.3077 \sim 1.165 r_{0}$, i.e., at a density $36 \%$ lower than the density at zero external pressure, the size of $-\ell^{2}$ increases dramatically (see Fig. 18.6). The theory then predicts a strongly rising transition entropy. It is well known from Monte Carlo data and measurements on rare gases adsorbed on graphite that a lower coverage of the substrate is accompanied by an increasing discontinuity at the melting transition [see, for instance, Figs. (14.3), (14.5)]. Moreover, at $a_{0} \sim a_{\text {max }} . \ell^{2}$ diverges. This may be interpreted as a signal, within this simple theory, for the onset of the gas phase.

Let us now turn to the Wigner lattice. Here $\Phi=e^{2} / r$ and the lattice sum (18.166a) converges very slowly. In the sequel, we shall use natural units with the charge $e$, the electron $M$, and the lattice spacing $a_{0}$ all equal to unity. The eigenvalues of $V_{i j}(\mathbf{k})$ will then be directly the squares of the eigenfrequencies $\omega^{2}$ measured in frequency units $\omega_{0}^{2}=e^{2} / M a_{0}^{3}$. The convergency is improved by the following procedure, invented by P.P. Ewald in the 1920 's. Consider the characteristic lattice sum $\sum_{\mathbf{x}} \frac{1}{|\mathbf{x}+\mathbf{u}|} e^{i \mathbf{k} \cdot \mathbf{x}}$ with an arbitrary displacement vector $\mathbf{u}$. Set $R=|\mathbf{x}+\mathbf{u}|$ and rewrite this sum by means of an auxiliary integral as follows

$$
\begin{equation*}
\sum_{\mathrm{x}} \frac{e^{i \mathbf{k} \cdot \mathrm{x}}}{R}=\frac{1}{\sqrt{\pi}} \int_{0}^{\infty} d t t^{-1 / 2} \sum_{\mathrm{x}} e^{-t R^{2}+i \mathbf{k} \cdot \mathrm{x}} . \tag{18.180}
\end{equation*}
$$

For finite $t$, this sum converges now very fast. The strongly convergent region of small $t$ is treated using a generalization of Poisson's formula (6.37), Part II, valid for arbitrary periodic lattices in $D$ dimensions with cell volume $v$,

$$
\begin{equation*}
\sum_{\mathbf{x}} e^{i \mathbf{x} \cdot \mathbf{k}}=\frac{(2 \pi)^{D}}{v} \sum_{\mathbf{c}} \delta(\mathbf{k}-\mathbf{c}) \tag{18.181}
\end{equation*}
$$

where the right-hand side runs over all reciprocal lattice vectors [recall the definition in Part I, Eq. (6.29)]. Multiplying this with the Fourier transform $\bar{f}(\mathbf{k})=\sum_{\mathbf{x}} f(\mathbf{x}) e^{-i \mathbf{k} \cdot \mathbf{x}}$ of an arbitrary function $f(\mathbf{x})$ and performing the sum $(1 / N) \sum_{\mathbf{k}}{ }^{\mathrm{x}}$, the formula (18.181) just reexpresses the well-known identity.

$$
\begin{equation*}
\sum_{\mathbf{x}} f(\mathbf{x})=\sum_{\mathbf{c}} \bar{f}(\mathbf{c}) . \tag{18.182}
\end{equation*}
$$

For the special case $f(\mathrm{x})=e^{-i R^{2}+i k \cdot x}$, this gives in two dimensions,

$$
\begin{equation*}
\sum_{x} e^{-i R^{2}+i k \cdot x}=\frac{\pi}{v t} \sum_{c} e^{i c \cdot u} e^{-(k+c)^{2}+t t} . \tag{18.183}
\end{equation*}
$$

While the left-hand sum over lattice vectors converges fast for large $t$, the right-hand side over reciprocal lattice vectors does so for small $t$. We therefore choose an arbitrary separation parameter for the $t$ integration, say $\varepsilon$, and decompose the lattice sum into two dual terms,

$$
\begin{equation*}
\sum_{x} \frac{1}{R} e^{i k \cdot x}=\frac{1}{\sqrt{\pi}} \int_{F}^{x} d t t^{1 / 2} \sum_{x} e^{-t R^{2}+i k \cdot x}+\frac{\sqrt{\pi}}{v t} \int_{0}^{\varepsilon} d t t^{-t / 2} \sum_{\mathbf{c}} e^{-(k+c)^{2} / t+i c \cdot u} . \tag{18.184}
\end{equation*}
$$

After a rescaling of $t$ by $\varepsilon$, the sum on the right-hand side can be expressed in terms of the so-called Misra functions

$$
\begin{equation*}
\varphi_{n}(z) \equiv \int_{1}^{\infty} d t t^{\prime \prime} e^{-z \prime} \tag{18.186}
\end{equation*}
$$

They are related to the incomplete $\Gamma$ functions,

$$
\begin{equation*}
\Gamma(\alpha, z)=\int_{z}^{\infty} d t t^{\alpha-1} e^{-t} \tag{18.187}
\end{equation*}
$$

by

$$
\begin{equation*}
\varphi_{n}(z)=(z)^{-n-1} \Gamma(n+1, z) . \tag{18.188}
\end{equation*}
$$

They can be expanded as follows,

$$
\begin{equation*}
\varphi_{n \prime}(z)=(z)^{-n-1}\left[\Gamma(n+1)-\sum_{k=0}^{\infty}(-)^{k} \frac{z^{k+n+1}}{k!(k+n+1)}\right] . \tag{18.189}
\end{equation*}
$$

Then (18.184) becomes
$\sum_{\mathrm{x}} \frac{1}{R} e^{i \mathbf{k} \cdot \mathrm{x}}=\sqrt{\varepsilon / \pi} \sum_{\mathrm{x}} \varphi_{-1 / 2}\left(\varepsilon R^{2}\right) e^{+i \mathbf{k} \cdot x}+\frac{1}{v} \sqrt{\pi / \varepsilon} \sum_{\mathbf{c}} \varphi_{-1 / 2}\left(\frac{(\mathbf{k}+\mathbf{c})^{2}}{4 \varepsilon}\right) e^{i \mathbf{k} \cdot \mathbf{u}}$.

For a triangular lattice, the reciprocal lattice is also triangular and has the vectors

$$
\begin{equation*}
\mathbf{c}=\frac{2 \pi}{a_{0}}\left(c_{1}, \frac{1}{\sqrt{3}} c_{1}+\frac{2}{\sqrt{3}} c_{2}\right) \tag{18.191}
\end{equation*}
$$

There exists then a particular convenient choice for the parameter $\varepsilon$ with the property that it makes the two sums in (18.190) for $\mathbf{k}=0$ and $\mathbf{u}=0$ completely symmetric, namely,

$$
\begin{equation*}
\varepsilon=\pi / v \tag{18.192}
\end{equation*}
$$

Then the arguments $\varepsilon R^{2}$ and $c^{2} / 4 \varepsilon$ of the Misra functions run through the same values.

$$
\begin{align*}
& s \equiv \varepsilon R^{2}=\varepsilon a_{0}^{2}\left(\ell_{1}-\frac{1}{2} \ell_{2}, \frac{\sqrt{3}}{2} \ell_{2}\right)^{2}=(2 \pi / \sqrt{3})\left(\ell_{1}^{2}-\ell_{1} \ell_{2}+\ell_{2}^{2}\right) \\
& s \equiv \frac{c^{2}}{4 \varepsilon}=\frac{(2 \pi)^{2}}{a_{0}^{2}} \frac{v}{4 \pi}\left(c_{1}, \frac{1}{\sqrt{3}} c_{2}+\frac{2}{\sqrt{3}} c_{2}\right)^{2}=(2 \pi / \sqrt{3})\left(c_{1}^{2}+c_{1} c_{2}+c_{2}^{2}\right) . \tag{18.193}
\end{align*}
$$

Hence we can write formally

$$
\begin{equation*}
\sum_{\mathbf{x}} \frac{1}{|\mathbf{x}|}=\frac{1}{\sqrt{v}} 2 \cdot \sum_{s} \varphi_{-1 / 2}(s) . \tag{18.194}
\end{equation*}
$$

If this relation is to make sense, we have to remove the singular $\mathbf{x}=0$ and $s=0$ pieces on either side in (18.190). Both $\mathbf{x}=0$ and $\mathbf{c}=0$ are still admissible as long as $\mathbf{u} \neq 0$ and $\mathbf{k} \neq 0$. since then the Misra functions $\varphi_{-1 / 2}$ are finite. In order to treat the limit $\mathbf{u} \rightarrow \mathbf{0}$ we remove the $\mathbf{x}=\mathbf{0}$ and $\mathbf{c}=\mathbf{0}$ terms on both sides and write.

$$
\begin{align*}
\sum_{\mathrm{x} \neq 0} \frac{1}{R} e^{i \mathbf{k} \cdot \mathrm{x}}= & \left(-\frac{1}{|\mathbf{u}|}+\sqrt{\varepsilon / \pi} \varphi_{-1 / 2}\left(\varepsilon \mathbf{u}^{2}\right)\right)+\frac{1}{v} \sqrt{\pi / \varepsilon} \varphi_{-1 / 2}\left(\mathbf{k}^{2} / 4 \varepsilon\right) \\
& +\sqrt{\varepsilon / \pi} \sum_{\mathrm{x} \neq 0} \varphi_{-1 / 2}\left(\varepsilon R^{2}\right) e^{i \mathbf{k} \cdot \mathrm{x}}+\frac{1}{v} \sqrt{\pi / \varepsilon} \sum_{\mathrm{c} \neq 0} \varphi_{-1 / 2}\left(\frac{(\mathbf{k}+\mathbf{c})^{2}}{4 \varepsilon}\right) e^{i \mathbf{c} \cdot u} . \tag{18.195}
\end{align*}
$$

Then we use (18.189) and deduce the limit of the Misra function

$$
\begin{equation*}
\varphi_{-1 / 2}(z) \rightarrow \sqrt{\pi / z}-2+2 z / 3-z^{2} / 5+O\left(z^{3}\right) \tag{18.196}
\end{equation*}
$$

This shows that for small $\mathbf{u} \rightarrow \mathbf{0}$, the quantity inside parentheses in (18.195) is regular and we have, for $\varepsilon=\pi / v, \mathbf{u}=\mathbf{0}$ and small $\mathbf{k}$

$$
\begin{equation*}
\sum_{\mathbf{x} \neq 0} \frac{1}{|\mathbf{x}|} e^{i \mathbf{k} \cdot \mathbf{x}} \underset{\mathbf{k}=0}{=} \frac{1}{\sqrt{v}} 2\left(\sum_{s \neq 0} \varphi_{-1 / 2}(s)-2\right)+\frac{4 \pi}{v} \frac{1}{\mathbf{k}^{2}}, \tag{18.197}
\end{equation*}
$$

where the sum over $s$ is understood to comprise the correct multiplicity of each value (18.193).

As an example for the effectiveness of this resummation procedure, consider the energy of a single electron in the Wigner lattice (in units $e^{2}=1$ )

$$
\begin{equation*}
E_{q}=\sum_{\mathbf{x} \neq \mathbf{0}} \frac{1}{|\mathbf{x}|} \tag{18.198}
\end{equation*}
$$

In order to obtain finite energy we have to add a neutralizing negative background charge which gives an additional energy

$$
\begin{equation*}
E_{h}=-\frac{1}{v_{\mathbf{k}} \rightarrow 0} \lim _{0} \int \frac{d^{3} x}{|\mathbf{x}|} e^{i \mathbf{k} \cdot \mathbf{x}}=-\frac{4 \pi}{v} \lim _{\mathbf{k} \rightarrow 0} \frac{1}{\mathbf{k}^{2}} . \tag{18.199}
\end{equation*}
$$

The total energy $E=E_{c}+E_{b}$ can then be directly evaluated using formula (18.197) since the background energy just removes the singular $1 / k^{2}$ piece. Hence

$$
\begin{equation*}
E=-\frac{1}{\sqrt{v}} 2\left(\sum_{s \neq 0} \varphi_{-1 / 2}(s)-2\right) \tag{18.200}
\end{equation*}
$$

At the nearest neighborhood position,

$$
\begin{equation*}
s_{1}=2 \pi / \sqrt{3} \text {. } \tag{18.201}
\end{equation*}
$$

the Misra function has the value

$$
\begin{equation*}
\varphi_{-1 / 2}\left(s_{1}\right)=0.065790 \tag{18.202}
\end{equation*}
$$

Including the six neighbors, this gives the lowest approximation to the energy (to be multiplied by $e^{2}$, for proper physical units)

$$
\begin{equation*}
E=-3.921052 \frac{1}{\sqrt{v}} . \tag{18.203}
\end{equation*}
$$

A full summation over all $s$ in (18.200) changes this very little to [see (14.149)]

$$
\begin{equation*}
E=-3.921034 \frac{1}{\sqrt{v}} . \tag{18.204}
\end{equation*}
$$

Thus, while the sum over Coulomb energies converges very slowly in $x$-space, the representation (18.190) with $\varepsilon=\pi / v$ is strongly dominated by the nearest neighbors in both, the direct and the reciprocal lattice.

After these preparations we are now ready to calculate the parameter $\ell^{2}$ for the Wigner lattice with the help of formula (18.195). We rewrite the x -sum in (18.165) as

$$
\begin{align*}
v_{i j}(\mathbf{k}) \equiv & V_{i j}^{x}(\mathbf{k})+V_{i j}^{c}(\mathbf{k}) \equiv \sqrt{\varepsilon / \pi} \sum_{\mathbf{x} \neq 0}[1-\cos (\mathbf{k} \cdot \mathbf{x})] \partial_{i} \partial_{j} \varphi_{-1 / 2}\left(\varepsilon \mathrm{x}^{2}\right) \\
& +\frac{1}{v} \sqrt{\pi / \varepsilon} \sum_{\mathbf{c}}\left[(\mathbf{k}+\mathbf{c})_{i}(\mathbf{k}+\mathbf{c})_{j}-c_{i} c_{j}\right] \varphi_{-1 / 2}\left(\frac{(\mathbf{k}+\mathbf{c})^{2}}{4 \varepsilon}\right) \tag{18.205}
\end{align*}
$$

We expand the two sums in powers of $\mathbf{k}$ up to $k_{i}^{4}$, arriving at

$$
\begin{align*}
V_{i j}^{x}(\mathbf{k})= & \sqrt{\varepsilon / \pi} \sum_{\mathbf{x} \neq 0}\left[\frac{1}{2}(\mathbf{k} \cdot \mathbf{x})^{2}-\frac{1}{24}(\mathbf{k} \cdot \mathbf{x})^{4} \ldots\right]\left[4 \varepsilon^{2} x_{i} x_{j} \varphi_{3 / 2}\left(\varepsilon x^{2}\right)\right. \\
& \left.-2 \varepsilon \delta_{i j} \varphi_{1 / 2}\left(\varepsilon x^{2}\right)\right],  \tag{18.206}\\
V_{i j}^{c}(\mathbf{k})= & \frac{1}{v} \sqrt{\pi / \varepsilon} \sum_{\mathbf{c}}\left\{( \mathbf { k } + \mathbf { c } ) _ { i } ( \mathbf { k } + \mathbf { c } ) _ { j } \left[\varphi_{-1 / 2}\left(\frac{c^{2}}{4 \varepsilon}\right)-\left(\frac{2 \mathbf{c} \cdot \mathbf{k}+k^{2}}{4 \varepsilon}\right) \varphi_{-1 / 2}\left(\frac{c^{2}}{4 \varepsilon}\right)\right.\right. \\
& \left.\left.+\ldots+\frac{1}{4!} \varphi_{7 / 2}\left(\frac{c^{2}}{4 \varepsilon}\right)\left(\frac{2 \mathbf{c} \cdot \mathbf{k}+k^{2}}{4 \varepsilon}\right)^{4}\right]-c_{i} c_{j} \varphi_{-1 / 2}\left(\frac{c^{2}}{4 \varepsilon}\right)\right\}, \tag{18.207}
\end{align*}
$$

where we have used the identity

$$
\begin{equation*}
-\varphi_{n}^{\prime}(z)=\varphi_{n+1}(z) \tag{18.208}
\end{equation*}
$$

Incidentally, all higher Misra functions in (18.207) can be reduced to the lowest one, $\varphi_{1 / 2}(z)$, via the iteration formula,

$$
\begin{equation*}
\varphi_{n+1}(z)=\frac{1}{z}\left[(n+1) \varphi_{n}(z)+e^{-z}\right] . \tag{18.209}
\end{equation*}
$$

When summing over all $\mathbf{x}, \mathbf{c}$. the only (small) anisotropy arises from $(\mathbf{k} \cdot \mathbf{x})^{4} x_{i} x_{j}$ and $(\mathbf{k} \cdot \mathbf{c})^{4} c_{i} c_{j}$ for the nearest neighbor $\mathbf{x}, \mathbf{c}$ vectors. As before in the Lennard-Jones case, we shall again use the isotropic approximation. Expanding $V_{i j}(\mathbf{k})$ in powers of $\mathbf{k}$,

$$
\begin{equation*}
V_{i j}(\mathbf{k})=V_{i j}^{(2)} k^{2}+V_{i j}^{(+)} k^{+}+\ldots \tag{18.210}
\end{equation*}
$$

we find for $\varepsilon=\pi / v$, keeping only the nearest neighbour contributions, from the x sum ( $\hat{k}_{i} \equiv k_{i}| | \mathbf{k} \mid$ ).

$$
\begin{align*}
& V_{i j}^{(2) x} \rightarrow \frac{1}{\sqrt{v}} 6\left[\frac{1}{4}\left(\delta_{i j}+2 \hat{k}_{i} \hat{k}_{j}\right) s^{2} \varphi_{3 / 2}(s)-\frac{1}{2} \delta_{i j} s \varphi_{1 / 2}(s)\right]  \tag{18.211}\\
& V_{i j}^{(4) x} \rightarrow \frac{1}{\sqrt{v}} \frac{6}{4 \varepsilon} \cdot \frac{1}{24}\left[\left(\delta_{i j}+4 \hat{k}_{i} \hat{k}_{j}\right) s^{3} \varphi_{3 / 2}(s)-3 \delta_{i j} s^{2} \varphi_{1 / 2}(s)\right] . \tag{18.212}
\end{align*}
$$

The $\mathbf{c}$ part of the sums (18.207) contributes first from $\mathbf{c}=\mathbf{0}$ a purely longitudinal term,

$$
\begin{equation*}
V_{i j}^{(\mathbf{c}=0)}(\mathbf{k})=\frac{1}{\sqrt{v}}\left\{\frac{k_{i} k_{j}}{k^{2}} \sqrt{4 \pi \varepsilon} k+\frac{k_{i} k_{j}}{k^{2}}\left(-2 k^{2}+\frac{k^{4}}{6 \varepsilon}+\ldots\right)\right\} . \tag{18.213}
\end{equation*}
$$

The first term is the origin of the incompressibility of the Wigner lattice, [recall Eq. (14.151)]. The sum over the nearest neighbor vectors on the reciprocal lattice gives

$$
\begin{align*}
V_{i j}^{(2) c}= & \frac{1}{\sqrt{v}} 6\left\{\hat{k}_{i} \hat{k}_{j} \varphi_{-1 / 2}(s)-\left(\delta_{i j}+4 \hat{k}_{i} \hat{k}_{j}\right) \frac{s}{2} \varphi_{1 / 2}+\left\langle\delta_{i j}+2 \hat{k}_{i} \hat{k}_{j}\right) \frac{s^{2}}{4} \varphi_{3 / 2},\right. \\
V_{i j}^{(4) c}= & \frac{1}{\sqrt{v}} \frac{6}{4 \varepsilon}\left\{-\hat{k}_{i} \hat{k}_{j} \varphi_{1 / 2}(s)+\left(\delta_{i j}+12 \hat{k}_{i} \hat{k}_{j}\right) \frac{s}{4} \varphi_{3 / 2}\right. \\
& \left.-\left(\delta_{i j}+6 \hat{k}_{i} \hat{k}_{j}\right) \frac{s^{2}}{4} \varphi_{5 / 2}(s)+\frac{1}{24}\left(\delta_{i j}+4 \hat{k}_{i} \hat{k}_{j}\right) s^{3} \varphi_{7 / 2}(s)\right\} . \tag{18.214}
\end{align*}
$$

Projecting out the transverse parts gives

$$
\begin{align*}
V_{T}^{(2)}= & \frac{1}{\sqrt{v}} 6 \cdot 2\left[-\frac{s}{2} \varphi_{1 / 2}(s)+\frac{s^{2}}{4} \varphi_{3 / 2}(s)\right] \\
V_{T}^{(4)}= & \frac{1}{\sqrt{v}} \frac{6}{4 \varepsilon}\left[\left(\frac{3 s^{2}}{24} \varphi_{1 / 2}(s)-\frac{s^{3}}{24} \varphi_{3 / 2}(s)\right)\right. \\
& \left.+\left(\frac{s}{4} \varphi_{3 / 2}(s)-\frac{s^{2}}{4} \varphi_{5 / 2}(s)+\frac{s^{3}}{24} \varphi_{7 / 2}(s)\right)\right] . \tag{18.215}
\end{align*}
$$

Inserting $s=s_{1}$ we find, after factorizing out the standard frequency $\omega_{p}^{2}=\frac{2 \pi e^{2}}{M v a_{0}}=\frac{2 \pi}{\sqrt{3} / 2} \omega_{0}^{2}$ (listing $\mathbf{x}$ and $\mathbf{c}$ contributions separately),

$$
\begin{align*}
& V_{T}^{(2)} \approx 2 \cdot 0.0181=0.0362 \\
& V_{T}^{(4)} \approx-0.000478+0.000252=-0.000226 \tag{18.216}
\end{align*}
$$

Thus, the transverse frequency spectrum is, in proper physical units,

$$
\begin{equation*}
\omega_{\tau}^{2} \approx \omega_{p}^{2}\left[0.362\left(k a_{0}\right)^{2}-0.000225\left(k a_{0}\right)^{4}+\ldots\right] . \tag{18.217}
\end{equation*}
$$

This implies the following value for the angular stiffness parameter (in units of $a_{01}^{2}$ )

$$
\begin{equation*}
\ell^{2} \equiv V_{T}^{(4)} / V_{T}^{(2)} \approx-0.00622 \tag{18.218}
\end{equation*}
$$

Since the dispersion curve of the square lattice in the simulations in Fig. 18.5 has a spectrum $2-2 \cos k=k^{2}-\frac{1}{12} k^{4}$, this value of $\ell^{2}$ corresponds to a value of $\ell^{2}$ in the lattice model of $\ell^{2}+\frac{1}{12} \sim 0.1$. In this neighborhood the single first order melting transition is about to split into two Kosterlitz-Thouless transitions. The specific heat curve should therefore have about the same shape as that of the lattice defect model in the first of Figs. 18.4, i.e., it should look similar to a $\lambda$ transition in superfiuid helium. This is indeed what was observed by Hockney and Brown in 1976 (see Fig. 14.14). Near the splitting point, the elastic stiffness $K^{R}$ at the melting transition is expected to have the universal Kosterlitz-Thouless
value (14.157). This is seen in the Monte Carlo simulations in Fig. 14.13. For completeness, let us also state the longitudinal coefficients,

$$
\begin{equation*}
V_{l}(\mathbf{k})=\sqrt{4 \pi \varepsilon / v} k+V_{L}^{(2)} k^{2}+V_{L}^{(4)} k^{4} \ldots \tag{18.219}
\end{equation*}
$$

with

$$
\begin{align*}
V_{L}^{(2)}= & \frac{6}{\sqrt{r}}\left\{\left(\frac{s}{2} \varphi_{1 / 2}+\frac{3}{4} s^{2} \varphi_{3 / 2}\right)-\frac{1}{3}+\left(\varphi_{-1 / 2}(s)-\frac{5}{2} s \varphi_{1 / 2}(s)+\frac{3}{4} s^{2} \varphi_{3 / 2}(s)\right)\right\} \\
V_{L}^{(1)}= & \frac{6}{\sqrt{v}} \frac{1}{4 \varepsilon}\left\{\left(\frac{3}{24} s^{2} \varphi_{1 / 2}-\frac{5}{24} s^{3} \varphi_{3 / 2}\right)+\frac{1}{9}\right. \\
& \left.-\left(\varphi_{1 / 2}(s)+\frac{13}{4} s \varphi_{3 / 2}(s)-\frac{7}{4} s^{2} \varphi_{5 / 2}(s)+\frac{5}{24} s^{3} \varphi_{7 / 2}(s)\right)\right\} \tag{18.220}
\end{align*}
$$

where we have listed separately the contributions of the sum over $\mathbf{x}$, $\mathbf{c}=0$, and the sum over $\mathbf{c} \neq 0$. The first term gives the well-known anomalous contribution to the longitudinal frequency,

$$
\begin{equation*}
\omega_{a}^{2}=\frac{e^{2}}{M} \sqrt{4 \pi \varepsilon / v} k=\frac{e^{2}}{\dot{M}} \frac{2 \pi}{v} k=\omega_{p}^{2} k a_{0}, \tag{18.221}
\end{equation*}
$$

which is responsible for the incompressibility of the Wigner lattice [recall Eq. (14.159)]. The term $V_{L}^{(2)}$ contributes to the longitudinal frequency

$$
\begin{align*}
& \omega_{L}^{(2)} \approx \omega_{p}^{2}(0.0809-0.2962+0.0336)\left(k a_{0}\right)^{2} \approx-0.1818\left(k a_{0}\right)^{2}, \\
& \omega_{L}^{(4)} \approx \omega_{p}^{2}(-0.0057+0.0068-0.0004)\left(k a_{0}\right)^{4} \approx 0.0007\left(k a_{0}\right)^{4} . \tag{18.222}
\end{align*}
$$

Hence, the parameter $\ell^{\prime 2}$, defined in (17.86), has the value

$$
\begin{equation*}
\ell^{\prime 2} \approx-0.0038 \tag{18.223}
\end{equation*}
$$

Notice that up to order $k^{2}$, the frequency spectrum is given by

$$
\begin{equation*}
\omega_{T}^{2} \approx \omega_{p}^{2} 0.362\left(k a_{0}\right)^{2}, \quad \omega_{L}^{2}=\omega_{p}^{2}\left(k a_{0}\right)-5 \omega_{T}^{2} \tag{18.224}
\end{equation*}
$$

in agreement with Eq. (14.151).
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## DISORDER FIELD THEORY OF DISLOCATION AND DISCLINATION LINES IN THREE DIMENSIONS

### 19.1. THE PARTITION FUNCTION OF GENERAL DEFECT LINES IN THREE DIMENSIONS

The interaction energy given in (18.59) for defects in higher gradient elasticity puts us in a position of developing a disorder field theory which distinguishes the two types of defect lines. For this we extract some finite self-energy from the dislocations and disclinations in the Boltzmann factor,

$$
\begin{equation*}
e^{-(\beta / 2) s \pi^{2} \Sigma_{1}\left(c_{0} \bar{a}_{i j}+c_{H} \bar{\theta}_{\bar{i}}\right)} . \tag{19.1}
\end{equation*}
$$

The remaining substracted energy can again be brought back to the gauge field formulation. In this way we arrive at the energy expression

$$
\begin{align*}
\frac{1}{T}\left(E_{\mathrm{cl}}^{\prime}+i E_{\mathrm{int}}+E_{\mathrm{dcf}}\right)= & \frac{1}{4 \mu} \sum_{\mathrm{x}}\left(\sigma_{i j}^{\prime 52}-\frac{v}{1+v} \sigma_{\ell \ell}^{\prime s 2}\right)+\frac{a^{2}}{8 \ell^{2}} \sum_{\mathrm{x}}\left(\delta_{1} \tau_{i j}^{\prime 2}+\delta_{2} \tau_{\ell \ell}^{\prime 2}\right) \\
& -2 \pi i \sum_{\mathrm{x}}\left(A_{\ell i} \bar{\alpha}_{\ell i}+h_{\ell i} \bar{\Theta}_{\ell i}\right) \\
& +\frac{\beta}{2} 4 \pi^{2} \sum_{\mathrm{x}}\left(c_{\alpha} \bar{\alpha}_{i j}^{2}+c_{\Theta} \bar{\Theta}_{i j}^{2}\right) \tag{19.2}
\end{align*}
$$

where the primes indicate a modification of the elastic energy by higher gradients to compensate for the added last term in (19.2). As long as we are interested only in structural properties we do not have to write these terms out explicitly. (The procedure of Section 12.4, Part II is applicable.)

When brought to the above simple form, the construction of a disorder field theory becomes rather straightforward. Following the same steps as those of the $X Y$ model, we first observe that the sum over defects

$$
\begin{align*}
& \exp \left\{-\frac{\beta}{2} 4 \pi^{2} \sum_{\mathbf{x}}\left(c_{\alpha} \bar{\alpha}_{i j}^{2}+c_{\Theta} \bar{\Theta}_{i j}^{2}\right)-2 \pi i \sum_{\mathbf{x}}\left(A_{(i} \bar{\alpha}_{i i}+h_{(i} \bar{\Theta}_{(i)}\right)\right\} \text {, } \tag{19.3}
\end{align*}
$$

can be rewritten [up to the trivial overall factor $\mathcal{N}=\left(2 \pi \beta c_{\alpha}\right)^{-9 N / 2}$ $\left.\left(2 \pi \beta_{c_{H}}\right)^{-9 N / 2}\right]$ as the partition function of a lattice model of the Villain type [compare Section 13.3, Part II]

$$
\begin{align*}
Z_{\mathrm{def}}= & \mathscr{N} \sum_{\left\langle\bar{n}_{t, i} \bar{m}_{t i}\right\}} \sum_{\mathrm{x} \cdot i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi} \int_{-\pi}^{\pi} \frac{d \delta_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{-\frac{1}{2 \beta} \frac{1}{4 \pi^{2}}\left[\frac{1}{c_{\alpha}} \sum_{\mathbf{x}}\left(\nabla_{\epsilon} \gamma_{i}-A_{(i}-2 \pi \tilde{n}_{\ell i}\right)^{2}\right.\right. \\
& \left.\left.+\frac{1}{c_{\Theta}} \sum_{\mathbf{x}}\left(\nabla_{\ell} \delta_{i}-\varepsilon_{t i k} \gamma_{k}-h_{t i}-2 \pi \tilde{n}_{t i}\right)^{2}\right]\right\} \tag{19.4}
\end{align*}
$$

The proof proceeds as usual by introducing auxiliary fields $\alpha_{i i}, \Theta_{i,}$ to linearize the squares,

$$
\begin{align*}
Z_{\mathrm{def}}= & \mathscr{N} \prod_{\mathbf{x}, \ell . i}\left[\int_{-\infty}^{\infty} \frac{d \alpha_{i i}(\mathbf{x})}{\sqrt{2 \pi / 4 \pi^{2} \beta c_{\alpha}}} \int_{-\infty}^{\infty} \frac{d \Theta_{\ell i}(\mathbf{x})}{\sqrt{2 \pi / 4 \pi^{2} \beta c_{\Theta}}}\right] \\
& \times \sum_{\left\{\tilde{n}_{i, i} \bar{m}_{i j}\right)} \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi} \int_{-\pi}^{\pi} \frac{d \delta_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{-\frac{\beta}{2} 4 \pi^{2} \sum_{\mathbf{x}}\left(c_{\alpha} \alpha_{i j}^{2}+c_{\Theta} \Theta_{i j}^{2}\right)+2 \pi i \sum_{\mathbf{x}} \alpha_{\ell i}\left(\nabla_{\ell} \gamma_{i}-A_{\ell i}-2 \pi \tilde{n}_{\ell i}\right)\right. \\
& \left.+2 \pi i \sum_{\mathbf{x}} \Theta_{i i}\left(\nabla_{\ell} \delta_{i}-\varepsilon_{\ell i k} \gamma_{k}-h_{\ell i}-2 \pi \tilde{m}_{\ell i}\right)\right\} \tag{19.5}
\end{align*}
$$

Now we perform the sum over $\bar{n}_{i i}, \bar{m}_{i i}$ which makes $\alpha_{l i}, \Theta_{i i}$ integer say $\bar{\alpha}_{i}, \bar{\Theta}_{i i}$, and the integrals over $\gamma_{i}, \delta_{i}$ which enforce the conservation laws. $\bar{\nabla}_{1} \bar{\alpha}_{i i}+\varepsilon_{i k i} \bar{\Theta}_{k l}=0, \bar{\nabla}_{i} \bar{\Theta}_{i i}=0$. Thus (19.5) is indeed equal to (19.3).

### 19.2. COSINE FORM OF THE PARTITION FUNCTION

The next step consists in approximating the expression (19.4) à la Villain by a model of the $X Y$ type involving cosines rather than periodic Gaussians. Recall that the original Villain approximation went in the opposite direction.

$$
\begin{equation*}
e^{\left.\beta \cos \nabla_{\theta}\right)} \approx R(\beta) \sum_{n} e^{-\left|\beta_{\nu}(2)(\nabla \theta)-2 \pi n\right|^{\prime}}, \tag{19.6}
\end{equation*}
$$

where

$$
\begin{equation*}
R(\beta)=I_{0}(\beta) \sqrt{2 \pi \beta_{V}}, \quad \beta_{V}=1 /\left(2 \log \left(I_{1}(\beta) / I_{0}(\beta)\right)\right) \tag{19.7}
\end{equation*}
$$

In Section 9.3 we encountered the same problem and found it useful to define the inverse operation

$$
\begin{equation*}
\sum_{n} e^{-(\beta 2)(\gamma \theta-2 \pi n)^{2}} \approx R_{V^{-}}(\beta) e^{\beta_{r^{-}-1} \cos \nabla \theta}, \tag{19.8}
\end{equation*}
$$

where $\beta_{V^{-1}}(\beta)$ is the solution of the equation

$$
\begin{equation*}
\beta=-1 /\left(2 \log \left(I_{1}\left(\beta_{V^{-1}}\right) / I_{0}\left(\beta_{V-1}\right)\right)\right), \tag{19.9}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{V^{-1}}(\beta)=1 /\left(\log I_{0}\left(\beta_{V-1}\right) \cdot \sqrt{2 \pi \beta}\right) \tag{19.10}
\end{equation*}
$$

With this notation we can approximate (19.4) by ${ }^{\text {a }}$
"Actually, we had seen in Section 13.4 that a much better approximation is given by replacing the second cosine by the mixed energy $\cos \left(\nabla, \delta_{i}-\varepsilon_{i i k} \gamma_{k}-h_{\text {it }}\right)+$ $\delta \cos \left(2\left(\nabla_{1} \delta_{t}-\varepsilon_{t i k} \gamma_{k}-h_{i}\right)\right)$ where $\delta$ is determined by Eq. (13.101). We shall omit the second term, for brevity.

$$
\begin{align*}
Z_{\mathrm{clef}} \approx & 1^{\prime} R_{V^{-1}}\left(\frac{1}{4 \pi^{2} \beta c_{c i}}\right)^{3 N} R_{V^{-1}}\left(\frac{1}{4 \pi^{2} \beta c_{\Theta}}\right)^{3 N} \prod_{\mathbf{x}, i}\left[\int_{-\pi}^{\pi} \frac{d \gamma_{i}(\mathbf{x})}{2 \pi} \int_{-\pi}^{\pi} \frac{d \delta_{i}(\mathbf{x})}{2 \pi}\right] \\
& \times \exp \left\{\bar{\beta}_{a r} \sum_{\mathbf{x}} \cos \left(\nabla_{\ell} \gamma_{i}-A_{r_{i}}\right)+\bar{\beta}_{(-)} \sum_{\mathbf{x}} \cos \left(\nabla_{i} \delta_{i}-\varepsilon_{r_{i k}} \gamma_{k}-h_{\psi_{i} i}\right)\right\} \tag{19.11}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\beta}_{\alpha} \equiv\left(\frac{1}{4 \pi^{2} \beta c_{\alpha}}\right)_{V-1}, \quad \bar{\beta}_{\Theta} \equiv\left(\frac{1}{4 \pi^{2} \beta c_{\Theta}}\right)_{V-1} . \tag{19.12}
\end{equation*}
$$

As a third step we re-express the exponent in terms of the pure phase variables $U_{i}(\mathbf{x})=e^{i \delta_{1}(\mathrm{x})}, V_{i}(\mathrm{x})=e^{i \delta_{1}(\mathrm{x})}$ as follows

$$
\begin{align*}
& \bar{\beta}_{c t} \operatorname{Re} \sum_{\mathrm{x}, i, i} U_{i}(\mathbf{x}) U_{i}^{\dagger}(\mathbf{x}+\ell) e^{i \lambda_{r, 1}(\mathrm{x})}+\bar{\beta}_{\Theta} \operatorname{Re}\left(\sum_{\mathrm{x}, i} V_{i}(\mathbf{x}) V_{i}^{\dagger}(\mathbf{x}+\mathbf{i}) e^{i h_{n}(\mathbf{x})}\right. \\
& +\sum_{\text {fik }=123^{x}} V_{i}(\mathbf{x}) V_{i}^{*}(\mathrm{x}+\ell) U_{k}^{\dagger}(\mathrm{x}) e^{i \mathrm{l}_{\mathrm{r}}(\mathrm{x})} \\
& \left.+\sum_{p_{i} k=213^{\mathbf{x}} .321 .132} V_{i}(\mathbf{x}) V_{i}^{\dagger}(\mathbf{x}+\ell) U_{k}(\mathbf{x}) e^{i l_{\mathrm{r}}(\mathrm{x})}\right) \text {. } \tag{19.13}
\end{align*}
$$

### 19.3. DISORDER FIELDS FOR DISLOCATIONS AND DISCLINATIONS

The disorder field theory can now be obtained in the usual way by introducing a pair of complex fields $u_{i}, \alpha_{i}, \iota_{\mathrm{i}}, \lambda_{i}$ via the identity

$$
\begin{equation*}
\int_{-x}^{\infty} d u_{i} d u_{i}^{\dagger} \int_{-i x}^{i x} \frac{d \alpha_{i} d \alpha_{i}^{+}}{(2 \pi i)^{2}} e^{-(112)\left(a_{i}^{i} u_{i}+c . c\right)+(1 / 2)\left(a_{i}^{*} u_{i}+c \cdot .\right) .}=1 . \tag{19.14}
\end{equation*}
$$

and a similar one for $v_{i}, \lambda_{i}$. With these the integrations over the phases $\gamma_{i}(\mathbf{x}), \delta_{i}(\mathbf{x})$ can be done trivially, giving associated Bessel functions $I_{0}\left(\left|\alpha_{i}\right|\right) . I_{0}\left(\left|\lambda_{i}\right|\right)$. In this way we arrive at the partition function $\left[.1^{-4} \equiv\right.$ $\mathcal{N}\left[R_{V_{-1}}\left(1 / 4 \pi^{2} \beta c_{\alpha}\right)^{3 N} R_{V^{-1}}\left(1 / 4 \pi^{2} \beta c_{\Theta}\right)^{3 N}\right]$

$$
\begin{align*}
& Z_{\mathrm{def}} \approx \mathscr{N}^{\prime} \prod_{\mathrm{x}, i}\left[\int_{-x}^{\infty} d u_{i} d u_{i}^{+} \int_{-i \mathrm{x}}^{i \mathrm{x}} \frac{d \alpha_{i} d \alpha_{i}^{+}}{(2 \pi i)^{2}}\right] \prod_{\mathrm{x} . i}\left[\int_{-x}^{\infty} d v_{i} d v_{i}^{+} \int_{-i x}^{\mathrm{x}} \frac{d \lambda_{i} d \lambda_{i}^{+}}{(2 \pi i)^{2}}\right] \\
& \times \exp \left\{\tilde{\beta}_{a} \operatorname{Re} \sum_{x, i, \ell} u_{i}(\mathbf{x}) u_{i}^{+}(\mathbf{x}+\ell) e^{i A_{n}(x)}\right. \\
& +\tilde{\beta}_{\Theta} \operatorname{Re}\left(\sum_{\mathbf{x}, i} v_{i}(\mathbf{x}) v_{i}^{\dagger}(\mathbf{x}+\mathbf{i}) e^{i h_{山}(\mathrm{x})}\right. \\
& +\sum_{i k=123.231 .312} v_{i}(\mathbf{x}) v_{i}^{\dagger}(\mathbf{x}+\ell) u_{k}^{\dagger}(\mathbf{x}) e^{i h_{h_{1}}(\mathbf{x})} \\
& \left.+\sum_{(i k=213.321 .132} v_{i}(\mathbf{x}) v_{i}^{\dagger}(\mathbf{x}+\ell) u_{k}(\mathbf{x}) e^{i h_{h_{1}(x)}}\right) \\
& -\frac{1}{2} \sum_{\mathbf{x}}\left(\alpha_{i}^{\dagger} u_{i}+\text { c.c. }\right)-\frac{1}{2} \sum_{\mathbf{x}}\left(\lambda_{i}^{\dagger} v_{i}+\text { c.c. }\right)+\sum_{\mathrm{x}, i} \log I_{0}\left(\left|\alpha_{i}\right|\right) \\
& \left.+\sum_{x, i} \log I_{0}\left(\left|\lambda_{i}\right|\right)\right\} \text {. } \tag{19.15}
\end{align*}
$$

It describes the fluctuations of dislocations and disclinations under the effect of external stresses and torque stresses carried by the gauge fields $A_{i i}(\mathbf{x}), h_{i j}(\mathbf{x})$.

The final total partition function for defects and stresses with higher gradient elasticity is then obtained by multiplying this expression by the Boltzmann factor of the stress energies and integrating over all stress gauge fields.

An important feature of the field energy is that, as a consequence of the defect conservation law $\bar{\nabla}_{i} \bar{\alpha}_{i i}+\varepsilon_{i k l} \bar{\Theta}_{k i}=0$, there is now a coupling of the two types of disorder fields with each other, through the cubic terms $v v^{*} u$. These terms have the capacity of making defect proliferation a first-order process even in the absence of screening effects. We recall that in our initial qualitative discussions in Section 8.5 we had identified a simple mechanism for driving the melting process to the first order. This mechanism was based on the Meissner screening of stress in the presence of dislocations which, in turn, liberated the disclinations and opened up a new reservoir of entropy. Here we find a further driving mechanism to achieve a this. It is the coupling of dislocations with the antisymmetric part of the disclination density.

In order to see this let us set the stress fields equal to zero and study
the mean fields alone. Giving all components an equal real mean value, the free energy of the defect system is

$$
\begin{align*}
-\beta f_{\mathrm{def}}= & \bar{\beta}_{\alpha} 9 u^{2}+\bar{\beta}_{\Theta}(3+6 u) v^{2}-3 \alpha u-3 \lambda v \\
& +3 \log I_{0}(\alpha)+3 \log I_{0}(\lambda) . \tag{19.16}
\end{align*}
$$

In the absence of disclinations ( $v=0$ ), the dislocations by themselves would have an energy

$$
\begin{equation*}
-\beta f_{\text {disloc }}=\bar{\beta}_{\alpha} 9 u^{2}-3 \alpha u+3 \log I_{0}(\alpha) . \tag{19.17}
\end{equation*}
$$

This has the same form as the mean field energy of an ordinary $X Y$ model which has a second-order phase transition at [recall (5.28), (5.29) of Part II]

$$
\begin{equation*}
\widetilde{\beta}_{\alpha}=1 / 3 . \tag{19.18}
\end{equation*}
$$

Close to this, (19.17) has the Landau expansion [recall (5.31) of Part II]

$$
\begin{equation*}
-\beta f_{\text {disloc }} \sim 3\left\{3 \widetilde{\beta}_{\alpha} u^{2}-\alpha u+\frac{1}{4} \alpha^{2}-\frac{1}{64} \alpha^{4}\right\} \triangleq 3\left\{-\frac{1}{4}\left(\frac{1}{3 \widetilde{\beta}_{\alpha}}-1\right) \alpha^{2}-\frac{1}{64} \alpha^{4}\right\} \tag{19.19}
\end{equation*}
$$

The second order character of the phase transition is physically understandable since, with $\bar{\Theta}_{\ell i} \equiv 0$, the dislocation density $\bar{\alpha}_{\ell i}$ forms three independent sets of closed dislocation lines, just as though there were three types of independent vortex lines in superfluid ${ }^{4} \mathrm{He}$, each of them proliferating in a second-order phase transition. Consider now the disclination part and let us suppose, for a moment, that $\widetilde{\beta}_{\Theta}$ is of the same magnitude as $\widetilde{\beta}_{\alpha}$. Then we see that if $\widetilde{\beta}_{\alpha} \approx \widetilde{\beta}_{\Theta}$ is large enough to make the dislocations proliferate, it will be too small by a factor 3 to do the same thing for the disclinations. Only when $u$ increases to order one, can $v$ become nonzero. At fixed $\widetilde{\beta}_{\alpha}, \widetilde{\beta}_{\Theta}$, i.e., at fixed temperature, $f_{\text {def }}$ of (19.16), when considered as a potential for disclination fields $v$ at varying and fixed $u$ has a second-order phase transition. We had observed before that this type of coupling between two second-order transitions can generate a first-order transition (see Figs 8.2-8.4).

### 19.4. TOWARDS A QUANTUM DEFECT DYNAMICS OF MOVING DEFECTS IN TWO DIMENSIONS

In two dimensions, there exists no comparable disorder field theory since the defects are pointlike. The situation changes, however, if quantum effects are included. Then, the points as a function of time describe orbits which are world lines in spacetime and these do allow again for a proper disorder field theory. In fact, in this way it is possible to solve an outstanding problem of second-gradient elasticity and defects, namely, the construction of a theoretically consistent dynamical quantum field theory of defects, which might be called quantum defect dynamics, in analogy with the quantum field theory of photons and electrons, called quantum electrodynamics, and with the quantum vortex dynamics discussed in Chapter 14, Part II.

The desired quantum field theory in $2+1$ dimensions is, of course, closely related to the three-dimensional theory developed in the last chapter. The main difference lies in a reinterpretation of one of the three spatial axes as a time axis, and in the anisotropies of the elastic and defect energies associated with space and time directions. After imposing the appropriate modifications upon Eq. (18.2), the elastic interactions between a given set of moving plastic distortions and rotations in motion are controlled by the action

$$
\begin{gather*}
\mathscr{A}=\int d^{3} x\left[(1 / 2)\left(\partial_{0} u_{i}-\beta_{0 i}^{p}\right)^{2}+\frac{1}{2} \iota\left(\partial_{0} \omega-x_{0}^{p}\right)^{2}-\frac{1}{4}\left(\partial_{i} u_{j}+\partial_{j} u_{i}-\beta_{i j}^{p}-\beta_{i i}^{p}\right)^{2}\right. \\
\left.-\frac{\lambda}{2}\left(\partial_{i} u_{i}^{p}-\beta_{i i}^{p}\right)^{2}-2 \ell^{2}\left(\partial_{i} \omega-x_{i}^{p}\right)^{2}\right], \tag{19.20}
\end{gather*}
$$

where $x^{i}(i=1,2)$ are the space coordinates and $x^{0}$ is the time (the modified $x^{3}$ ). The quantum partition function of elastic fluctuations in the presence of an arbitrary given defect configuration is

$$
\begin{equation*}
Z_{\mathrm{dcf}}=\int \mathscr{D}^{2} u_{i}(x) \exp [(i / \hbar) \mathscr{A}] \tag{19.21}
\end{equation*}
$$

For simplicity, we have used natural units in which the transverse sound velocity $c_{t}=(\mu / \rho)^{1 / 2}$ and the shear modulus $\mu$ are both equal to unity. The constant $\ell$ is the length scale of rotational stiffness in second-gradient elasticity. The quantity $\iota$ is the density of inertia for the local rotations. As before, we have omitted possible gradients of the strain tensor since they produce no qualitatively new structure.

In the continuum, the plastic quantities $\beta_{\mu i}^{p}, x_{\mu}^{p}(\mu=0,1,2)$ are given by

$$
\begin{align*}
& \beta_{i j}^{p}(x)=\delta_{i}(S)\left(b_{j}-\Omega \varepsilon_{j r} \chi_{r}\right) \\
& x_{1}^{p}(x)=\varepsilon_{k \ell} \partial_{i} \beta_{k c}^{p}+\phi_{i}^{p}, \quad \phi_{i}^{p}=\delta_{i}(S) \Omega, \\
& \beta_{0 i j}^{p}(x)=-v_{k} \delta_{k}(S)\left(b_{i}-\Omega \varepsilon_{i r \lambda_{r}}\right) \\
& x_{01}^{p}(x)=\varepsilon_{k!} \partial_{0} \beta_{k \ell}^{p}+\phi_{0}^{p}, \quad \varphi_{0}^{p}=-v_{k} \delta_{k}(S) \Omega, \tag{19.22}
\end{align*}
$$

where $b_{i}$ are the Burgers vectors, $\Omega$ the Frank scalars, and $S$ the timedependent Volterra culting "surfaces" which, in two dimensions, are really lines. They move through space with the velocity $v_{k}$. The $\delta$ function $\delta_{i}(S)$ is defined to be singular on $S$ and to point along the normal vector. Since $S$ is a line, we may also write $\delta_{i}(S)$ as $-\varepsilon_{i j} \bar{\delta}_{j}(S)$, where $\bar{\delta}_{j}(S)$ ) points in the tangential direction, $\bar{\delta}_{j}(S)=\int d s\left(d \bar{x}_{j} / d s\right) \delta^{(2)}(x-\bar{x}(s, t))$. We shall keep the first notation, however, because of its close analogy with the three-dimensional situation.

The stresses and torque stresses are introduced by taking (19.21) to the canonical form

$$
\begin{align*}
Z=\int \mathscr{D} u_{i}(x) & \int \mathscr{D} \sigma_{i j}(x) \int \mathscr{D} \omega(x) \int \mathscr{D} \tau_{i}(x) \int \mathscr{D} p_{i} \int \mathscr{D} \pi \exp \left[(i / \hbar) \mathscr{A}_{\text {canonical }}\right] \\
\mathscr{A}_{\text {canonical }}= & \int d^{3} x\left\{\left[-\frac{1}{2} p_{i}^{2}-\frac{1}{2} \iota \pi^{2}-\frac{1}{4}\left[\sigma^{\frac{s}{2}}{ }_{i j}-(\nu /(1+\nu)) \sigma_{l ı}^{s}\right]+\left(1 / 8 \ell^{2}\right) \tau_{i}^{2}\right]\right. \\
& \times p_{i}\left(\partial_{0} u_{i}-\beta_{0 i}^{p}\right)+\pi\left(\partial_{0} \omega-\phi_{0}^{p}\right) \\
& \left.-\sigma_{i j}\left(\partial_{i} u_{j}-\varepsilon_{i j} \omega-\beta_{i j}^{p}\right)-\tau_{i}\left(\partial_{i} \omega-\phi_{i}^{p}\right)\right\} \\
\equiv & \mathscr{A}_{c l}+\mathscr{X}_{\text {int }} \tag{19.23}
\end{align*}
$$

where the elastic energy contains only on the symmetric part ${ }_{\sigma_{i j}}$ of $\sigma_{i j}$. The integration over the antisymmetric part enforces the identity of $\omega$ and $(1 / 2) \varepsilon_{i j} \partial_{i} u_{j}$, modulo the plastic part (1/2) $\varepsilon_{i j} \beta_{i j}^{p}$. Integrating out $u_{i}(x)$ and $\omega(x)$ yields the dynamic defect conservation laws

$$
\begin{equation*}
\partial_{i} \sigma_{i j}=\partial_{0} p_{j}, \quad \partial_{i} \tau_{j}=\partial_{0} \pi-\varepsilon_{k \epsilon} \sigma_{k \epsilon} \tag{19.24}
\end{equation*}
$$

They can be fulfilled by introducing the time-dependent stress gauge fields or phonon gauge fields, $A_{i}, H, c_{i j}, d_{i j}$ :

$$
\begin{align*}
\sigma_{i j} & =\varepsilon_{i k} \partial_{k} A_{j}+\partial_{0} c_{i j}, & p_{j} & =\partial_{i} c_{i j}, \\
\tau_{i} & =\varepsilon_{i k} \partial_{k} H-A_{i}+\partial_{0} d_{i}, & \pi & =\partial_{i} d_{i}+\varepsilon_{i j} c_{i j} . \tag{19.25}
\end{align*}
$$

The gauge transformations which leave these decompositions invariant are somewhat degenerate, due to the reduced dimensionality of space:

$$
\begin{array}{ll}
A_{i} \rightarrow A_{i}+\partial_{i} \xi+\partial_{0} \Lambda_{i}, & H \rightarrow H+\partial_{0} \xi, \\
c_{i j} \rightarrow c_{i j}-\varepsilon_{i k} \partial_{k} \Lambda_{j}, & d_{i} \rightarrow d_{i}-\varepsilon_{i k} \partial_{k} \xi+\Lambda_{i}, \tag{19.27}
\end{array}
$$

It is useful to introduce $A_{i j} \equiv \varepsilon_{i i} c_{\varepsilon_{j}}, H_{i} \equiv \varepsilon_{i i} d_{f}$, so that (19.27) becomes

$$
\begin{equation*}
A_{i j} \rightarrow A_{i j}+\partial_{i} \Lambda_{\ell}, \quad H_{i} \rightarrow H_{i}+\partial_{i} \xi+\varepsilon_{i i} \Lambda_{\ell} . \tag{19.27'}
\end{equation*}
$$

Inserting (19.25) into (19.23), the interaction with the defects can be brought to the form

$$
\begin{align*}
\mathscr{A}_{\mathrm{int}}= & \int d^{2} x\left[A_{i}\left(\varepsilon_{k j} \partial_{k} \beta_{j i}^{\prime}-\phi_{i}^{p}\right)+H \varepsilon_{k j} \partial_{k} \phi_{j}^{p}\right. \\
& \left.-A_{i j} \varepsilon_{i t}\left(\partial_{1} \beta_{i j}^{p}-\partial_{i} \beta_{0 j}^{p}+\varepsilon_{i j} \phi_{0}^{p}\right)-H_{i} \varepsilon_{i f}\left(\partial_{0} \phi_{\ell}^{p}-\partial_{i} \phi_{0}^{p}\right)\right] \\
& +\int d^{3} x\left(A_{i} \alpha_{i}+H \theta-A_{i j} I_{i j}-H_{j} S_{j}\right) . \tag{19.28}
\end{align*}
$$

The sources

$$
\begin{array}{ll}
\alpha_{i} \equiv \varepsilon_{k j} \partial_{k} \beta_{j i}^{p}-\phi_{i}^{p}, & \Theta \equiv \varepsilon_{k j} \partial_{k} \phi_{j}^{p} \\
J_{i j}=\varepsilon_{i i}\left(\partial_{0} \beta_{l j}^{p}-\partial_{l} \beta_{0 j}^{p}+\varepsilon_{i j} \phi_{0}^{p}\right), & S_{i}=\varepsilon_{i l}\left(\partial_{0} \phi_{l}^{p}-\partial_{i} \phi_{0}^{p}\right), \tag{19.29}
\end{array}
$$

are identified with dislocation density, disclination density, and their respective currents. Inserting (19.22) we find explicitly

$$
\begin{array}{ll}
\alpha_{i}(x)=\delta(L(t))\left(b_{j}-\Omega \varepsilon_{j r} x_{r}\right), & \Theta(x)=\delta(L(t)) \Omega \\
J_{i j}(x)=-v_{i} \delta(L(t))\left(b_{i j}-\Omega \varepsilon_{j} x_{r}\right), & S_{i}(x)=-v_{i} \delta(L(t)) \Omega
\end{array}
$$

where $L$ is the boundary "line" of the Volterra cutting "surface" $S$ which, in two dimensions, consists of the two end points. The function $\delta(L)$ is positive on one end point and negative on the other. The densities and currents obviously satisfy the conservation laws,

$$
\begin{equation*}
\partial_{i} J_{i j}=\partial_{0} \alpha_{j}-\varepsilon_{i j} S_{i}, \quad \partial_{i} S_{i}=\partial_{0} \Theta . \tag{19.31}
\end{equation*}
$$

These are necessary to ensure stress gauge invariance under (19.26) and (19.27').

The plastic quantities in (19.29) can be subjected to defect gauge transformations which correspond to changing the shape of the Volterra cutting "surface" at fixed boundary. Indeed, under $S \rightarrow S^{\prime}$ we find that $\delta_{j}\left(S^{\prime}\right)=\delta_{i}(S)-\partial_{i} \delta(V)$ where $V$ is the "volume" (here area) over which the surface $S$ is swept. From (19.22) we see that under such a change

$$
\begin{array}{ll}
\beta_{i j}^{p} \rightarrow \beta_{i j}^{p}+\partial_{i} N_{j}-\varepsilon_{i j} M, & \phi_{i}^{p} \rightarrow \phi_{i}^{p}+\partial_{i} M, \\
\beta_{0_{j} \rightarrow \beta_{i j}}+\partial_{0} N_{j}, & \phi_{0}^{p} \rightarrow \phi_{0}^{\prime}+\partial_{0} M, \tag{19.32}
\end{array}
$$

where $M=-\delta(V) \Omega, \quad N_{i}=-\delta(V)\left(b_{i}-\Omega \varepsilon_{i r} x_{r}\right)$. These transformations obviously preserve the defect currents (19.29). Separating out some selfenergies of the defects as in (19.2), we arrive at a partition function

$$
\begin{align*}
Z= & \int \mathscr{D} A_{i} \mathscr{D} H \mathscr{D} A_{i j} \mathscr{D} H_{i} \Phi^{\text {phon }}\left[A_{i}, H, A_{i j}, H_{i}\right] \exp \left(\frac{i}{\hbar} \mathscr{A}_{s}^{\prime}\right) \\
& \times \exp \left(\frac{i}{\hbar} \int d^{3} x\left(A_{i} \alpha_{i}+H \theta-A_{i j} J_{i j}-H_{i} S_{i}\right)\right) \\
& \times \exp \left[-\frac{i}{\hbar} \int d^{3} x\left(\frac{1}{2 \varepsilon_{1}}\left(\alpha_{i}^{2}-J_{i j}^{2}\right)+\frac{1}{2 \varepsilon_{2}}\left(\theta^{2}-S_{i}^{2}\right)\right)\right] \tag{19.33}
\end{align*}
$$

where $\mathscr{A}_{s}^{\prime}$ is the quantity in large square brackets of the action (19.23), expressed in terms of the gauge fields, but modified at short distance, so as to separate out the core energies in the last line of (19.33). The symbol $\Phi^{\text {phon }}$ denotes a gauge-fixing functional for the phonon gauge fields.

The defect partition function (19.33) is the analogue of the MaxwellLorentz theory of the electromagnetic field around the world lines of an ensemble of electrons,

$$
\begin{align*}
Z_{\ell m}= & \int \mathscr{D} A_{\mu} \Phi^{\text {phon }}\left[A_{\mu}\right] \exp \left(\frac{1}{4 \hbar} \int d^{4} x F_{\mu \nu}^{2}\right) \exp \left(\frac{i}{\hbar} \int \mathrm{~d} t\left(\varphi-A_{i} \dot{x}_{i}\right)\right) \\
& \times \exp \left(-\frac{\mathrm{i} m}{\hbar} \int \mathrm{~d} t\left(1-\dot{x}^{2}\right)^{1 / 2}\right) . \tag{19.34}
\end{align*}
$$

In order to turn (19.33) into the desired quantum field theory of defects and phonons we put the system on a square lattice with unit spacing $a=1$. Then the plastic quantities become discrete. Rescaling $u_{i}$ by $2 \pi / a$ the plastic distortions $\beta_{i j}^{p}=2 \pi n_{i j}$ represent the jumps of the displacement variables $u_{j}$ across the lines, thus parametrizing an ensemble of Volterra "surfaces" $S_{i}$ while $\phi_{j}^{p}=2 \pi m_{i}$ are the jumping "surfaces" of the rotation angle. Taking a nonzero lattice spacing also for the time variable (which is sent to zero at the end) the surfaces perform hopping motion as a function of time.

The result is a theory of moving defects of the same form as in Eq. (19.15), with the only difference being the anisotropy of the space and time directions, the absence of $u_{3}(x), v_{6}(x)$ and $A_{63}, A_{33}, h_{t i}$, $h_{3 i}(\ell, i=1,2)$, and the following replacements of the stress gauge fields

$$
A_{3 i} \rightarrow A_{i}, \quad h_{33} \rightarrow H, \quad h_{\ell 3} \rightarrow H_{\ell} .
$$

The fields $A_{i j}(i, j=1,2)$ are the same as before. After completing the modified partition function (19.15) by the stress partition function (19.23) we obtain a fully fledged quantum defect dynamics of moving dislocations and disclinations in $2+1$ dimensions. For more details, the reader is referred to the original papers quoted in the Notes and References. So far, this quantum field theory has not been studied in any detail.

## NOTES AND REFERENCES

For the construction of a field theory of Quantum Defect Dynamics. see
H. Kleinert. J. Phys. Al9 (1986) 1855. and Int. J. Engng. Sci. 23 (1985) 927.

## PART IV

# DIFFERENTIAL GEOMETRY OF DEFECTS AND GRAVITY WITH TORSION 

Qua propter locus est intactus. inane vacansque. Quod si non esset. nulla ratione moveri res possem.
(Therefore, space is untouchable. free and empty. For if it were not so, matter could not move.)

Lucretius. De Rerum Natura. Rome. 57 B.C.


## INTRODUCTION

The defects in different physical systems have the common property that, in the continuum limit, certain closed contour integrals over field variables do not vanish due to singularities. If the field variables are spatial distortions, as in the case of crystals, the defects in the continuum may be efficiently described by means of differential geometry. A crystal filled with dislocations and disclinations turns out to have the same geometric properties as an affine space with torsion and curvature, respectively. Now, according to Einstein and later researchers, such a space forms the basis for a coordinate independent description of gravity. Mass points generate curvature, spinning matter gives rise to curvature and torsion. We may therefore expect many features of gravitational matter to coincide with those of crystalline defects.

In the previous discussion of line-like defects we saw that defects can always be described in terms of defect-gauge fields. This was a consequence of their closed-loop nature and the associated vanishing divergence of the defect density. The gauge transformations amount to movements of the physically irrelevant Volterra surfaces. The standard geometric description of gravitational matter, on the other hand, is given in terms of a metric tensor and a connection field which govern the distances and laws of parallelism in space.

The relation between the two descriptions is quite simple. Since Sciama
(1962) and Kibble (1961) it has been known that geometric quantities may be interpreted as gauge quantities associated with local transformations of the space group. They showed that the theory of gravitational matter is invariant under local translations and local rotations. ${ }^{\text {a }}$ We shall see that, structurally, this is precisely the gauge invariance found previously for defect systems when subjected to deformations of the Volterra surfaces.
Differential geometry has one disadvantage, however. It cannot cope with the discreteness of the lattice. The gauge fields of defects previously studied were discrete. In the geometric discussion to follow these will always be continuous. Up to now there exists no analogue of differential geometry which would be applicable to discrete defect systems. This is why we must restrict ourselves to a continuum approximation of the defected crystal. While the continuum approximation is physically not quite correct, it has, at least, the advantage of being mathematically manageable and consistent. We had seen that the description of disclinations in terms of integer gauge fields ran into certain difficulties. The non-Abelian nature of the group of rotations was not properly respected and we were forced to adopt a certain "tangential approximation." In the gauge formulation of differential geometry which works entirely with infinitesimal defects, such mathematical difficulties will certainly be absent.
To be specific it will be necessary to review the ordinary differential geometry in such a way as to make the connection with defect theory most transparent. Einstein's original theory ignored the spin of gravitational matter and the geometry he employed was free of torsion. The role of spin was recognized only much later. Quantitatively, its effects are very small and, up to the present, the different possible equations of motion involving spin and torsion have not been tested experimentally.

After generalizing Einstein's theory to spaces with curvature and torsion we shall use our experience and develop, in the same type of space, a general differential geometric theory of stresses and defects.

[^30]
## CHAPTER TWO

## METRIC-AFFINE SPACES

### 2.1. GRAVITY AND GEOMETRY

Einstein's theory is deeply rooted in the philosophy of Plato, who postulated the relevance of simple geometric laws in nature. It starts with the observation that in the macrocosmos, that is, over length scales exceeding by far the distances of the planets, all but gravitational forces are irrelevant. " These forces, on the other hand, are quite simple. They are determined by one single parameter per point-like object, its mass, and are independent of any other internal structure. Moreover, the gravitational acceleration of arbitrary mass points is universal. It is independent of the size of the mass of the particle due to the marvelous equality of inertial and gravitational mass. It is this universality which forms the basis of Einstein's geometric description of the motion of mass points in gravitational fields.

In the absence of gravitational fields, relativistic physics is described in inertial frames in a Lorentz invariant fashion using coordinate four vectors $x^{a}=\left(c t, x^{1}, x^{2}, x^{3}\right), a=0,1,2,3$, to specify space-time points (where $c$ is the light velocity in vacuum $c=2.9979250(10) \times 10^{10} \mathrm{~cm} / \mathrm{s}$ ) and vectors and tensors, $v^{a}, t^{a_{1}} \ldots \ldots a_{n}$, to specify physical observables. Such quantities make it easy to formulate any equation of motion in a

[^31]Lorentz covariant form, i.e., in a form which does not depend on the particular coordinate system. All one has to do is to define products of vector and tensor quantities with the help of the Minkowski metric

$$
\eta_{a b}=\left(\begin{array}{llll}
1 & & &  \tag{2.1}\\
& -1 & & \\
& & -1 & \\
& & & -1
\end{array}\right)
$$

and subsequent contraction of indices. The scalar product of two vectors, for example. is given by $v \cdot w \equiv v^{\prime \prime} w^{b} \eta_{a b}$.

Free massive particles run on straight world lines in four-dimensional space-time. Starting at a space-time point $x_{1}$, these arrive at another space-time point $x_{2}$ following straight world lines which extremize the action

$$
\begin{equation*}
\mathscr{A}=-m \int_{x_{1}}^{x_{2}} d s \tag{2.2}
\end{equation*}
$$

where $d s$ is the Lorentz invariant quantity

$$
\begin{equation*}
d s=\left(\eta_{a b} d x^{a} d x^{b}\right)^{1 / 2} \tag{2.3}
\end{equation*}
$$

and will be referred to as the invariant length parameter. Its quotient with the light velocity, $d s / c \equiv d \tau$. gives the elapsed time measured by a clock attached to the particle. Unlike material particles. light rays behave like "timeless particles": for them, no time elapses, since they follow paths given by $d s=0$. In the following we will not mention time explicitly and use space for space-time.

Einstein realized that the universality of the gravitational acceleration, imparted upon an arbitrary mass point by a gravitational force, makes it possible to eliminate these forces completely, at least locally, i.e., in a small neighborhood of the point. This is achieved by going to an inertial coordinate system which itself follows this acceleration. This is called a "freely falling frame." This local frame is then again of the Minkowski type. In it, free particles trace out straight lines.

The situation can also be looked upon from the opposite or active view. in contrast to the previous passive view: A coordinate system $x^{\mu}$ in which gravitational forces are observed can be thought of, locally, as being an accelerated piece of an inertial frame $x^{a}$ with the acceleration simulating the gravitational forces. It is a direct consequence of this observation that the motion of a free particle in a gravitational field can be described
locally by the same laws as those valid in Minkowski space. In order to achieve this, the Minkowski metric $\eta_{a b}$ has to be replaced by another one, called $g_{\mu \nu}(x)$, which arises from $\eta_{a b}$ after a local coordinate transformation from the freely falling frame $x^{a}$ to the actual frame $x^{\mu}$, where the gravitational forces are present. Let this local transformation be given by

$$
\begin{equation*}
x^{a} \rightarrow x^{\mu}\left(x^{a}\right) \tag{2.4}
\end{equation*}
$$

From the above construction it is clear that it can be defined at most in some small neighborhood of $x^{a}$. Under such a transformation the Lorentz invariant distance (2.3) goes over into

$$
\begin{equation*}
d s=\left[g_{\mu v}(x) d x^{\mu} d x^{v}\right]^{1 / 2} \tag{2.5a}
\end{equation*}
$$

where the new metric $g_{\mu \nu}(x)$ is given by

$$
\begin{equation*}
g_{\mu \nu}(x)=\eta_{a h} \frac{\partial x^{a}}{\partial x^{\mu}} \frac{\partial x^{b}}{\partial x^{\nu}} . \tag{2.5b}
\end{equation*}
$$

Light rays still satisfy $d s=0$ and the world line of a free massive particle minimizes the action (2.2), but now with $d s$ from (2.5a). It is straightforward to find the differential equations for this movement as described in the coordinates $x^{\mu}$. If we parametrize the path directly in terms of the variable $s$, we can calculate

$$
\begin{align*}
\delta \int_{x_{1}}^{x_{2}} d s & =\delta \int_{s_{1}}^{s_{2}} d s\left(g_{\mu \nu}(x(s)) \frac{d x^{\mu}(s)}{d s} \frac{d x^{\nu}(s)}{d s}\right)^{1 / 2} \\
& =\frac{1}{2} \int_{s_{1}}^{s_{2}} d s\left[\left(\partial_{\lambda} g_{\mu \nu}\right) \delta x^{\lambda} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}+2 g_{\lambda \nu} \frac{d \delta x^{\lambda}}{d s} \frac{d x^{\nu}}{d s}\right] . \tag{2.6}
\end{align*}
$$

Partially integrating the last term gives,

$$
\left.g_{\mu \nu} \delta x^{\mu} \frac{d x^{\nu}}{d s}\right|_{s_{1}} ^{s_{2}}-\int_{s_{1}}^{s_{2}} d s \frac{d}{d s}\left(g_{\lambda \nu} \frac{d x^{\nu}}{d s}\right) \delta x^{\lambda} .
$$

Since $\delta x^{\mu}$ must be set equal to zero at the end points we find, from the extremal principle,

$$
\begin{equation*}
\delta \int_{x_{1}}^{x_{2}} d s=\frac{1}{2} \int_{s_{1}}^{s_{2}} d s\left[\left(\partial_{\lambda} g_{\mu \nu}-2 \partial_{\mu} g_{\lambda \nu}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}-2 g_{\lambda \nu} \frac{d^{2} x^{\nu}}{d s^{2}}\right] \delta x^{\lambda}=0 \tag{2.7}
\end{equation*}
$$

and the differential equation for particle motion becomes

$$
\begin{equation*}
g_{\lambda \nu} \frac{d^{2} x^{\nu}}{d s^{2}}+\left(\partial_{\mu} g_{\lambda \nu}-\frac{1}{2} \partial_{\lambda} g_{\mu \nu}\right) \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 . \tag{2.8}
\end{equation*}
$$

It is convenient to introduce a quantity called the Christoffel symbol of the first kind

$$
\begin{equation*}
\{\mu \nu, \lambda\}=\frac{1}{2}\left(\partial_{\mu} g_{\nu \lambda}+\partial_{\nu} g_{\mu}-\partial_{\lambda} g_{\mu \nu}\right), \tag{2.9}
\end{equation*}
$$

which describes the so-called connection of the space in the parametrization $x^{\mu}$. Then

$$
\begin{equation*}
g_{\lambda \mu} \frac{d^{2} x^{\mu}}{d s^{2}}+\{\mu \nu, \lambda\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d s}=0 \tag{2.10}
\end{equation*}
$$

It is also useful to introduce the Christoffel symbol of the second kind

$$
\left\{\begin{array}{c}
x  \tag{2.11}\\
\mu \nu
\end{array}\right\}=g^{\wedge \lambda}\{\mu \nu, \lambda\},
$$

in terms of which Eq. (2.8) takes the form

$$
\frac{d^{2} x^{\lambda}}{d s^{2}}+\left\{\begin{array}{c}
\lambda  \tag{2.12}\\
\mu \nu
\end{array}\right\} \frac{d x^{\mu}}{d s} \frac{d x^{\nu}}{d x}=0
$$

Observe that the form of this equation does not at all imply that there really is a gravitational field. After all, the same equation would hold if the coordinate transformation (2.4) did not involve any acceleration. The gravitational field is hidden in the Christoffel symbol in a somewhat subtle way. In order to see precisely how, we have to take a closer look at the geometry inherent in the metric $g_{\mu \nu}(x)$.

### 2.2. MINKOWSKI GEOMETRY FORMULATED IN GENERAL COORDINATES

### 2.2.1. Local basis tetrads

If we want to understand the geometry of a space with gravitational forces it is important to learn to distinguish between inessential complications which are merely due to the formulation in terms of general
coordinates, and the proper manifestations of these forces. For this purpose it is useful to look first at a space without these forces, i.e., ordinary Minkowski space $x^{a}$ with a metric $d s=\left(\eta_{a b} d x^{a} d x^{b}\right)^{1 / 2}$ but described in terms of general curvilinear coordinates $x^{\mu}\left(x^{a}\right)$. The basis vectors in Minkowski space will be denoted by $\mathbf{e}_{a}$ so that $\mathbf{x}=\mathbf{e}_{a} x^{a}$ are the vectors pointing to specific points in this space. The basis vectors $\mathbf{e}_{a}$ define what is called an inertial frame of reference. They can be taken to be orthonormal with respect to the Minkowski metric $\eta_{a b}$, i.e.,

$$
\begin{equation*}
\mathbf{e}_{a} \cdot \mathbf{e}_{b}=\eta_{a b} \tag{2.13}
\end{equation*}
$$

Consider now an arbitrary new set of coordinates $x^{\mu}$ for the same points in space whose values are given by a mapping

$$
\begin{equation*}
x^{a} \rightarrow x^{\mu}=x^{\mu}\left(x^{a}\right) \tag{2.14}
\end{equation*}
$$

In order that $x^{\mu}$ provide a reparametrization of Minkowski space we shall assume that the functions $x^{\mu}\left(x^{a}\right)$ possess an inverse $x^{a}=x^{a}\left(x^{\mu}\right)$ and are sufficiently smooth so that $x^{\mu}\left(x^{\prime}\right)$ and $x^{\prime \prime}\left(x^{\mu}\right)$ are twice differentiable. Then by Schwarz' lemma, the second derivatives commute with each other. In other words, the general coordinate transformation (2.14) and its inverse $x^{\prime \prime}\left(x^{\mu}\right)$ are supposed to satisfy the integrability conditions

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) x^{a}\left(x^{\lambda}\right)=0, \quad\left(\partial_{a} \partial_{h}-\partial_{h} \partial_{a}\right) x^{\mu}\left(x^{c}\right)=0 . \tag{2.15}
\end{equation*}
$$

The derivatives $\partial x^{a} / \partial x^{\mu}$ define a network of new coordinate lines whose tangent vectors are given by

$$
\begin{equation*}
\mathbf{e}_{\mu}(x) \equiv \mathbf{e}_{a} e^{a}{ }_{\mu}(x)=\mathbf{e}_{a} \frac{\partial x^{a}}{\partial x^{\mu}} . \tag{2.16}
\end{equation*}
$$

These are called local basis vectors. Their components $e^{n}{ }_{\mu}(x)$ are called local basis tetrads. The difference vector between two neighboring points $\mathbf{x}$ and $\mathbf{x}^{\prime}$ has, in the inertial reference frame, the description $d \mathbf{x}=\mathbf{e}_{a}\left(x^{\prime a}-x^{a}\right)=\mathbf{e}_{a} d x^{a}$. On going to coordinates $x^{\prime \mu}, x^{\mu}$, this becomes

$$
d \mathbf{x}=\mathbf{e}_{a} \frac{\partial x^{a}}{\partial x^{\mu}} d x^{\mu}=\mathbf{e}_{a} e_{\mu}^{a} d x^{\mu}=\mathbf{e}_{a} e^{a}{ }_{\mu}\left(x^{\prime \mu}-x^{\mu}\right)=\mathbf{e}_{\mu}\left(x^{\prime \mu}-x^{\mu}\right) .
$$

Thus, the same vector is obtained by taking the differences of the $x^{\mu}$
coordinates and contracting them with basis vectors $\mathbf{e}_{\mu}$ of the local reference frame. A direct consequence of this is that the length of an infinitesimal vector, $d s=\sqrt{d \mathbf{x}^{2}}$, is given by

$$
d s=\sqrt{d \mathbf{x}^{2}}=\sqrt{\left(\mathbf{e}_{\mu} d x^{\mu}\right)^{2}}=\sqrt{\mathbf{e}_{\mu} \cdot \mathbf{e}_{\nu} d x^{\mu} d x^{\nu}} .
$$

Therefore, the metric in curvilinear coordinates is given by the scalar product of the local basis vectors: $g_{\mu \nu}(x)=\mathbf{e}_{\mu}(x) \cdot \mathbf{e}_{\nu}(x)$. In fact, inserting (2.16) we find

$$
g_{\mu v}(x)=\mathbf{e}_{\mu} \cdot \mathbf{e}_{v}=\mathbf{e}_{a} \cdot \mathbf{a}_{b} \frac{\partial x^{a}}{\partial x^{\mu}} \frac{\partial x^{b}}{\partial x^{v}}=\eta_{a b} \frac{\partial x^{a}}{\partial x^{\mu}} \frac{\partial x^{b}}{\partial x^{v}},
$$

an expression which was given in Eq. (2.5b).
Since the general coordinate transformation (2.14) was assumed to have an inverse, we can also calculate the derivatives $\partial x^{\mu / \partial x^{a}}$. These are reciprocal to the derivatives $\partial x^{a} / \partial x^{\mu}$, i.e.,

$$
\frac{\partial x^{\mu}}{\partial x^{a}} \frac{\partial x^{a}}{\partial x^{\nu}}=\delta_{\nu}^{\mu}, \quad \frac{\partial x^{a}}{\partial x^{\mu}} \frac{\partial x^{\mu}}{\partial x^{b}}=\delta_{b}^{a}
$$

It is useful to denote the derivatives $\partial x^{\mu} / \partial x^{a}$ by $e_{a}{ }^{\mu}$ and to call the vectors $\mathbf{e}^{\mu}=\mathbf{e}_{a} \eta^{a b} e_{b}^{\mu}$ reciprocal basis vectors. Their components satisfy

$$
\begin{equation*}
g_{\mu \nu}(x)=e_{\mu}^{a}(x) e_{a v}(x) \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{a}^{\mu}(x) e_{\nu}^{a}(x)=\delta_{\nu \nu}^{\mu} \quad e_{\mu}^{a}(x) e_{b}{ }^{\mu}(x)=\delta_{b}^{a} \tag{2.18}
\end{equation*}
$$

Further, we shall freely raise and lower the latin index using the metric $\eta_{a b}=\eta^{a b}$ and define

$$
e^{a \mu} \equiv \eta^{a b} e_{b}{ }^{\mu}, \quad e_{a \mu} \equiv \eta_{a b} e^{b}{ }_{\mu}
$$

### 2.2.2. Vectors and tensors

In formulating the laws of physics in Minkowski space it is important to analyze physical quantities according to their transformation properties
under Lorentz transformations. These are defined by linear coordinate changes from one inertial frame of reference to another,

$$
x^{a} \rightarrow x^{\prime a} \equiv(\Lambda x)^{a}=\Lambda^{a}{ }_{b} x^{b},
$$

where $\Lambda^{a}{ }_{b}$ comprises all $4 \times 4$ matrices which preserve the metric $\eta_{a b}$, i.e., the length elements $d s=\sqrt{\eta_{a b} d x^{a} d x^{b}}=\sqrt{\eta_{a b} d x^{\prime a} d x^{\prime b}}$ are the same in both coordinate frames $x^{a}$ and $x^{\prime a}$. This implies that the $\Lambda_{b}^{a}$ 's coincide with all matrices satisfying

$$
\eta_{a b} \Lambda_{a^{\prime}}^{a} \Lambda_{b^{\prime}}^{b}=\left(\Lambda^{T} \eta \Lambda\right)_{a^{\prime} b^{\prime}}=\eta_{a^{\prime} b^{\prime}}
$$

or

$$
(\eta \Lambda)^{T}=\eta \Lambda^{-1}
$$

Infinitesimally, one can parametrize $\Lambda^{a}{ }_{b},\left(\Lambda^{-1}\right)^{a}{ }_{b}$ as follows,

$$
\Lambda_{b}^{a}=\delta_{b}^{a}+\omega_{b}^{a}, \quad\left(\Lambda^{-1}\right)_{b}^{a}=\delta_{b}^{a}-\omega_{b}^{a} .
$$

The relation $(\eta \Lambda)^{T}=\eta \Lambda^{-1}$ implies that

$$
\omega_{a b} \equiv \eta_{a a^{\prime}} \omega^{a^{\prime}}{ }_{b}
$$

is an antisymmetric matrix, i.e., $\omega_{a b}=-\omega_{b a}$. It has six independent elements. The three components $\omega_{i}=(1 / 2) \varepsilon_{i j k} \omega_{j k}$ parametrize infinitesimal rotations, $|\omega|$ being the rotation angle and $\omega /|\omega|$ the axis. The three components $\omega_{0 i}$ are associated with the infinitesimal relative velocity of the two coordinate frames.
Since the physical events are the same before and after a Lorentz transformation, the basis vectors $\mathbf{e}_{a}$ change according to the law

$$
\mathbf{e}_{a} \rightarrow \mathbf{e}_{a}^{\prime} \equiv\left(\mathbf{e} \Lambda^{-1}\right)_{a}=\mathbf{e}_{b}\left(\Lambda^{-1}\right)^{b}{ }_{a}=\left(\mathrm{e} \eta \Lambda^{T} \eta\right)_{a}=(\eta \Lambda \eta)_{a}{ }^{b} \mathrm{e}_{b} \equiv \Lambda_{a}{ }^{b} \mathrm{e}_{b} .
$$

Indeed this gives

$$
\mathbf{x} \equiv \mathbf{e}_{a} x^{\prime \prime} \equiv \mathbf{e} x \rightarrow \mathbf{x}^{\prime}=\mathbf{e} \eta \Lambda^{T} \eta \Lambda x=\mathbf{e} x=\mathbf{x}
$$

so that the vectors of physical events remain unchanged. It is customary to call lower indices transforming with $\Lambda_{a}{ }^{b}$, covariant and the upper indices transforming with $\Lambda_{b}^{a}$, contravariant.

Consider now a physical observable at a point $P$ whose position corresponds to a fixed vector $\mathbf{x}$ in space and which is itself a vector quantity

$$
\mathbf{v}(\mathbf{x})=\mathbf{e}_{a} v^{a}(x) .
$$

Under arbitrary Lorentz transformations of the coordinates $x^{\prime \prime}$, the basis vectors $\mathbf{e}_{n}$ change. The observable vector $\mathbf{v}(\mathbf{x})$, however, must remain the unchanged at the same point in space, i.e.,

$$
\mathbf{v}^{\prime}(\mathbf{x})=\mathbf{v}(\mathbf{x}) .
$$

Writing this as

$$
\mathbf{v}^{\prime}(\mathbf{x})=\mathbf{e}_{a} v^{\prime a}\left(x^{\prime}\right)=\mathbf{v}(\mathbf{x})=\mathbf{e}_{a} v^{a}(x)
$$

we see that the components of the vector in the two frames have to be related in the same way as the coordinates $x^{\prime a}$ and $x^{a}$, i.e.,

$$
v^{\prime a}\left(x^{\prime}\right)=\Lambda_{b}^{a} v^{\prime b}(x),
$$

or, written differently,

$$
\begin{equation*}
v^{\prime a}(x)=\Lambda_{b}^{a} v^{b}\left(\Lambda^{-1} x\right) . \tag{2.19}
\end{equation*}
$$

For infinitesimal transformations,

$$
\Lambda_{b}^{\prime \prime}=\left(\delta_{b}^{a}+\omega_{b}{ }_{b}\right) x^{b}
$$

with

$$
\left(\Lambda^{-1} x\right)^{a}=x^{a}-\omega^{a}{ }_{b} x^{b},
$$

we see that $v^{a}(x)$ has the transformation law

$$
v^{\prime \prime \prime}(x)=v^{a}(x)+\omega^{a}{ }_{b} v^{b}(x)-\omega_{b}^{b^{\prime}} x^{b} \partial_{b^{\prime}} \cdot v^{a}(x) .
$$

It is conventional to denote the infinitesimal local change of a function $f(x)$ when evaluated at the same numerical values of the coordinates $x$ [which correspond to two different points $P$ in space, namely $\mathbf{x}=\mathbf{e}_{a} x^{a}$ and $\left.\mathbf{x}^{\prime}=\mathbf{e}_{"}\left(\Lambda^{-1} x\right)^{"}\right]$ by $\delta f(x)$,

$$
\begin{equation*}
\delta f(x) \equiv f^{\prime}(x)-f(x) \tag{2.20}
\end{equation*}
$$

This is sometimes referred to as the substantial change of $f(x)$. Then the infinitesimal transformation law of a vector reads

$$
\begin{equation*}
\delta v^{a}(x)=v^{a}(x)-v^{a}(x)=\omega^{a}{ }_{h} v^{b}(x)-\omega^{b}{ }_{b}, x^{b^{\prime}} \partial_{b} v^{a}(x) . \tag{2.21}
\end{equation*}
$$

To be able to construct Lorentz invariant quantities it is necessary to contract contravariant indices with covariant ones, e.g., $v_{a}(x)=\eta_{a b} v^{b}(x)$. Its transformation property is found to be

$$
\begin{align*}
\delta v_{a}(x) & =\omega_{a}{ }^{b} v_{b}(x)-\omega^{b^{\prime}}{ }_{b} x^{b} \partial_{b^{\prime}} v_{a}(x) \\
& =\omega_{a}{ }^{h} v_{b}(x)+\omega_{b}{ }^{b^{\prime}} x^{b} \partial_{b^{\prime}} v_{a}(x), \tag{2.22}
\end{align*}
$$

where we have introduced the matrix elements

$$
\begin{equation*}
\omega_{b}^{b^{\prime}}=\eta_{a b} \eta^{a^{\prime} b^{\prime}} \omega_{a^{\prime}}^{a}=\eta^{a^{\prime} b^{\prime}} \omega_{b a^{\prime}} . \tag{2.23}
\end{equation*}
$$

The derivatives of covariant and contravariant vector fields with respect to the coordinates of $x^{\prime \prime}$ are tensor fields of higher rank. For infinitesimal transformations the derivatives change via the sum of contraction with $\omega_{a t}$, one applied to each index. This follows directly from (2.22) using the commutation rule $\left[\partial_{a}, x_{b}\right]=\eta_{a b}$ :

$$
\begin{align*}
\delta \partial_{b} v_{a} & =\partial_{b} \delta v_{a}=\partial_{b}\left(\omega_{a} a^{\prime} v_{a^{\prime}}+\omega_{c} c^{\prime} x^{c} \partial_{c^{\prime}} v_{a}\right) \\
& =\omega_{a}{ }^{a^{\prime}} \partial_{b} v_{a^{\prime}}+\omega_{b}{ }^{b^{\prime}} \partial_{b^{\prime}} v_{a}+\omega_{c^{\prime}} x^{c} \partial_{c^{\prime}} \partial_{h} v_{a} \tag{2.24}
\end{align*}
$$

Notice that, since the arguments in $f$ and $f^{\prime}$ in (2.20) are the same, the operation "substantial change" commutes with the derivative. The simple rule (2.24) can easily be extended to arbitrary higher derivatives thereby obtaining the transformation properties of tensor fields of higher rank.

Consider now the same physical objects but now described in terms of curvilinear coordinates $x^{\mu}\left(x^{a}\right)$. Then the components of v are measured not with respect to the basis $\mathbf{e}_{a}$ but with respect to the local basis $\mathbf{e}_{\mu}(x)=\mathbf{e}_{a} e^{a}{ }_{\mu}(x)$ so that it is natural to specify $\mathbf{v}$ in terms of its local components $v^{\mu}(x)=v^{a}(x) e_{a}{ }^{\mu}(x)$. On such fields one may perform Lorentz transformations as well as any general coordinate transformations (2.14), $x^{\mu} \rightarrow x^{\prime \mu}\left(x^{\mu}\right)$, which will be referred to as Einstein transformations. Under these transformations, the components $e_{u}{ }^{\mu}(x)$, being
derivatives of the coordinate transformation functions $x^{\mu}\left(x^{a}\right)$, undergo the following changes:

$$
\begin{align*}
& e_{a}^{\mu} \rightarrow e_{a}^{\prime}{ }_{a}^{\mu}\left(x^{\prime}\right) \equiv \frac{\partial x^{\prime \mu}}{\partial x^{a}}=\frac{\partial x^{\prime \mu}}{\partial x^{\nu}} \frac{\partial x^{\nu}}{\partial x^{a}}=\alpha_{\nu}^{\mu} e_{a}^{\nu}(x), \\
& e_{\mu}^{a} \rightarrow e_{\mu}^{\prime a}\left(x^{\prime}\right) \equiv \frac{\partial x^{a}}{\partial x^{\prime \mu}}=\frac{\partial x^{\nu}}{\partial x^{\prime \mu}} \frac{\partial x^{a}}{\partial x^{\prime \prime}}=\alpha_{\mu}^{\nu} e_{\nu}^{a}(x) . \tag{2.25}
\end{align*}
$$

The matrices

$$
\begin{equation*}
\alpha_{\nu}^{\mu} \equiv \frac{\partial x^{\prime \mu}}{\partial x^{\nu}} \equiv(\alpha)_{\nu}^{\mu}, \quad \alpha_{\mu}^{\nu} \equiv \frac{\partial x^{\nu}}{\partial x^{\prime \mu}} \tag{2.26}
\end{equation*}
$$

are reciprocal to each other,

$$
\begin{equation*}
\alpha_{\lambda}^{\nu} \alpha_{\nu}{ }^{\mu}=\delta_{\lambda}{ }^{\mu}, \quad \alpha_{v}{ }^{\mu} \alpha^{\lambda}{ }_{\mu}=\delta_{\nu}{ }^{\lambda}, \tag{2.27}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left(\alpha^{-1}\right)_{\lambda}^{\nu}=\alpha_{\lambda}{ }^{\nu} \tag{2.28}
\end{equation*}
$$

is the inverse of the matrix $\alpha_{v}{ }^{\mu}$. For infinitesimal changes we put

$$
\begin{equation*}
x^{\prime \mu} \equiv x^{\mu}-\xi^{\mu}(x) \tag{2.29}
\end{equation*}
$$

and see that Einstein transformations can be interpreted as local translations. The infinitesimal transformation matrices are

$$
\begin{equation*}
\alpha^{\lambda}{ }_{v} \approx \delta^{\lambda}{ }_{v}-\partial_{\nu} \xi^{\lambda}(x) . \quad \alpha_{\mu}{ }^{\nu} \approx \delta_{\mu}{ }^{\nu}+\partial_{\mu} \xi^{\nu}(x) \tag{2.30}
\end{equation*}
$$

and the substantial changes of $e_{a}{ }^{\mu}(x)$ are given by
$\delta e_{a}{ }^{\mu} \equiv e^{\prime}{ }_{a}{ }^{\mu}(x)-e_{a}{ }^{\mu}(x)=e^{\prime}{ }_{a}{ }^{\mu}\left(x^{\prime}\right)-e_{a}{ }^{\mu}\left(x^{\prime}\right)$

$$
\begin{equation*}
=e_{a}{ }^{\mu}(x)-e_{a}{ }^{\mu}\left(x^{\prime}\right)+e_{a}{ }^{\prime \mu}\left(x^{\prime}\right)-e_{a}{ }^{\mu}(x)=\xi^{\lambda} \partial_{\lambda} e_{a}{ }^{\mu}(x)-\partial_{\lambda} \xi^{\mu} e_{a}{ }^{\lambda}(x) \tag{2.31}
\end{equation*}
$$

$\delta e^{a}{ }_{\mu}=\xi^{\lambda} \partial_{\lambda} e^{a}{ }_{\mu}(x)+\partial_{\mu} \xi^{\lambda} e^{a}{ }_{\lambda}(x)$.
When we write $\partial_{\mu} \xi^{\lambda} e^{a}{ }_{\lambda}$ we mean $\left(\partial_{\mu} \xi^{\lambda}\right) e^{a}{ }_{\lambda}$. Otherwise we write $\partial_{\mu}\left(\xi^{\lambda} e^{i n}\right)$.

Analogous transformation laws can be derived for the components of
the vector fields $v^{\mu}, v_{\mu}$. They follow from the fact that the components $v^{a}\left(x^{b}\right), v_{a}\left(x^{b}\right)$ are trivially independent of the change of general coordinates from $x^{\mu}$ to $x^{\prime \mu}$ since the inertial basis and coordinates are unchanged. Thus we have the obvious relation

$$
v^{\prime a}\left(x^{b}\right)=v^{a}\left(x^{b}\right) .
$$

When reparametrizing the point $x^{b}$ in the two different coordinates $x^{\prime \mu}$ and $x^{\mu}$, this relation takes the form

$$
\begin{equation*}
v^{\prime a}\left(x^{\prime}\right)=v^{a}(x) \tag{2.32}
\end{equation*}
$$

where we have omitted the Greek superscripts of $x^{\prime}, x$. Thus the substantial changes, at the same values of the general coordinates $x^{\mu}$, are

$$
\begin{equation*}
\delta v^{a}(x)=v^{\prime a}(x)-v^{a}(x)=\xi^{\lambda} \partial_{\lambda} v^{a}(x) \tag{2.33}
\end{equation*}
$$

Using this and (2.31), we derive from (2.32)

$$
\begin{equation*}
v^{\prime \mu}\left(x^{\prime}\right)=\alpha_{\nu}^{\mu} v^{\nu}(x), \quad v_{\mu}^{\prime}\left(x^{\prime}\right)=\alpha_{\mu}{ }^{\nu} v_{\nu}(x), \tag{2.34}
\end{equation*}
$$

with the substantial changes

$$
\begin{align*}
& \delta v^{\mu}(x)=v^{\prime \mu}(x)-v^{\mu}(x)=\xi^{\lambda} \partial_{\lambda} v^{\mu}-\partial_{\lambda} \xi^{\mu} v^{\lambda}, \\
& \delta v_{\mu}(x)=v_{\mu}^{\prime}(x)-v_{\mu}(x)=\xi^{\lambda} \partial_{\lambda} v_{\mu}+\partial_{\mu} \xi^{\lambda} v_{\lambda} . \tag{2.35}
\end{align*}
$$

Any four-component field with these transformation properties is called a contra- and covariant Einstein vector or world vector, respectively.

This definition can be extended trivially to any Einstein- or world tensors. All one has to do is to apply separately the transformation matrices (2.26) to each index. In particular, the metric $g_{\mu \nu}(x)$ transforms as

$$
\begin{equation*}
g^{\prime \lambda x}\left(x^{\prime}\right)=\alpha_{\mu}^{\lambda} \alpha^{x}{ }_{\nu} g^{\mu \nu}(x), \quad g_{\lambda x}^{\prime}\left(x^{\prime}\right)=\alpha_{\lambda}{ }^{\mu} \alpha_{x}{ }^{\nu} g_{\mu \nu}(x), \tag{2.36}
\end{equation*}
$$

or, in infinitesimal form,

$$
\begin{align*}
& \delta g^{\mu \nu}=\xi^{\lambda} \partial_{\lambda} g^{\mu \nu}-\partial_{\lambda} \xi^{\mu} g^{\lambda \nu}-\partial_{\lambda} \xi^{\nu} g^{\mu \lambda} \\
& \delta g_{\mu \nu}=\xi^{\lambda} \partial_{\lambda} g_{\mu \nu}+\partial_{\mu} \xi^{\lambda} g_{\lambda \nu}+\partial_{\nu} \xi^{\lambda} g_{\mu \lambda} . \tag{2.37}
\end{align*}
$$

It is now obvious from (2.27) that one may multiply world tensors with each other by a simple contraction of upper and lower indices and always obtain new world tensors. In particular, one obtains an Einstein- or world invariant if such a contraction is complete, i.e., if no index is left uncontracted.

### 2.2.3. Connections and covariant derivatives

The multiplication rules for world tensors are completely analogous to those for Lorentz tensors. There is, however, one important difference between the two tensor fields. Unlike the Lorentz case, derivatives are no longer tensors. In curvilinear coordinates, certain modification of the derivatives are required in order to make them proper tensors. ${ }^{b}$ It is quite easy to find this modification and to construct covariant objects analogous to the derivative tensors in the Lorentz frames. All we have to do is rewrite these derivative tensors in terms of the general curvilinear components. Take, for example, the tensor $\partial_{b} v_{a}(x)$. Going over to curvilinear components $x^{\mu}$ we can write this as

$$
\partial_{b} v_{a}=\partial_{b}\left(e_{a}{ }^{\mu} v_{\mu}\right) .
$$

But if we take the derivative $\partial_{b}$ past the basis tetrad $e_{a}{ }^{\mu}$ we find

$$
\begin{equation*}
\partial_{b} v_{a}=e_{a}^{\mu} \partial_{b} v_{\mu}+\partial_{b} e_{a}^{\mu} v_{\mu} . \tag{2.38}
\end{equation*}
$$

Using the relation

$$
\begin{equation*}
\partial_{b}=e_{b}{ }^{\lambda} \partial_{\lambda}, \tag{2.39}
\end{equation*}
$$

we see that

$$
\partial_{b} v_{a}=e_{a}^{\mu} e_{b}^{\nu} \partial_{\nu} v_{\mu}+\left(e_{b}^{\nu} \partial_{\nu} e_{a}^{\lambda}\right) v_{\lambda} .
$$

The right-hand side can be rewritten in the covariant form

$$
\begin{equation*}
\partial_{b} v_{a} \equiv e_{a}{ }^{\mu} e_{b}{ }^{\nu} D_{v} v_{\mu}, \tag{2.40}
\end{equation*}
$$

[^32]where the symbol $D_{\nu}$ stands for the covariant derivative
\[

$$
\begin{equation*}
D_{\nu} v_{\mu}=\partial_{\nu} v_{\mu}-e_{\tau}^{\lambda} \partial_{\nu} e_{\mu}^{c} v_{\lambda} \equiv \partial_{\nu} v_{\mu}-\Gamma_{\nu \mu}{ }^{\lambda} v_{\lambda} \tag{2.41}
\end{equation*}
$$

\]

The explicit form on the right-hand side follows from the simple relation

$$
\begin{equation*}
\partial_{\nu} e_{a}^{\lambda}=-e_{G}^{\mu}\left(e_{c}{ }_{c}^{\lambda} \partial_{\nu} e_{\mu}^{c}\right), \quad \partial_{\nu} e_{\lambda}^{a}=-e_{\mu}^{a}\left(e_{\lambda}^{c} \partial_{\nu} e_{c}^{\mu}\right), \tag{2.42}
\end{equation*}
$$

which, in turn, follows from differentiation of the reciprocity relation $e_{a}{ }^{\lambda} e^{b}{ }_{\lambda}=\delta_{a}^{b}$.

Similarly, we can find the Einstein version of the derivative of a contravariant vector field $\partial_{b} v^{a}(x)$, which can be rewritten as

$$
\begin{equation*}
\partial_{b} v^{n}=\partial_{b}\left(e_{\mu}^{a} v^{\mu}\right)=e_{\mu}^{a} e_{b}^{\nu} \partial_{\nu} v^{\mu}+\left(e_{b}^{\nu} \partial_{\nu} e_{\lambda}^{a}\right) v^{\lambda} \tag{2.43}
\end{equation*}
$$

and cast in the form

$$
\begin{equation*}
e_{\mu}^{a} e_{b}{ }^{\nu} D_{\nu} v^{\mu}, \tag{2.44}
\end{equation*}
$$

with a covariant derivative

$$
\begin{align*}
D_{\nu} v^{\mu} & =\partial_{\nu} v^{\mu}-e_{\lambda}^{\kappa} \partial_{\nu} e_{c}^{\mu} v^{\lambda}=\partial_{\nu} v^{\mu}+e_{c}^{\mu} \partial_{\nu} e_{\lambda}^{\kappa} v^{\lambda} \\
& \equiv \partial_{\nu} v^{\mu}+\Gamma_{\nu \lambda} v^{\mu} . \tag{2.45}
\end{align*}
$$

The expression

$$
\begin{equation*}
\Gamma_{\mu \nu}{ }^{\lambda} \equiv e_{a}{ }^{\lambda} \partial_{\mu} e^{a}{ }_{\nu} \equiv-e_{\nu}^{a} \partial_{\mu} e_{a}{ }^{\lambda}, \tag{2.46}
\end{equation*}
$$

is called the affine connection. In general. a space with metric $g_{\mu \nu}$ and an affine connection (both single-valued) defining covariant derivatives, is called a metric-affine space and the geometry, carried by $g_{\mu \nu}, \Gamma_{\mu \nu}{ }^{\lambda}$, an affine geometry. Observe that, by definition, the covariant derivatives of $e^{\nu}{ }_{a}, e^{a}{ }_{v}$ vanish:

$$
\begin{align*}
& D_{\mu} e_{\nu}{ }^{a}=\partial_{\mu} e^{a}{ }_{\nu}-\Gamma_{\mu \nu}{ }^{\lambda} e^{a}{ }_{\lambda}=0, \\
& D_{\mu} e_{a}^{\nu}=\partial_{\mu} e_{a}{ }^{\nu}+\Gamma_{\mu \lambda}{ }^{\nu} e_{a}{ }^{\lambda}=0 . \tag{2.47}
\end{align*}
$$

Since $g_{\mu \nu}=e^{a}{ }_{\mu} e_{a \nu}$, that same property holds for the metric tensor ${ }^{\text {b }}$

$$
\begin{align*}
& D_{\lambda} g_{\mu \nu}=\partial_{\lambda} g_{\mu \nu}-\Gamma_{\lambda \mu}{ }^{\sigma} g_{\sigma v}-\Gamma_{\lambda \nu}{ }^{\sigma} g_{\mu \sigma}=0, \\
& D_{\lambda} g^{\mu \nu}=\partial_{\lambda} g^{\mu \nu}+\Gamma_{\lambda \sigma}{ }^{\mu} g^{\sigma \nu}+\Gamma_{\lambda \sigma}{ }^{\nu} g^{\mu \sigma}=0 . \tag{2.48}
\end{align*}
$$

It is worth noting that the metric satisfies once more similar relations with the connections replaced by Christoffel symbols. In fact, from the definition (2.8) we can verify directly that

$$
\begin{align*}
& \partial_{\lambda} g_{\mu \nu}-\left\{\begin{array}{c}
\sigma \\
\lambda \mu
\end{array}\right\} g_{\sigma \nu}-\left\{\begin{array}{c}
\sigma \\
\lambda \nu
\end{array}\right\} g_{\mu \sigma}=0 . \\
& \partial_{\lambda} g^{\mu \nu}+\left\{\begin{array}{c}
\mu \\
\lambda \sigma
\end{array}\right\} g^{\omega v}+\left\{\begin{array}{c}
\nu \\
\lambda \sigma
\end{array}\right\} g^{\mu v}=0 . \tag{2.49}
\end{align*}
$$

Since the expressions on left-hand sides of Eqs. (2.40), (2.43) are tensors with respect to Lorentz transformations, the right-hand quantities, $D_{\nu}, v_{\mu}$, $D_{,}, v^{\mu}$. must also be tensors with respect to general coordinate transformations, i.e., world tensors. In fact, one can easily verify that they transform covariantly.

$$
D_{\mu}^{\prime}{ }_{\mu} \cdot v_{v^{\prime}}\left(x^{\prime}\right)=\alpha_{\mu}{ }^{\prime} \alpha_{\nu^{\prime}}{ }^{\prime} D_{\mu} v_{\nu}(x)
$$

The term, which disturbs the covariant behavior of ordinary derivatives

$$
\partial_{\mu}^{\prime}{ }_{\mu} v_{\nu}\left(x^{\prime}\right)=\alpha_{\mu} \cdot{ }^{\mu} \partial_{\mu}\left(\alpha_{\nu^{\prime}}{ }^{\nu} v_{\nu}(x)\right)=\alpha_{\mu}{ }^{\prime \mu} \alpha_{\nu^{\prime}}{ }^{\nu} \partial_{\mu} v_{\nu}(x)+\alpha_{\mu},{ }^{\mu} \partial_{\mu} \alpha_{v^{\prime}}{ }^{\nu} v_{v}(x)
$$

is compensated by the non-tensorial behavior of $\Gamma_{\mu \nu}{ }^{\lambda}$ :
 (2.48) will. however, remain valid also if the space acquires curvature or torsion. In general relativity there have been theories based on spaces in which this is not satisfied. The object $Q_{\lambda \mu}=-D_{\lambda} g_{\mu}$, then becomes a dynamical field to be determined from field equations. See Th. de Donder, La gratitation de Weyl-Eddingıon-Einstein (Gauthier-Villars. Paris. 1924): H. Weyl. Phys. Z. 22 (1921) 473 . Ahm. Phys. 59 (1919) 101.65 (1921) 541: A.S. Eddington. Proc. Roy. Soc. 99 (1921) 104 and The Mathematical Theory of Relanivity (Springer. Berlin. 1925); F.W. Hehl. J.D. McCrea, E.W. Mielke. in Exakte Wissenschaften und ihre philosophische Grundlegung. ed: by W. Deppert. K. Hübner, A. Oberschelp, V. Weidemann (Verlag Peter Lang. Frankfurt. 1988). In these spaces, the connection is defined by $\Gamma_{\mu v}{ }^{\lambda} \equiv$ $\boldsymbol{c}_{\sigma}{ }^{\lambda}\left(\partial_{\mu}-D_{\mu}\right) e^{\prime \prime}{ }_{\nu}$ and can be decomposed as follows:

$$
\Gamma_{\mu \nu}{ }^{\lambda} \equiv e_{a}{ }^{\lambda}\left(\partial_{\mu}-D_{\mu}\right) e_{\nu}^{\prime \prime}=\left\{\begin{array}{c}
\lambda \\
\mu \nu
\end{array}\right\}-\left(S_{\mu}{ }^{\lambda}{ }_{v}-S^{\lambda}{ }_{\nu \mu}+S_{\nu \mu}{ }^{\lambda}\right)+\frac{1}{2}\left(Q_{\mu}{ }^{\lambda}{ }_{\nu}-Q^{\lambda}{ }_{v \mu}+Q_{v \mu}{ }^{\lambda}\right)
$$

where $S_{\mu \nu}{ }^{\lambda} \equiv(1 / 2)\left(\Gamma_{\mu \nu}{ }^{\lambda}-\Gamma_{v \mu}{ }^{\lambda}\right)$ as is defined in (2.53).

$$
\begin{align*}
\Gamma_{\mu}^{\prime} \nu_{\nu^{\prime}}^{\lambda^{\prime}}\left(x^{\prime}\right) & =e_{a}^{\prime}{ }_{a}^{\lambda^{\prime}} \partial_{\mu^{\prime}}^{\prime} e^{\prime a}{ }_{\nu^{\prime}}=\alpha_{\lambda}^{\lambda^{\prime}} \alpha_{\mu},^{\mu} e_{a}{ }^{\lambda} \partial_{\mu}\left(\alpha_{\nu^{\prime}}{ }^{\nu} e_{\nu}^{a}\right) \\
& =\alpha_{\mu^{\prime}}{ }^{\mu}\left(\alpha_{\nu^{\prime}}{ }^{\nu} \alpha^{\lambda^{\prime}}{ }_{\lambda} \Gamma_{\mu \nu}{ }^{\lambda}(x)+\alpha^{\lambda^{\prime}}{ }_{\nu} \partial_{\mu} \alpha_{\nu^{\prime}}{ }^{\nu}\right) \tag{2.50a}
\end{align*}
$$

or

$$
\begin{align*}
\Gamma_{\mu^{\prime} \nu^{\prime}}^{\prime}\left(x^{\prime}\right) & =-e^{\prime a}{ }_{\nu} \partial_{\mu} \cdot e_{a}^{\lambda^{\prime}}=-\alpha_{\nu^{\nu}} \alpha_{\mu},{ }^{\mu} e^{a}{ }_{\nu} \partial_{\mu}\left(\alpha_{\lambda}^{\lambda^{\prime}} e_{a}{ }^{\lambda}\right) \\
& =\alpha_{\mu}{ }^{\mu}\left(\alpha_{\nu^{\prime}}{ }^{\nu} \alpha_{\lambda}^{\lambda_{\lambda}^{\prime}} \Gamma_{\mu \nu}(x)-\alpha_{\nu}{ }^{\nu} \partial_{\mu} \alpha^{\lambda^{\prime}}{ }_{\nu}\right) . \tag{2.50b}
\end{align*}
$$

Infinitesimally, $\alpha_{\mu}{ }^{\nu} \approx \delta_{\mu}{ }^{\nu}+\partial_{\mu} \xi^{\nu}, \alpha^{\mu}{ }_{\nu} \approx \delta_{\nu}{ }^{\mu}-\partial_{\nu} \xi^{\mu}$ and we see that the covariant derivatives $D_{\mu} v_{\nu}, D_{\mu} v^{\nu}$ have the correct substantial variations of world tensors:

$$
\begin{align*}
& \delta D_{\mu} v_{\nu}=\xi^{\lambda} \partial_{\lambda} D_{\mu} v_{\nu}+\partial_{\mu} \xi^{\lambda} D_{\lambda} v_{\nu}+\partial_{\nu} \xi^{\lambda} D_{\mu} v_{\lambda} \\
& \delta D_{\mu} v^{\nu}=\xi^{\lambda} \partial_{\lambda} D_{\mu} v^{\nu}+\partial_{\mu} \xi^{\lambda} D_{\lambda} v_{\nu}-\xi^{\nu} D_{\mu} v^{\lambda} \tag{2.51}
\end{align*}
$$

Again the last non-covariant piece in

$$
\begin{aligned}
\delta \partial_{\mu} v_{\nu} & =\partial_{\mu} \delta v_{\mu}=\partial_{\mu}\left(\xi^{\lambda} \partial_{\lambda} v_{\nu}+\partial_{\nu} \xi^{\lambda} v_{\lambda}\right) \\
& =\xi^{\lambda} \partial_{\lambda} \partial_{\mu} v_{\nu}+\partial_{\mu} \xi^{\lambda} \partial_{\lambda} v_{\nu}+\partial_{\nu} \xi^{\lambda} \partial_{\mu} v_{\lambda}+\partial_{\mu} \partial_{\nu} \xi^{\lambda} v_{\lambda}
\end{aligned}
$$

is cancelled by the last. non-tensorial, piece in $\delta\left(\Gamma_{\mu \nu}{ }^{\alpha} \nu_{\kappa}\right)$

$$
\begin{equation*}
\delta \Gamma_{\mu \nu}{ }^{x}=\xi^{\lambda} \partial_{\lambda} \Gamma_{\mu \nu}{ }^{x}+\partial_{\mu} \xi^{\lambda} \Gamma_{\lambda \nu}{ }^{x}+\partial_{\nu} \xi^{\lambda} \Gamma_{\mu \lambda}{ }^{x}+\partial_{\mu} \partial_{\nu} \xi^{x} . \tag{2.50c}
\end{equation*}
$$

It can easily be checked that the same cancellation occurs if the covariant derivative of an arbitrary tensor field is defined by

$$
\begin{align*}
D_{\mu} v_{\nu_{1} \ldots v_{n}}^{\nu_{1}^{\prime} \ldots v_{m}^{\prime}=}= & \partial_{\mu} v_{\nu_{1} \ldots v_{n}}^{\nu_{1}^{\prime} \ldots v_{m}^{\prime m}-\sum_{i=1}^{n} \Gamma_{\mu v_{1}}^{\lambda_{1}} v_{\nu_{1}} \ldots \lambda_{1} \ldots v_{n} v_{1} \ldots v_{m}^{\prime},} \\
& +\sum_{i=1}^{m} \Gamma_{\mu \lambda_{i}} v_{i}^{\prime} v_{v_{1}} \ldots \nu_{n}^{\nu_{1}^{\prime} \ldots \lambda_{1}^{\prime} \ldots v_{m}^{\prime} .} \tag{2.52}
\end{align*}
$$

### 2.3. TORSION TENSOR

Since the coordinate transformations $x^{\prime \lambda}=x^{\lambda}-\xi^{\lambda}(x)$ were assumed to be integrable, the derivatives of the infinitesimal, local translation field $\xi^{\lambda}(x)$ commute, i.e., $\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \xi^{\lambda}(x)=0$. As a consequence the antisymmetric part of the connection
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$$
\begin{aligned}
& 1_{\ldots, A}=i_{\text {oA }} A_{n} 0^{\prime \prime} \text {, }
\end{aligned}
$$

The nist part can be written as $(1 / 2)\left(\partial_{\mu}\left(e_{u \lambda} e^{a}{ }_{1}\right)+\dot{\partial}_{v}\left(e_{a \mu} e^{a}{ }_{\lambda}\right)-\right.$ $\dot{\partial}_{\alpha}\left(\epsilon_{v, t} c^{*} . \|=(1 / 2)\left(\dot{\sigma}_{\mu} g_{\lambda \nu}+\partial_{\nu} g_{\mu \lambda}-\partial_{\lambda} g_{\mu \nu}\right)\right.$ so that it coincides with the Christoltel symbol (2.9). The second part is the contortion tensor. It is a onmbination of torsion tensors $S_{\mu \nu \lambda} \equiv S_{\mu \nu}{ }^{*} g_{\kappa \lambda}$. Using (2.46) we see that

$$
\begin{equation*}
\Gamma_{\mu u \lambda}=\{\mu \nu, \lambda\}+S_{\mu \nu \lambda}-S_{\nu \lambda \mu}+S_{\lambda \mu \nu}=\{\mu \nu, \lambda\}+K_{\mu v \lambda} . \tag{2.55}
\end{equation*}
$$

Note that the contortion tensor $K_{\mu \nu \lambda}$ is antisymmetic in the last two indices. The three $S$ terms are easy to remember: The first starts out with the same indices as $K_{\mu \nu \lambda}$. The second and third are shifted cyclically with alternsting signs. Spaces with $S=K=0$ are called symmerric or Riemanmian spaces. Spaces with curvature and non-zero torsion are also referred to as Riemann-Cartan spaces.

### 2.4. CURVATURE TENSOR AS A COVARIANT CURL OF THE CONNECTION

In the last section we noted that even though the connection $\Gamma_{\mu \nu}{ }^{\lambda}$ is not a tensor, its antisymmetric part, the torsion $S_{\mu \nu}{ }^{\lambda}$, is. The question arises
whether it is possible to form a covariant object which contains information on the symmetric Christoffel part of the connection. Such a tensor does indeed exist.

Looking back at the transformation property (2.50c) we see that the proper tensor character is destroyed by the last term which is additive in the derivative of an arbitrary function $\partial_{\mu} \partial_{\nu} \xi^{x}(x)$. Such additive transformation laws are familiar from gauge fields. Recall that the gauge fields of magnetism transform additively with a first derivative

$$
\begin{equation*}
\delta A_{i}(x)=\partial_{i} \Lambda, \tag{2.56a}
\end{equation*}
$$

where $\Lambda(x)$ is an arbitrary gauge function. Now, in magnetism there was a simple way of constructing a gauge invariant quantity, namely, the antisymmetric combination of derivatives

$$
\begin{equation*}
F_{i j}=\partial_{i} A_{j}-\partial_{j} A_{i}, \tag{2.56b}
\end{equation*}
$$

which gives a measurable magnetic field strength via $B_{i}=(1 / 2) \varepsilon_{i j k} F_{j k}$. This suggests that a similar construction might exist also for the connection.

Such construction is straightforward if we observe that $\Gamma_{\mu \nu}{ }^{\lambda}$ has precisely the transformation properties of a non-Abelian gauge field discussed before in Part I [Eq. (3.125)]. To establish contact with the notation employed there we must consider $\Gamma_{\mu \nu}{ }^{\lambda}$ as the matrix elements of the four $4 \times 4$ matrices $\Gamma_{\mu}$,

$$
\begin{equation*}
\Gamma_{\mu \nu}{ }^{\lambda}=\left(\Gamma_{\mu}\right)_{\nu}{ }^{\lambda} . \tag{2.57}
\end{equation*}
$$

Then we may rewrite (2.50a) as the matrix equation

$$
\begin{equation*}
\Gamma_{\mu^{\prime}}^{\prime}\left(x^{\prime}\right)=\alpha_{\mu}{ }^{\mu}\left(\alpha \Gamma_{\mu}(x) \alpha^{-1}+\partial_{\mu} \alpha \alpha^{-1}\right) . \tag{2.58}
\end{equation*}
$$

This shows that $\Gamma_{\mu}$ transforms in exactly the same way as the non-abelian gauge field $A_{\mu}$ in (1.3.128).

This is not surprising if we recall that the original purpose for introducing these fields was to form the covariant derivatives (I.3.127) and (2.41). Thus the connection may be viewed as a non-Abelian gauge field of the group of general coordinate transformations $\alpha^{\mu}{ }_{\nu}$; Einstein vectors and tensors are the associated gauge covariant quantities. From the discussion in Part 1, Section 3.5, it is then clear how to form from $\Gamma_{\mu \nu}{ }^{\alpha}$ a
tensor invariant under general coordinate transformations. All we have to do is take the covariant curl [see (1.3.132)]

$$
\begin{equation*}
F_{\mu \nu} \equiv \partial_{\mu} \Gamma_{\nu}-\partial_{\nu} \Gamma_{\mu}-\left[\Gamma_{\mu}, \Gamma_{\nu}\right] . \tag{2.59}
\end{equation*}
$$

The matrix elements of $F_{\mu \nu}$ are commonly denoted by

$$
\begin{equation*}
R_{\mu v \lambda}{ }^{v}=\partial_{\mu} \Gamma_{v \lambda}{ }^{v}-\partial_{\nu} \Gamma_{\mu \lambda}{ }^{\sigma}-\Gamma_{\mu \lambda}{ }^{\delta} \Gamma_{v \delta}{ }^{v}+\Gamma_{v \lambda}{ }^{v} \Gamma_{\mu \delta}{ }^{v} . \tag{2.60}
\end{equation*}
$$

The covariance properties of $F_{\mu \nu}$, follow in the same way as (I.3.133). In the present case there is another simple way of deriving them by realizing that in terms of the basis tetrad $e_{a}{ }^{\mu}$, the covariant curl has the simple representation

$$
\begin{equation*}
R_{\mu \nu \lambda}{ }^{\sigma}=e_{\|}{ }^{\sigma}\left(\partial_{\mu} \partial_{v}-\partial_{\nu} \partial_{\mu}\right) e_{\lambda}^{\prime \prime}=-e_{\lambda}^{u}\left(\partial_{\mu} \partial_{v}-\partial_{\nu} \partial_{\mu}\right) e_{a}{ }^{\sigma} . \tag{2.61}
\end{equation*}
$$

The first part follows directly from inserting $\Gamma_{\mu}{ }_{\nu}{ }^{\lambda}=e_{a}{ }^{\lambda} \partial_{\mu} e^{a}{ }_{\nu}$, into (2.59) and evaluating the derivatives.

$$
\begin{aligned}
& \partial_{\mu} \Gamma_{\nu \lambda}{ }^{x}-\left(\Gamma_{\mu} \Gamma_{\nu}\right)_{\lambda}{ }^{x}-(\mu \leftrightarrow \nu) \\
& =\left(\partial_{\mu} e_{a}{ }^{x} \partial_{\nu} e_{\lambda}^{a}+e_{a}{ }^{x} \partial_{\mu} \partial_{\nu} e^{a}{ }_{\lambda}+e_{b}{ }^{\rho} \partial_{\mu} e_{\lambda}^{b} e^{a}{ }_{\rho} \partial_{\nu} e_{a}{ }^{\kappa}\right)-(\mu \leftrightarrow \nu) \\
& =e_{a}^{x}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) e_{\lambda}^{a},
\end{aligned}
$$

where, in the third term, we have used the alternative representation $\Gamma_{\nu \rho}{ }^{x}=-e^{u}{ }_{\rho} \partial_{\nu}, e_{l}{ }^{x}$. The second part of (2.61) follows from the opposite choice of the two representations $\Gamma_{\mu v}{ }^{\lambda}=-e^{\prime \prime}{ }_{\nu}, \partial_{\mu} e_{\mu}{ }^{\lambda}, \Gamma_{v p}{ }^{x}=e_{u}{ }^{x} \partial_{\nu}, e^{\prime \prime}{ }_{p}$.

From the tetrad expression for $R_{\mu \nu \lambda}{ }^{x}$ the tensor transformation law is easily found [using (2.25)]

$$
\begin{align*}
& R_{\mu \nu \lambda}{ }^{x}(x) \rightarrow R_{\mu^{\prime} \nu^{\prime} \lambda^{\prime}}{ }^{x^{\prime}}\left(x^{\prime}\right)=e_{a} x^{x^{\prime}}\left(x^{\prime}\right)\left(\partial_{\mu} \prime^{\prime} \partial_{p^{\prime}}-\partial_{v^{\prime}} \partial_{\mu} \partial^{\prime}\right) e^{\prime \prime \prime} \lambda^{\prime}\left(x^{\prime}\right) \\
& =\alpha^{x^{\prime}}{ }_{x} \alpha_{\mu} \cdot{ }^{\mu} \alpha_{\nu^{\prime}}{ }^{\nu} e_{n}{ }^{x}(x)\left(\partial_{\mu} \partial_{\nu}-\partial_{1,} \partial_{\mu}\right)\left(\alpha_{\lambda} \cdot{ }^{\lambda} e^{a}{ }_{\lambda}(x)\right) \\
& =\alpha_{\mu}{ }^{\mu} \alpha_{\nu}{ }^{\nu}{ }^{\nu} \alpha_{\lambda} \cdot{ }^{\lambda} \alpha^{x^{\prime}}{ }_{x} R_{\mu \nu \lambda}{ }^{x}(x) \\
& +\alpha_{\mu}{ }^{\mu} \alpha_{\nu^{\prime}}{ }^{\nu} \alpha^{\alpha^{\prime}}{ }_{\lambda}\left[\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \alpha_{\lambda} \cdot{ }^{\lambda}\right] . \tag{2.62}
\end{align*}
$$

Since general coordinate transformations are assumed to be smooth, the derivatives in front of $\alpha_{\lambda}{ }^{\lambda}$ commute and $R_{\mu \nu \lambda}{ }^{x}$ is a proper tensor. It is called the curvature tensor.

By construction, this curvature tensor is antisymmetric in the first index pair. What is not so easy to see is that it is also antisymmetric with respect to the second index pair, namely,

$$
\begin{equation*}
R_{\mu \nu \lambda x}=-R_{\mu \nu x \lambda} \tag{2.63}
\end{equation*}
$$

where $R_{\mu \nu \lambda x} \equiv R_{\mu \nu \lambda}{ }^{\sigma} g_{x c r}$. Indeed, if we calculate this difference using the definition (2.61) we find

$$
\begin{align*}
R_{\mu \nu \lambda x}+R_{\mu \nu x \lambda} & =e_{a x}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) e_{\lambda}^{a}+e_{a \lambda}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) e_{x}^{a} \\
& =\partial_{\mu} \partial_{\nu}\left(e_{a x} e_{\lambda}^{a}\right)-\partial_{\nu} \partial_{\mu}\left(e_{a x} e_{\lambda}^{a}\right) \\
& =\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) g_{\lambda x} \tag{2.64}
\end{align*}
$$

By assumption, the coordinate transformations $x^{a}\left(x^{\mu}\right)$ are smooth functions satisfying the integrability condition (2.15). As a consequence, the metric $g_{\lambda x}(x)=\left(\partial x^{a} / \partial x^{\lambda}\right)\left(\partial x_{\text {/ }} / \partial x^{\alpha}\right)$ is a smooth function. In the following we shall always assume that it is at least doubly differentiable. Since the metric is an observable quantity it must be single-valued. This implies the integrability condition

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) g_{\lambda x}=0 . \tag{2.65}
\end{equation*}
$$

It is this property which makes the curvature tensor antisymmetric in the last two indices. ${ }^{\text {c }}$ The curvature tensor gives a covariant characterization of the connection which includes information on the Christoffel symbol.

Since $R_{\mu \nu \lambda}{ }^{\text {x }}$ is a tensor, it can be contracted using the metric tensor to form covariant quantities of lower rank. There are two possibilities:

$$
\begin{equation*}
R_{\mu \nu} \equiv R_{x \mu \nu}{ }^{x}, \tag{2.66a}
\end{equation*}
$$

called the Ricci tensor and

$$
\begin{equation*}
R=R_{\mu \nu} g^{\mu \nu}, \tag{2.66b}
\end{equation*}
$$

called the scalar curvature. A combination of both
 be a symmetric part

$$
R_{\mu \nu \lambda x}+R_{\mu \nu x \lambda}=\left[D_{\mu} Q_{v \lambda x}-(\nu \mu)\right]+2 S_{\mu \nu}{ }^{\rho} Q_{\rho \lambda x} .
$$

$$
\begin{equation*}
G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R \tag{2.67}
\end{equation*}
$$

was introduced by Einstein and is therefore called the Einstein curvature tensor.

It turns out that there is a related tensor which deals more exclusively with the Christoffel part of the connection than the curvature tensor (2.60). Since the contortion $K_{\mu \nu}{ }^{\lambda}$ is a tensor the Christoffel part $\left\{\begin{array}{c}\lambda \\ \mu \nu\end{array}\right\}$ of $\Gamma_{\mu \nu}{ }^{\lambda}$ has the same transformation properties (2.50c) as $\Gamma_{\mu \nu}{ }^{\wedge}$, and we can form the Riemann curvature tensor

$$
\stackrel{U 1}{R}_{\mu \nu \lambda}{ }^{*}=\partial_{\mu}\left\{\begin{array}{c}
x  \tag{2.68}\\
\nu \lambda
\end{array}\right\}-\partial_{\nu}\left\{\begin{array}{c}
x \\
\mu \lambda
\end{array}\right\}-\left(\left\{\begin{array}{c}
\rho \\
\mu \lambda
\end{array}\right\}\left\{\begin{array}{c}
x \\
\nu \rho
\end{array}\right\}-\left\{\begin{array}{c}
\rho \\
\nu \lambda
\end{array}\right\}\left\{\begin{array}{c}
x \\
\mu \rho
\end{array}\right\}\right) .
$$

Unlike $R_{\mu \nu \lambda}{ }^{x}$, this curvature tensor can be expressed completely in terms of derivatives of the metric [recall (2.9), (2.11)]. The difference between the two tensors is a function of the contortion,

$$
R_{\mu \nu \lambda}{ }^{x}-\stackrel{\|}{R}_{\mu \nu \lambda}{ }^{x}=\stackrel{\|}{D}_{\mu} K_{\nu \lambda}{ }^{x}-\stackrel{\|}{D}_{\nu} K_{\mu \lambda}^{x}-\left(K_{\mu \lambda}^{\rho} K_{\nu \rho}{ }^{x}-K_{\nu \lambda}^{\rho} K_{\mu \rho}{ }^{x}\right) \text {, (2.69) }
$$

where $\stackrel{\ell}{D}_{\mu}$ denotes a covariant derivative which is formed with only the Christoffel part of the connection. Notice that the Riemannian curvature tensor has the same antisymmetry in the first and second index pairs as $R_{\mu \nu \lambda}{ }^{x}$. For the first pairs this is trivial, by the construction (2.68); for the second, this follows from (2.69) and the antisymmetry of the contortion $K_{\nu \lambda x}$ in the second index pair [see (2.55)]. In addition, it is symmetric under the exchange of the first and the second index pair

$$
\begin{align*}
& \| 1  \tag{2.70}\\
& R_{\mu \nu \lambda x}=\mathbb{R}_{\lambda x \mu \nu} .
\end{align*}
$$

To see this one writes the first two terms in (2.68) explicitly as derivatives of the metric tensor

$$
\begin{aligned}
\ddot{R}_{\mu \nu \lambda x}= & {\left[g_{x x^{\prime}} \partial_{\mu} \frac{g^{\chi^{\prime} \sigma}}{2}\left(\partial_{\nu} g_{\lambda \sigma}+\partial_{\lambda} g_{\nu \sigma}-\partial_{\sigma} g_{\nu \lambda}\right)\right]-[\mu \leftrightarrow \nu] } \\
& \left.\left.-g_{x x^{\prime}}\left(\left\{\begin{array}{c}
\rho \\
\mu \lambda
\end{array}\right\}\left\{\begin{array}{c}
x^{\prime} \\
\nu \rho
\end{array}\right\}-\left\{\begin{array}{c}
\rho \\
\nu \lambda
\end{array}\right\}\right\} \begin{array}{c}
x^{\prime} \\
\mu \rho
\end{array}\right\}\right)
\end{aligned}
$$

and uses (2.49) to express $\partial_{\mu} g^{x^{\prime} \sigma}$ in terms of Christoffel symbols, so that we can write

$$
\begin{aligned}
g_{x x^{\prime}} \partial_{\mu} g^{x^{\prime} \sigma} & =-\left(\partial_{\mu} g_{x x^{\prime}}\right) g^{x^{\prime} \sigma} \\
& =-\left(\left\{\begin{array}{c}
\tau \\
\mu x
\end{array}\right\} g_{\tau x^{\prime}}+\left\{\begin{array}{c}
\tau \\
\mu x^{\prime}
\end{array}\right\} g_{x \tau}\right) g^{x^{\prime} \sigma} \\
& =-\left\{\begin{array}{c}
\sigma \\
\mu x
\end{array}\right\}-\left\{\mu x^{\prime}, x\right\} g^{x^{\prime} \sigma}
\end{aligned}
$$

and hence

$$
\begin{aligned}
\ddot{R}_{\mu \nu \lambda x}= & \frac{1}{2}\left[\left(\partial_{\mu} \partial_{\lambda} g_{\nu x}-\partial_{\mu} \partial_{x} g_{\nu \lambda}\right)-(\mu \leftrightarrow \nu)\right] \\
& -\frac{1}{2}\left[\left(\left\{\begin{array}{c}
\sigma \\
\mu x
\end{array}\right\}+\left\{\mu x^{\prime}, x\right\} g^{x^{\prime} \sigma}\right)\left(\partial_{\nu} g_{\lambda \sigma}+\partial_{\lambda} g_{v \sigma}-\partial_{\sigma} g_{\nu \lambda}\right)-(\mu \leftrightarrow \nu)\right] \\
& -\left(\left\{\begin{array}{c}
\rho \\
\mu \lambda
\end{array}\right\}\{\nu \rho, x\}-\left\{\begin{array}{c}
\rho \\
\nu \lambda
\end{array}\right\}\{\mu \rho, x\}\right) .
\end{aligned}
$$

A further use of relation (2.49) brings the second line to

$$
\begin{aligned}
& -\left\{\frac { 1 } { 2 } ( \{ \begin{array} { c } 
{ \sigma } \\
{ \mu x }
\end{array} \} + \{ \mu x ^ { \prime } , x \} g ^ { x ^ { \prime } \sigma } ) \left[\left(\left\{\begin{array}{c}
\rho \\
\nu \lambda
\end{array}\right\} g_{\rho \sigma}+\left\{\begin{array}{c}
\rho \\
\nu \sigma
\end{array}\right\} g_{\lambda \rho}\right)+(\lambda \leftrightarrow \nu)\right.\right. \\
& \left.\left.-\left\{\begin{array}{c}
\rho \\
\sigma \nu
\end{array}\right\} g_{\rho \lambda}-\left\{\begin{array}{c}
\rho \\
\sigma \lambda
\end{array}\right\} g_{\nu \rho}\right]\right\}+(\mu \leftrightarrow \nu)
\end{aligned}
$$

and we find that almost all terms cancel, by the symmetry of $\left\{\begin{array}{c}\lambda \\ \mu \nu\end{array}\right\}$ in $\mu \nu$. Only

$$
-\left(\left\{\begin{array}{c}
\sigma \\
\mu x
\end{array}\right\}\{\nu \lambda, \sigma\}+\left\{\mu x^{\prime}, x\right\}\left\{\begin{array}{c}
x^{\prime} \\
\nu \lambda
\end{array}\right\}\right)+(\mu \leftrightarrow \nu)
$$

remains. The second term in this expression cancels the third line in ${\stackrel{" 1}{R_{\mu \nu \lambda x}}}^{\prime}$ which therefore becomes

This expression shows manifestly the symmetry $\mu \nu \leftrightarrow \lambda x$ [using ( $\partial_{\mu} \partial_{\nu}$ $\left.-\partial_{v} \partial_{\mu}\right) g_{\lambda x}=0$, as well as antisymmetry under $\lambda \leftrightarrow x$ and $\mu \leftrightarrow \nu$ ].
Another property of Minkowski space now emerges. Just as this space had a vanishing torsion tensor for any curvilinear parametrization, it also has a vanishing curvature tensor. This follows from the obvious fact that $R_{\mu \nu \lambda}{ }^{x}=e_{\mu}{ }^{x}\left(\partial_{\mu} \partial_{v}-\partial_{v} \partial_{\mu}\right) e^{\prime \prime}{ }_{\lambda} \equiv 0$ for the special choice of the basis tetrad $e_{a}{ }^{x}=\delta_{a}{ }^{x}$. Together with the tensor transformation law (2.62) we find $R_{\mu \nu}{ }^{x} \equiv 0$ in all transformed coordinates.

### 2.5. TORSION AND CURVATURE FROM DEFECTS

In the last two sections we saw that a Minkowski space had neither torsion nor curvature. The absence of torsion followed from its tensor property, which was a consequence of the commutativity of derivatives in front of the infinitesimal translation field,

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \xi^{x}(x)=0 \tag{2.72a}
\end{equation*}
$$

The absence of curvature, on the other hand, was a consequence of the integrability condition (2.15) of the transformation matrices,

$$
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \alpha_{\lambda}^{x}(x)=0 .
$$

This implies that

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \partial_{\lambda} \xi^{\star}(x)=0, \tag{2.72b}
\end{equation*}
$$

i.e., that derivatives commute in front of derivatives of the infinitesimal translation field. This suggests a simple way of constructing general affine spaces with torsion or curvature or both from a Minkowski space by performing singular coordinate transformations which do not satisfy (2.72a) and (2.72b).

Let us study the properties of a space at which we can arrive starting from basis tetrads $e_{a}{ }^{\mu}=\delta_{a}{ }^{\mu}, e^{a}{ }_{\mu}=\delta^{a}{ }_{\mu}$ via such infinitesimal singular coordinate transformations $\xi^{x}(x)$. According to (2.30), the new basis tetrads are

$$
\begin{equation*}
e_{a}^{\mu}=\delta_{a}^{\mu}-\partial_{a} \xi^{\mu}, \quad e_{\mu}^{a}=\delta_{\mu}^{a}+\partial_{\mu} \xi^{a}, \tag{2.73}
\end{equation*}
$$

and the metric is [compare (2.37)]

$$
\begin{equation*}
g_{\mu \nu}=e_{\mu}^{a} e_{a \nu}=\eta_{\mu \nu}+\left(\partial_{\mu} \xi_{\nu}+\partial_{\nu} \xi_{\mu}\right) \tag{2.74a}
\end{equation*}
$$

The connection associated with the tetrads (2.73) is [see (2.50c)]

$$
\begin{equation*}
\Gamma_{\mu \nu}{ }^{\lambda}=\partial_{\mu} \partial_{\nu} \xi^{\lambda} \tag{2.74b}
\end{equation*}
$$

and the curvature tensor becomes, accordingly [from (2.61)],

$$
\begin{equation*}
R_{\mu \nu \lambda}^{x}=\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \partial_{\lambda} \xi^{x} . \tag{2.74c}
\end{equation*}
$$

Since $\xi^{\lambda}$ are infinitesimal, we can lower the index in both equations [with an error which is only of the order of $(\xi)^{2}$ and thus negligible] so that

$$
\begin{equation*}
\Gamma_{\mu \nu \lambda}=\partial_{\mu} \partial_{\nu} \xi_{\lambda}, \quad S_{\mu \nu \lambda}=\frac{1}{2}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \xi_{\lambda}, \quad R_{\mu \nu \lambda x}=\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \partial_{\lambda} \xi_{\chi} . \tag{2.75}
\end{equation*}
$$

For singular $\xi_{\mu}(x)$, the metric and the connection are, in general, also singular. This could cause difficulties in performing consistent length measurements and parallel displacements. To avoid such difficult:es, Einstein postulated that the metric $g_{\mu \nu}$ and the connection $\Gamma_{\mu \nu}{ }^{\lambda}$ should be so smooth as to permit two differentiations which commute as stated for $g_{\mu \nu}$ in (2.65). By (2.74a) and (2.74b), this implies that we must consider only such singular coordinate transformations which satisfy the conditions

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right)\left(\partial_{\lambda} \xi_{x}+\partial_{x} \xi_{\lambda}\right)=0, \quad\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \partial_{\sigma} \partial_{\lambda} \xi_{x}=0 \tag{2.76}
\end{equation*}
$$

Observe that the curvature tensor is now trivially antisymmetric in the last two indices - an immediate consequence of the integrability condition (2.65) of the metric.

For completeness, let us also write down the decomposition (2.55) of the connection into the Christoffel symbol and the contortion tensor [by inserting (2.73) into (2.54) and (2.53), and (2.74a) into (2.9)]

$$
\begin{equation*}
\Gamma_{\mu \nu x}=\{\mu \nu, x\}+K_{\mu \nu x}, \tag{2.77}
\end{equation*}
$$

with

$$
\begin{align*}
\{\mu \nu, x\} & =\frac{1}{2} \partial_{\mu}\left(\partial_{\nu} \xi_{x}+\partial_{x} \xi_{\nu}\right)+\frac{1}{2} \partial_{\nu}\left(\partial_{\mu} \xi_{x}+\partial_{x} \xi_{\mu}\right)-\frac{1}{2} \partial_{x}\left(\partial_{\mu} \xi_{\nu}+\partial_{\nu} \xi_{\mu}\right),  \tag{2.78}\\
K_{\mu \nu \lambda} & =\frac{1}{2}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \xi_{\lambda}-\frac{1}{2}\left(\partial_{\nu} \partial_{\lambda}-\partial_{\lambda} \partial_{\nu}\right) \xi_{\mu}+\frac{1}{2}\left(\partial_{\lambda} \partial_{\mu}-\partial_{\mu} \partial_{\lambda}\right) \xi_{\nu} \\
& =\frac{1}{2} \partial_{\mu}\left(\partial_{\nu} \xi_{\lambda}-\partial_{\lambda} \xi_{\nu}\right)+\frac{1}{2} \partial_{\lambda}\left(\partial_{\nu} \xi_{\mu}+\partial_{\mu} \xi_{\nu}\right)-\frac{1}{2} \partial_{\nu}\left(\partial_{\lambda} \xi_{\mu}+\partial_{\mu} \xi_{\lambda}\right) . \tag{2.79}
\end{align*}
$$

From the Christoffel symbol we find the Riemann curvature tensor,

$$
\begin{aligned}
\stackrel{1\}}{R \nu \lambda x}^{=} & \frac{1}{2} \partial_{\mu}\left[\partial_{\nu}\left(\partial_{\lambda} \xi_{x}+\partial_{\chi} \xi_{\lambda}\right)+\partial_{\lambda}\left(\partial_{\nu} \xi_{x}+\partial_{x} \xi_{\nu}\right)-\partial_{x}\left(\partial_{\nu} \xi_{\lambda}+\partial_{\lambda} \xi_{\nu}\right)\right] \\
& -\frac{1}{2} \partial_{\nu}\left[\partial_{\mu}\left(\partial_{\lambda} \xi_{x}+\partial_{x} \xi_{\lambda}\right)+\partial_{\lambda}\left(\partial_{\nu} \xi_{x}+\partial_{x} \xi_{\nu}\right)-\partial_{x}\left(\partial_{\mu} \xi_{\lambda}+\partial_{\lambda} \xi_{\mu}\right)\right] .
\end{aligned}
$$

Due to the integrability condition (2.76), the first terms in each line cancel and we obtain

$$
\begin{equation*}
\stackrel{11}{R}_{\mu \nu \lambda x}=\frac{1}{2}\left[\left(\partial_{\mu} \partial_{\lambda}\left(\partial_{\nu} \xi_{x}+\partial_{x} \xi_{\nu}\right)-(\mu \leftrightarrow \nu)-(\lambda \leftrightarrow x)\right]\right. \tag{2.80}
\end{equation*}
$$

In order to understand the geometric properties of a space generated by the infinitesimal singular transformations,

$$
\begin{equation*}
x^{a} \rightarrow x^{\mu}=\left(x^{a}-\xi^{a}\left(x^{b}\right)\right) \delta_{a}{ }^{\mu} \tag{2.81a}
\end{equation*}
$$

we recall that such transformations have been encountered before in the context of crystalline defects. There, we considered infinitesimal displacements of atoms $u_{i}(\mathbf{x})$ containing defects, i.e.,

$$
\begin{equation*}
x_{i} \rightarrow x_{i}^{\prime}=x_{i}+u_{i}(\mathbf{x}) \tag{2.81b}
\end{equation*}
$$

where $x_{i}^{\prime}$ are the shifted positions, as seen from an outside observer and $u_{i}(\mathbf{x})$ is the total (i.e., elastic plus plastic) distortion field, $u_{i}(x)=$ $u_{i}^{e^{\prime}}(\mathbf{x})+u_{i}^{p}(\mathbf{x})$ [with derivatives commuting neither in front of $u_{i}(\mathbf{x})$ nor in front of $\left.\partial_{i} u_{j}(\mathbf{x})\right]$. Thus, if we change the sign of the displacement field, $u_{i}(\mathbf{x}) \rightarrow-u_{i}(\mathbf{x})$, the transformation law (2.81b) is of the same form as (2.81a) and the non-commutativity of derivatives in front of singular coordinate changes $\xi^{\prime \prime}\left(x^{l y}\right)$ is completely analogous to that in front of total displacements $u_{i}(\mathbf{x})$. Moreover in Chapter 2, Part III, we analyzed the defect structure of $u_{i}(\mathbf{x})$ in terms of dislocations and disclinations. A similar analysis can be given here for the coordinate changes $\xi^{a}\left(x^{b}\right)$.

To be specific, let us restrict our considerations to the threedimensional Euclidean subspace of Minkowski space. Then we have to identify the physical coordinates of material points $x^{a}$ for $a=1,2,3$ with the previous spatial coordinates $x_{i}$ for $^{\mathrm{c}} i=1,2,3$ and $\partial_{a}=\partial / \partial x^{a}(a=i)$ with the previous derivatives $\partial_{i}$. The infinitesimal translations in (2.80), $\xi^{u=i}(\mathbf{x})$, are equal to the displacements total $u_{i}(\mathbf{x})$ (with the reversed sign convention), so that the basis tetrads are

$$
\begin{equation*}
e_{a}{ }^{i}=\delta_{a}{ }^{i}-\partial_{a} u_{i}, \quad e_{i}{ }_{i}=\delta_{i}^{a}+\partial_{i} u_{a}, \tag{2.82}
\end{equation*}
$$

and the metric becomes, in linear approximation,

$$
\begin{equation*}
g_{i j}=e_{a i} e_{j}^{\prime \prime}=\delta_{i j}+\partial_{i} u_{j}+\partial_{j} u_{i} . \tag{2.83}
\end{equation*}
$$

Apart from the trivial unit matrix it coincides with twice the total strain tensor $u_{i j}=(1 / 2)\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)$. Invariant distances $d s=\sqrt{g_{i j} d x^{i} d x^{j}}$ are measured by counting atomic steps within the distorted crystal.

The connection is simply

$$
\begin{equation*}
\Gamma_{i j k}=\partial_{i} \partial_{j} u_{k} \tag{2.84}
\end{equation*}
$$

with torsion and curvature tensors

$$
\begin{equation*}
S_{i j k}=\frac{1}{2}\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) u_{k}, \quad R_{i j k t}=\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \partial_{k} u_{\ell} . \tag{2.85}
\end{equation*}
$$

We now recall that the expression for the curvature tensor appeared before in Eq. (III.2.51). There it was introduced purely as a matter of convenience. In fact we did not yet know its fundamental differential geometric meaning.

The integrability conditions (2.76) imply

$$
\begin{gather*}
\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right)\left(\partial_{k} u_{\ell}+\partial_{\epsilon} u_{k}\right)=0, \quad\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \partial_{m}\left(\partial_{k} u_{c}+\partial_{i} u_{k}\right)=0, \\
\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \partial_{m}\left(\partial_{k} u_{c}-\partial_{i} u_{k}\right)=0 . \tag{2.85'}
\end{gather*}
$$

They state that the strain tensor, its derivative, and the derivative of the local rotation field are all twice-differentiable single-valued functions everywhere. We argued in (III.2.47)-(III.2.50) that this was true in a crystal. We may take advantage of the first condition and write the curvature tensor alternatively as

$$
\begin{equation*}
R_{i j k \epsilon}=\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) \frac{1}{2}\left(\partial_{k} u_{\ell}-\partial_{\epsilon} u_{k}\right) \tag{2.86}
\end{equation*}
$$

[^33]The antisymmetry in $i j$ and $k \ell$ suggests, in three dimensions, the introduction of a tensor of second rank, ${ }^{\text {' }}$

$$
\begin{equation*}
G_{j i} \equiv \frac{1}{\downarrow} e_{i k t} e_{j m n} R^{k(m n n}, \tag{2.87}
\end{equation*}
$$

where

$$
e_{i j k}=\sqrt{g} \varepsilon_{i j k}=g_{i i^{\prime}} g_{i j^{\prime}} g_{k k^{\prime}} e^{i j^{\prime} k^{\prime}}=g_{i i^{\prime}} g_{i j^{\prime}} g_{k k^{\prime}}\left(\frac{1}{\sqrt{g}} \varepsilon^{i j^{\prime} k^{\prime}}\right)
$$

is the covariant version of the $\varepsilon$-tensor in general metric-affine spaces.
The tensor $G_{j i}$ happens to coincide with the Einstein tensor as defined in (2.67). Indeed, if we use the identity

$$
\begin{aligned}
e_{i k t} e_{j m n}= & g_{i j} g_{k m} g_{i n}+g_{i m} g_{k n} g_{i j}+g_{i n} g_{k j} g_{i m} \\
& -g_{i j} g_{i m} g_{k n}-g_{i m} g_{i n} g_{k j}-g_{i n} g_{i j} g_{k m}
\end{aligned}
$$

and insert it into (2.87), we find, using (2.66a)

$$
G_{j i}=R_{j i}-\frac{1}{2} g_{j i} R_{k}{ }^{k}
$$

To linear approximation. $G_{i j}$ becomes [using (2.85)]

$$
G_{j i}=\varepsilon_{i k \ell} \partial_{k} \partial_{\ell}\left(\frac{1}{2} \varepsilon_{j m, n} \partial_{m} u_{n}\right) .
$$

The second factor is the local rotation $\omega_{j}=(1 / 2) \varepsilon_{j m n} \partial_{m} u_{n}$ introduced in Eq. (III.2.3), and we see that the Einstein tensor can be written as

$$
\begin{equation*}
G_{j i}=\varepsilon_{i k \ell} \partial_{k} \partial_{\mu} \omega_{j} \tag{2.88}
\end{equation*}
$$

Let us also form the Einstein tensor $\stackrel{\hat{G}}{i j}^{j}$ associated with the Riemannian curvature tensor $\stackrel{\|}{R}_{i j k c}$. Using (2.80), we find

$$
\begin{equation*}
\stackrel{\|}{G}_{j i}=\varepsilon_{i k \ell} \varepsilon_{j m n} \partial_{k} \partial_{m} \frac{1}{2}\left(\partial_{\ell} u_{n}+\partial_{n} u_{l}\right) . \tag{2.89}
\end{equation*}
$$

'Notice that in 4 dimensions. there is an equation similar to (2.87).

$$
G^{\prime \mu}=\frac{1}{4} e_{a}^{\mu \beta \gamma} e^{v a \delta t} R_{\beta \gamma \delta r} .
$$

In the discussion of crystal defects we introduced the following measures for the non-commutativity of derivatives: the dislocation density (III.2.42a)

$$
\begin{equation*}
\alpha_{i j}=\varepsilon_{i k \ell} \partial_{k} \partial_{\epsilon} u_{j} \tag{2.90a}
\end{equation*}
$$

the disclination density (III. 2.42b)

$$
\begin{equation*}
\Theta_{i j}=\varepsilon_{i k \iota} \partial_{k} \partial_{l} \omega_{j} \tag{2.90b}
\end{equation*}
$$

and the defect density (III.2.76) ${ }^{\text {g }}$

$$
\begin{equation*}
\eta_{i j}=\varepsilon_{i k \epsilon} \varepsilon_{j m n} \partial_{k} \partial_{m} u_{\ell n} . \tag{2.91}
\end{equation*}
$$

Comparison with (2.85) shows that $\alpha_{i j}$ is directly related to the torsion tensor $S_{k t}{ }^{i}=(1 / 2)\left(\Gamma_{k \ell}{ }^{i}-\Gamma_{i k}{ }^{i}\right)$ :

$$
\begin{equation*}
\alpha_{i j} \equiv \varepsilon_{i k t} \Gamma_{k i j} \equiv \varepsilon_{i k t} S_{k t j} . \tag{2.92a}
\end{equation*}
$$

Hence torsion is a measure of the translational defects contained in singular coordinate transformations.

We may also use the decomposition (2.55) and write, by the symmetry of the Christoffel symbol $\{k \ell, j\}$ in $k \ell$.

$$
\alpha_{i j}=\varepsilon_{i k!} K_{k<j},
$$

where $K_{k i j}$ is the contortion tensor. Since this is antisymmetric in $\ell j$, it is useful to introduce the second rank tensor,

$$
K_{\ell n}=\frac{1}{2} K_{k i j} \varepsilon_{\ell j n} .
$$

Inserting this into (2.92b) we see that

$$
\alpha_{i j}=-K_{j i}+\delta_{i j} K_{\ell \ell} .
$$

that is. $K_{i j}$ coincides with Nye's contortion tensor which was introduced previously in Part III, Eq. (2.79a). This can be seen once more using the explicit decomposition of $K_{i j k}$ as given in (2.79), which reads in terms of the displacement field $u_{i}(\mathbf{x})$

[^34]\[

$$
\begin{align*}
K_{i j k} & =\partial_{i}\left(\partial_{j} u_{k}-\partial_{k} u_{j}\right) / 2-\left(\partial_{j}\left(\partial_{k} u_{i}+\partial_{i} u_{k}\right) / 2-(j \leftrightarrow k)\right) \\
& =\partial_{i} \omega_{j k}-\left(\partial_{j} u_{k i}-(j \leftrightarrow k)\right) . \tag{2.92b}
\end{align*}
$$
\]

Contracting this with (1/2) $\varepsilon_{\ell j k}$ yields

$$
K_{i t}=\partial_{i} \omega_{i}-\varepsilon_{i j k} \partial_{j} u_{k i},
$$

which is precisely the defining equation (III.2.78).
Consider now the disclination density $\Theta_{i j}$. Comparing (2.90) with (2.88) we see that it coincides exactly with the Einstein tensor $G_{j i}$ formed from the full curvature tensor

$$
\begin{equation*}
\Theta_{i j} \equiv G_{j i} \tag{2.93}
\end{equation*}
$$

The defect density (2.91), finally, coincides with the Einstein tensor formed from the Riemannian curvature tensor, (2.89),

$$
\eta_{i j}=\stackrel{U}{G}_{i j} .
$$

Hence we can conclude: A space with torsion and curvature can be generated from a Minkowski space via singular coordinate transformations and is completely equivalent to a crystal which has undergone plastic deformation being filled with dislocations and disclinations.

In Minkowski space, the trajectories of free particles are straight lines. In defected space, free particles follow a complicated path, which is no longer straight since defects may lie in its way. According to Einstein's theory, the motion of mass points in a gravitational field is governed by the principle of shortest path as defined by the defected metric $g_{\mu \nu}$. This metric contains all gravitational effects. They may be viewed as a consequence of disclinations present in the "world crystal." The natural length scale of gravitation is the Planck length

$$
\ell_{P}=\left(\frac{c^{3}}{8 \pi G \hbar}\right)^{-1 / 2}
$$

where $c$ is the light velocity ( $\approx 3 \times 10^{10} \mathrm{~cm} / \mathrm{s}$ ), $\hbar$ is Planck's constant ( $\approx 1.05459 \times 10^{-24} \mathrm{erg} / \mathrm{s}$ ) and $G$ is Newton's gravitational constant $\left(\approx 6.670 \times 10^{-8} \mathrm{~cm}^{3} /\left(\mathrm{g} \cdot \mathrm{s}^{2}\right)\right)$. The Planck length is an extremely small quantity ( $\approx 8.09 \times 10^{-33} \mathrm{~cm}$ ) which at present is beyond any experimental
resolution. This may be imagined as the lattice constant of the world crystal. In the presence of torsion, particles with spin, move along the most straight possible path (called auto parallel) which may no longer be the shortest [see F.W. Hehl et al. (1976)].

### 2.6. DIFFERENTIAL GEOMETRIC PROPERTIES OF METRICAFFINE SPACES WITH CURVATURE AND TORSION

At this juncture we have studied only such affine spaces which were obtained from a Minkowski space by introducing an infinitesimal amount of defects. In reality, defects can pile up and the space must be described by the full nonlinear formulation of affine spaces. At the linear level we have learned how dislocations and disclinations manifest themselves in certain non-vanishing contour integrals around Burgers circuits. In this section we discuss these geometric aspects, emphasizing on their nonlinear properties.

The metric-affine space will be characterized by the same type of integrability conditions as the space with infinitesimal defects. Explicitly, the metric and the connection are single-valued, twice-differentiable functions which satisfy the integrability conditions

$$
\begin{align*}
& \left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) g_{\lambda x}=0,  \tag{2.94}\\
& \left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \Gamma_{\sigma \lambda}{ }^{x}=0 . \tag{2.95}
\end{align*}
$$

Remember that the first condition ensures the antisymmetry of the curvature tensor in the last two indices [see (2.64)]. By antisymmetrizing the second condition in $\sigma \lambda$ it becomes the integrability condition for the torsion

$$
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) S_{\sigma \lambda}^{x}=0 .
$$

Moreover, using the decomposition (2.55), the Christoffel symbol is seen to be integrable as well:

$$
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right)\left\{\begin{array}{c}
x \\
\sigma \lambda
\end{array}\right\}=0 .
$$

Since $\partial_{\mu} g_{\lambda x}$ can be expressed in terms of products of Christoffel symbols
and metric tensors [see (2.49)], and since products of integrable functions are integrable ${ }^{\mathrm{h}}$, this implies that the derivatives of $g_{\lambda x}$ also satisfy

$$
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \partial_{\sigma} g_{\lambda x}=0
$$

Conversely, with the Christoffel symbol consisting of products of $g_{\lambda x}$ and $\partial_{\mu} g_{\lambda x}$, this condition implies (2.95b) and thus is completely equivalent to it [in the presence of (2.94)].

In order to understand the geometric properties of such a metric-affine space let us first introduce the concept of local parallelism. Consider a vector field $\mathbf{v}(x)=\mathbf{e}_{a} v^{a}(x)$ which is parallel in the inertial frame in the naive sense that all vectors point in the same direction. This simply means $\partial_{b} \mathbf{v}(x)=\mathbf{e}_{a} \partial_{b} v^{a}=0$. When we change the coordinates to $x^{\mu}$, we find

$$
\begin{equation*}
\partial_{b} v^{a}=\partial_{b}\left(e_{\mu}^{a} v^{\mu}\right)=e_{b}^{\nu} \partial_{\nu}\left(e_{\mu}^{a} v^{\mu}\right)=e_{b}{ }^{\nu} e^{a}{ }_{\mu} D_{\nu} v^{\mu}=0 . \tag{2.96}
\end{equation*}
$$

Thus parallel vector fields have their local components $v^{\mu}$ change in such a way that their covariant derivatives vanish:

$$
\begin{equation*}
D_{\nu} v^{\mu}=\partial_{\nu} v^{\mu}+\Gamma_{\nu \lambda}{ }^{\mu} v^{\lambda}=0 . \tag{2.97}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
D_{\nu} v_{\mu}=\partial_{\nu} v_{\mu}-\Gamma_{\nu \mu}{ }^{\lambda} v_{\lambda}=0 . \tag{2.98}
\end{equation*}
$$

Notice that the basis tetrads $e_{a}{ }^{\nu}, e^{a}{ }_{v}$ are parallel vector fields, by construction [see (2.47)].

From the standpoint of a world crystal without defects, parallelism has a simple meaning. Consider Fig. 2.1b. Let the distorted coordinate system $x^{a}=$ const. (the dashed curves) be the crystal planes of an elastically distorted crystal as seen from the local frame $x^{\mu}$, which are identified with the coordinates of an outside observer. An observer within the distorted crystal orients himself by the planes $x^{a}=$ const. He measures distances and directions by counting atoms along the crystal directions $\mathbf{e}_{a}$. The above definition of parallelism amounts to vectors being defined as parallel if they are so from his point of view, i.e., if they
${ }^{\text {n }}$ This follows from the chain rule of differentiation

$$
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right)(f g)=\left[\left(\partial_{\mu} \partial_{\nu}-\partial_{v} \partial_{\mu}\right) f\right] g+f\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) g .
$$

FIG. 2.1a.b. Illustration of crystal planes ( $x^{a}=$ const.) before and after an elastic distortion, once seen from within the crystal (a) and once from outside (b).

have been parallel in the ideal reference crystal before distortion took place. Thus the normal vectors to the dashed coordinate planes $\boldsymbol{x}^{a}=$ const. are parallel to each other. Indeed, they form the vector fields $e_{a}{ }^{\mu}(x)$, which always satisfy $D_{\nu} e_{a}{ }^{\mu}=0$ [see (2.47)].

If the mapping $x^{\mu}\left(x^{a}\right)$ contains defects, it is impossible, in general, to find a global definition of parallelism. Consider, for example, a wedge disclination which is shown in Fig. 2.2., say the $-90^{\circ}$ one. The crystal has been cut from the left, and new crystalline material has been inserted in the Volterra construction process. The crystalline coordinate planes define parallel planes. With the right-hand piece stemming from the original crystal, there exists a completely consistent definition of local parallelism. For example, the almost horizontal lines are all parallel. The lines cutting these vertically are also parallel by definition. On the left-hand side, the vertical lines continue smoothly into the inserted new crystalline material from above and below. Where they meet they turn out to be orthogonal. This shows that there is no global parallelism. Still, the coordinate planes define local parallelism in any small region inside the original as well as the inserted material, except on the disclination line.

Let us study this situation more generally. Given an arbitrary

FIG. 2.2. Lattice planes in a crystal in which two types of disclinations of $-90^{\circ}$ and $-180^{\circ}$ have been formed by Volterra process.

connection $\Gamma_{\mu \nu}{ }^{\lambda}$ we first inquire under what condition it is possible to find a parallel vector field in the whole space. For this we consider the vector field $v^{\prime \mu}(x)$ at a point $x_{0}$ where it has the value $v^{\mu}\left(x_{0}\right)$. Let us now move to the neighboring position $x_{0}+d x$. There the field has components

$$
v^{\mu}\left(x_{0}+d x\right)=v^{\mu}\left(x_{0}\right)+\partial_{v} v^{\mu}\left(x_{0}\right) d x^{v} .
$$

If $v^{\mu}(x)$ is a parallel vector field with $D_{\nu} v^{\mu}=0$, then the derivative satisfies

$$
\begin{equation*}
\partial_{\nu} v^{\mu}=-\Gamma_{\nu x}{ }^{\mu} v^{x} . \tag{2.99}
\end{equation*}
$$

This differential equation is integrable over a finite region of space if and only if the condition of Schwarz Lemma, i.e.,

$$
\begin{equation*}
\left(\partial_{\lambda} \partial_{\nu}-\partial_{\nu} \partial_{\lambda}\right) r^{\mu}=0, \tag{2.100}
\end{equation*}
$$

is fulfilled. If we calculate

$$
\begin{equation*}
\left(\partial_{\lambda} \partial_{\nu}-\partial_{\nu} \partial_{\lambda}\right) v^{\mu}=-\partial_{\lambda}\left(\Gamma_{\nu x}^{\mu} v^{\kappa}\right)+\partial_{\nu}\left(\Gamma_{\lambda x}^{\mu} \nu^{\prime}{ }^{\kappa}\right), \tag{2.101}
\end{equation*}
$$

we find

$$
\begin{equation*}
-\left(\partial_{\lambda} \Gamma_{\nu x}{ }^{\mu}-\partial_{\nu} \Gamma_{\lambda x}{ }^{\mu}\right) v^{x}-\Gamma_{\nu x}{ }^{\mu} \partial_{\lambda} v^{x}+\Gamma_{\lambda x}{ }^{\mu} \partial_{\nu} v^{x} \tag{2.102}
\end{equation*}
$$

and thus, using once more (2.99),

$$
\begin{equation*}
\left(\partial_{\lambda} \partial_{\nu}-\partial_{\nu} \partial_{\lambda}\right) v^{\mu}=-R_{\lambda \nu x}{ }^{\mu} v^{x} . \tag{2.103}
\end{equation*}
$$

FIG. 2.3. Illustration of parallel transport of a vector around a closed circuit ABCD.


Thus the parallel field $v^{\mu}(x)$ exists in the whole space if and only if the curvature tensor vanishes everywhere.

If $R_{\lambda \nu x}{ }^{\mu}$ is nonzero, the concept of parallel vectors cannot be carried over from Minkowski space to the affine space over any finite distance. In other words in curved spaces there exists no teleparalellism. Such spaces are called curved.

We illustrated earlier that this was the case in the presence of disclinations. Disclinations represent curvature, i.e., a crystal containing disclinations is curved in the differential geometric sense. This is in accordance with the previous observation that the disclination density $\Theta_{i j}$ coincides with the Einstein tensor $G_{i j}$.

In the illustration we also saw that even in the presence of a disclination it is still meaningful to define a vector field as locally parallel. The condition for this is that the covariant derivatives vanish at that point $x_{0}: D_{\nu} \nu^{\mu}\left(x_{0}\right)=0$. If this condition is satisfied, the neighboring vector $v^{\mu}(x)$, close to $x_{0}$, differs from $v^{\mu}\left(x_{0}\right)$ by terms of order $\left(x-x_{0}\right)^{2}$ at most [rather than ( $x-x_{0}$ ) for non-parallel vectors]. In order to see this let us draw an infinitesimal quadrangle $A B C D$ in the coordinate frame $x^{\mu}$ spanned by $A B=d x^{\mu}=D C$ and $B C=d x^{\mu}=A D$ (see Fig. 2.3). We now calculate the change of direction of a vector as it makes a complete circuit around the quadrangle while being kept parallel. When passing from $A$ at $x^{\mu}$ to $B$ at $x^{\mu}+d x^{\mu}$ the vector components change from $v^{\mu}=v_{\mathrm{A}}^{\mu}(x)$ to

FIG. 2.4. Atomic positions in a crystal with and without a dislocation of the edge type.

ideal

dislocated

$$
\begin{equation*}
v_{B}^{\mu}=v^{\mu}(x+\underset{1}{d x})=v_{A}^{\mu}+\partial_{\nu} v^{\mu} d x_{1}^{\nu}=v_{A}^{\mu}-\Gamma_{\nu \lambda}^{\mu} v^{\lambda} d x_{1}^{\nu} \tag{2.104}
\end{equation*}
$$

On continuing to $C$ at $x_{0}^{\mu}+d x_{1}^{\mu}+d x_{2}^{\mu}$ we have

$$
\begin{align*}
& v_{C}{ }^{\mu}=v_{B}{ }^{\mu}-\stackrel{\Gamma}{\Gamma}_{r x}{ }^{\mu} v_{B}{ }^{x} d x_{2}^{\tau} \\
& =v_{A}^{\mu}-\stackrel{A}{\Gamma}_{v \lambda}^{\mu} v^{\lambda} d x_{1}^{\nu}-\stackrel{\Gamma}{\Gamma x}^{\mu} v_{A}^{x} d x_{2}^{\tau}+\stackrel{\Gamma}{\Gamma}_{r x}^{\mu} \stackrel{\Gamma}{\Gamma}_{\nu \lambda}^{x} v_{A}^{\lambda} d x_{1}^{\nu} d x_{2}^{\tau} \\
& =v_{A}{ }^{\mu}-\Gamma_{\nu A}^{A} v^{\lambda}\left(d x_{1}^{\nu}+d x_{2}^{\nu}\right)-\partial_{\nu} \Gamma_{r x}^{A} v_{A}{ }^{x} d x_{1}^{\nu} d x^{\tau} \\
& +\Gamma_{\tau x}^{A}{ }_{\Gamma}^{A}{ }_{\nu \lambda}{ }^{\kappa} v_{A}{ }^{\wedge} d x_{1}^{\nu} d x_{2}^{\tau}+O\left(d x^{3}\right) . \tag{2.105}
\end{align*}
$$

We can now repeat the same procedure, but along the line $A D C$ and find the same result with $d x \leftrightarrow d x_{2}$ interchanged. The difference between the two results is

$$
\begin{equation*}
v_{A B C}^{\mu}-v_{A D C}^{\mu}=-\frac{1}{2} R_{v \tau x}^{\mu} v_{A}^{x} d s^{v \tau}+O\left(d x^{3}\right) \tag{2.106}
\end{equation*}
$$

where $d s^{\nu \tau}=\left(d x_{1}^{\mu} d x_{2}^{\tau}-d x_{1}^{\tau} d x_{2}^{\nu}\right)$ is the infinitesimal surface element of the quadrangle. Thus the vectors $v_{A B C}^{\mu}$ and $v_{A D C}^{\mu}$ differ indeed by terms of second order in $d x$. The second order difference is governed by the curvature tensor. For zero-curvature, the difference is of the third order.

There exists a similar geometric illustration for the torsion property $S_{\mu \nu}{ }^{\lambda} \neq 0$. Consider a crystal with an edge dislocation (see Fig. 2.4). Let us focus attention upon a closed circuit with the form of a parallelogram in

FIG. 2.5. Illustration of non-closure of a parallelogram after inserting an edge dislocation.

an ideal reference crystal (i.e., in the frame $x^{a}$ ). Suppose its image in $x^{\mu}$ space encloses the dislocation line (see Fig. 2.5). We now recall that, in the Volterra process of constructing the dislocation, the reference crystal was cut open, and a layer of atoms was inserted. In this process, the original parallelogram is opened so that the dislocated crystal has a gap between the open ends. The gap vector is precisely the Burgers vector. To be specific, let the parallelogram in the ideal reference crystal be spanned by the vectors $A B=d x_{1}^{a}=D C, A D=d x_{2}^{a}=B C$. In the defected space $x^{\mu}$ these become $A B=d x_{1}^{\mu}, A D=d x_{2}^{\mu}, D^{\prime} C=d x_{1}^{\prime \mu}$, $B C=d x^{\prime \mu}$. Since $d x_{1}^{\prime \mu}, d x_{2}^{\prime \mu}$ are parallel in the ideal reference crystal, they are parallel vectors, i.e., the vectors $v^{\mu}(x)=d x_{2}^{\mu}, v^{\mu}\left(x^{\mu}+d x_{1}^{\mu}\right)=$ $d x_{2}^{\prime \mu}$ satisfy (2.99) when going from $A$ to $B$ :

$$
\begin{equation*}
d \underset{2}{x^{\prime \mu}}=d x_{2}^{\mu}-\Gamma_{\nu \lambda}^{\mu} d x_{1}^{\nu} d x_{2}^{\lambda} . \tag{2.107}
\end{equation*}
$$

Similarly the vectors $d x_{1}^{\mu}$ and $d x_{1}^{\prime \mu}$ are parallel and therefore related by

$$
\begin{equation*}
d x_{1}^{\prime \mu}=d x_{1}^{\mu}-\Gamma_{\nu \lambda}{ }^{\mu} d x_{2}^{\nu} d x_{1}^{\lambda} . \tag{2.108}
\end{equation*}
$$

From this follows the Burgers vector

$$
\begin{equation*}
b^{\mu}=\left(d x_{2}^{\prime}+d x_{1}\right)^{\mu}-\left(d r_{1}^{\prime}+d x\right)^{\mu}=-S_{\nu \lambda}^{\mu} d s^{\nu \lambda} . \tag{2.109}
\end{equation*}
$$

In Minkowski space, the torsion vanishes and the image is again a closed parallelogram. Einstein's original theory of gravitation assumed the absence of torsion, $S_{\mu v}{ }^{\lambda}=0$.

### 2.7. CIRCUIT INTEGRALS IN METRIC-AFFINE SPACES WITH CURVATURE AND TORSION

In order to establish contact with the circuit definitions of disclinations and dislocations in crystals. let us rephrase the differential results (2.106) and (2.109) in terms of contour integrals. Given a vector field $v^{\mu}(x)$ which is locally parallel. i.e.. which has $D_{\nu} v^{\mu}(x)=0$. Consider the change sustained by $\varepsilon^{\mu}(x)$ as it is transported around a closed contour:

$$
\begin{equation*}
\Delta x^{\mu}=\oint_{((, x,)} d x^{\nu} j_{1}, v^{\mu}(x) . \tag{2.110}
\end{equation*}
$$

By decomposing $C$ into a large set of infinitesimal surface elements we can apply (2.106) and find

$$
\begin{equation*}
\Delta r^{\mu}=\oint_{C\left(x^{\mu}\right)} d x^{\nu} \partial_{\nu} t^{\mu}=-\frac{1}{2} \int_{S_{\left(x^{\mu}\right)}} d s^{r \nu} R_{r i x}^{\mu}(x) c^{x}(x) . \tag{2.111}
\end{equation*}
$$

Notice that the tetrad fields $e_{a}{ }^{\mu}$ are locally parallel by definition, so that they satisfy

$$
\begin{equation*}
\Delta e_{a}^{\mu}=-\oint_{C\left(x^{\mu}\right)} d x^{\prime \prime} \partial_{\nu} e_{a}^{\mu}=-\frac{1}{2} \int_{S\left(x^{\mu}\right)} d s^{r v} R_{r v x}^{\mu}(x) e_{a}^{x}(x) . \tag{2.112}
\end{equation*}
$$

Actually. this relation follows directly from Stokes' theorem:

$$
\begin{equation*}
\Delta e_{a}^{\mu}=\oint_{\left(x^{\mu}\right)} d x^{\prime \prime} \lambda_{v} e_{a}^{\mu}=\int_{S\left(x^{\mu}\right)} d s^{T u} \lambda_{\tau} \partial_{v} e_{a}^{\mu}=-\frac{1}{2} \int_{S_{\left(x^{\mu}\right)}} d s^{\tau \nu} R_{r v x}{ }^{\mu} e_{a}{ }^{x} . \tag{2.113}
\end{equation*}
$$

For an infinitesimal circuit, we can remove the tetrad from the integral and find

$$
\begin{equation*}
\Delta e_{a}^{\mu} \approx\left\{-\frac{1}{2} \int_{S\left(s^{\mu}\right)} d s^{r \cdot} R_{r v x}^{\mu}\right\} e_{a}{ }^{x} \equiv \omega_{x}^{\mu} e^{x}{ }_{a} \tag{2.114}
\end{equation*}
$$

The matrix $\omega^{\mu}{ }_{x}$ has the property that $\omega_{\mu x}=g_{\mu \lambda} \omega^{\lambda}{ }_{x}$ is antisymmetric. due to the antisymmetry of $R_{r v x \mu}$ in $\chi \mu$. Hence $\omega^{\mu}{ }_{\star}$ can be interpreted as the parameters of an infinitesimal local Lorentz transformation. In three dimensions, it reduces to a local rotation, in agreement with what we
observed previously: curvature is a signal for disclinations and these are rotational defects.

Let us now give an integral characterization of torsion. For this we consider an arbitrary closed contour $C\left(x^{a}\right)$ in the inertial frame (which generalizes the parallelogram used in the previous discussion). In the defected space this contour has an image $C^{\prime}\left(x^{a}\right)$ which does not necessarily close. In order to find how much is missing, we form the integral

$$
\oint_{C\left(x^{\prime \prime}\right)} d x^{\mu}=\oint_{C\left(x^{\prime \prime}\right)} d x^{a} \frac{\partial x^{\mu}}{\partial x^{a}}=\oint_{C\left(x^{\prime \prime}\right)} d x^{a} e_{a}^{\mu}\left(x^{\prime \prime}\right) .
$$

By Stokes' theorem, this becomes

The quantity

$$
\begin{equation*}
S_{a b}{ }^{\mu} \equiv-\frac{1}{2} e_{a}{ }^{\nu}\left(\partial_{\nu} e_{b}{ }^{\mu}-(a \leftrightarrow b)\right) \tag{2.116}
\end{equation*}
$$

is called the anholonomity of the mapping $x^{\mu} \rightarrow x^{\mu}$. It is related to the torsion $S_{\lambda x}{ }^{\mu}$ by conversion of the lower indices from the local to the inertial form.

$$
\begin{align*}
S_{a b}{ }^{\mu} & =e_{a}{ }^{\lambda} e_{b}{ }^{x} S_{\lambda x}{ }^{\mu}=-\frac{1}{2}\left(e_{a}{ }^{\lambda} e_{b}{ }^{\chi}\left[e^{c}{ }_{x} \partial_{\lambda} e_{c}^{\mu}-(a \leftrightarrow b)\right]\right) \\
& \equiv-\frac{1}{2}\left[e_{a}{ }^{\lambda} \partial_{\lambda} e_{b}{ }^{\mu}-(a \leftrightarrow b)\right] . \tag{2.117}
\end{align*}
$$

If the tetrad vectors are known as functions of the external coordinates $x^{\prime}$, we may also use $e_{a}{ }^{\lambda} \partial_{\lambda}=\partial / \partial x^{\prime \prime}=\partial_{a}$ and write the anholonomity in the form

$$
\begin{equation*}
S_{a b}{ }^{\mu} \equiv-\frac{1}{2}\left(\partial_{a} e_{b}^{\mu}-(a \leftrightarrow b)\right) . \tag{2.118}
\end{equation*}
$$

Sometimes one also converts the upper Einstein index $\mu$ into a Lorentz index $c$ and works with

$$
\begin{equation*}
S_{a b}{ }^{c}=e_{\mu}^{c} S_{a b}{ }^{\mu}=-\frac{1}{2}\left(e_{\mu}^{\complement} \partial_{a} e_{b}^{\mu}-(a \leftrightarrow b)\right) . \tag{2.119}
\end{equation*}
$$

If there is no torsion, the integral (2.115) vanishes. Otherwise the image of the closed contour $C\left(x^{\prime}\right)$ has a gap and thus defines the Burgers vector

$$
\begin{equation*}
b^{\mu}=\oint_{C^{\prime}\left(x^{\mu}\right)} d x^{\mu}=-\oint_{C\left(x^{*}\right)} d s^{a b} S_{a b}{ }^{\mu} \tag{2.120}
\end{equation*}
$$

Note that oftentimes the circuit integrals measuring curvature and torsion are executed in the opposite way by forming closed circuits $C\left(x^{\mu}\right)$ around the defect in the space $x^{\mu}$ and studying the properties of the image circuit $C^{\prime}\left(x^{u}\right)$ in the ideal reference crystal (this is the so-called Cartan transport). In the case of torsion, one measures how much the image $C^{\prime}\left(x^{\prime \prime}\right)$ fails to close. This gives the Burgers vector

$$
\begin{equation*}
b^{\prime \prime}=\oint_{C^{\prime}\left(x^{\mu}\right)} d x^{\prime \prime}=\oint_{C\left(x^{\mu}\right)} d x^{\mu} \frac{\partial x^{\prime \prime}}{\partial x^{\mu}}=\oint_{C\left(x^{\mu}\right)} d x^{\mu} e^{\mu}{ }_{\mu} \tag{2.121}
\end{equation*}
$$

which, by Stokes theorem, can be rewritten as

$$
\begin{equation*}
b^{a}=\int_{S\left(x^{\mu}\right)} d x^{\mu} \partial_{\nu} e_{\mu}^{\prime \prime}=\int_{S\left(x^{\mu}\right)} d s^{\nu \mu} S_{\nu \mu}{ }^{\lambda} e_{\lambda}^{\prime \prime}(x) . \tag{2.122}
\end{equation*}
$$

The tensor $S_{v \mu}{ }^{\prime \prime}=S_{v \mu}{ }^{\lambda} e^{a}{ }_{\lambda}=(1 / 2)\left(\partial_{\mu} e^{u}{ }_{\nu}, \partial_{\nu} e^{\prime \prime}{ }_{\mu}\right)$ is obviously a converse form of the anholonomity (2.116), with Einstein indices exchanged for Lorentz indices.

There is an analogous circuit integral characterizing the curvature from the standpoint of the $x^{\prime \prime}$ coordinates. For this, one introduces a partial Lorentz tensor related to $R_{\mu \nu \rho}{ }^{\text {a }}$ :

$$
\begin{equation*}
R_{u b \lambda}{ }^{x} \equiv e_{c}^{x}\left(\partial_{l} \partial_{b}-\partial_{l} \partial_{u}\right) e_{\lambda}^{c} . \tag{2.123}
\end{equation*}
$$

Then the circuit integral reads

$$
\begin{equation*}
\Delta e_{\mu}^{\prime \prime}=-\frac{1}{2} \int_{S(, \mu)} d s^{c d} R_{c d \mu}{ }^{\lambda} e^{\prime \prime} \lambda_{\lambda} . \tag{2.124}
\end{equation*}
$$

If one wishes to calculate $\bar{R}_{\mu t b \lambda}{ }^{x}$ from the usual curvature tensor $R_{\mu \cdot M}{ }^{x}$ one must note that under the anholonomic mapping $x^{n} \rightarrow x^{\mu}, R$ is not a tensor. In fact, a simple manipulation shows that:

$$
\begin{align*}
R_{\mu \nu \lambda}{ }^{x} & =e_{d}{ }^{x}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) e_{\lambda}^{d}=e_{d}{ }^{x}\left(e_{\mu}^{a} \partial_{a} e^{b}{ }_{\nu} \partial_{b}-(\mu \leftrightarrow \nu)\right) e_{\lambda}^{d} \\
& =e^{a}{ }_{\mu} e^{b}{ }_{\nu} e_{d}{ }^{x}\left(\partial_{a} \partial_{b}-\partial_{b} \partial_{a}\right) e^{d}{ }_{\lambda}+\left[e^{a}{ }_{\mu} e_{d}{ }^{x}\left(\partial_{a} e^{b}\right)\left(\partial_{h} e^{d}{ }_{\lambda}\right)-(\mu \leftrightarrow \nu)\right] \\
& =e^{a}{ }_{\mu} e^{b}{ }_{\nu} R_{a b \lambda}{ }^{x}+e^{a}{ }_{\mu} e_{d}{ }^{x} e_{a}{ }^{\sigma} \Gamma_{\sigma \nu}{ }^{b} e_{h}{ }^{\top} \Gamma_{\tau \lambda}{ }^{d}-(\mu \leftrightarrow \nu) \\
& =e^{a}{ }_{\mu} e^{b}{ }_{\nu} R_{a b \lambda}{ }^{x}+\Gamma_{\mu \nu}{ }^{\sigma} \Gamma_{\sigma \lambda}{ }^{x}-(\mu \leftrightarrow \nu) \\
& =e^{a}{ }_{\mu} e^{b}{ }_{\nu} R_{a b \lambda}{ }^{x}+2 S_{\mu \nu}{ }^{v} \Gamma_{\sigma \lambda}{ }^{x} . \tag{2.125}
\end{align*}
$$

Let us define

$$
\begin{equation*}
R_{u t \mid r}{ }^{d}=e_{r}{ }^{\lambda} e^{d}{ }_{\kappa} R_{u b \lambda \lambda}{ }^{\kappa}=e_{r}{ }^{\lambda}\left(\partial_{a} \partial_{b}-\partial_{h} \partial_{a}\right) e_{\lambda}^{d} . \tag{2.126}
\end{equation*}
$$

The torsion $S_{a l t}{ }^{\text {c }}$ was expressed in terms of derivatives $\partial / \partial x^{\prime \prime}=\partial_{a}$ in (2.119) as follows

$$
\begin{align*}
S_{a l{ }^{c}} & =e_{a}{ }^{\mu} e_{b}{ }^{\nu} e^{c}{ }_{\lambda} S_{\mu \nu}{ }^{\lambda}=-\frac{1}{2} e^{c}{ }_{\mu} \partial_{a} e_{h}{ }^{\mu} \\
& =\frac{1}{2} e_{h}{ }^{\mu} \partial_{a} e^{c}{ }_{\mu} . \tag{2.127}
\end{align*}
$$

For the connection we define, similarly,

$$
\begin{align*}
\Gamma_{u b}{ }^{c} & =e_{a}{ }^{\mu} e_{b}{ }^{\nu} e^{c}{ }_{\lambda} \Gamma_{\mu v}{ }^{\lambda}=-e_{a}{ }^{\mu} e_{b}{ }^{\nu} e^{c}{ }_{\lambda} e^{t l}{ }_{\nu} \partial_{\mu} e_{d}{ }^{\lambda} \\
& =-e_{a}{ }^{\mu} e^{c}{ }_{\lambda} \partial_{\mu} e_{h}{ }^{\lambda}=-e_{\lambda}^{c} \partial_{u} e_{b}{ }^{\lambda} \equiv e_{\lambda}^{c}{ }_{\lambda} \Gamma_{u b}{ }^{\lambda} \\
& =e_{b}{ }^{\lambda} \partial_{u} e^{c}{ }_{\lambda} . \tag{2.128}
\end{align*}
$$

Explicitly,

$$
\Gamma_{a b}{ }^{\lambda} \equiv e_{c}{ }^{\lambda} \Gamma_{a b}{ }^{c} \equiv e_{a}{ }^{\mu} e_{b}{ }^{\nu} \Gamma_{\mu \nu}{ }^{\lambda} .
$$

Then the $R_{u b c}{ }^{d}$ of (2.126) can be written as

$$
\begin{equation*}
R_{a b c}{ }^{d}=\partial_{n} \Gamma_{b c}{ }^{d}-\partial_{b} \Gamma_{a c}{ }^{d}+\left[\Gamma_{a}, \Gamma_{b}\right]_{c}{ }^{d} . \tag{2.129}
\end{equation*}
$$

It should be pointed out that as a consequence of nonzero curvature the covariant derivatives no longer commute. If we form

$$
\begin{equation*}
D_{\nu} D_{\mu} v_{\lambda}-D_{\mu} D_{\nu} v_{\lambda}, \tag{2.130}
\end{equation*}
$$

we find after some algebra

$$
\begin{align*}
& D_{v} D_{\mu} v_{\lambda}-D_{\mu} D_{v} v_{\lambda}=-R_{v \mu \lambda}{ }^{x} v_{x}-2 S_{v \mu}{ }^{\rho} D_{\rho} v_{\lambda} \\
& D_{v} D_{\mu} v^{x}-D_{\mu} D_{\nu} v^{x}=R_{v \mu \lambda}{ }^{x} v^{\lambda}-2 S_{v \mu}^{\rho} D_{\rho} v^{x} \tag{2.131}
\end{align*}
$$

### 2.8. SOME EXAMPLES OF COORDINATE SYSTEMS WITH DEFECTS

It may be useful to give a few explicit examples of defected mappings $x^{\mu}\left(x^{a}\right)$. We shall do so by appealing to actual physical situations. For simplicity, we consider two dimensions. Imagine an ideal crystal with atoms placed at $x^{a}=\left(n^{1}, n^{2}, n^{3}\right) \cdot b$ with infinitesimal lattice constant $b$. The simplest defect was shown in Fig. 2.4, namely, the edge dislocation. The mapping transforms the lattice points to new distorted positions of which $x^{\mu}\left(x^{a}\right)$ are the cartesian coordinates. There exists no one-to-one mapping between the two figures since the excessive atoms in the middle horizontal layer $x^{1}<0, x^{2}=0$ have no correspondence in $x^{a}$ space. In the continuum limit of an infinitesimally small Burgers vector, the mapping can be described by multivalued function

$$
x^{\overline{1}}=x^{1}, \quad x^{\overline{2}}=x^{2}-\frac{b}{2 \pi} \tan ^{-1} \frac{x^{2}}{x^{1}},
$$

where the function $\tan ^{-1}$ may be defined to be equal to $\pm \pi$ for $x^{1}<0$, $x^{2}= \pm \varepsilon$. We have used the notation $x^{\tilde{a}} \equiv x^{a}$ in order to distinguish $x^{a=1.2}$ from $x^{\mu=1.2}$. In differential forms we have
$d x^{\overline{1}}=d x^{1}, \quad d x^{\overline{2}}=d x^{2}+\frac{b}{2 \pi} \frac{1}{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}\left(x^{2} d x^{1}-x^{1} d x^{2}\right)$,
with the basis components ${ }^{8} e^{a}{ }_{\mu}=\partial x^{a} / \partial x^{\mu}$

$$
e_{\mu}^{a}=\left(\begin{array}{cc}
1 & 0  \tag{2.133}\\
\frac{b}{2 \pi} \frac{x^{2}}{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}} & 1-\frac{b}{2 \pi} \frac{x^{1}}{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}
\end{array}\right) .
$$

The mapping (2.133) is not in stress equilibrium. It represents only a plastic deformation in a specific defect gauge. To reach equilibrium an elastic deformation has to be superimposed ${ }^{i}$ so as to minimize the elastic energy. Incidentally the mapping $x^{\overline{1}}=x^{1}, x^{\overline{2}}=x^{2}, x^{3}=x^{3}+$ $\tan ^{-1}\left(x^{2} / x^{1}\right)$ gives the plastic distortion of a screw dislocation which happens to be in stress equilibrium.
Let us now integrate $d x^{\mu}$ over a Burgers circuit which consists of a closed circuit $C\left(x^{\mu}\right)$ in $x^{\mu}$ space around the origin,

$$
b^{a}=\int_{C\left(x^{\mu}\right)} d x^{a}=\int_{C\left(x^{\mu}\right)} d x^{\mu} \frac{\partial x^{a}}{\partial x^{\mu}}=\int_{C\left(x^{\mu}\right)} d x^{\mu} e^{a}{ }_{\mu} .
$$

Inserting (2.132) we see that

$$
\begin{equation*}
b^{\overline{1}}=\oint_{C\left(x^{\mu}\right)} d x^{\overline{1}}=0, \quad b^{\overline{2}}=\oint_{C\left(x^{\mu}\right)} d x^{\overline{2}}=-b . \tag{2.134}
\end{equation*}
$$

It is easy to calculate the torsion tensor $S_{\mu \nu}{ }^{\lambda}$ of (2.132). Because of its antisymmetry, only $S_{12}{ }^{1}$ and $S_{12}{ }^{2}$ are independent:

$$
\begin{align*}
& S_{12}^{\overline{2}}=\partial_{1} e^{\overline{2}}-\partial_{2} e^{\overline{2}}=\partial_{1} \frac{\partial x^{\overline{2}}}{\partial x^{2}}-\partial_{2} \frac{\partial x^{\overline{2}}}{\partial x^{1}} \\
& S_{12}^{\overline{1}}=\partial_{1} e^{\overline{1}}-\partial_{2} e_{1}^{\overline{1}}=\partial_{1} \frac{\partial x^{\overline{1}}}{\partial x^{2}}-\partial_{2} \frac{\partial x^{\overline{1}}}{\partial x^{1}} . \tag{2.135}
\end{align*}
$$

Smearing out the singularity in the denominator of (2.132) by adding a small $\varepsilon^{2}$, as in Part II, Eq. (1.64), we find

$$
\begin{equation*}
S_{12}{ }^{\frac{2}{2}}=-b \delta^{(2)}\left(x^{\mu}\right), \quad S_{12}{ }^{\top}=0 . \tag{2.136}
\end{equation*}
$$

We may write this result, with the Burgers vector $b^{a}=(0,-b)$, in the form

$$
\begin{equation*}
S_{\mu \nu}{ }^{a}=\varepsilon_{\mu \nu} b^{a} \delta^{(2)}\left(x^{\lambda}\right) \tag{2.137}
\end{equation*}
$$

Let us now calculate the curvature tensor for this defect,

$$
\begin{equation*}
R_{\mu \nu \lambda x}=e_{\pi r x}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) e_{\lambda}^{a} \tag{2.138}
\end{equation*}
$$

Since $e^{a}{ }_{\mu}$ in (2.133) is single-valued, derivatives in front of it commute. Hence, $R_{\mu \nu \lambda x}$ vanishes identically,

$$
\begin{equation*}
R_{\mu \nu \lambda x} \equiv 0 . \tag{2.139}
\end{equation*}
$$

Thus a pure dislocation gives rise to torsion but not to curvature.
In contrast to this, consider now a wedge disclination (see Fig. 2.2). A cut has been made along the left half $x^{2}$ axis, the lips separated by an angle $\alpha$, and new material has been filled in, fitting into the crystalline structure and balancing the forces. The lattice unit vectors $\mathbf{e}_{\mu}=\mathbf{e}_{a} e^{a}{ }_{\mu}$ in $x^{\mu}$ space are obviously rotated with respect to $\mathbf{e}_{a}$ in $x^{a}$ space even at a large distance away from the origin. At the wedge, i.e., for $x^{\frac{1}{2}}<0, x^{\overline{1}} \approx 0$, they are rotated by $\pm \alpha / 2$ for $x^{\overline{1}}= \pm \varepsilon$. For $x^{\frac{\Sigma}{2}}>0$, they remain
unchanged. We can represent this operation mathematically by using $\varphi \equiv \tan ^{-1}\left(x^{2} / x^{1}\right)$ defined to have the jump from $180^{\circ}$ to $-180^{\circ}$ for $x^{2}<0$, $x^{1}= \pm 0$ and taking

$$
\begin{align*}
& e_{\lambda}^{a}=\left(\begin{array}{cc}
\cos (\varphi / n) & -\sin (\varphi / n) \\
\sin (\varphi / n) & \cos (\varphi / n)
\end{array}\right)_{\lambda}^{a}=e_{a \lambda}, \\
& e_{a}^{\lambda}=\left(\begin{array}{cc}
\cos (\varphi / n) & -\sin (\varphi / n) \\
\sin (\varphi / n) & \cos (\varphi / n)
\end{array}\right)_{a}^{\lambda}=e^{n \lambda} \tag{2.140}
\end{align*}
$$

as the desired mapping, with $n \equiv 2 \pi / \alpha$. In order for real crystalline material to fit in between the lips, $\alpha$ must be a multiple of $\pi / 4$. The cases $\alpha=-\pi / 2,-\pi$ are displayed in Fig. 2.2. At the level of differential geometry, however, $\alpha$ is assumed to be infinitesimal, i.e., $n \rightarrow \infty$. The need for this unphysical limit represents a basic weakness of the differential geometric approach to defects.

It can now be easily verified that the mapping (2.140) gives rise to curvature. Differentiating once we find

$$
\partial_{v} e_{\| \lambda}=\frac{1}{n}\left(\begin{array}{rr}
-\sin (\varphi / n) & -\cos (\varphi / n)  \tag{2.141}\\
\cos (\varphi / n) & -\sin (\varphi / n)
\end{array}\right)_{a \lambda} \partial_{n} \varphi(x)
$$

and

$$
R_{\mu v \lambda}{ }^{x}=e^{u x}\left(\partial_{\mu} \partial_{\nu}-\partial_{v} \partial_{\mu}\right) e_{I \lambda \lambda}=\frac{1}{n}\left(\begin{array}{rr}
0 & -1  \tag{2.142}\\
1 & 0
\end{array}\right)_{\lambda}^{x}\left(\partial_{\mu} \partial_{\nu}-\partial_{v} \partial_{\mu}\right) \varphi(x) .
$$

Indeed, $\partial_{\mu} \partial_{\nu} \varphi-(\mu \nu)$ is nonzero, since

$$
\begin{equation*}
\left(\partial_{1}, \partial_{2}\right) \varphi=\left(-\frac{x^{2}}{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\varepsilon^{2}}, \frac{x^{1}}{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\varepsilon^{2}}\right) \tag{2.143}
\end{equation*}
$$

and

$$
\begin{align*}
\partial_{1} \partial_{2} \varphi-\partial_{2} \partial_{1} \varphi & =2 \frac{1}{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\varepsilon^{2}}-\frac{2\left[\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right]}{\left[\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\varepsilon^{2}\right]^{2}} \\
& =\frac{2 \varepsilon^{2}}{\left[\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\varepsilon^{2}\right]^{2}}=2 \pi \delta^{(2)}\left(x^{\lambda}\right) . \tag{2.144}
\end{align*}
$$

Only one independent component of the curvature tensor emerges,

$$
R_{1212}=-\frac{1}{n} 2 \pi \delta^{(2)}\left(x^{\lambda}\right)=-\alpha \delta^{(2)}\left(x^{\wedge}\right) .
$$

As before, the small parameter $\varepsilon$ smears out the singularity and helps to display the $\delta$ function at the origin. Of course, the same result could have been deduced without an $\varepsilon$ by applying Stokes' theorem:

$$
\begin{equation*}
\oint_{C\left(x^{\mu}\right)} d x^{\lambda} \partial_{\lambda} \varphi=\int_{S\left(x^{\mu}\right)} d s^{\lambda \lambda} \partial_{\lambda} \partial_{\chi} \varphi=\Delta \varphi=-\frac{2 \pi}{n}=-\alpha . \tag{2.145}
\end{equation*}
$$

### 2.9. IDENTITIES FOR CURVATURE AND TORSION TENSORS

Because of their physical importance, it is useful to derive a few important properties of curvature and torsion tensors. As noted before, the curvature tensor is antisymmetric in $\mu \nu$, by construction, and in $\lambda x$, due to the integrability condition (2.7) of the metric tensor. In addition, it satisfies a fundamental identity ${ }^{j}$ which follows directly from the representation (2.59), by adding terms in which $\mu \nu \lambda$ are interchanged cyclically:

$$
\begin{equation*}
R_{\nu \mu \lambda}{ }^{x}=2 D_{\nu} S_{\mu \lambda}{ }^{x}-4 S^{S_{\nu \mu}}{ }^{\rho} S_{\lambda} \rho{ }^{x}, \tag{2.146}
\end{equation*}
$$

where the symbol $L$ means the sum of cyclic permutations. In symmetric spaces (i.e., spaces with no torsion), this implies an additional symmetry property,

$$
\begin{equation*}
R_{\mu \nu \lambda x}+R_{\nu \lambda \mu x}+R_{\lambda \mu \nu x}=0 . \tag{2.147}
\end{equation*}
$$

Using the antisymmetry in $\mu \nu$ and $\lambda x$ we are led once more to the property (2.70),

$$
\begin{equation*}
R_{\mu \nu \lambda x}=R_{\lambda x \mu \nu} \tag{2.148}
\end{equation*}
$$

|\}
as it should, since in symmetric spaces $R_{\mu \nu \lambda x}=R_{\mu \nu \lambda x}$.
Another important identity is the Bianchi identity. ${ }^{j}$ It follows from the global existence of the affine connection which implies, as we had postulated previously in (2.76), that the connection also satisfies the integrability condition

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) \Gamma_{\lambda \lambda}^{\rho}=0 \tag{2.149}
\end{equation*}
$$

'Schouten has called the antisymmetry in $\mu \nu$ the first identity and (2.146) the second. The Bianchi identity was first found by Voss in 1880, by Ricci in 1889, and by Bianchi in 1902.

To derive it, consider the mixed object

$$
\begin{equation*}
\mathbf{R}_{\sigma \nu \mu} \equiv\left(\partial_{\sigma} \partial_{\nu}-\partial_{\nu} \partial_{\sigma}\right) \mathbf{e}_{\mu}, \tag{2.150}
\end{equation*}
$$

which determines the curvature tensor $R_{\sigma v \mu}{ }^{\lambda}$ via its scalar product with $\mathbf{e}^{\lambda}$. Applying the covariant derivative we have

$$
\begin{equation*}
D_{\tau} \mathbf{R}_{\sigma \nu \mu}=\partial_{\tau} \mathbf{R}_{\sigma \nu \mu}-\Gamma_{\tau \sigma}{ }^{\chi} \mathbf{R}_{x \nu \mu}-\Gamma_{\tau \nu}{ }^{\chi} \mathbf{R}_{\sigma x \mu}-\Gamma_{\tau \mu}{ }^{\chi} \mathbf{R}_{\sigma \nu x} \tag{2.151}
\end{equation*}
$$

or

$$
\begin{equation*}
D_{T} \mathbf{R}_{\sigma v \mu}=\partial_{T} \mathbf{R}_{\sigma v \mu}-\Gamma_{r \mu}{ }^{\star} \mathbf{R}_{\sigma v x}+2 S_{T \sigma}{ }^{x} \mathbf{R}_{v x \mu} . \tag{2.152}
\end{equation*}
$$

Now we use

$$
\begin{equation*}
\partial_{\sigma} \partial_{\nu} \mathbf{e}_{\mu}=\partial_{\sigma}\left(\Gamma_{\nu \mu}{ }^{x} \mathbf{e}_{x}\right)=\Gamma_{\nu \mu}{ }^{\star} \partial_{\sigma} \mathbf{e}_{x}+\partial_{\sigma} \Gamma_{\nu \mu}{ }^{\kappa} \mathbf{e}_{x} \tag{2.153}
\end{equation*}
$$

to derive

$$
\begin{equation*}
\partial_{\tau} \partial_{\sigma} \partial_{\nu} e_{\mu}=\partial_{\tau} \Gamma_{\nu \mu}{ }^{x} \partial_{\sigma} \mathbf{e}_{x}+(\tau \sigma)+\partial_{\tau} \partial_{\sigma} \Gamma_{\nu \mu}{ }^{x} \mathbf{e}_{x}+\Gamma_{\nu \mu}{ }^{x} \partial_{\tau} \partial_{\sigma} \mathbf{e}_{x} . \tag{2.154}
\end{equation*}
$$

Antisymmetrizing in $\sigma \tau$ gives

$$
\begin{equation*}
\partial_{r} \partial_{\sigma} \partial_{\nu} \mathbf{e}_{\mu}-\partial_{\sigma} \partial_{\tau} \partial_{\nu} \mathbf{e}_{\mu}=\Gamma_{\nu \mu}{ }^{\chi} \mathbf{R}_{r \sigma x}+\left[\left(\partial_{r} \partial_{\sigma}-\partial_{\sigma} \partial_{r}\right) \Gamma_{\nu \mu}{ }^{x}\right] \mathbf{e}_{x} . \tag{2.155}
\end{equation*}
$$

Invoking the integrability condition for the connection, (2.149), and performing cyclic sums over $\tau \sigma \nu$ while using the antisymmetry of $\mathbf{R}_{\sigma \nu \mu}$ in $\sigma v$ leads to

$$
\begin{equation*}
\partial_{T} \mathbf{R}_{\sigma \nu \mu}-\Gamma_{\underline{v \mu}}{ }^{x} \mathbf{R}_{T \sigma x}=0 . \tag{2.156}
\end{equation*}
$$

Inserting this into (2.152) and multiplying by $\mathbf{e}^{\mathrm{x}}$ we obtain an expression involving the covariant derivative of the curvature tensor,

$$
\begin{equation*}
D_{T} R_{\sigma v \mu}{ }^{\star}-2 S_{T \sigma}{ }^{\lambda} R_{\nu \lambda \mu}{ }^{\star}=0 . \tag{2.157}
\end{equation*}
$$

This is the Bianchi identity, which guarantees the integrability of the connection.

Within the defect interpretation of torsion and curvature, we are now prepared to demonstrate that these two identities have a simple physical interpretation. They are just the nonlinear versions of the con-
servation laws for dislocation and disclination densities. Recall that these were given in Part III, Eqs. (2.45), (2.46) as follows,

$$
\begin{gather*}
\partial_{i} \alpha_{i j}=-\varepsilon_{j k \ell} \Theta_{k \ell}  \tag{2.158}\\
\partial_{i} \Theta_{i j}=0 \tag{2.159}
\end{gather*}
$$

They state that disclination lines never end while dislocation lines can end at most at a disclination line.

Consider first Eq. (2.157). Linearizing, we deduce

$$
\begin{equation*}
\partial_{\tau} R_{\sigma v \mu}{ }^{\lambda}+\partial_{\sigma} R_{\nu r \mu}{ }^{\lambda}+\partial_{\nu} R_{\tau \mu \sigma}{ }^{\lambda}=0 . \tag{2.160}
\end{equation*}
$$

Contracting $\nu$ with $\mu$ and $\tau$ with $\lambda$, we obtain,

$$
\begin{equation*}
\partial_{T} R_{\sigma v}^{\nu T}+\partial_{\sigma} R_{\nu \lambda}^{\nu \lambda}+\partial_{\nu} R_{r}^{\nu}{ }_{\sigma}^{\top}=0=2 \partial_{\tau} R_{\sigma}{ }^{\top}+\partial_{\sigma} R=2 \partial_{\tau} G_{\sigma}^{\top}=0 . \tag{2.161}
\end{equation*}
$$

Since in three dimensions, the Einstein tensor $G_{\mu \nu}$ is the same as the disclination density $\Theta_{\mu \nu}$ [see (2.93)] we see that (2.161) indeed coincides with the conservation law (2.159).

Equation (2.146) on the other hand has the linearized form

$$
\begin{equation*}
2\left(\partial_{\nu} S_{\mu \lambda}{ }^{x}+\partial_{\mu} S_{\lambda \nu}{ }^{x}+\partial_{\lambda} S_{\nu \mu}{ }^{x}\right)=\left(R_{\nu \mu \lambda}{ }^{x}+R_{\mu \lambda \nu}{ }^{x}+R_{\lambda \nu \mu}{ }^{x}\right) . \tag{2.162}
\end{equation*}
$$

Contracting $\nu$ and $x$ we find

$$
\begin{equation*}
2\left(\partial_{\nu} S_{\mu \lambda}{ }^{\nu}+\partial_{\mu} S_{\lambda \nu}{ }^{\nu}-\partial_{\lambda} S_{\mu \nu}{ }^{\nu}\right)=R_{\nu \mu \lambda}{ }^{\nu}+R_{\mu \lambda x}{ }^{x}+R_{\lambda \nu \mu}{ }^{\nu}=R_{\mu \lambda}-R_{\lambda \mu} \tag{2.163}
\end{equation*}
$$

where we have used the antisymmetry of $R_{v \mu \lambda x}$ in the last two indices (which was a consequence of the integrability condition for the metric tensor). The right-hand side is the same as $G_{\mu \lambda}-G_{\lambda \mu}$.

In three dimensions we may contract this equation with the $\varepsilon$ tensor and obtain

$$
\begin{equation*}
\varepsilon_{j k \epsilon}\left(\partial_{i} S_{k \epsilon i}+\partial_{k} S_{\epsilon n n}-\partial_{\epsilon} S_{k n n}\right)=\varepsilon_{j k \ell} G_{k \ell} \tag{2.164}
\end{equation*}
$$

Recalling the identification [see (2.92a), (2.93)]

$$
G_{\ell k}=\Theta_{k i}, \quad S_{k c_{j}}=\frac{1}{2} \varepsilon_{k i i} \alpha_{i j},
$$

we find

$$
\begin{equation*}
\partial_{i} \alpha_{i j}=-\varepsilon_{j k \ell} \Theta_{k \ell}, \tag{2.165}
\end{equation*}
$$

which is just (2.158).
This is no miracle, since in Eqs. (III.2.45)-(III.2.46) we derived the conservation laws from the integrability conditions (III.2.47), (III.2.50) which are the same as Eqs. (2.76) in the present discussion. In general curved space, the corresponding integrability conditions are those of the metric and the connection. In the context of Einstein's theory of the gravitational field. to be discussed below. Eqs. (2.146), (2.157) appear once more with the physical meaning of being the conservation laws for the angular momentum and energy-momentum density, respectively.

### 2.10. CURVATURE FROM EMBEDDING

Instead of mappings from the space $x^{a}$ to $x^{\mu}$ with rotational defects, there is another way of obtaining curvature. This is by embedding the space $x^{\mu}$ into a higher dimensional "Minkowski" space $x^{A}, A=1, \ldots, N$ with metric $\eta_{A B}$ consisting only of diagonal elements $\pm 1$. The mapping $x^{A}\left(x^{\mu}\right)$ is smooth but cannot be inverted to $x^{\mu}\left(x^{A}\right)$. Thus there are $N$ basis vectors $\mathbf{e}_{\boldsymbol{A}}$ in the embedding space and

$$
\begin{equation*}
\mathbf{e}_{\lambda}\left(x^{\mu}\right)=\mathbf{e}_{A} e_{\lambda}^{A}\left(x^{\mu}\right)=\mathbf{e}_{\lambda} \frac{\partial x^{A}}{\partial x^{\lambda}} \tag{2.166}
\end{equation*}
$$

form four local tangent vectors in the 4-dimensional submanifold $x^{A}\left(x^{\mu}\right)$. They induce a metric

$$
\begin{equation*}
g_{\lambda x}\left(x^{\mu}\right)=\mathbf{e}_{\lambda}\left(x^{\mu}\right) \mathbf{e}_{x}\left(x^{\mu}\right) \tag{2.167}
\end{equation*}
$$

which we employ to define the contravariant components of $e^{A}$,

$$
\begin{equation*}
e^{A \lambda}\left(x^{\mu}\right)=g^{\lambda \lambda^{\prime}}\left(x^{\mu}\right) e_{\lambda}^{A} \cdot\left(x^{\mu}\right) . \tag{2.168}
\end{equation*}
$$

But these are no longer reciprocal to $e^{A}{ }_{\lambda}\left(x^{\mu}\right)$, i.e.,

$$
\begin{equation*}
e^{A \lambda} e_{B \lambda} \neq \delta_{B}^{A} \tag{2.169}
\end{equation*}
$$

since there are not enough of them to span the $N$-dimensional space. They do fulfill, however, the completeness relation in the fourdimensional subspace:

$$
\begin{equation*}
e_{\lambda}^{A} e_{A}^{x}=\delta_{\lambda}{ }^{x} . \tag{2.170}
\end{equation*}
$$

Let us take an example: the surface of a sphere of radius $a$ in three dimensions with the mapping

$$
\begin{equation*}
x^{A}=\left(x^{1}, x^{2}, x^{3}\right)=a(\sin \Theta \cos \varphi, \sin \Theta \sin \varphi, \cos \Theta) \tag{2.171}
\end{equation*}
$$

has the tangent vectors

$$
\begin{align*}
& e_{1}^{A}\left(x^{\mu}\right)=a(\cos \Theta \cos \varphi, \cos \Theta \sin \varphi,-\sin \Theta)=e_{A 1} \\
& e^{A}\left(x^{\mu}\right)=a(-\sin \Theta \sin \varphi, \sin \Theta \cos \varphi, 0)=e_{A 2} \tag{2.172}
\end{align*}
$$

where we have set $x^{\mu=1}=\Theta, x^{\mu=2}=\varphi$. The metric is

$$
g_{\mu \nu}=a^{2}\left(\begin{array}{cc}
1 & 0  \tag{2.173}\\
0 & \sin ^{2} \Theta
\end{array}\right), \quad g^{\mu \nu}=\frac{1}{a^{2}}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\sin ^{2} \Theta}
\end{array}\right)
$$

so that

$$
\begin{equation*}
a^{2} e_{A}^{1}=e_{A 1}=e_{1}^{A}, \quad e_{A}^{2}=\frac{1}{a}\left(-\frac{\sin \varphi}{\sin \Theta}, \frac{\cos \varphi}{\sin \Theta}, 0\right) \tag{2.174}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\Gamma_{221} & =e_{A 1} \partial_{2} e^{A}{ }_{2}=e_{A 1} a(-\sin \Theta \cos \varphi,-\sin \Theta \sin \varphi, 0) \\
& =-a^{2} \sin \Theta \cos \Theta=-\Gamma_{212}=-\Gamma_{122} . \tag{2.175}
\end{align*}
$$

All other components vanish. The space is obviously symmetric; it carries no torsion. For raised components we find

$$
\begin{equation*}
\Gamma_{22}{ }^{1}=-\sin \Theta \cos \Theta, \quad \Gamma_{21}{ }^{2}=\cot \Theta . \tag{2.176}
\end{equation*}
$$

The curvature tensor is simply

$$
\begin{align*}
R_{122}^{1} & =\partial_{1} \Gamma_{22}^{1}-\partial_{2} \Gamma_{12}^{1}-\Gamma_{12}^{1} \Gamma_{21}^{1}-\Gamma_{12}^{2} \Gamma_{22}^{1}+\Gamma_{22}^{1} \Gamma_{11}^{1}+\Gamma_{22}^{2} \Gamma_{12}^{1} \\
& =-\cos ^{2} \Theta+\sin ^{2} \Theta+\cot \Theta \sin \Theta \cos \Theta=\sin ^{2} \Theta, \tag{2.177}
\end{align*}
$$

and

$$
\begin{equation*}
R_{12}^{21}=\frac{1}{a^{2}} . \tag{2.178}
\end{equation*}
$$

All other components can be obtained by using the antisymmetry of $R_{\mu \nu \lambda x}$ in $\mu \rightarrow \nu, \lambda \rightarrow x$, and the symmetry under $\mu \nu \leftrightarrow \lambda \kappa$, Eq. (2.64). Thus we can form the Ricci tensor

$$
R_{\mu \nu}{ }^{\lambda \mu}=R_{v}{ }^{\lambda}=\frac{1}{a^{2}}\left(\begin{array}{ll}
1 & 0  \tag{2.179}\\
0 & 1
\end{array}\right),
$$

and the curvature scalar

$$
\begin{equation*}
R=R_{v}{ }^{\nu}=\frac{2}{a^{2}} \tag{2.180}
\end{equation*}
$$

Observe that for noninvertible vectors $e_{\lambda}^{A}$, the curvature has to be calculated from (2.59). Formula (2.61) can no longer be used since in the derivation of this formula one must have

$$
\begin{equation*}
\partial_{\mu} e^{a}{ }_{\nu}=\Gamma_{\mu \nu}{ }^{\lambda} e^{a}{ }_{\lambda}, \tag{2.181}
\end{equation*}
$$

which no longer follows from the correct relation

$$
\begin{equation*}
\Gamma_{\mu \nu}{ }^{\lambda}=e_{A}{ }^{\lambda} \partial_{\mu} e^{A}{ }_{\nu}, \tag{2.182}
\end{equation*}
$$

due to the noninvertibility $e^{A}{ }_{\lambda} e_{B}{ }^{\lambda} \neq \delta_{B}^{A}$.

### 2.11. GEODESIC COORDINATES IN CURVED SPACE

To a local observer, curved space looks flat in his immediate neighborhood. After all, this was why man believed for a long time that the earth was a flat disc. In four-dimensional space-time, the equivalent statement is that, in a freely-falling elevator cabin, an observer would not experience any gravitational force, as long as the cabin is small enough to make higher nonlinear effects negligible. The cabin constitutes an inertial frame of reference for the motion of a mass point. Its coordinates in a curved geometry can be determined from the requirement that the Christoffel symbol, $\left\{\mu^{\prime} \lambda^{\prime}, x^{\prime}\right\}$, vanishes [recall (2.9)], which, in turn, amounts to

$$
\begin{equation*}
\partial_{\lambda^{\prime}} g_{\mu^{\prime} \lambda^{\prime}}\left(x^{\prime}\right)=0, \quad \partial_{\lambda^{\prime}} \cdot g^{\mu^{\prime} \lambda^{\prime}}\left(x^{\prime}\right)=-g^{\mu^{\prime} \sigma^{\prime}} g^{\lambda^{\prime} r^{\prime}} \partial_{\lambda^{\prime}} g_{\sigma^{\prime} r^{\prime}}\left(x^{\prime}\right)=0 \tag{2.183}
\end{equation*}
$$

Given an arbitrary set of coordinates $x$, the derivatives of the metric are related by

$$
\begin{align*}
\partial_{\lambda} \cdot g^{\mu^{\prime} \nu^{\prime}}\left(x^{\prime}\right) & =\alpha_{\lambda} \cdot{ }^{\prime} \partial_{\lambda}\left(\alpha_{\mu}^{\mu^{\prime}} \alpha_{\nu}^{\nu^{\prime}} g^{\mu \nu}(x)\right) \\
& =\alpha_{\lambda} \cdot{ }^{\lambda}\left(\partial_{\lambda} \alpha_{\mu}^{\mu^{\prime}} \alpha^{\nu^{*}}{ }_{\nu} g^{\mu \nu}(x)+\alpha_{\mu}^{\mu^{\prime}} \partial_{\lambda} \alpha_{\nu}^{\nu^{\prime}} g^{\mu \nu}(x)+\alpha_{\mu}^{\mu^{\prime}} \alpha_{\nu}^{\nu^{\prime}} \partial_{\lambda} g^{\mu \nu}\right) \tag{2.184}
\end{align*}
$$

These are $n^{2}(n+1) / 2$ partial differential equations for the $n$ coordinates $x^{\prime} \mu^{\prime}(x)$ which cannot, in general, have a solution over a finite region. This fact is also obvious from (2.71) since, if $\partial_{\lambda} \cdot g_{\mu^{\prime} \lambda^{\prime}}$ were to vanish over a finite region, the space would necessarily have $R_{\mu \nu \lambda}{ }^{x}=0$. So we can, at best, achieve

$$
\begin{equation*}
\partial_{\lambda^{\prime}} \cdot g_{\mu^{\prime} v^{\prime}}\left(x_{0}{ }^{\prime}\right)=0 \tag{2.185}
\end{equation*}
$$

at some point $x_{0}{ }^{\prime}=x_{10}$.
In this situation, a mass point would move force free at $x_{0}$. Any deviation from $x_{0}$ would lead to gravitational forces which are small, i.e., of order $O\left(x-x_{0}\right)$. Let us try and solve (2.185) by an expansion

$$
\begin{align*}
x^{\prime \mu}= & x_{0}{ }^{\mu}+a_{\lambda}^{\mu}\left(x-x_{0}\right)^{\lambda}+\frac{1}{2!} a_{\lambda x}^{\mu}\left(x-x_{0}\right)^{\lambda}\left(x-x_{0}\right)^{x} \\
& +\frac{1}{3!} a_{\lambda \star \delta}^{\mu}\left(x-x_{0}\right)^{\lambda}\left(x-x_{0}\right)^{x}\left(x-x_{0}\right)^{\delta}+\ldots \tag{2.186}
\end{align*}
$$

By definition, the matrix $\alpha^{\mu^{\prime}}{ }_{\mu} \equiv \partial x^{\prime \mu} / \partial x^{\mu}$ becomes

$$
\begin{align*}
\alpha_{\mu}^{\mu^{\prime}} & =a_{\mu}^{\mu^{\prime}}+a_{\mu \lambda}^{\mu^{\prime}}\left(x-x_{0}\right)^{\lambda}+\frac{1}{2!} a_{\mu \lambda x}^{\mu^{\prime}}\left(x-x_{0}\right)^{\lambda}\left(x-x_{0}\right)^{x}+\ldots, \\
\partial_{\lambda} \alpha^{\mu_{\mu}^{\prime}} & =a_{\mu \lambda}^{\mu^{\prime}}+a_{\mu \lambda x}^{\mu^{\prime}}\left(x-x_{0}\right)^{x}+\ldots \tag{2.187}
\end{align*}
$$

Inserting this into (2.184) we find

$$
\begin{align*}
\left.\partial_{\lambda} g^{\mu^{\prime} \nu^{\prime}}\right|_{x_{\mathrm{v}}} & =\left.a^{\mu^{\prime}} a^{\nu^{\prime}}{ }_{\nu} \partial_{\lambda} g^{\mu \nu}\right|_{x_{\mathrm{u}}}+\left(\left.a^{\mu^{\prime}} a^{\nu^{\prime}}{ }_{\tau} 2 g^{\sigma{ }_{x}}\right|_{x_{\mathrm{i}}}+\left(\mu^{\prime} \leftrightarrow \nu^{\prime}\right)\right) \\
& =0+O\left(x-x_{0}\right), \tag{2.188}
\end{align*}
$$

which is solved by

$$
a^{\mu^{\prime}}{ }_{\mu}=\left.\delta^{\mu^{\prime}}{ }_{\mu}\right|_{x_{0}}, \quad a_{\lambda x}^{\mu}=\left.\frac{1}{2}\left\{\begin{array}{c}
\mu  \tag{2.189}\\
\lambda x
\end{array}\right\}\right|_{x_{i j}},
$$

as a direct consequence of (2.49). Hence the coordinates which are locally geodesic at $x_{0}$ are given by

$$
x^{\prime \mu}=x_{0}{ }^{\mu}+\frac{1}{2}\left\{\begin{array}{c}
\mu  \tag{2.190}\\
\lambda x
\end{array}\right\}\left(x-x_{0}\right)^{\lambda}\left(x-x_{0}\right)^{x}+O\left[\left(x-x_{0}\right)^{3}\right] .
$$

Notice that while the Christoffel symbols vanish in the geodesic frame at $x_{0}$, their derivatives do not, due to the nonzero curvature at $x_{0}$.

As far as the crystalline defects are concerned, the possibility of constructing geodesic coordinates is related to the fact that, in the regions between defects, the crystal can always be distorted to form a regular array of atoms. In the continuum limit, these regions shrink to zero but so do the Burgers vectors of the defects. Therefore even if an arbitrarily small neighborhood did contain some defects, these themselves would be infinitesimal so that the regularity of the crystal would be disturbed only to higher orders in $\left(x-x_{0}\right)$.

## FIELD EQUATIONS FOR GRAVITATION

### 3.1. INVARIANT ACTION

In the last chapter, we analyzed the space in which a particle in a gravitational field follows the same equations of motion (when expressed in general curvilinear coordinates) as a particle in Minkowski space. The only difference lay in certain properties of the metric. We may now ask how such a metric associated with a gravitational massive object is to be calculated. For this, the ten components of the metric tensor $g_{\mu \nu}(x)$ have to be considered as dynamical variables and we will need an action principle for it.

Since the equation of motion for $g_{\mu \nu}(x)$ must also be independent of the general coordinates employed, this action must be an invariant under Einstein transformations,

$$
\begin{equation*}
x^{\mu} \rightarrow x^{\prime \mu^{\prime}}\left(x^{\mu}\right), \quad d x^{\mu} \rightarrow d x^{\prime \mu^{\prime}}=\alpha_{\mu}^{\mu^{\prime}}(x) d x^{\mu} \tag{3.1}
\end{equation*}
$$

An action involves an integral over the full space,

$$
\begin{equation*}
\mathscr{A}=\int d x L(x) . \tag{3.2}
\end{equation*}
$$

where $d x$ is a short notation for the volume element $d^{\dagger} x$ in fourdimensional space-time, and which transforms as

$$
\begin{equation*}
d x \rightarrow d x^{\prime}=d x \operatorname{det} \alpha \tag{3.3}
\end{equation*}
$$

The simplest object $L(x)$ which leaves $\mathscr{A}$ invariant can be formed from the determinant of the metric

$$
\begin{equation*}
g=\operatorname{det}\left(g_{\mu \nu}\right) \tag{3.4}
\end{equation*}
$$

Since $g_{\mu^{\prime} \nu^{\prime}}^{\prime}\left(x^{\prime}\right)=g_{\mu \nu}\left(\alpha^{-1}\right)_{\mu}^{\mu} \cdot\left(\alpha^{-1}\right)^{\nu} \nu^{\prime}$ [see Eq. (2.36)] we have

$$
\begin{equation*}
g \rightarrow g^{\prime}=g \operatorname{det} \alpha^{-2} \tag{3.5}
\end{equation*}
$$

Therefore, an action proportional to the 4 -volume of space,

$$
\begin{equation*}
\alpha=\Lambda \int d x \sqrt{-g} \tag{3.6}
\end{equation*}
$$

is an invariant. It is referred to as the "cosmological term." However, this action is not capable of giving equations of motion for the gravitational field since it contains no derivatives of $g_{\mu \nu}$, so that the $g_{\mu}$, field cannot propagate. We must find some scalar Lagrangian $L$ containing $g_{\mu \nu}$ and $\partial g_{\mu \nu}$. Then

$$
\begin{equation*}
\alpha=\int d x \sqrt{-g} L(g, \partial g) \tag{3.7}
\end{equation*}
$$

will be a possible gravitational action.
Now, the only scalar which occurred in the previous geometric analysis and which involved $\partial_{\lambda} g_{\mu \nu}$ was $R$, the scalar curvature. Therefore, Einstein postulated, with Hilbert, the following gravitational field action.

$$
\begin{equation*}
\mathscr{V}_{f}=-\frac{1}{2 \kappa} \int d x \sqrt{-g} R \tag{3.8}
\end{equation*}
$$

Here $\kappa$ is a constant related to Newton's gravitational coupling $G=$ $6.670 \times 10^{-8} \mathrm{~cm}^{3} \mathrm{~g}^{-1} \mathrm{~s}^{-2}$ via

$$
\begin{equation*}
\frac{1}{\kappa}=\frac{c^{3}}{8 \pi G}=\frac{\hbar}{\ell_{P}{ }^{2}} . \tag{3.9}
\end{equation*}
$$

where $G$ is defined such that the force between two mass points is given by

$$
\begin{equation*}
F=-G m m^{\prime} / r^{2} . \tag{3.10}
\end{equation*}
$$

With (3.8), a system consisting of a set of mass points with world lines $x_{i}{ }^{\mu}\left(s_{i}\right)$ and their gravitational fields has the total action [recall Eq. (2.2)]

$$
\begin{equation*}
\mathscr{A}=\mathscr{A}_{f}-\sum_{i} m_{i} \int d s_{i} \equiv \mathscr{A}_{f}+\mathscr{A}_{m} . \tag{3.11}
\end{equation*}
$$

For the following formulas it will be convenient to set $\kappa=1$ since it can always be reintroduced as a relative factor between the field and matter parts in all field equations to be derived.

Variation with respect to $\delta x_{i}{ }^{\mu}\left(s_{i}\right)$ at fixed $g_{\mu \nu}$ gives the equations of motion discussed in the beginning. In addition, the action (3.11) permits us to find the gravitational field generated by the presence of these mass points ${ }^{\mathrm{a}}$. The equations of motion for $g_{\mu \nu}(x)$ are

$$
\begin{equation*}
\frac{\delta \mathscr{A}}{\delta g_{\mu \nu}}=0, \tag{3.12}
\end{equation*}
$$

with ten independent components. These are not the only equations. The curvature tensor $R_{\mu \nu \lambda}{ }^{\text {a }}$ also contains the torsion tensor $S_{\mu \nu}{ }^{\wedge}$, via the contortion tensor $K_{\mu \nu}{ }^{\wedge}$. These are 24 more independent degrees of freedom of the geometry to be determined by the second set of equations of motion

$$
\begin{equation*}
\frac{\delta \mathscr{A}}{\delta K_{\mu v}{ }^{\wedge}}=0 . \tag{3.13}
\end{equation*}
$$

We had seen in Eq. (2.10) that point particles do not couple to torsion; conversely, we do not expect these particles to generate a space with nonvanishing torsion. This is why Einstein considered only symmetric (Riemannian) spaces from the outset. For spinning matter, however, the situation is different and torsion is necessary for a complete dynamical theory. The action (3.8) in a space without torsion is called a HilbertEinstein action, in a space with torsion an Einstein-Cartan action.

### 3.2. ENERGY-MOMENTUM TENSOR AND SPIN DENSITY

It is useful to study the derivatives of the different pieces of the action with respect to $g^{\mu \nu}$ and $K_{\mu \nu}{ }^{\wedge}$, separately. In view of the physical interpretations to be given later we shall introduce the tensors $T^{\mu \nu}, \Sigma^{\nu \lambda . \mu}$ via

[^35]\[

$$
\begin{align*}
& \left.\frac{\delta \mathscr{A}_{m}}{\delta g_{\mu \nu}}\right|_{s_{\mu,},} \equiv-\frac{1}{2} \sqrt{-g} \stackrel{m}{T}^{\mu \nu},  \tag{3.14}\\
& \left.\frac{\delta \mathscr{A}_{f}}{\delta g_{\mu \nu}}\right|_{s_{\mu \nu}} \equiv-\frac{1}{2} \sqrt{-g} T^{\mu \nu}, \tag{3.15}
\end{align*}
$$
\]

as the matter and field symmetric energy-momentum tensors and via

$$
\begin{align*}
& \left.\frac{\delta \mathscr{A}_{m}}{\delta K_{\mu \nu}{ }^{\lambda}}\right|_{\alpha_{\mu v}} \equiv-\frac{1}{2} \sqrt{-g} \sum^{m}{ }_{\lambda} \cdot \mu,  \tag{3.16}\\
& \left.\frac{\delta \mathscr{A}_{f}}{\delta K_{\mu \nu}{ }^{\lambda}}\right|_{\Omega_{u v}} \equiv-\frac{1}{2} \sqrt{-g} \delta_{\lambda}^{\nu} \cdot \mu, \tag{3.17}
\end{align*}
$$

as the spin current density of matter and field, respectively. The field equations (3.12), (3.13) can then be simply stated as

$$
\begin{gather*}
\hat{T}_{\mu \nu}+\stackrel{m}{T}_{\mu \nu}=0  \tag{3.18}\\
\sum_{\mu x} \cdot \nu+\stackrel{\Sigma}{\Sigma}_{\mu x} \cdot \nu=0, \tag{3.19}
\end{gather*}
$$

i.e. the total energy momentum and spin densities vanish.

Consider first the action of matter. In order to exhibit the dependence on the metric tensor, we parametrize each world line by an arbitrary variable $s_{i}^{\prime}$ (not equal to the invariant length $d s_{i}$ ) and write

$$
d s_{i}=\sqrt{g_{\mu \nu}\left(x_{i}\right) d x_{i}^{\mu} d x_{i}^{\nu}}=\sqrt{g_{\mu \nu}\left(x_{i}\left(s_{i}^{\prime}\right)\right) \frac{d x_{i}{ }^{\mu}}{d s_{i}^{\prime}} \frac{d x_{i}^{\nu}}{d s_{i}^{\prime}}} d s_{i}^{\prime}
$$

so that the matter action becomes

$$
\mathscr{A}_{m}=-\sum_{i} m_{i} \int d s_{i}=-\sum_{i} m_{i} \int \sqrt{g_{\mu \nu}\left(x_{i}\left(s_{i}^{\prime}\right)\right) \frac{d x_{i}^{\mu}}{d s_{i}^{\prime}} \frac{d x_{i}^{\nu}}{d s_{i}^{\prime}}} d s_{i}^{\prime} .
$$

Variation with respect to $g_{\mu \nu}$ and $K_{\mu \nu}{ }^{\wedge}$ gives

$$
\begin{align*}
\frac{\delta \mathscr{A}_{m}}{\delta g_{\mu v}} & =-\frac{1}{2} \sum_{i} m_{i} \int d s_{i}^{\prime} \frac{1}{d s_{i}} \frac{d x^{\mu}}{d s_{i}^{\prime}} \frac{d x^{\nu}}{d s_{i}^{\prime}} \delta^{(4)}\left(x-x_{i}\left(s_{i}^{\prime}\right)\right) \\
& =-\frac{1}{2} \sum_{i} m_{i} \int d s_{i} \frac{d x^{\mu}}{d s_{i}} \frac{d x^{\nu}}{d s_{i}} \delta^{(4)}\left(x-x_{i}\left(s_{i}\right)\right) \tag{3.20}
\end{align*}
$$

$$
\begin{equation*}
\frac{\delta \mathscr{A}_{m}}{\delta K_{\mu \nu}{ }^{\lambda}}=0 \tag{3.21}
\end{equation*}
$$

We may therefore make the identification

$$
\begin{gather*}
\stackrel{m}{T}^{\mu \nu} \equiv \frac{1}{\sqrt{-g}} \sum_{i} m_{i} \int d s_{i} \frac{d x_{i}^{\mu}}{d s_{i}} \frac{d x_{i}^{\nu}}{d s_{i}} \delta^{(4)}\left(x-x_{i}\left(s_{i}\right)\right)  \tag{3.22}\\
\sum_{\lambda}^{m} \cdot \mu=0 \tag{3.23}
\end{gather*}
$$

Let us calculate these quantities for the gravitational field. We first perform the variation of $\sqrt{-g}$ with respect to $\delta g_{\mu \nu}$. For this we write

$$
\begin{equation*}
\delta \sqrt{-g}=-\frac{1}{2 \sqrt{-g}} \delta g \tag{3.24}
\end{equation*}
$$

and observe that, by varying $g_{\mu \nu}(x)$, the variation of the determinant $g$ involves the cofactors, which in fact are equal to $g$ times the inverse, $g^{\mu \nu}$, i.e.,

$$
\begin{equation*}
\delta g=g g^{\mu \nu} \delta g_{\mu \nu} \tag{3.25}
\end{equation*}
$$

Moreover, due to $g^{\mu \nu} g_{\nu \lambda}=\delta_{\lambda}^{\mu}$, we have

$$
\begin{equation*}
g^{\lambda \mu} \delta g_{\mu \nu}=-g_{v x} \delta g^{\lambda x} \tag{3.26}
\end{equation*}
$$

so that $\delta g^{\lambda x}=-g^{\lambda \mu} g^{\alpha \nu} \delta g_{\mu \nu}$ and

$$
\begin{gather*}
\delta g=g g^{\mu \nu} \delta g_{\mu \nu}=-g g_{\mu \nu} \delta g^{\mu \nu}, \\
\delta \sqrt{-g}=\frac{1}{2} \sqrt{-g} g^{\mu \nu} \delta g_{\mu \nu}=-\frac{1}{2} \sqrt{-g} g_{\mu \nu} \delta g^{\mu \nu} . \tag{3.27}
\end{gather*}
$$

Notice that (3.26) implies a change of sign [compared with (3.14), (3.15)] if we calculate the energy-momentum tensor from the variation with respect to $\delta g^{\mu \nu}$

$$
\begin{align*}
& \left.\frac{\delta \mathscr{A}_{m}}{\delta g^{\mu \nu}}\right|_{S_{\mu, N}^{A}}=\frac{1}{2} \sqrt{-g} \stackrel{m}{T \nu \nu}^{T_{\mu \nu}} \\
& \left.\frac{\delta \mathscr{A}_{f}}{\delta g^{\mu \nu \nu}}\right|_{S_{\mu v^{\prime}}}=\frac{1}{2} \sqrt{-g} \hat{T}_{\mu \nu} \tag{3.15'}
\end{align*}
$$

Therefore, we can write the variation of $\mathscr{A}_{f}=-(1 / 2) \int d x \sqrt{-g} g^{\mu \nu} R_{\mu \nu}$ as

$$
\begin{align*}
\delta \mathscr{A}_{f} & =-\frac{1}{2} \int d x \sqrt{-g}\left\{-\frac{1}{2} g_{\mu \nu} \delta g^{\mu \nu} R+\delta g^{\mu \nu} R_{\mu \nu}+g^{\mu \nu} \delta R_{\mu \nu}\right\} \\
& =-\frac{1}{2} \int d x \sqrt{-g}\left[\delta g^{\mu \nu}\left(R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R\right)+g^{\mu \nu} \delta R_{\mu \nu}\right] . \tag{3.28}
\end{align*}
$$

The factor accompanying $\delta g^{\mu \nu}$ is the Einstein tensor,

$$
\begin{equation*}
G_{\mu \nu} \equiv R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R \tag{3.29}
\end{equation*}
$$

In general this tensor is not necessarily symmetric (only in symmetric spaces would this be true). The variation with respect to $\delta g^{\mu \nu}$, however, picks out only the symmetrized part of it [in contrast, see (6.13)].
Consider now the variation of the Ricci tensor,

$$
\begin{align*}
\delta R_{\mu \nu}= & \partial_{x} \delta \Gamma_{\mu \nu}{ }^{x}-\partial_{\mu} \delta \Gamma_{x \nu}{ }^{x}-\delta \Gamma_{x \nu}{ }^{\tau} \Gamma_{\mu \tau}{ }^{x}-\Gamma_{x \nu}{ }^{\tau} \delta \Gamma_{\mu \tau}{ }^{x} \\
& +\delta \Gamma_{\mu \nu}{ }^{\tau} \Gamma_{x \tau}{ }^{x}+\Gamma_{\mu \nu}{ }^{\top} \delta \Gamma_{x \tau}{ }^{x} . \tag{3.30}
\end{align*}
$$

In treating this relation further it is useful to realize that unlike $\Gamma_{\mu \nu}{ }^{x}$, $\delta \Gamma_{\mu \nu}{ }^{\boldsymbol{x}}$ is a tensor [observe that $\delta \Gamma_{\mu \nu x}$ is not!]. This follows directly from the transformation law (2.50c): The last, non-holonomic piece, $\partial_{\mu} \partial_{\nu} \xi^{x}$ in $\Gamma_{\mu \nu}{ }^{x}$ cancels out in $\delta \Gamma_{\mu \nu}{ }^{*}$ since it is the same for $\Gamma$ and $\Gamma+\delta \Gamma$. Therefore we may rewrite (3.30) in terms of covariant derivatives,

$$
\begin{equation*}
\delta R_{\mu \nu}=D_{x} \delta \Gamma_{\mu \nu}{ }^{x}-D_{\mu} \delta \Gamma_{x \nu}{ }^{x}+2 S_{x \mu}{ }^{\tau} \delta \Gamma_{\tau \nu}{ }^{x} . \tag{3.31}
\end{equation*}
$$

This gives

$$
\begin{aligned}
\delta R_{\mu \nu}= & \partial_{x} \delta \Gamma_{\mu \nu}{ }^{x}-\partial_{\mu} \delta \Gamma_{x \nu}{ }^{x}-\Gamma_{x \mu}{ }^{\tau} \delta \Gamma_{\tau \nu}{ }^{x}-\Gamma_{x \nu}{ }^{r} \delta \Gamma_{\mu \tau}{ }^{x}+\Gamma_{x \tau}{ }^{x} \delta \Gamma_{\mu \nu}{ }^{\tau} \\
& +\Gamma_{\mu x}{ }^{\tau} \delta \Gamma_{\tau \nu}{ }^{x}+\Gamma_{\mu \nu}{ }^{\tau} \delta \Gamma_{x \tau}{ }^{x}-\Gamma_{\mu \tau}{ }^{x} \delta \Gamma_{x \nu}{ }^{\tau}+2 S_{x \mu}{ }^{\tau} \delta \Gamma_{\tau \nu}{ }^{x},
\end{aligned}
$$

which is obviously the same as (3.30). In symmetric spaces this relation was first used by Palatini.

We must now express this variation in terms of $\delta g^{\mu \nu}$ and $\delta S_{\mu \nu}{ }^{\lambda}$. It is useful to perform all operations inside the action integral,

$$
\begin{equation*}
-\frac{1}{2} \int d x \sqrt{-g} g^{\mu \nu} \delta R_{\mu \nu} \tag{3.32a}
\end{equation*}
$$

Because of the tensor nature of $\delta \Gamma_{\mu \nu}{ }^{x}$ we can take $g^{\mu \nu}$ through the covariant derivative and write this as

$$
\begin{align*}
- & -\frac{1}{2} \int d x \sqrt{-g}\left(D_{x} \delta \Gamma_{\mu}^{\mu x}-D_{\mu} \delta \Gamma_{x}{ }^{\mu x}+2 S_{x}{ }^{\mu r} \delta \Gamma_{r \mu}{ }^{x}\right) \\
= & -\frac{1}{2} \int d x \sqrt{-g}\left(\partial_{x} \delta \Gamma_{\mu}^{\mu x}-\partial_{\mu} \delta \Gamma_{x}{ }^{\mu x}+\Gamma_{x \lambda}{ }^{*} \delta \Gamma_{\mu}^{\mu \lambda}\right. \\
& \left.-\Gamma_{\mu \lambda}{ }^{\mu} \delta \Gamma_{x}{ }^{\lambda x}+2{S_{x}}^{\mu \tau} \delta \Gamma_{r \mu}{ }^{x}\right) . \tag{3.32b}
\end{align*}
$$

Further, we use

$$
\begin{equation*}
\partial_{x} \sqrt{-g}=\sqrt{-g} \Gamma_{x \lambda}{ }^{\wedge} \tag{3.33}
\end{equation*}
$$

to rewrite $\sqrt{-g} \partial_{x} \delta \Gamma_{\mu \nu}{ }^{x}$ as

$$
\begin{equation*}
\partial_{x}\left(\sqrt{-g} \delta \Gamma_{\mu \nu}{ }^{\chi}\right)-\sqrt{-g} \Gamma_{x \lambda}{ }^{\lambda} \delta \Gamma_{\mu \nu}{ }^{\kappa} \tag{3.34}
\end{equation*}
$$

and split (3.32b) into a pure surface term

$$
\begin{equation*}
-\frac{1}{2} \int d x\left\{\partial_{x} \sqrt{-g} \delta \Gamma_{\mu}^{\mu x}-\partial_{\mu} \sqrt{ }=\bar{g} \delta \Gamma_{x}{ }^{\mu x}\right\}, \tag{3.35}
\end{equation*}
$$

plus terms originating from the connection,

$$
\begin{align*}
&-\frac{1}{2} \int d x \sqrt{-g}\left(-\Gamma_{x \lambda}{ }^{\lambda} \delta \Gamma_{\nu}^{\nu}{ }_{\nu}{ }^{x}+\Gamma_{\lambda}^{\nu}{ }_{\lambda} \delta \Gamma_{x \nu}{ }^{x}+\Gamma_{x \lambda}{ }^{x} \delta \Gamma_{\nu}{ }_{\nu} \lambda\right. \\
&\left.-\Gamma_{\mu \lambda}{ }^{\mu} \delta \Gamma_{x}{ }^{\lambda x}+2 S_{x}{ }^{\nu \tau} \delta \Gamma_{\tau \nu}{ }^{x}\right) \\
&=-\frac{1}{2} \int d x \sqrt{-g}\left(-2 S_{x} \delta \Gamma_{\nu}^{\nu}{ }^{x}+2 S^{\nu} \delta \Gamma_{x \nu}{ }^{x}+2 S_{x}{ }^{\nu \tau} \delta \Gamma_{r \nu}{ }^{\chi}\right), \tag{3.36}
\end{align*}
$$

where we have abbreviated

$$
\begin{equation*}
S_{x} \equiv S_{x \lambda}{ }^{\lambda}, \quad S^{x} \equiv S_{\lambda}^{x}{ }_{\lambda}^{\lambda}, \tag{3.37}
\end{equation*}
$$

It is useful to state the result as follows

$$
\begin{equation*}
-\frac{1}{2} \int d x \sqrt{-g} g^{\mu \nu} \delta R_{\mu \nu}=-\frac{1}{2} \int d x \sqrt{-g} S_{\kappa}^{\mu}{ }^{\mathrm{r}} \delta \Gamma_{\gamma \mu}{ }^{\kappa} \tag{3.38}
\end{equation*}
$$

valid up to irrelevant surface terms, where

$$
\begin{equation*}
\frac{1}{2} S_{\mu x}{ }^{\cdot \tau} \equiv S_{\mu x}{ }^{\tau}+\delta_{\mu}{ }^{\top} S_{x}-\delta_{x}{ }^{\tau} S_{\mu} . \tag{3.39}
\end{equation*}
$$

This combination of torsion tensors is referred to as the Palatini tensor.
We are now going to express $\delta \Gamma_{r \mu}{ }^{{ }^{2}}$ in terms of $\delta g_{\mu \nu}$ and $\delta S_{\mu \nu}{ }^{\lambda}$. To do this we note that the varied metric $g_{\mu \rho}+\delta g_{\mu \rho}$ certainly satisfies the identity (2.48),

$$
\stackrel{\Gamma+\delta \Gamma}{D_{\mathrm{r}}}\left(g_{\mu \rho}+\delta g_{\mu \rho}\right)=0
$$

where $D$ is the covariant derivative formed with the varied connection. For the variations $\delta g_{\mu \rho}$ this implies,

$$
\begin{equation*}
\stackrel{r}{D}_{\mu} \delta g_{r \rho}=\delta \Gamma_{\mu r \rho}+\delta \Gamma_{\mu \rho r}, \tag{3.41}
\end{equation*}
$$

where we have introduced

$$
\begin{equation*}
\delta \Gamma_{\mu r \rho} \equiv g_{\rho \lambda} \delta \Gamma_{\mu \tau}{ }^{\lambda} \tag{3.42}
\end{equation*}
$$

This gives

$$
\begin{align*}
& =\delta \Gamma_{\tau \mu \rho}-\delta K_{r \mu \rho}, \tag{3.43}
\end{align*}
$$

where $\delta S_{r \mu \rho} \equiv g_{\rho \lambda} \delta S_{r \mu}{ }^{\lambda} \equiv g_{\rho \lambda} \cdot(1 / 2) \delta\left(\Gamma_{\tau \mu}{ }^{\lambda}-\Gamma_{\mu \tau}{ }^{\lambda}\right) \quad$ and $\quad \delta K_{\tau \mu \rho} \equiv \delta S_{\tau \mu \rho}-$ $\delta S_{\mu \rho r}+\delta S_{\rho r \mu}$ is the result of a variation of $S_{\mu \nu}{ }^{\wedge}$ at fixed $g_{\mu \nu}$. Notice that even though $\Gamma_{\mu \nu}{ }^{\lambda}=\left\{\begin{array}{l}{ }_{\mu \nu} \\ \}\end{array}+K_{\mu \nu}{ }^{\wedge}\right.$, the left-hand side cannot be identified with $g_{\rho \chi} \delta\left\{\begin{array}{c}{ }^{\chi} \mu\end{array}\right\}$, since $\delta K_{\mu \nu}{ }^{\lambda}$ contains contributions from $\delta S_{\mu \nu}{ }^{\lambda}$ at fixed $g_{\mu \nu}$ and from $g_{\mu \nu}$ at fixed $S_{\mu \nu}{ }^{\lambda}$.

Using (3.43) we can rewrite (3.38) as

$$
\begin{aligned}
& -\frac{1}{2} \int d x \sqrt{-g} g^{\mu \nu} \delta R_{\mu \nu} \\
& =\frac{1}{2} \int d x \sqrt{-g} S^{\mu \rho . \tau}\left[\delta K_{\tau \mu \rho}+\frac{1}{2}\left(D_{\mathrm{r}} \delta g_{\mu \rho}+D_{\mu} \delta g_{\rho \mathrm{r}}-D_{\rho} \delta g_{\tau \mu}\right)\right] .
\end{aligned}
$$

The first term at the right-hand side shows that the Palatini tensor $S^{\rho \mu . \tau}$
plays the role of the spin current of the gravitational field [recall the definition (3.17)] up to a factor $-1 / \kappa$,

$$
\begin{equation*}
\sum_{\mu \rho . \mathrm{r}}^{\prime}=-\frac{1}{\kappa} S_{\mu \rho . \mathrm{T}} \tag{3.44}
\end{equation*}
$$

The second term is partially integrated, with the result

$$
\begin{aligned}
\text { surface term } & -\frac{1}{4} \int d x \sqrt{-g}\left\{D_{r}^{*} S^{\mu \rho . \tau} \delta g_{\mu \rho}\right. \\
& \left.+D_{\mu}^{*} S^{\mu \rho . \tau} \delta g_{\rho r}-D_{\rho}^{*} S^{\mu \rho . r} \delta g_{r \mu}\right\} .
\end{aligned}
$$

Here $D_{\mu}{ }^{*}$ is defined as

$$
\begin{equation*}
D_{\mu}^{*} \equiv D_{\mu}+2 S_{\mu} . \tag{3.45}
\end{equation*}
$$

This modified covariant derivative is a convenient tool for partial integration in integrals containing the metric factor $\sqrt{-g}$. Take any tensors $U^{\mu \cdots v_{i} \cdots}, V \ldots v_{i} \ldots$ and consider, for example,

$$
\begin{equation*}
-\int d x \sqrt{-g} U^{\mu \ldots \nu_{1} \ldots} D_{\mu} V_{\ldots \nu_{i}} \ldots \tag{3.46}
\end{equation*}
$$

Partial integration gives

$$
\begin{align*}
\text { surface term } & +\sum_{i} \int d x\left[\partial_{\mu} \sqrt{-g} U^{\mu \ldots v_{i} \cdots} V_{\ldots,} \ldots\right. \\
& \left.+\sqrt{-g} U^{\mu \ldots \nu_{1} \cdots} \Gamma_{\mu v_{i}}^{\lambda, V} V_{1}, \ldots\right] \tag{3.47}
\end{align*}
$$

where $\Sigma_{i} \Gamma_{\mu v}{ }^{\lambda_{,}}$, indicates the sum of connections, each acting on one of the indices of $V_{\ldots, \ldots} \ldots$ and contracted with $\nu_{i}$ in $U^{\mu \ldots \nu_{1} \ldots}$. But

$$
\partial_{\mu} \sqrt{ }=\bar{g}=\sqrt{-g} \Gamma_{\mu x}{ }^{x}=\sqrt{-g}\left(2 S_{\mu}+\Gamma_{x \mu}{ }^{\kappa}\right)
$$

so that (3.47) becomes

$$
\begin{aligned}
& \text { surface term }+\sum_{i} \int d x \sqrt{-g}\left[\left(\partial_{\mu} U^{\mu \ldots \lambda_{1} \ldots}+\sum_{i} \Gamma_{\mu v_{i}} \lambda_{i} U^{\mu \ldots v_{1} \ldots}\right.\right. \\
& \left.\left.\quad+\Gamma_{x \mu}{ }^{\kappa} U^{\mu \ldots \lambda_{i} \ldots}\right) V_{\ldots \lambda_{1} \ldots .}+2 S_{\mu} \sum_{i} U^{\mu \ldots \lambda_{1} \ldots} V_{\ldots \lambda_{1} \ldots}\right]
\end{aligned}
$$

Now, the terms in parentheses are just the covariant derivative of $U^{\mu \ldots v_{i} \ldots}$ so that we arrive at

$$
\begin{equation*}
+\int d x \sqrt{-g} D_{\mu}^{*} U^{\mu \ldots v_{i} \cdots} V_{\ldots p_{1} \ldots} \tag{3.48}
\end{equation*}
$$

Relabeling the indices in (3.43), we arrive at the following derivative of the action ${ }^{\text {b }}$ with respect to $\delta g_{\mu \nu}$

$$
-\frac{1}{2} \int d x \sqrt{-g}\left\{G^{\mu \nu}-\frac{1}{2} D_{\lambda}^{*}\left(S^{\mu \nu \cdot \lambda}-S^{\nu \lambda \cdot \mu}+S^{\lambda \mu, \nu}\right)\right\}
$$

Thus the complete energy-momentum tensor of the field reads

$$
\begin{equation*}
\hat{T}^{\prime \mu \nu}=-\frac{1}{\kappa}\left[G^{\mu \nu}-\frac{1}{2} D_{\lambda}^{*}\left(S^{\mu \nu, \lambda}-S^{\nu \lambda, \mu}+S^{\lambda \mu, \nu}\right)\right] . \tag{3.49}
\end{equation*}
$$

Actually, the variation $\delta g^{\mu \nu}$ yields only the symmetrized part of ${ }_{T_{\mu \nu}}$. This specification is, however, unnecessary. We shall demonstrate later that total angular momentum conservation [cf. Eq. (5.13)] makes ${ }_{T}^{f \nu}$ symmetric as it stands (even though $G^{\mu \nu}$ is not).

We finally arrive at the following field equations:

$$
\begin{gather*}
-\kappa{\stackrel{t}{S_{\mu x}} \cdot{ }^{\cdot r}=S_{\mu x} \cdot \tau=\kappa \stackrel{m}{\Sigma}_{\mu x}^{\cdot r}}_{-\kappa T^{\prime \mu \prime}=G^{\mu \nu}-\frac{1}{2} D_{\lambda}^{*}\left(S^{\mu \nu, \lambda}-S^{v \lambda \cdot \mu}+S^{\lambda \mu \cdot,}\right)=\kappa{ }^{\prime \prime} T^{\mu \nu}} . \tag{3.50}
\end{gather*}
$$

For a set of point particles we insert (3.22), (3.23) and have

$$
\begin{gather*}
S_{\mu x}{ }^{\cdot r}=0 \\
G^{\mu \prime \prime}=\kappa T^{\prime \prime \prime} \tag{3.51'}
\end{gather*}
$$

[^36]
### 3.3. SYMMETRIC ENERGY-MOMENTUM TENSOR OF THE GRAVITATIONAL FIELD AND DEFECT DENSITY

The field energy-momentum tensor obtained in (3.49) has a direct defect interpretation. For simplicity, let us go to three dimensions. Then the linearized version of (3.49) reads

$$
\begin{equation*}
-\kappa \stackrel{\prime}{T}_{i j}=G_{i j}-\frac{1}{2} \partial_{k}\left(S_{i j, k}-S_{j k, i}-S_{k i, j}\right) \tag{3.52}
\end{equation*}
$$

with the spin density (3.44), (3.39),

$$
\begin{equation*}
-\frac{1}{2} \kappa \hat{\Sigma}_{i j, k}^{f}=\frac{1}{2} S_{i j, k}=S_{i j k}+\delta_{i k} S_{j}-\delta_{j k} S_{i} . \tag{3.53}
\end{equation*}
$$

We insert the dislocation density according to (2.85), (2.92a)

$$
\begin{equation*}
S_{i j k}=\frac{1}{2}\left(\partial_{i} \partial_{j}-\partial_{j} \partial_{i}\right) u_{k}=\frac{1}{2} \varepsilon_{i j!} \alpha_{\ell k} . \tag{3.54}
\end{equation*}
$$

Then the Palatini tensor reads

$$
\begin{equation*}
S_{i j, k}=\varepsilon_{i j \epsilon} \alpha_{f k}+\delta_{i k} \varepsilon_{j p t} \alpha_{f p}-\delta_{j k} \varepsilon_{i p t} \alpha_{\ell_{p}} . \tag{3.55}
\end{equation*}
$$

Since both sides are antisymmetric in (ij), we can contract them with $\varepsilon_{i j n}$,

$$
\begin{aligned}
\varepsilon_{i j n} S_{i j . k} & =2 \alpha_{n k}+\varepsilon_{k j n} \varepsilon_{j p t} \alpha_{\ell p}-\varepsilon_{i k n} \varepsilon_{i p t} \alpha_{t p} \\
& =2 \alpha_{n k}-2\left(\delta_{k p} \delta_{n t}-\delta_{k t} \delta_{n p}\right) \alpha_{t p}=2 \alpha_{k n},
\end{aligned}
$$

and $S_{i j, k}$ becomes simply

$$
\begin{equation*}
S_{i j, k}=\varepsilon_{i j l} \alpha_{k l} . \tag{3.56}
\end{equation*}
$$

and the spin density coincides with the dislocation density up to a factor $-\kappa$

$$
\begin{equation*}
-\kappa \hat{S}_{i j, k}=\varepsilon_{i j 1} \alpha_{k l} . \tag{3.57}
\end{equation*}
$$

Thus the spin density is related to the dislocation density whose indices appear in the transposed order with respect to (3.54). The transposition insures that the spin density has vanishing divergence, since

$$
\begin{equation*}
\partial_{k} S_{i j, k}=\varepsilon_{i j \ell} \partial_{k} \alpha_{k \ell}=0 \tag{3.58}
\end{equation*}
$$

In terms of the derivatives of the displacement field $u_{i}(x)$, the Palatini tensor reads

$$
\begin{equation*}
S_{i j, k}=\varepsilon_{i j \ell} \varepsilon_{k m n} \partial_{m} \partial_{n} u_{\ell}, \tag{3.59}
\end{equation*}
$$

a form which shows explicitly the conservation law (3.58).
Let us now form the three combinations of $S_{i j, k}$ required in (3.52),

$$
\begin{equation*}
\frac{1}{2}\left(S_{i j, k}-S_{j k, i}+S_{k i, j}\right)=\frac{1}{2}\left(\varepsilon_{i j \ell} \alpha_{k \ell}-\varepsilon_{j k \ell} \alpha_{i \ell}+\varepsilon_{k i \ell} \alpha_{j \ell}\right) . \tag{3.60}
\end{equation*}
$$

The identity

$$
\begin{equation*}
\varepsilon_{i j \ell} \delta_{k m}+\varepsilon_{j k t} \delta_{i m}+\varepsilon_{k i \epsilon} \delta_{j m}=\varepsilon_{i j k} \delta_{i m} \tag{3.61}
\end{equation*}
$$

may be contracted with $\alpha_{m c}$ giving

$$
\begin{equation*}
\varepsilon_{i j \ell} \alpha_{k \ell}+\varepsilon_{j k \ell} \alpha_{i \ell}+\varepsilon_{k i \ell} \alpha_{j \ell}=\varepsilon_{i j k} \alpha_{l \ell}, \tag{3.62}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{1}{2}\left(S_{i j, k}-S_{j k, i}+S_{k i, j}\right)=-\varepsilon_{j k \ell} \alpha_{i \ell}+\frac{1}{2} \varepsilon_{i j k} \alpha_{\ell \ell} . \tag{3.63}
\end{equation*}
$$

The right-hand side is recognized as

$$
\begin{equation*}
\varepsilon_{j k \ell} K_{i i} \tag{3.64}
\end{equation*}
$$

where $K_{i j}=-\alpha_{j \ell}+(1 / 2) \delta_{\ell j} K_{k k}$ is Nye's contortion tensor which was defined in Part III, Eq. (2.79a). With this notation, Eq. (3.52) becomes

$$
-\kappa \stackrel{f}{T}_{i j}=G_{i j}-\varepsilon_{j k t} \partial_{k} K_{f i} .
$$

Now we recall that the Einstein curvature tensor $G_{i j}$ of a metric $g_{i j}=\delta_{i j}+\partial_{i} u_{j}+\partial_{j} u_{i}$ with the total (elastic plus plastic) displacement $u_{i}(\mathbf{x})$ coincides with the disclination density $\Theta_{j i}$ [see (2.93)]. But then, comparison with Eq. (III.2.80a) shows that the symmetric energymomentum tensor times $-\kappa$ is nothing but the total defect density $\eta_{i j}$ :

$$
\begin{equation*}
-\kappa T_{i j}=\eta_{i j} . \tag{3.65}
\end{equation*}
$$

## CHAPTER FOUR

## SPINNING PARTICLES

### 4.1. LOCAL LORENTZ INVARIANCE AND NON-HOLONOMIC COORDINATES

Until now we have been discussing the gravitational field interacting with massive point particles without any intrinsic spin. Let us now see how spin can be incorporated into this geometric framework.

Spin was originally defined in Lorentz invariant theories as follows: A particle moving with velocity $\mathbf{v}$ is brought to rest by a Lorentz transformation. Then its quantum mechanical description requires several components which, under rotation, transform according to an irreducible representation of the rotation group. For spin $1 / 2$, this property is automatically accounted for by describing the spinning particles in terms of a Dirac field $\psi_{\alpha}(x)$ which extremizes the action

$$
\begin{equation*}
\mathscr{A}_{m}=\frac{1}{2} \int d^{4} x \bar{\psi}(x)\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi(x)+\text { h.c. } \tag{4.1}
\end{equation*}
$$

In order to allow for the presence of a gravitational field, this action has to be generalized to arbitrary curved space-time. Naively we would expect an expression like

$$
\begin{equation*}
\mathscr{A}_{m}=\frac{1}{2} \int d x \sqrt{-g} \bar{\psi}(x)\left(i \gamma^{\mu}(x) D_{\mu}-m\right) \psi(x)+\text { h.c. } \tag{4.2}
\end{equation*}
$$

where the matrices $\gamma^{\mu}$ satisfy the Dirac algebra

$$
\begin{equation*}
\left\{\gamma^{\mu}(x), \gamma^{\nu}(x)\right\}=2 g^{\mu \nu}(x) \tag{4.3}
\end{equation*}
$$

which can be solved by $x$-dependent matrices $\gamma^{\mu}(x)$. What is unknown is the covariant derivative $D_{\mu}$ of a spinor which depends on the transformation properties of $\psi(x)$ under Lorentz transformations.

The most convenient theoretical framework for solving this problem is based on the introduction of non-holonomic coordinates. They are related to $x^{\mu}$ by some differential coordinate transformation,

$$
\begin{equation*}
d x^{\alpha}=d x^{\mu} h_{\mu}^{\alpha}(x), \tag{4.4}
\end{equation*}
$$

which satisfies the following conditions.

1. It has an inverse

$$
\begin{equation*}
d x^{\mu}=d x^{\prime \prime} h_{c r}{ }^{\mu}(x) \tag{4.5}
\end{equation*}
$$

i.e.. the matrices $h_{\mu}^{\alpha}, h_{\text {c }}{ }^{\mu}$ satisfy

$$
\begin{equation*}
h_{o}{ }^{\mu} h^{\beta}{ }_{\mu}=\delta_{\alpha}{ }^{\beta}, \quad h_{\mu}^{\alpha} h_{a}{ }^{\prime \prime}=\delta_{\mu}{ }^{\nu} . \tag{4.6}
\end{equation*}
$$

2. The transformation matrices $h_{\mu}^{\alpha}(x), h_{88}{ }^{\mu}(x)$ obey the integrability condition

$$
\begin{equation*}
\left(\partial_{\mu} \partial_{1}-\partial_{\nu} \partial_{\mu}\right) h_{\lambda}^{\alpha}=0 . \tag{4.7}
\end{equation*}
$$

This condition has the consequence that, if we define a curvature tensor $\stackrel{h}{R}_{\mu \nu \lambda}{ }^{\text {x }}$ in terms of ${h_{\alpha}}^{\mu}$ in the same way as $R_{\mu \nu \lambda}{ }^{\boldsymbol{x}}$ was defined in terms of $e_{\alpha}{ }^{\mu}$ [compare (2.61)], this vanishes identically.

$$
\begin{equation*}
\stackrel{H}{R}_{\mu \nu \lambda}{ }^{x}=h_{\kappa}^{x}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) h_{\lambda}^{\alpha} \equiv 0 . \tag{4.8}
\end{equation*}
$$

3. The matrix $h_{\alpha}{ }^{\mu}(x)$ is chosen so as to bring the metric $g_{\alpha \beta}$ to the flat form at every point in space.

$$
g_{\alpha \beta}(x)=\eta_{\alpha \beta}=\left(\begin{array}{llll}
1 & & &  \tag{4.9}\\
& -1 & & \\
& & -1 & \\
& & & -1
\end{array}\right)_{\alpha \beta}
$$

This implies that the metric $g_{\mu \nu}(x)$ is the square of the matrices $h_{\mu}^{\alpha}(x)$ in the same way as it is of the basis tetrads $e^{\prime \prime}{ }_{\mu}(x)$ [recall (2.17)]:

$$
\begin{equation*}
g_{\mu \nu}(x)=h_{\mu}^{\alpha}(x) h_{\nu}^{\beta}(x) \eta_{\alpha \beta} \equiv h_{\mu}^{\alpha}(x) h_{\beta \nu}(x) . \tag{4.10}
\end{equation*}
$$

Still, they are completely different objects with different integrability properties, While $h_{\lambda}^{\text {cx }}$ satisfies (4.7), $e_{\lambda}^{\prime \prime}$ does not, with the commutator of the derivatives determining the curvature tensor [see (2.61)].

The 16 component transformation matrices $h_{\sigma}{ }^{\mu}(x)$ are called vierbein fields and $h^{\alpha}{ }_{\mu}(x)$ the reciprocal vierbein fields. As in the case of the basis tetrads $e^{\mu}{ }_{\mu}, e_{a}{ }^{\mu}$ we shall freely raise and lower the indices $\alpha, \beta, \gamma, \ldots$ using the metric $\eta_{\alpha \beta}=\eta^{\alpha \beta}$ and define

$$
h^{\alpha \mu} \equiv \eta^{\alpha \beta} h_{\beta}{ }^{\mu}, \quad h_{\alpha \mu} \equiv \eta_{\alpha \beta} h_{\mu}^{\beta} .
$$

From the defect point of view, the matrices $h_{\alpha}{ }^{\mu}$ create an intermediate coordinate system $d x^{*}$ which, by the integrability condition (4.7), has the same disclination content as the coordinates $x^{\mu}$ but is completely free of dislocations. We shall see later in Chapter 7 that $h_{c \lambda}$ is the geometric analogue of the plastic distortion $\beta_{\lambda \alpha}^{\rho}$ discussed in Part III, Eq. (2.62). The metric in the new coordinate system $x^{\text {a }}$ is locally Minkowski-like, at each point in space. Still, the coordinates $x^{\text {ct }}$ do not form a Minkowski space since they differ from the inertial coordinates $x^{\prime \prime}$ by the presence of disclinations, i.e., there are wedge-like pieces missing with respect to an ideal reference crystal.

Observe that in order to specify space-time points we have to parametrize them in terms of the original variables $x^{\mu}$. Only derivatives can be executed in $x^{\prime \prime}$ space and vector directions be fixed with respect to the intermediate local axes.

$$
\begin{align*}
\mathbf{e}_{a}(x) & \equiv \mathbf{e}_{\mu}(x) \frac{\partial x^{\mu}}{\partial x^{\alpha}}=\mathbf{e}_{\mu}(x) h_{\alpha}^{\mu}(x) \\
& \equiv \mathbf{e}_{a} e_{\mu}^{a}(x) h_{\alpha}^{\mu}(x) \equiv \mathbf{e}_{a} e_{\alpha}^{a}(x), \tag{4.11}
\end{align*}
$$

from which one can go back to the local basis via the reciprocal vierbein fields

$$
\begin{equation*}
\mathbf{e}_{\mu}(x)=\mathbf{e}_{n}(x) \frac{\partial x^{\alpha}}{\partial x^{\mu}}=\mathbf{e}_{\alpha}(x) h_{\mu}^{\alpha}(x) \tag{4.12}
\end{equation*}
$$

Thus, an arbitrary vector may be transformed as follows,

$$
\begin{align*}
\mathbf{v}(x) & \equiv \mathbf{e}_{a} v^{a}(x)=\mathbf{e}_{a} e_{\mu}^{a} v^{\mu}=\mathbf{e}_{a} e_{\alpha}^{a}\left(h_{\mu}^{\alpha} v^{\mu}\right)=\mathbf{e}_{a} e^{\sigma \alpha} h_{\alpha}^{\mu} v_{\mu} \\
& \equiv \mathbf{e}_{a} e_{\alpha}^{a} v^{\alpha} \equiv \mathbf{e}_{a} e^{a \alpha} v_{\alpha} \tag{4.13}
\end{align*}
$$

where we have introduced the components

$$
\begin{equation*}
v^{\alpha}(x) \equiv v^{\mu}(x) h_{\mu}^{\alpha}(x), \quad v_{\alpha}(x) \equiv v_{\mu}(x) h_{\alpha}^{\mu}(x) \tag{4.14}
\end{equation*}
$$

The orthogonality relations (4.6) imply the inverse relations

$$
\begin{equation*}
v_{\mu}(x)=v_{\alpha}(x) h_{\mu}^{\alpha}(x), \quad v^{\mu}(x)=v^{\alpha}(x) h_{\alpha}^{\mu}(x) \tag{4.15}
\end{equation*}
$$

In the intermediate basis $\mathbf{e}_{\alpha}(x)$ the covariant derivatives of the vector fields $v_{\beta}, v^{\beta}$ is found to be

$$
\begin{equation*}
D_{\alpha} v_{\beta}=\partial_{\alpha} v_{\beta}-\bar{\Gamma}_{\alpha \beta}^{\gamma} v_{\gamma}, \quad D_{\alpha} v^{\beta}=\partial_{\alpha} v^{\beta}+\bar{\Gamma}_{\alpha \gamma}^{\beta} v^{\gamma} \tag{4.16}
\end{equation*}
$$

where $\bar{\Gamma}_{\alpha \beta}{ }^{\gamma}$ is calculated with $e^{a}{ }_{\beta}$ rather than with $e^{a}{ }_{\mu}$ [compare (2.46)]:

$$
\begin{equation*}
\bar{\Gamma}_{\alpha \beta}^{\gamma}=e_{a}^{\gamma} \partial_{\alpha} e_{\beta}^{a}=-e_{\beta}^{a} \partial_{\alpha} e_{n}^{\gamma} \tag{4.17}
\end{equation*}
$$

It is called the spin connection. Written out in terms of $e^{a}{ }_{\mu}$ and $h_{a}{ }^{\mu}$ this becomes

$$
\begin{align*}
\bar{\Gamma}_{\alpha \beta}^{\gamma} & =e_{a}^{\lambda} h_{\lambda}^{\gamma} h_{\alpha}^{\mu} \partial_{\mu}\left(e_{\nu}^{a} h_{\beta}^{\nu}\right) \\
& =h_{\lambda}^{\gamma} h_{\alpha}^{\mu} h_{\beta}^{\nu} \Gamma_{\mu \nu}{ }^{\lambda}+h_{\lambda}^{\gamma} h_{\alpha}^{\mu} \delta_{\nu}^{\lambda} \partial_{\mu} h_{\beta}^{\nu}  \tag{4.18}\\
& =h_{\lambda}^{\nu} h_{\alpha}^{\mu} h_{\beta}^{\nu}\left(\Gamma_{\mu \nu}^{\lambda}+h_{\nu}^{\delta} \partial_{\mu} h_{\delta}^{\lambda}\right) \\
& =h_{\lambda}^{\gamma} h_{\alpha}^{\mu} h_{\beta}^{\nu}\left(\Gamma_{\mu \nu}^{\lambda}-\stackrel{\Gamma}{\mu \nu}_{\lambda}^{\lambda}\right)
\end{align*}
$$

where $\stackrel{h}{\Gamma}_{\mu \nu}{ }^{\lambda}$ is defined in terms of $h$ in the same way as $\Gamma_{\mu \nu}{ }^{\lambda}$ is defined in terms of $e$ [see (2.46)]. Alternatively we may also write

$$
\bar{\Gamma}_{\alpha \beta}{ }^{\gamma}=h_{\lambda}^{\nu} h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu} \Gamma_{\mu \nu}{ }^{\lambda}-h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu} \partial_{\mu} h_{\nu}^{\gamma}
$$

$$
\begin{align*}
\bar{\Gamma}_{\alpha \beta}^{\gamma} & =h_{\lambda}^{\gamma} h_{\alpha}^{\mu} h_{\beta}^{\nu}\left(\Gamma_{\mu v}{ }^{\lambda}-h_{\delta}^{\lambda} \partial_{\mu} h_{\nu}^{\delta}\right) \\
& =h_{\lambda}^{\gamma} h_{\alpha}^{\mu} h_{\beta}^{\nu}\left(\Gamma_{\mu v}{ }^{\lambda}-\stackrel{\Gamma}{\Gamma}_{\mu \nu}{ }^{\lambda}\right) \tag{4.19}
\end{align*}
$$

The second line implies that ${h_{\alpha}}^{\mu}$ satisfies identities like $e_{a}{ }^{\mu}$ in (2.47):

$$
\begin{equation*}
D_{\alpha} h_{\beta}^{\mu}=0, \quad D_{\alpha} h_{\mu}^{\beta}=0 . \tag{4.20}
\end{equation*}
$$

If we now decompose the two connections on the right-hand side into Christoffel parts and contortion tensors [recall (2.54), (2.55)] we realize that, by the identity

$$
\begin{equation*}
g_{\mu \nu}(x)=e_{\mu}^{\prime \prime}(x) e_{\nu}^{b}(x) \eta_{a b} \equiv h_{\mu}^{\alpha}(x) h_{\nu}^{\beta}(x) \eta_{\alpha \beta}, \tag{4.21}
\end{equation*}
$$

the two Christoffel parts in $\Gamma_{\mu \nu}{ }^{\lambda}$ and ${ }^{\wedge} \Gamma_{\mu \nu}{ }^{\lambda}$ are the same so that $\bar{\Gamma}_{\alpha \beta}{ }^{\gamma}$ becomes simply

$$
\begin{align*}
\bar{\Gamma}_{\alpha \beta}{ }^{\gamma} & =h^{\gamma}{ }_{\lambda} h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu}\left(\left\{\begin{array}{c}
\lambda \\
\mu \nu
\end{array}\right\}+K_{\mu \nu}{ }^{\lambda}-\left\{\begin{array}{c}
h \\
\lambda \\
\mu \nu
\end{array}\right\}-\stackrel{h}{K}_{\mu \nu}{ }^{\lambda}\right) \\
& =h^{\gamma}{ }_{\lambda} h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu}\left(K_{\mu \nu}{ }^{\wedge}-\breve{K}_{\mu \nu}{ }^{\wedge}\right), \tag{4.22}
\end{align*}
$$

where $K_{\mu \nu}{ }^{\lambda}$ is the contortion as given in (2.54), (2.55) and ${ }_{K}^{K}{ }_{\mu \nu}{ }^{\lambda}$ the analogous expression in terms of $h_{\alpha}{ }^{\mu}$ instead of $e_{a}{ }^{\mu}$. Explicitly

$$
\begin{align*}
& K_{\mu \nu}{ }^{\lambda}=S_{\mu \nu}{ }^{\lambda}-S_{\nu}{ }^{\lambda}{ }_{\mu}+S_{\mu \nu}^{\lambda},  \tag{4.23}\\
& \grave{K}_{\mu \nu}{ }^{\lambda}=\stackrel{h}{S}_{\mu \nu}{ }^{\lambda}-\stackrel{h}{S}_{\nu}{ }^{\lambda}{ }_{\mu}+{ }^{h}{ }^{\lambda}{ }_{\mu \nu} . \tag{4.24}
\end{align*}
$$

Notice that due to (4.21) the spin connection is antisymmetric in the last two indices.

It will be helpful to use $h_{\mu}^{\alpha}, h_{\alpha}^{\mu}$ freely for changing indices $\alpha$ into $\mu$, for instance,

$$
\begin{align*}
& K_{\alpha \beta}{ }^{\gamma}=h_{\lambda}^{\gamma} h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu} K_{\mu \nu}{ }^{\lambda},  \tag{4.25}\\
& K_{\alpha \beta \beta}{ }^{\gamma}=h_{\lambda}^{\gamma} h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu} K_{\mu \nu}{ }^{\wedge} . \tag{4.26}
\end{align*}
$$

Observe that by introducing the vierbein fields $h_{\mu}{ }^{\alpha}, h_{\alpha}{ }^{\mu}$ the description of gravitational effects in terms of the 10 metric components $g_{\mu \nu}$ and the 24 torsion components $K_{\mu \nu}{ }^{\lambda}$ has been replaced by 16 components $h_{\mu}{ }^{\alpha}$ and the $24 K_{\mu \nu}{ }^{\wedge}$. We mentioned earlier that the vierbein fields satisfy the same relation

$$
\begin{equation*}
h_{\alpha \mu} h^{\alpha}{ }_{\nu}=g_{\mu \nu} \tag{4.27}
\end{equation*}
$$

as $e_{a \mu}(x)$. Thus they can be considered as another "square root" of the metric $g_{\mu \nu}$ different from $e_{a \mu}$. Obviously, such a "square root" is defined only up to an arbitrary local Lorentz transformation which accounts for the six additional degrees of freedom of the $h_{\alpha}{ }^{\mu}(x)$ with respect to the $g_{\mu \nu}(x)$ description. In fact, by introducing Lorentz transformations with rotational defects $d x^{\alpha}=d x^{\alpha} \Lambda_{a}{ }^{\alpha}(x)$, where $\Lambda_{a}{ }^{\alpha}(x)$ are non-integrable functions of $x$ we could make $h_{\alpha}{ }^{\mu}(x)$ coincide with the underlying fully defected coordinates $d x^{"}$. We shall not do so, however, since the intended introduction of spin into the gravitational field requires local Lorentz transformations without defects.

Local Lorentz transformations connecting $d x^{a}$ and the dislocated $d x^{\alpha}$ are given precisely by the matrices $e^{a}{ }_{\alpha}(x)$ introduced previously [see (4.11)] as can be seen directly from Eq. (4.9) which implies

$$
\begin{align*}
\eta_{\alpha \beta} & =\left(\begin{array}{llll}
1 & & & \\
& -1 & & \\
& & -1 & \\
& & & -1
\end{array}\right)_{\alpha \beta}=h_{\alpha}{ }^{\mu} h_{\beta \mu}=e^{a}{ }_{\alpha} e_{a}{ }^{\mu} e^{b}{ }_{\beta} e_{h \mu}  \tag{4.28}\\
& =e^{a}{ }_{\alpha} e^{b}{ }_{\beta} \eta_{a b}=e^{a}{ }_{\alpha} e^{b}{ }_{\beta}\left(\begin{array}{lll}
1 & & \\
& -1 & \\
& & -1
\end{array}\right)_{a b} . \tag{4.29}
\end{align*}
$$

Thus the matrix

$$
\begin{equation*}
\Lambda_{\alpha}^{\prime \prime}{ }_{\alpha}(x) \equiv e^{\prime \prime}{ }_{\alpha}(x) \tag{4.30}
\end{equation*}
$$

satisfies indeed the defining equation of Lorentz transformations,

$$
\begin{equation*}
\eta=\Lambda(x) \eta \Lambda^{T}(x) . \tag{4.31}
\end{equation*}
$$

Notice that, due to (4.17) $e^{a}{ }_{\alpha}(x), e_{a}{ }^{\alpha}(x)$ satisfy identities like (2.47), (4.20),

$$
\begin{equation*}
D_{\alpha} e_{\beta}^{a}=0, \quad D_{\alpha} e_{\alpha}^{\beta}=0 . \tag{4.32}
\end{equation*}
$$

Any theory which is formulated in a generally invariant way can be recast in terms of non-holonomic coordinates $d x^{\alpha}$. Since the metric is $\eta^{\alpha \beta}$, Minkowskian invariant actions have the same form as those in a flat space except that the derivatives are replaced by covariant ones,

$$
\partial_{\alpha} v_{\beta} \rightarrow D_{\alpha} v_{\beta}=\partial_{\alpha} v_{\beta}-\bar{\Gamma}_{\alpha \beta}^{\gamma} v_{\gamma} .
$$

For example,

$$
\begin{equation*}
\mathscr{A}=\int d^{4} x^{\alpha} D_{\alpha} v_{\beta}\left(x^{\mu}\right) D^{\alpha} v^{\beta}\left(x^{\mu}\right) \tag{4.33}
\end{equation*}
$$

is the non-holonomic form of a generally covariant action. As we said in the beginning, the specification of space-time points must be made with the $x^{\mu}$ coordinates. For this reason the action is preferably written as

$$
\begin{equation*}
\mathscr{A}=\int d^{4} x^{\mu} \sqrt{-g} D_{\alpha} v_{\beta}\left(x^{\mu}\right) D^{\alpha} v^{\beta}\left(x^{\mu}\right) . \tag{4.34}
\end{equation*}
$$

Under a general coordinate transformation à la Einstein, $d x^{\mu} \rightarrow d x^{\prime \mu}$ $=d x^{\mu} \alpha_{\mu}{ }^{\mu}$, the indices $\alpha$ are inert. For instance, $h_{\alpha}{ }^{\mu}$ itself transforms as

$$
\begin{equation*}
h_{\alpha}^{\mu}(x)_{E} h_{\alpha}^{\mu^{\prime}}\left(x^{\prime}\right)=h_{\alpha}^{\mu}(x) \alpha_{\mu}{ }^{\mu^{\prime}} . \tag{4.35}
\end{equation*}
$$

Vectors and tensors with indices $\alpha, \beta, \ldots$ experience only changes of their arguments $x \rightarrow x-\xi$ so that their infinitesimal substantial changes are

$$
\begin{gather*}
\delta_{E} v_{\alpha}(x)=\xi^{\lambda} \partial_{\lambda} v_{\alpha}(x)  \tag{4.36}\\
\delta_{E} D_{\alpha} v_{\beta}(x)=\xi^{\lambda} \partial_{\lambda} D_{\alpha} v_{\beta}(x) . \tag{4.37}
\end{gather*}
$$

The freedom in choosing $h_{\alpha}{ }^{\mu}(x)$ up to a local Lorentz transformation, when taking the "square root" of $g_{\mu \nu}(x)$ in (4.27), implies that the theory should be invariant under

$$
\begin{align*}
\delta_{L} d x^{\alpha} & =\omega_{\beta}^{\alpha}(x) d x^{\beta}  \tag{4.38}\\
\delta_{L} h_{\alpha}^{\mu}(x) & =\omega_{\alpha}^{\beta}(x) h_{\beta}^{\mu}(x) . \tag{4.39}
\end{align*}
$$

Here $\omega_{\alpha}{ }^{\alpha^{\prime}}(x)$ are the local versions of the infinitesimal angles introduced in (2.21) and (2.22).

Indeed the action (4.34) is automatically invariant if every index $\alpha$ is transformed accordingly.

$$
\begin{gather*}
\delta_{L} v_{\alpha}(x)=\omega_{\alpha}{ }^{\alpha^{\prime}}(x) v_{\alpha^{\prime}}^{\prime}(x)  \tag{4.40}\\
\delta_{L_{L}} D_{\alpha} v_{\beta}(x)=\omega_{\alpha}^{\alpha^{\prime}}(x) D_{\alpha} \cdot v_{\beta}(x)+\omega_{\beta}^{\beta^{\prime}}(x) D_{\alpha} v_{\beta^{\prime}}(x)
\end{gather*}
$$

The variables $x^{\mu}$ are unchanged since (4.38) refers only to the differentials $d x^{\alpha}$ and leaves $d x^{\mu}$ unchanged.

It is useful to verify explicitly how the covariant derivatives guarantee local Lorentz invariance. Consider

$$
\begin{equation*}
\delta_{L} v_{\alpha}=\omega_{\alpha \alpha^{\prime}}{ }^{\alpha^{\prime}}(x) v_{\alpha^{\prime}}(x), \quad \delta_{L^{\prime}} \partial_{\alpha}=\omega_{\alpha r}{ }^{\alpha^{\prime}}(x) \partial_{\alpha^{\prime}} \tag{4.41}
\end{equation*}
$$

Then the derivative $\partial_{\alpha} v_{\beta}$ transforms as

$$
\begin{align*}
\delta_{L} \partial_{\alpha} v_{\beta} & =\left(\delta_{L} \partial_{\alpha}\right) v_{\beta}+\partial_{\alpha}\left(\delta_{L} v_{\beta}\right) \\
& =\omega_{\alpha} \alpha^{\prime} \partial_{\alpha^{\prime}} \cdot c^{\prime}+\partial_{\kappa}\left(\omega_{\beta} \beta^{\prime} v_{\beta^{\prime}}\right) \\
& =\omega_{\alpha}{ }^{\alpha^{\prime}} \partial_{\alpha^{\prime}} v_{\beta}+\omega_{\beta}{ }^{\beta^{\prime}} \partial_{\alpha} v_{\beta^{\prime}}+\left(\partial_{\alpha} \omega_{\beta}{ }^{\beta^{\prime}}\right) v_{\beta^{\prime}} . \tag{4.42}
\end{align*}
$$

The spin connection behaves as follows: Due to the factors $h_{\lambda}{ }^{\gamma} h_{h_{\alpha}}{ }^{\mu} h_{\beta}{ }^{\nu}$ in (4.19), the first piece of $\bar{\Gamma}_{\alpha \beta}{ }^{\gamma}$, call it $\bar{\Gamma}^{\prime}{ }_{\alpha \beta}{ }^{\gamma}$, transforms like a local Lorentz tensor:

$$
\begin{equation*}
\delta_{l .} \bar{\Gamma}^{\prime}{ }_{\alpha \beta}{ }^{\gamma}=\omega_{\alpha \gamma} \alpha^{\prime} \bar{\Gamma}_{\alpha \prime \beta}^{\prime}{ }^{\gamma}+\omega_{\beta} \beta^{\prime} \bar{\Gamma}_{\alpha \beta}^{\prime}{ }^{\prime} \gamma^{\gamma}+\omega^{\gamma}{ }_{\gamma^{\prime}} \cdot \bar{\Gamma}^{\prime}{ }_{\alpha \beta}{ }^{\gamma^{\prime}} . \tag{4.43}
\end{equation*}
$$

But from the second piece $\stackrel{\mu}{\Gamma}_{\mu \nu}{ }^{\lambda}$ there is a non-tensorial derivative contribution,

$$
\begin{align*}
& \delta_{I} \cdot \stackrel{h}{\Gamma}_{\mu \nu}{ }^{\lambda}=\left(\delta h_{\delta}{ }^{\lambda}\right) \partial_{\mu} h^{\delta}{ }_{, \nu}+h_{\delta}{ }^{\lambda} \partial_{\mu}\left(\delta h^{\delta}{ }_{\nu}\right) \\
& =\omega_{\delta}{ }^{\delta{ }^{\prime}} h_{\delta}{ }^{\wedge} \dot{d}_{\mu} h^{\delta}{ }_{v}+h_{\delta}{ }^{\lambda} \partial_{\mu}\left(\omega^{\delta}{ }_{\delta} \cdot h^{\delta^{\prime}}{ }_{v}\right) \\
& =\omega_{\delta}{ }^{\delta} h_{\delta^{\prime}}{ }^{\lambda} \partial_{\mu} h^{\delta}{ }^{\delta},+\omega_{\delta}^{\delta} \cdot h_{\delta}{ }^{\wedge} \partial_{\mu} h^{\delta^{\delta}}{ }_{\nu}+\partial_{\mu} \omega^{\delta}{ }_{\delta} \cdot\left(h_{\delta}{ }^{\lambda} h^{\delta^{\prime}}{ }_{v}\right) \\
& =\partial_{\mu} \omega^{\delta}{ }_{\delta} \cdot h_{\delta}{ }^{\lambda} h^{\delta^{\prime}}{ }_{\nu}=-\partial_{\mu} \omega_{\delta}{ }^{\delta}{ }^{\delta} h_{\delta}{ }^{\lambda} h^{\delta^{\prime}}{ }_{\nu} \tag{4.44}
\end{align*}
$$

the cancellation in the third line being due to the antisymmetry of $\omega_{\delta}{ }^{\delta^{\prime}}=-\omega^{\delta^{\prime}}{ }_{\delta}$. Thus we arrive at

$$
\begin{equation*}
\delta_{L} \stackrel{\Gamma}{\Gamma}_{\mu \nu}{ }^{\lambda}=\partial_{\mu} \omega^{\delta} \delta^{\delta} \cdot h_{\delta}{ }^{\lambda} h^{\delta^{\prime}}{ }_{\nu,} \quad \delta_{L} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma}=\delta_{L_{\nu}} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma}+\partial_{\alpha} \omega_{\beta}{ }^{\nu}, \tag{4.45}
\end{equation*}
$$

where $\delta_{\mathrm{L}_{1},}$ denotes the proper Lorentz tensor transformation law satisfied by $\bar{\Gamma}_{\alpha \beta}{ }^{L_{i n}}$ (4.43). The last term is precisely what is required to cancel the last non-tensorial piece of (4.42), when transforming $D_{\alpha} v_{\beta}$, so that we indeed obtain the covariant transformation law (4.40').

Armed with these transformation laws it is now straightforward to introduce spinor fields into a gravitational theory. In a freely falling elevator, which is a local inertial frame, a spinor field $\psi(x)$ transforms like

$$
\begin{equation*}
\delta_{l, \psi} \psi(x)=-\frac{i}{2} \omega^{\alpha \beta}(x) \Sigma_{\iota \beta} \psi(x) . \tag{4.46}
\end{equation*}
$$

when locally changing from one such frame of reference to another Lorentz transformed one. Here $\Sigma_{\alpha \beta}$ are the spin representation matrices of the local Lorentz group. They are antisymmetric in $\alpha, \beta$ and satisfy the commutation relations

$$
\begin{equation*}
\left[\Sigma_{\kappa \beta}, \Sigma_{\alpha \gamma}\right]=-i \eta_{z r o} \Sigma_{\beta \gamma} . \tag{4.47}
\end{equation*}
$$

For spin-1 they are given explicitly by

$$
\begin{align*}
& \left(\Sigma_{\alpha \beta}\right)_{\alpha^{\prime} \beta^{\prime}}=i\left(\eta_{\alpha+r^{\prime}} \eta_{\beta \beta^{\prime}}-(\alpha \leftrightarrow \beta)\right) \\
& \left(\Sigma_{\alpha \beta}\right)_{q^{\prime}},^{\prime}=i\left(\eta_{\alpha \alpha^{\prime}} \delta_{\beta}{ }^{\beta^{\prime}}-(\alpha \leftrightarrow \beta)\right) \tag{4.48}
\end{align*}
$$

and (4.46) coincides with (4.40):

$$
\begin{equation*}
\delta_{l .} v_{\alpha}=-\frac{i}{2} \omega^{\gamma \delta} i\left(\eta_{\gamma \alpha} \delta_{\delta}^{\beta}-(\alpha \leftrightarrow \beta)\right) v_{\beta}=\omega_{\sigma}^{\beta} v_{\beta} \tag{4.49}
\end{equation*}
$$

For spin $-\frac{1}{2}, \Sigma_{\alpha \beta}$ is expressed in terms of Dirac matrices as

$$
\begin{equation*}
\Sigma_{\alpha \beta}=\frac{i}{4}\left[\gamma_{\alpha}, \gamma_{\beta}\right] \tag{4.50}
\end{equation*}
$$

The derivative of $\psi$ changes as

$$
\begin{align*}
\delta_{l .} \partial_{\alpha} \psi & =\omega_{\alpha} \alpha^{\alpha^{\prime}} \partial_{\alpha^{\prime}} \psi+\partial_{\alpha \gamma} \delta_{l} \psi \\
& =\omega_{\alpha}{ }^{\alpha^{\prime}} \partial_{\alpha} \psi \psi-\frac{i}{2} \partial_{\alpha}\left(\omega^{\beta \gamma} \Sigma_{\beta \gamma}\right) \psi \\
& =\omega_{\alpha r} \alpha^{\prime \prime} \partial_{\alpha} \cdot \psi-\frac{i}{2} \omega^{\beta \gamma} \Sigma_{\beta \gamma} \partial_{\alpha} \psi-\frac{i}{2}\left(\partial_{\alpha r} \omega^{\beta \gamma}\right) \Sigma_{\beta \gamma} \psi . \tag{4.51}
\end{align*}
$$

The first two terms describe the normal Lorentz behavior of $\partial_{a} \psi$. The last term is due to the dependence of the angles $\omega^{\beta \gamma}(x)$ on $x$. It can be removed by using the connection $\Gamma_{\alpha \beta}{ }^{\gamma}$ and defining the covariant derivative by

$$
\begin{equation*}
D_{\mathrm{tr}} \psi(x) \equiv \partial_{\alpha} \psi(x)+\frac{i}{2} \bar{\Gamma}_{\alpha \beta}{ }^{\nu} \Sigma^{\beta}{ }_{\gamma} \psi(x) . \tag{4.52}
\end{equation*}
$$

For. if we form

$$
\begin{equation*}
\delta_{\mathrm{I}-} \frac{i}{2} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma}{ }^{\gamma}{ }^{\beta}{ }_{\gamma} \psi . \tag{4.53}
\end{equation*}
$$

we obtain two terms. There is a term with the regular Lorentz transformation property

$$
\begin{equation*}
\delta_{1_{v}} \frac{i}{2} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma} \Sigma_{\gamma}^{\beta} \psi=-\frac{i}{2} \omega^{* \sigma r} \Sigma_{(r r}\left(\frac{i}{2} \bar{\Gamma}_{\alpha r \beta}{ }^{\gamma} \Sigma_{\gamma}^{\beta}{ }_{\gamma} \psi\right), \tag{4.54}
\end{equation*}
$$

as follows from

$$
\begin{equation*}
\frac{i}{2} \delta_{\mathrm{L}} \bar{\Gamma}_{\gamma \gamma \beta}{ }^{\gamma} \sum_{\gamma}^{\beta}{ }_{\gamma} \psi+\frac{i}{2} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma} \sum_{\gamma}^{\beta}{ }_{\gamma} \delta_{L} \psi \tag{4.55}
\end{equation*}
$$

after applying the commutation rule (4.47). A second term arises from $\partial_{\pi} \omega_{\beta}{ }^{\gamma}$, which is

$$
\begin{equation*}
\frac{i}{2} \partial_{\alpha} \omega_{\beta}{ }_{\gamma} \sum_{\gamma}^{\beta} \psi \tag{4.56}
\end{equation*}
$$

and cancels against the last term in (4.51). Thus $D_{\alpha} \psi$ behaves like

$$
\begin{equation*}
\delta_{L} D_{\alpha} \psi=\omega_{\alpha}{ }^{\alpha^{\prime}}(x) D_{\alpha} \cdot \psi-\frac{i}{2} \omega^{\beta \gamma}(x) \Sigma_{\beta \gamma} D_{\alpha} \psi \tag{4.57}
\end{equation*}
$$

and represents, therefore, a proper covariant derivative which generalizes the standard Lorentz transformation behavior to the case of local transformations $\omega_{a}{ }^{\beta}(x)$.

We can now immediately construct the spin $-\frac{1}{2}$ action for a Dirac particle in a gravitational field ( $d x$ is again short notation for $d^{4} x$ )

$$
\begin{align*}
\mathscr{A}_{m}[h, K, \psi] & =\frac{1}{2} \int d x \sqrt{-g} \bar{\psi}\left(\gamma^{\alpha} D_{\alpha}-m\right) \psi(x)+\text { h.c. } \\
& \equiv \frac{1}{2} \int d x \sqrt{-g} \bar{\psi} \gamma^{\alpha}\left(\partial_{\alpha}+\frac{i}{2} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma} \sum^{\beta}{ }_{\gamma}\right) \psi(x)+\text { h.c. } \tag{4.58}
\end{align*}
$$

If we wish, we may change the derivatives from $\partial_{\alpha}$ to $\partial_{\mu}$ by using $\partial_{\mathrm{rr}}=h_{\mu}{ }^{\mu} \partial_{\mu}$ and $\gamma^{\alpha \alpha}=h_{\mu}^{\mu}(x) \gamma^{\mu}(x)$ so that $\Sigma_{\alpha \beta}(x)=(i / 4)\left[\gamma_{\sigma}(x), \gamma_{\beta}(x)\right]$ and, expressing $\bar{\Gamma}_{\alpha \beta}{ }^{\gamma}$ by (4.19), the action reads

$$
\mathscr{A}_{m}[h, K, \psi]=\frac{1}{2} \int d x \sqrt{-g} \bar{\psi}(x)
$$

$$
\begin{equation*}
\times\left[\gamma^{\mu}(x)\left(\partial_{\mu}+\frac{i}{2}\left(K_{\mu v}{ }^{\lambda}-\stackrel{h}{K}_{\mu v}{ }^{\lambda}\right) \Sigma_{\lambda}^{\nu}\right)-m\right] \psi(x)+\text { h.c. } \tag{4.59}
\end{equation*}
$$

This is of the form (4.2). Due to the $x$ dependence of $\gamma^{\mu}$ and $\sum_{\lambda}^{\mu \nu}$, this form is, however. not very convenient. Much more useful is the initial expression (4.58)

$$
\begin{equation*}
\mathscr{O}_{\prime \prime}[h, K, \psi]=\frac{1}{2} \int d x \sqrt{-g} \bar{\psi}(x)\left\{\gamma^{\alpha \prime} D_{\alpha}-m\right\} \psi(x)+\text { h.c. } \tag{4.60}
\end{equation*}
$$

with the covariant derivative written in the form

$$
\begin{equation*}
D_{\alpha}=h_{\alpha}{ }^{\mu}(x) \partial_{\mu}+\frac{i}{2} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma} \sum^{\beta}{ }_{\gamma}=h_{\alpha}^{\mu} D_{\mu} \equiv h_{\alpha}{ }^{\mu}\left(\partial_{\mu}+\frac{i}{2} \bar{\Gamma}_{\mu \beta}{ }^{\gamma} \sum^{\beta}{ }_{\gamma}\right), \tag{4.61}
\end{equation*}
$$

involving the spin connection

$$
\bar{\Gamma}_{\mu \beta}^{\gamma} \equiv h_{\mu}^{\alpha} \bar{\Gamma}_{\alpha \beta}{ }^{\gamma} .
$$

This can easily be generalized to any higher spin if desired.

### 4.2. FIELD EQUATIONS WITH GRAVITATIONAL SPINNING MATTER

Consider the action of a spin-1/2 field interacting with a gravitation field:

$$
\begin{align*}
\mathscr{A}[h, K, \psi] & =-\frac{1}{2 \kappa} \int d x \sqrt{-g} R+\frac{1}{2} \int d x \sqrt{-g} \bar{\psi}\left(\gamma^{\alpha} D_{\alpha}-m\right) \psi(x)+\text { h.c. } \\
& \equiv \Omega_{f}[h, K]+\Omega_{m}[h, K . \psi] . \tag{4.62}
\end{align*}
$$

It is a functional of the vierbein field $h_{\alpha}{ }^{\mu}$. the torsion $K_{\mu \nu}{ }^{\wedge}$, and the Dirac field $\psi(x)$. Varying $\mathscr{A}$ with respect to $\bar{\psi}$ we obtain the equation of motion

$$
\begin{equation*}
\frac{\delta \gamma_{m}}{\delta \bar{\psi}}=\sqrt{-g}\left(\gamma^{\alpha} D_{\alpha}-m\right) \psi(x)=0 \tag{4.63}
\end{equation*}
$$

of a Dirac particle in a general affine space.
To obtain the gravitational field equations we again define the spincurrent density. just as we did in (3.17), by differentiating with respect to $K_{\mu}{ }_{1}{ }^{\wedge}$. at fixed $h_{o}{ }^{\mu}$. and find for the gravitational field

$$
\begin{equation*}
\frac{\delta \mathscr{A}_{f}}{\delta K_{\mu, ~}{ }^{\lambda}}=-\frac{1}{2} \sqrt{-g} \sum^{\prime}{ }_{\lambda} \cdot{ }^{\mu} . \tag{4.64}
\end{equation*}
$$

as given in (3.53).
From the matter action (4.59) we obtain.

$$
\begin{align*}
\sqrt{-g}{ }^{\prime \prime \prime}{ }_{\lambda}{ }_{\lambda}, \mu & \equiv 2 \frac{\delta \mathscr{A}_{m}}{\delta K_{\mu v}{ }^{\lambda}}=\sqrt{-g}\left\{-\frac{i}{2} \bar{\psi}(x) \gamma^{\mu}(x) \Sigma^{v}{ }_{\lambda}(x) \psi(x)+\text { h.c. }\right\} \\
& =h_{\gamma}{ }^{\lambda} h_{\mu}{ }^{\mu} h_{\beta}{ }^{\nu} \sqrt{-g}\left\{-\frac{i}{2} \bar{\psi}(x) \gamma^{\alpha} \sum^{\beta}{ }_{\gamma} \psi(x)+\text { h.c. }\right\} \\
& =h_{\gamma}{ }^{\lambda} h_{\alpha}{ }^{\mu} h_{\beta}{ }^{\nu} \sqrt{-g}{ }^{\prime \prime \prime}{ }^{\beta}{ }_{\gamma} \cdot{ }^{\alpha} . \tag{4.65}
\end{align*}
$$

The expression ${ }^{m}{ }^{\beta}{ }_{\gamma} \cdot \alpha$ is recognized as the canonical spin current of a Dirac particle in Minkowski space and $\sum_{\lambda}^{\prime \prime}{ }_{\lambda} \cdot \mu$ is its generally covariant analogue. Thus, for the spin-1/2 field, the definition (3.16) of the spin current density is consistent with the canonical definition.

$$
\begin{equation*}
\sum_{\lambda}^{m}{ }_{\lambda}^{\mu} \equiv-i \sum_{i} \pi_{i}^{\mu} \Sigma_{\lambda}^{\nu} \varphi_{i}=-i \sum_{i} \frac{\partial L}{\partial D_{\mu} \varphi_{i}} \Sigma_{\lambda}^{\nu} \varphi_{i} . \tag{4.66}
\end{equation*}
$$

where the sum over $i$ covers all independent matter fields of the system. This is also true, in general, by the fact that the general Einstein invariant matter action has the functional form [compare (4.59)]

$$
\begin{equation*}
\mathscr{A}_{m}=\mathscr{A}_{m}\left[h, K, \varphi_{i}\right]=\int d x \sqrt{-g} L\left(h_{\alpha}^{\mu}, \varphi_{i}, D_{\mu} \varphi_{i}\right) \tag{4.67}
\end{equation*}
$$

so that indeed, for fixed $h_{\alpha}{ }^{\mu}$,

$$
\begin{align*}
\left.2 \frac{\delta \mathscr{A}_{m}}{\delta K_{\mu \nu}{ }^{\lambda}}\right|_{h_{n}, \mu} & =2 \sqrt{-g} \sum_{i} \frac{\partial L}{\partial D_{\mu} \varphi_{i}} \frac{i}{2} \sum_{\lambda}^{\nu} \varphi_{i} \\
& \equiv i \sqrt{-g} \sum_{i} \pi_{i}^{\mu} \sum_{\lambda}^{\nu} \varphi_{i}=-\sum_{\lambda}^{m}{ }_{\lambda} \cdot \mu . \tag{4.68}
\end{align*}
$$

The field equations associated with $\delta K_{\mu \nu}{ }^{\lambda}$ are therefore

$$
\begin{equation*}
-\kappa \sum_{\lambda}^{v_{\lambda} \cdot \mu}=\kappa \sum_{\lambda}^{m} \cdot \mu, \tag{4.69}
\end{equation*}
$$

thus extending Eq. (3.50) to systems with spinning matter.
Let us now turn to the equations for $h_{\alpha}{ }^{\mu}$. It will be useful to define the total symmetric energy-momentum tensor as

$$
\begin{equation*}
\left.\sqrt{-g} T_{\mu}^{\alpha}(x) \equiv \frac{\delta \mathscr{A}}{\delta h_{\alpha}{ }^{\mu}(x)}\right|_{S_{\mu+1}}, \quad \sqrt{-g} T_{\alpha}^{\mu}=-\left.\frac{\delta \mathscr{A}}{\delta h_{\mu}^{\alpha}}\right|_{S_{\mu+}}, \tag{4.70}
\end{equation*}
$$

with the derivative formed at fixed $S_{\mu \nu}{ }^{\lambda}$. For the pure gravitational action which depends only on $g^{\mu \nu}=h^{\alpha \mu} h_{\alpha}{ }^{\nu}$ and $K_{\mu \nu}{ }^{\lambda}$, this definition leads trivially to the same symmetric energy-momentum tensor as that introduced earlier in (3.15) except that one index has the $\alpha$ form. This follows from the chain rule of differentiation together with (3.15)

$$
\begin{equation*}
\sqrt{-g} \hat{T}_{\mu}^{\alpha}=\frac{\delta \mathscr{A}_{f}}{\delta h_{\alpha}{ }^{\mu}}=\frac{\delta \mathscr{A}_{f}}{\delta g^{\lambda x}} \frac{\partial g^{\lambda x}}{\partial h_{\alpha}{ }^{\mu}}=\sqrt{-g} T_{\mu x}^{\prime} h^{\alpha x} . \tag{4.71}
\end{equation*}
$$

For matter, the actual calculation of the symmetric energy-momentum tensor is most conveniently performed in two steps. Take, for instance, the Dirac field. As a first step we differentiate $\sqrt{-g}$ and $\gamma^{\alpha} h_{\alpha}{ }^{\mu} \partial_{\mu}$ with respect to $h_{\mathrm{c}}{ }^{\mu}$ while keeping, for the moment, $D_{\mu}=$ const. The result is the so-called canonical energy-momentum tensor,

$$
\begin{equation*}
\sqrt{-g} \Theta_{\mu}^{m} \equiv \sqrt{-g} \frac{1}{2}\left(\bar{\psi} \gamma^{\alpha} i D_{\mu} \psi-h^{\alpha}{ }_{\mu} L\right)+\text { h.c. } \tag{4.72}
\end{equation*}
$$

A moment's thought teaches us that this is a general feature: The derivative of (4.67) with respect to $h_{\alpha}{ }^{\mu}$ which couples $D_{\mu}$ to the spin indices $\alpha$ gives

$$
\begin{equation*}
\frac{\delta \mathscr{A}_{m}}{\delta h_{a}{ }^{\mu}} \rightarrow \sqrt{-g} \sum_{i} \frac{\partial L}{\partial D_{1} \varphi_{i}} D_{\mu} \varphi_{i} h^{\alpha \nu}, \tag{4.73}
\end{equation*}
$$

while the derivative of the $\sqrt{-g}$ part adds

$$
\begin{equation*}
\frac{\delta \mathscr{A}_{m}}{\delta h_{\alpha}{ }^{\mu}} \rightarrow-\frac{1}{2} \sqrt{-g} g_{\mu \nu} L h^{\alpha \nu} . \tag{4.74}
\end{equation*}
$$

Therefore one always obtains

$$
\begin{equation*}
\Theta_{\mu}{ }^{\alpha}=\left(\sum_{i} \frac{\partial L}{\partial D_{\nu} \varphi_{i}} D_{\mu} \varphi_{i}-g_{\mu v} L\right) h^{\alpha \nu} . \tag{4.75}
\end{equation*}
$$

which is indeed the canonical energy-momentum tensor for an arbitrary Lagrangian containing covariant derivatives. In the particular case of a pure gravitational field we can compare this first step of differentiation at fixed $D_{\mu}$ with the variation (3.28) and find the symmetric part of the equation

$$
\begin{equation*}
\Theta_{\mu}{ }^{\alpha}=-\frac{1}{\kappa} G_{\mu \nu} h^{\alpha}{ }_{\nu} . \tag{4.76}
\end{equation*}
$$

We will see below that this holds, in fact, without symmetrization. Thus the canonical energy-momentum tensor of the gravitational field is equal to minus $1 / \kappa$ times the Einstein tensor.

We now turn to the second step, the calculation of the remaining derivative with respect to ${h_{\alpha}}^{\mu}$. This is somewhat tedious. Let us write the additional contribution to $\Theta_{x}{ }^{\delta}$ as
$\sqrt{-g} \Lambda_{i}^{m} \Theta_{x}{ }^{\delta}=\left.\int \dot{d} x \frac{\delta \mathscr{A}_{m}}{\delta K_{\mu \beta}{ }^{\gamma}} \frac{\delta \bar{\Gamma}_{\mu \beta}{ }^{\gamma}}{\delta h_{\delta}{ }^{\alpha}}\right|_{S_{\mu,}{ }^{*}}=-\left.\frac{1}{2} \int d x \sqrt{-g} \stackrel{m}{\sum}_{\gamma}^{\beta} \cdot \mu \frac{\delta \bar{\Gamma}_{\mu \beta}{ }^{\gamma}}{\delta h_{\delta}{ }^{\alpha}}\right|_{S_{\mu, 1}}$,
and use for the spin connection the explicit form

$$
\begin{equation*}
\bar{\Gamma}_{\mu \beta}{ }^{\gamma}=h_{\lambda}^{\gamma} h_{\beta}^{\nu}\left(\Gamma_{\mu \nu}{ }^{\lambda}-\stackrel{\stackrel{L}{\Gamma}}{\mu \nu}^{\lambda}\right)=-h_{\beta}{ }^{\nu} \stackrel{r}{D}_{\mu} h_{\nu}^{\gamma}=h_{\nu}^{\gamma} \stackrel{\Gamma}{D}_{\mu} h_{\beta}^{\nu} \tag{4.78}
\end{equation*}
$$

where $\stackrel{r}{D}_{\mu}$ denotes the part of the covariant derivative containing only the ordinary connection $\Gamma_{\mu \nu}{ }^{\lambda}$. If we vary $\delta h_{\mu \beta}{ }^{\gamma}$ and hold $\Gamma_{\mu \nu}{ }^{\lambda}$ fixed we have

$$
\begin{equation*}
\left.\delta \bar{\Gamma}_{\mu \beta}^{\gamma}\right|_{\Gamma_{\mu,}{ }^{\wedge}}=\delta h_{\nu}^{\gamma} \stackrel{\stackrel{r}{D_{\mu}} h_{\beta}{ }^{\nu}+h^{\gamma}{ }_{\nu}^{\mathrm{r}}{ }_{\mu} \delta h_{\beta}{ }^{\nu} .}{ } \tag{4.79}
\end{equation*}
$$

Since $D_{\mu} h^{\nu}{ }_{\nu}=0$ [recall (4.20)] we see that $\stackrel{r}{D_{\mu}} h_{\beta}{ }^{\nu}=\bar{\Gamma}_{\mu \beta}{ }^{\lambda} h_{\lambda}{ }^{\nu}$ and we may write

$$
\begin{equation*}
\left.\delta \bar{\Gamma}_{\mu \beta}{ }^{\nu}\right|_{\Gamma_{\mu},{ }^{n}}=h^{\gamma}{ }_{\nu} D_{\mu} \delta h_{\beta}{ }^{\nu} \tag{4.80}
\end{equation*}
$$

Inserting this into (4.77), a partial integration gives the first contribution

$$
\begin{equation*}
\Delta_{1} \ddot{\Theta}_{x} \delta=-(1 / 2) D_{\mu}{ }^{m}{ }_{x} \delta \cdot \mu . \tag{4.81a}
\end{equation*}
$$

We now include the contribution from $\delta \Gamma_{\mu \nu}{ }^{\lambda}$. Using the decomposition (3.43) with $\delta S_{\mu v \lambda}=0$, i.e.. $\delta K_{\mu v \lambda}=0$, we find

$$
\begin{equation*}
\Delta_{2} \stackrel{m}{\Theta}_{x}^{\delta}=\frac{1}{4}\left[D_{\mu}\left(\stackrel{m}{\Sigma}^{v \sigma \cdot \mu}-\sum^{\prime \prime} \sigma \mu, v+\sum^{\mu v, \sigma}\right)\right] \frac{\partial g_{v \sigma}}{\partial h_{\delta}^{x}} . \tag{4.81b}
\end{equation*}
$$

With

$$
\frac{\partial g_{v g}}{\partial h_{\delta}^{x}}=-g_{v x} h_{\sigma}^{\delta}+(\nu \leftrightarrow \sigma),
$$

this gives, altogether,

$$
\begin{equation*}
\Delta \stackrel{m}{\Theta}_{x}^{\delta}(x)=.(-1 / 2) D_{\mu}^{*}\left(\sum_{x}^{m} \delta, \mu-\sum^{m}{ }_{\cdot, \times}+\sum_{\sum_{x, \delta}^{\mu}}^{m}\right) \tag{4.82}
\end{equation*}
$$

Thie is precinely the ame eype of currestion $\Delta H_{2}$ " $=3 G_{2}{ }_{2} h^{3}$, that had been adied is the conomical energy-momentum tensen $G_{2}$, of the ysavitational field in (3.4\%) in order to produce the symmetric one $T_{\text {us }}$. Here, it is obained for arbitrary spinning matter fields:

$$
\begin{equation*}
\tilde{T}_{z \nu}=\tilde{G}_{z \nu}+\Delta \tilde{G}_{z \nu}=\tilde{G}_{z \nu}-\frac{1}{2} D_{\nu}^{*}\left(\tilde{\Sigma}_{z, \nu}^{m}-\tilde{\Sigma}_{\nu}^{m}{ }_{\mu}+\tilde{j}_{z=\nu}^{\mu_{z \nu}}\right) . \tag{4.83}
\end{equation*}
$$

For spin-this is the expression first found by Belinfante in 1939. We have lowered the index $v$ on both sides which is permissible due to the covariant form of the equation.

In terms of $\tilde{T}_{\mu \nu}$. the field equations which follows from variations of the action with respect to $\delta h_{s,}{ }^{\mu}$ have once more the simple form (3.51'):

$$
\begin{equation*}
-\kappa \stackrel{h}{T}^{\mu \nu}=\kappa \stackrel{m}{T}^{\mu \nu} \tag{4.84}
\end{equation*}
$$

now derived in the presence of spinning matter.

## CHAPTER FIVE

## COVARIANT CONSERVATION LAWS

According Noether's theorem, the invariance of the action under general coordinate transformations and local Lorentz transformations must be associated with certains conservation laws. For the following considerations, it will be convenient to consider $h_{\alpha}{ }^{\mu}(\mathbf{x})$ and $\bar{\Gamma}_{\mu \beta}{ }^{\alpha}$ as independent variables and rename $\bar{\Gamma}_{\mu \beta}{ }^{\alpha}$ as $A_{\mu \beta}{ }^{\alpha}$. Then, from the derivation in (4.71) and (4.72), it follows that varying the action in $h_{\alpha}{ }^{\mu}$ at fixed $A_{\mu \beta}{ }^{\gamma}$ gives the canonical energy-momentum tensor

$$
\begin{equation*}
\frac{\delta \mathscr{A}\left[h_{\alpha}{ }^{\mu}, A_{\mu \beta}{ }^{\gamma}\right]}{\delta h_{\alpha}{ }^{\mu}}=\sqrt{-g} \Theta_{\mu}{ }^{\alpha}, \tag{5.1}
\end{equation*}
$$

while the variation with respect to $A_{\mu \beta}{ }^{\gamma}$ produces the spin current density ${ }^{\text {a }}$

$$
\begin{align*}
\frac{\delta \mathscr{A}\left[h_{\alpha}{ }^{\mu}, A_{\mu \beta}{ }^{\gamma}\right]}{\delta A_{\mu \beta}{ }^{\gamma}} & =-\frac{1}{2} \sqrt{-g} \Sigma^{\beta}{ }_{\gamma} \cdot \alpha h_{\alpha}{ }^{\mu} \\
& \equiv-\frac{1}{2} \sqrt{-g} \Sigma^{\beta} \cdot{ }^{\mu} . \tag{5.2}
\end{align*}
$$

${ }^{\text {a }}$ Recall that the field $A_{\mu \beta}{ }^{\nu}$ has the pure contortion form, $A_{\mu \beta}{ }^{\nu}=h^{\nu}{ }_{\lambda} h_{\beta}{ }^{\nu}\left(K_{\mu \nu}{ }^{\lambda}-{ }^{h} K_{\mu \nu}{ }^{\lambda}\right)$ and thus is antisymmetric in $\beta, \gamma$, as is the case with $\bar{\Gamma}_{\sigma \beta}{ }^{\nu}$.

These quantities will now be shown to satisfy covariant conservation laws.

### 5.1. SPIN DENSITY

Consider first local Lorentz transformations. Under these the vierbein fields behave vectorially in the index $\alpha$,

$$
\begin{equation*}
\delta_{L} h_{\alpha}^{\mu}(x)=\omega_{\alpha}{ }^{\alpha^{\prime}}(x) h_{\alpha^{\prime}}^{\mu}(x) \tag{5.3}
\end{equation*}
$$

Similarly, the field $A_{\mu \beta}{ }^{\gamma}$ is a tensor in $\beta, \gamma$ plus a derivative term [see (4.49)]

$$
\begin{equation*}
\delta_{L} A_{\mu \beta}{ }^{\gamma}=\omega_{\beta}{ }^{\beta^{\prime}}(x) A_{\mu \beta^{\prime}}{ }^{\gamma}+\omega_{\gamma^{\prime}}^{\gamma}(x) A_{\mu \beta}{ }^{\gamma^{\prime}}+\partial_{\mu} \omega_{\beta}{ }^{\gamma}(x) . \tag{5.4}
\end{equation*}
$$

The change of the action has to vanish. This gives

$$
\begin{align*}
\delta_{L} \mathscr{A}= & \int d x\left\{\frac{\delta \mathscr{A}}{\delta h_{\alpha}{ }^{\mu}(x)} \omega_{\alpha}^{\alpha^{\prime}}(x) h_{\alpha^{\prime}}{ }^{\prime \mu}(x)\right. \\
& \left.+\frac{\delta \mathscr{A}}{\delta A_{\mu \beta}{ }^{\gamma}(x)}\left(\omega_{\beta}{ }^{\beta^{\prime}}(x) A_{\mu \beta^{\prime}}{ }^{\gamma}(x)+\omega^{\gamma}{ }_{\gamma^{\prime}}(x) A_{\mu \beta}{ }^{\gamma^{\prime}}(x)+\partial_{\mu} \omega_{\beta}{ }^{\gamma}(x)\right)\right\} \\
= & \int d x \sqrt{-g}\left\{\Theta_{\mu}{ }^{\alpha} \omega_{\alpha} \alpha^{\prime} h_{\alpha^{\prime}}{ }^{\mu}\right. \\
& \left.-\frac{1}{2} \sum^{\beta}{ }_{\gamma}{ }^{\mu}\left(\omega_{\beta}{ }^{\beta^{\prime}} A_{\mu \beta}{ }^{\gamma}+\omega^{\gamma}{ }_{\gamma^{\prime}} A_{\mu \beta}{ }^{\gamma^{\prime}}+\partial_{\mu} \omega_{\beta}{ }^{\gamma}\right)\right\} \tag{5.5}
\end{align*}
$$

Partially integrating the last term gives

$$
\begin{gather*}
\int d x\left\{\sqrt{-g} \Theta_{\mu}^{\alpha} \omega_{\alpha} \alpha^{\prime} h_{\alpha^{\prime}}{ }^{\mu}+\frac{1}{2} \partial_{\mu}\left(\sqrt{-g} \sum^{\beta}{ }_{\gamma} \cdot \mu\right) \omega_{\beta}^{\gamma}\right. \\
\left.-\frac{1}{2} \sqrt{-g} \sum_{\gamma}^{\beta} \cdot \mu\left(\omega_{\beta} \beta^{\prime} A_{\mu \beta^{\prime}}{ }^{\gamma}+\omega^{\gamma}{ }_{\gamma^{\prime}} A_{\mu \beta}{ }^{\gamma^{\prime}}\right)\right\} . \tag{5.6}
\end{gather*}
$$

Since $\omega_{\beta}^{\gamma}\left(x^{\prime}\right)$ is an arbitrary antisymmetric function of $x^{\prime}$ it can be chosen to be zero everywhere except at some place $x$ and we find

$$
\begin{align*}
& \frac{1}{2} \sqrt{-g}\left(\Theta_{\mu}{ }^{\beta} h_{\gamma}{ }^{\mu}-\Theta_{\mu \gamma} h^{\beta \mu}\right)+\frac{1}{2} \partial_{\mu} \sqrt{-g} \sum_{\gamma}^{\beta} \cdot \mu \\
& -\frac{1}{2} \sqrt{ }=-\bar{g}\left(\sum^{\beta}{ }_{\delta}, \mu\right.  \tag{5.7}\\
& \left.A_{\mu \gamma}{ }^{\delta}+\sum_{\beta^{\prime}}{ }^{\mu} A_{\mu \delta}{ }^{\beta}\right) .
\end{align*}
$$

Defining

$$
\begin{equation*}
\Theta_{\gamma}{ }^{\beta} \equiv \Theta_{\mu}{ }^{\beta} h_{\gamma}{ }^{\mu} \tag{5.8}
\end{equation*}
$$

and raising the index $\gamma$ with the Minkowski metric $\eta^{\gamma \gamma^{\prime}}$, this reads

$$
\begin{equation*}
\frac{1}{2}\left(\Theta^{\gamma \beta}-(\beta \gamma)\right)+\frac{1}{2} \Gamma_{\mu c c}{ }^{\sigma} \Sigma^{\beta \gamma-\mu}+\frac{1}{2} \stackrel{L}{D}_{\mu}^{L} \Sigma^{\beta \gamma \mu}=0 . \tag{5.9}
\end{equation*}
$$

where $\stackrel{L}{D}_{\mu}$ is the covariant derivative for the local Lorentz index $\gamma$, i.e., for a vector

$$
\begin{align*}
& \stackrel{L}{D}_{\mu} v_{\alpha}=\partial_{\mu} v_{\alpha}-A_{\mu \alpha}{ }^{\beta} v_{\beta}=h^{\beta}{ }_{\mu} D_{\beta} v_{\alpha},  \tag{5.10}\\
& \stackrel{L}{D_{\mu}} v^{\alpha}=\partial_{\mu} v^{\alpha}-A_{\mu}^{\alpha}{ }_{\beta} v^{\beta}=\partial_{\mu} v^{\alpha}+A_{\mu \beta}{ }^{\alpha} v^{\beta}=h^{\beta}{ }_{\mu} D_{\beta} v^{\alpha} . \tag{5.11}
\end{align*}
$$

The derivative $\stackrel{L}{D}_{\mu} \Sigma^{\beta \gamma, \mu}$ can be made completely covariant also in the Einstein index $\mu$, by going to

$$
\begin{equation*}
\stackrel{L}{D}_{\mu} \Sigma^{\beta \gamma, \nu} \equiv \stackrel{L}{D}_{\mu} \Sigma^{\beta \gamma, \nu}-\Gamma_{\mu \lambda}^{\nu} \Sigma^{\beta \gamma, \lambda} . \tag{5.12}
\end{equation*}
$$

But the last term cancels part of to the middle one in (5.9) and we have [recall (3.45)]

$$
\begin{equation*}
\frac{1}{2}\left(\Theta^{\gamma \beta}-\Theta^{\beta \gamma}\right)+\frac{1}{2} D_{\mu}^{*} \Sigma^{\beta \gamma, \mu}=0 \tag{5.13}
\end{equation*}
$$

Being a covariant relation, this can be multiplied by $h_{\beta}{ }^{\lambda} h_{\gamma}{ }^{\boldsymbol{x}}$ and the vierbeins can be moved under the derivative, yielding

$$
\begin{equation*}
\Theta^{|x \cdot \lambda|}+\frac{1}{2} h_{\beta}^{\lambda} h_{\gamma}{ }^{x} D_{\mu}^{*} \Sigma^{\beta \gamma, \mu}=\Theta^{|x \lambda|}+\frac{1}{2} D_{\mu}^{*} \Sigma^{\lambda x \cdot \mu}=0 . \tag{5.14}
\end{equation*}
$$

For a vector this type of operation is demonstrated as follows:

$$
\begin{align*}
h_{\alpha}{ }^{\nu} D_{\mu} v^{\alpha} & =h_{\alpha}{ }^{\nu}\left(\partial_{\mu} v^{\alpha}+A_{\mu \beta}{ }^{\alpha} v^{\beta}\right) \\
& =\partial_{\mu}\left(h_{\alpha}{ }^{v} v^{\alpha}\right)+h_{\alpha}^{\nu} A_{\mu \beta}^{\alpha} v^{\beta}-\left(\partial_{\mu} h_{\alpha}{ }^{\prime \prime}\right) v^{\alpha} \\
& =\partial_{\mu} v^{v}+{h_{\alpha}}^{\nu} h^{\alpha}{ }_{\lambda} h_{\beta}^{\nu}\left(\Gamma_{\mu v}{ }^{\lambda}-\Gamma_{\mu \nu}{ }^{\lambda}\right) v^{\beta}+\stackrel{\Gamma}{\mu \lambda}{ }^{\nu} h_{\alpha}{ }^{\lambda} v^{\alpha} \\
& =\partial_{\mu} v^{v}+\Gamma_{\mu \lambda}{ }^{\nu} v^{\lambda} \equiv D_{\mu} v^{v}, \tag{5.15}
\end{align*}
$$

and the extension to tensors is obvious.

### 5.2. ENERGY-MOMENTUM DENSITY

Let us now deduce the consequence of local Einstein invariance. In this case the space-time coordinates must be transformed as well and the action is invariant in the following sense (again $d x$ stands for $d^{4} x$ )

$$
\begin{equation*}
\mathscr{A}=\int d x \sqrt{-g(x)} L(h(x), A(x))=\int d x^{\prime} \sqrt{-g^{\prime}\left(x^{\prime}\right)} L\left(h^{\prime}\left(x^{\prime}\right), A^{\prime}\left(x^{\prime}\right)\right) \tag{5.16}
\end{equation*}
$$

If we change the variables $x^{\prime}$ to $x$ in the second integral we see that the difference

$$
\begin{equation*}
\int d x\left\{\sqrt{-g^{\prime}(x)} L\left(h^{\prime}(x), A^{\prime}(x)\right)-\sqrt{-g(x)} L \cdot(h(x), A(x))\right\} \tag{5.17}
\end{equation*}
$$

must be concentrated in the neighborhood of the surface of the integration volume. This is because the original integrations $\int d^{4} x^{\prime} . \int d^{-1} x$ covered the same volume so that, after the change of variables $x^{\prime} \rightarrow x$, the first integral runs through a slightly different region. Infinitesimally this amounts to the statement that

$$
\begin{equation*}
\delta_{E} \mathscr{A}=\int d x \delta_{E}[\sqrt{-g(x)} L(h(x), A(x))] \tag{5.18}
\end{equation*}
$$

is a pure surface term. Recall that $\delta_{E}$ is the substantial change at fixed argument $x$ [see (2.20)].

Now, under Einstein transformations the metric transforms as

$$
\begin{equation*}
\delta_{E} \sqrt{-g}=-\frac{1}{2} \sqrt{-g} g_{\mu \nu} \delta_{E} g^{\mu \nu}=\frac{1}{2} \sqrt{-g} g^{\mu \nu} \delta_{E} g_{\mu \nu} \tag{5.19}
\end{equation*}
$$

which, upon inserting (2.37), yields

$$
\begin{equation*}
\frac{1}{2} \sqrt{-g} g^{\mu \nu}\left[\xi^{\lambda} \partial_{\lambda} g_{\mu \nu}+\left(\partial_{\mu} \xi^{\lambda}\right) g_{\lambda \nu}+\left(\partial_{\nu} \xi^{\lambda}\right) g_{\mu \lambda}\right] . \tag{5.20}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\delta_{E} \sqrt{-g}=\xi^{\lambda} \partial_{\lambda} \sqrt{-g}+\sqrt{-g} \partial_{\lambda} \xi^{\lambda}=\partial_{\lambda}\left(\xi^{\lambda} \sqrt{-g}\right) \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{E} \int d x \sqrt{-g}=\int d x \sqrt{g} D_{\lambda} \xi^{\lambda}=\int d x \partial_{\lambda}\left(\xi^{\lambda} \sqrt{-g}\right) \tag{5.22}
\end{equation*}
$$

This shows that the trivial action $\int d x \sqrt{-g}$ indeed changes by a pure surface term. There is complete invariance if we require $\xi^{\lambda}(x)$ to vanish at the surface.

The same result holds for a general action if $L$ is a scalar Lagrangian satisfying

$$
\begin{equation*}
L^{\prime}\left(x^{\prime}\right)=L(x) \tag{5.23}
\end{equation*}
$$

and therefore

$$
\begin{align*}
\delta_{E} L(x) & \equiv L^{\prime}(x)-L(x)=L^{\prime}\left(x^{\prime}\right)-L\left(x^{\prime}\right) \\
& =L(x)-L\left(x^{\prime}\right)=\xi^{\lambda} \partial_{\lambda} L(x) . \tag{5.24}
\end{align*}
$$

The variation of $\mathscr{A}$ is

$$
\begin{align*}
\delta_{E} \mathscr{A} & =\delta_{E} \int d x\left(\sqrt{-g} L(x)=\int d x\left\{\left[\delta_{E} \sqrt{-g}\right] L(x)+\sqrt{-g} \delta_{E} L(x)\right\}\right. \\
& =\int d x\left\{\partial_{\lambda}\left[\xi^{\lambda} \sqrt{-g}\right] L(x)+\sqrt{-g} \xi^{\lambda} \partial_{\lambda} L(x)\right\} \\
& =\int d x \partial_{\lambda}\left(\xi^{\lambda} \sqrt{-g} L(x)\right) . \tag{5.25}
\end{align*}
$$

We can now derive the covariant conservation law associated with Einstein invariance by using the substantial variations $\delta_{E} h_{\alpha}{ }^{\mu}$ and $\delta_{E} A_{\mu \beta}{ }^{\gamma}$ and calculating $\delta_{E} \mathscr{A}$ once more as follows:

$$
\begin{align*}
\delta_{E} \mathscr{A} & =\int d x\left(\frac{\delta \mathscr{A}}{\delta h_{\alpha}^{\mu}} \delta_{E} h_{\alpha}^{\mu}+\frac{\delta \mathscr{A}}{\delta A_{\mu \beta}^{\gamma}} \delta_{E} A_{\mu \beta}^{\gamma}\right) \\
& =\int d x\left(\sqrt{-g} \Theta_{\mu}^{\alpha} \delta_{E} h_{\alpha}^{\mu}-\frac{1}{2} \sqrt{-g} \Sigma_{\gamma}^{\beta} \cdot \mu_{E} \delta_{E} A_{\mu \beta}^{\gamma}\right) \tag{5.26}
\end{align*}
$$

The substantial variations of the vierbein fields $h_{\alpha}{ }^{\mu}$ and $A_{\mu \beta}{ }^{\gamma}$ are those of a vector in the index $\mu$ :

$$
\begin{equation*}
\delta_{E}{h_{\alpha r}}^{\mu}=\xi^{\lambda} \partial_{\lambda} h_{\alpha r}^{\mu}-\partial_{x} \xi^{\mu} h_{\alpha}^{x}, \quad \delta_{E} A_{\mu \beta}^{\gamma}=\xi^{\lambda} \partial_{\lambda} A_{\mu \beta}^{\gamma}+\partial_{\mu} \xi^{\lambda} A_{\lambda \beta}^{\gamma} \tag{5.27}
\end{equation*}
$$

Plugging these into (5.26), we have

$$
\begin{align*}
\delta_{E} \mathbb{Q}= & \int d x\left\{\sqrt{-g} \Theta_{\mu}^{\alpha}\left(\xi^{\lambda} \partial_{\lambda} h_{\alpha}^{\mu}-\partial_{x} \xi^{\mu} h_{\alpha}{ }^{\alpha}\right)\right. \\
& \left.-\frac{1}{2} \sqrt{-g} \Sigma_{\gamma}^{\beta} \cdot{ }^{\mu}\left(\xi^{\lambda} \partial_{\lambda} A_{\mu \beta}^{\gamma}+\partial_{\mu} \xi^{\lambda} A_{\lambda, 3}^{\gamma}\right)\right\} \tag{5.28}
\end{align*}
$$

After partial integrations and letting $\xi^{\lambda}$ be zero everywhere. except for a $\delta$-function singularity at some place $x$, gives

$$
\begin{align*}
& \partial_{\kappa}\left(\sqrt{-g} \Theta_{\lambda}{ }^{\alpha} h_{\alpha}{ }^{\star}\right)+\sqrt{-g} \Theta_{\mu}{ }^{\alpha} \partial_{\lambda} h_{\sigma}{ }^{\mu} \\
& \quad+\frac{1}{2} \partial_{\mu}\left(\sqrt{-g} \Sigma_{\gamma}^{\beta} \cdot{ }^{\mu} A_{\lambda \beta}{ }^{\gamma}\right)-\frac{1}{2} \sqrt{-g} \Sigma^{\beta}{ }_{\gamma} \cdot \mu \partial_{\lambda} A_{\mu \beta}{ }^{\gamma}=0 . \tag{5.29}
\end{align*}
$$

The second line can be rewritten as

$$
\begin{equation*}
\frac{1}{2} \partial_{\mu}\left(-\sqrt{-g} \sum_{\gamma}^{\beta} \cdot{ }^{\mu}\right) A_{\lambda \beta}^{\gamma}+\frac{1}{2} \sqrt{-g} \sum_{\gamma}^{\beta} \cdot \mu\left(\partial_{\mu} A_{\lambda \beta}^{\gamma}-\partial_{\lambda} A_{\mu \beta}^{\gamma}\right) \tag{5.30}
\end{equation*}
$$

If we introduce the covariant curl of the $A$ field,

$$
\begin{equation*}
F_{\mu \lambda \beta}^{\gamma} \equiv \partial_{\mu} A_{\lambda \beta}^{\gamma}-\partial_{\lambda} A_{\mu \beta}^{\gamma}-\left(A_{\mu \beta}^{\delta} A_{\lambda \delta}^{\gamma}-(\mu \leftrightarrow \nu)\right) \tag{5.31}
\end{equation*}
$$

then (5.30) becomes

$$
\begin{align*}
& \frac{1}{2} \partial_{\mu}\left(\sqrt{-g} \sum_{\gamma}^{\beta} \cdot \mu\right) A_{\lambda \beta}^{\gamma}+\frac{1}{2} \sqrt{-g} \Sigma_{\gamma}^{\beta} \cdot \mu\left(A_{\mu \beta}^{\delta} A_{\lambda \delta}^{\gamma}-(\mu \leftrightarrow \lambda)\right) \\
& \quad+\frac{1}{2} \sqrt{-g} \Sigma_{\gamma}^{\beta} \cdot \mu F_{\mu \lambda \beta}^{\gamma} . \tag{5.32}
\end{align*}
$$

But the first three terms can be collected into a covariant derivative, i.e.,

$$
\begin{equation*}
\frac{1}{2} \sqrt{-g} D_{\mu}^{*} \Sigma^{\beta}{ }_{\gamma} \cdot \mu A_{\lambda \beta}^{\gamma}, \tag{5.33}
\end{equation*}
$$

so that the second line in (5.29) becomes, with the conservation law (5.13)

$$
\begin{equation*}
-\sqrt{-g} \Theta_{\gamma}{ }^{\beta} A_{\lambda \beta}{ }^{\gamma}+\frac{1}{2} \sqrt{-g} \Sigma^{\beta}{ }_{\gamma} \cdot \mu F_{\mu \lambda \beta}{ }^{\prime} . \tag{5.34}
\end{equation*}
$$

In the first line of (5.31) we write

$$
\begin{equation*}
\Theta_{\mu}{ }^{\alpha} \partial_{\lambda} h_{\alpha}{ }^{\mu}=\Theta_{\mu}{ }^{\alpha} D_{\lambda}^{L}{ }_{\lambda \alpha}{ }^{\mu}+\Theta_{\mu}{ }^{\alpha} A_{\lambda \alpha}{ }^{\beta} h_{\beta}{ }^{\mu} \tag{5.35}
\end{equation*}
$$

and (5.29) takes the form

$$
\begin{equation*}
\partial_{\chi}\left(\sqrt{-g} \Theta_{\lambda}{ }^{\chi}\right)+\sqrt{-g} \Theta_{\mu}{ }^{\alpha} D^{L}{ }_{\lambda} h_{\alpha}^{\mu}-\frac{1}{2} \sqrt{-g} \Sigma_{\gamma}^{\beta} \cdot \mu F_{\lambda \mu \beta}^{\gamma}=0 . \tag{5.36}
\end{equation*}
$$

This equation is covariant under local Lorentz transformations but not yet manifestly so under Einstein transformations. In order to verify the latter we observe that the derivative $D^{L}$ of $h$ can be rewritten as

$$
\begin{align*}
D^{L}{ }_{\lambda} h_{\alpha}{ }^{\mu} & =\partial_{\lambda} h_{\alpha}{ }^{\mu}-A_{\lambda \alpha}{ }^{\beta} h_{\beta}{ }^{\mu} \\
& =-\Gamma_{\lambda x}{ }^{\mu} h_{\alpha}{ }^{x}-\left(\Gamma_{\lambda \sigma}{ }^{\mu}-\Gamma_{\lambda \sigma \sigma}{ }^{\mu}\right) h_{\alpha}^{\sigma}=-\Gamma_{\lambda \sigma}{ }^{\mu} h_{\alpha}^{\sigma}, \tag{5.37}
\end{align*}
$$

in accordance with the identity $D_{\lambda} h_{\alpha}{ }^{\mu}=0$. Then the second term is

$$
\begin{equation*}
-\sqrt{-g} \Gamma_{\lambda \sigma}{ }^{\mu} \Theta_{\mu}{ }^{\sigma} \tag{5.38}
\end{equation*}
$$

we now rewrite the first term as

$$
\begin{equation*}
\sqrt{-g}\left(D_{x}^{*} \Theta_{\lambda}{ }^{x}+\Gamma_{x \lambda}{ }^{\top} \Theta_{\tau}{ }^{x}\right) . \tag{5.39}
\end{equation*}
$$

Then the completely covariant conservation law for the energymomentum tensor is

$$
\begin{equation*}
D_{\kappa}^{*} \Theta_{\lambda}^{\alpha}+2 S_{\alpha \lambda}{ }^{\tau} \Theta_{r}{ }^{\alpha}-\frac{1}{2} \sum^{\beta}{ }_{\gamma} \cdot \mu F_{\lambda \mu \beta}^{\gamma}=0 . \tag{5.40}
\end{equation*}
$$

### 5.3. COVARIANT DERIVATION OF CONSERVATION LAWS

It should be noted that the conservation laws of energy, momentum and angular momentum can be derived somewhat more efficiently, if some initial effort is spent in preparing the Einstein and local Lorentz transformations (5.27), (5.3), (5.4) of ${h_{\alpha}}^{\mu}$ and $A_{\mu \alpha}{ }^{\beta}$ in covariant form. Take $\delta_{E} h_{\alpha}{ }^{\mu}$. It can be rewritten as

$$
\begin{equation*}
\delta_{E} h_{\alpha}^{\mu}=\xi^{\lambda} \partial_{\lambda} h_{\alpha}^{\mu}-D_{\lambda} \xi^{\mu} h_{\alpha}{ }^{\lambda}+\Gamma_{\lambda x}{ }^{\mu} h_{\alpha}^{\lambda} \xi^{\star} \tag{5.41}
\end{equation*}
$$

where as

$$
\begin{equation*}
\partial_{\lambda} h_{\alpha}{ }^{\mu}=-{ }^{h}{ }_{\lambda \nu}{ }^{\mu} h_{\alpha}{ }^{\prime \prime}=A_{\lambda \alpha}{ }^{\beta} h_{\beta}{ }^{\mu}-\Gamma_{\lambda \nu}{ }^{\mu} h_{\alpha}{ }^{\nu}, \tag{5.42}
\end{equation*}
$$

so that we arrive at the covariant form

$$
\begin{equation*}
\delta_{E} h_{\alpha}^{\mu}=-D_{\alpha} \xi^{\mu}+\left(A_{\lambda \alpha}^{\mu}-2 S_{\lambda \alpha}{ }^{\mu}\right) \xi^{\Lambda} \tag{5.43}
\end{equation*}
$$

The reciprocal field $h^{\alpha}{ }_{\mu}$ transforms via

$$
\begin{equation*}
\delta_{E} h^{\alpha \alpha}=D_{\mu} \xi^{\alpha}-\left(A_{\beta \mu}^{\alpha}-2 S_{\beta \mu}^{\alpha}\right) \xi^{\beta} . \tag{5.43'}
\end{equation*}
$$

Similarly, we find

$$
\begin{align*}
\delta_{E} A_{\mu \alpha}{ }^{\beta} & =\xi^{\lambda} \partial_{\lambda} A_{\mu \alpha}{ }^{\beta}+D_{\mu} \xi^{\lambda} A_{\lambda \alpha}{ }^{\beta}-\Gamma_{\mu x}{ }^{\lambda} A_{\lambda \alpha}{ }^{\beta} \xi^{x} \\
& =D_{\mu}\left(\xi^{\lambda} A_{\lambda \alpha}{ }^{\beta}\right)-\xi^{\lambda}\left(D_{\mu} A_{\lambda \alpha}{ }^{\beta}-\partial_{\lambda} A_{\mu \alpha}{ }^{\beta}\right)-\Gamma_{\mu x}{ }^{\lambda} A_{\lambda \alpha}{ }^{\beta} \xi^{\alpha} \\
& =D_{\mu}\left(\xi^{\lambda} A_{\lambda \alpha}{ }^{\beta}\right)-\xi^{\lambda} F_{\mu \lambda \alpha}{ }^{\beta} . \tag{5.44}
\end{align*}
$$

Under local Lorentz transformations, the vierbein field has already its simplest possible form,

$$
\begin{equation*}
\delta_{L} h_{\alpha}{ }^{\mu}=\omega_{\alpha}{ }^{\beta} h_{\beta}{ }^{\mu}, \tag{5.45}
\end{equation*}
$$

while $A_{\mu \alpha}{ }^{\beta}$ acquires the typical additive term of a gauge field

$$
\begin{equation*}
\delta_{L} A_{\mu \alpha}{ }^{\beta}=D_{\mu} \omega_{\alpha}{ }^{\beta} . \tag{5.46}
\end{equation*}
$$

Using these covariant transformation rules, the variations of the action (5.5), (5.28) become

$$
\begin{align*}
& \delta_{L \mathcal{O}}=\int d x \sqrt{-g}\left\{\Theta_{\beta}{ }^{\alpha} \omega_{\alpha}{ }^{\beta} h_{\beta}^{\mu}-(1 / 2) \sum_{\beta}^{\alpha} \cdot \mu\right.  \tag{5.47}\\
&\left.\delta_{\mu} \omega_{\alpha}{ }^{\beta}\right\} \\
& \delta_{E} \mathcal{O}=\int d x \sqrt{-g}\left\{\Theta_{\mu}^{\alpha}\left(-D_{\lambda} \xi^{\mu} h_{\alpha}^{\lambda}+\left(A_{\lambda \alpha}{ }^{\mu}-2 S_{\lambda \alpha}{ }^{\mu}\right) \xi^{\lambda}\right)\right.  \tag{5.48}\\
&\left.-(1 / 2) \sum_{\beta}^{\alpha} \cdot \mu\left[D_{\mu}\left(\xi^{\lambda} A_{\lambda \alpha}{ }^{\beta}\right)-\xi^{\lambda} F_{\mu \lambda \alpha}^{\beta}\right]\right\} .
\end{align*}
$$

A partial integration of (5.47) [using (3.46), (3.48)] then gives directly the divergence of the spin current (5.13). A partial integration of (5.48) leads to

$$
\begin{equation*}
D^{*}{ }_{\lambda} \Theta_{\mu}{ }^{\lambda}+\left(A_{\mu \alpha}{ }^{\beta}-2 S_{\mu \alpha}{ }^{\beta}\right) \Theta_{\beta}{ }^{\alpha}+(1 / 2) D_{\nu}^{*} \Sigma^{\alpha}{ }_{\beta} \cdot \nu A_{\mu \alpha}{ }^{\beta}+(1 / 2) \sum_{\beta}^{\alpha} \cdot \nu F_{\nu \mu \alpha}{ }^{\beta}=0 \tag{5.49}
\end{equation*}
$$

which, after inserting (5.13), reduces correctly to the covariant, conservation law for the canonical energy-momentum tensor (5.40).

### 5.4. MATTER WITH INTEGER SPIN

If matter fields only carried integer spin it would not be necessary to introduce the $h^{\alpha}, A_{\mu \alpha}{ }^{\beta}$ fields. Then there would only be invariance under Einstein transformations from symmetry considerations. The law of angular momentum conservation requires the use of equation of motion. The action may be written in terms of $g_{\mu \nu}$ and $K_{\mu \nu}{ }^{\lambda}$ with the aid of $\Gamma_{\mu \nu}{ }^{\lambda}=\left\{\begin{array}{l}{ }_{\mu \nu} \\ \}\end{array}\right\}+K_{\mu \nu}{ }^{\lambda}$ and Einstein invariance amounts to

$$
\begin{align*}
\delta_{E} \mathscr{A}= & \int d x\left(\left.\frac{\delta \mathscr{A}}{\delta g_{\mu \nu}}\right|_{S_{\mu \nu}{ }^{\wedge}} \delta_{E} g_{\mu \nu}+\left.\frac{\delta \mathscr{A}}{\delta \tilde{K}_{\mu \nu}{ }^{\lambda}}\right|_{g_{\mu \nu}} \delta_{E} K_{\mu \nu}{ }^{\lambda}\right) \\
= & -\frac{1}{2} \int d x \sqrt{-g}\left\{T^{\mu \nu}\left(\xi^{\lambda} \partial_{\lambda} g_{\mu \nu}+\partial_{\mu} \xi^{\lambda} g_{\lambda \nu}+\partial_{\nu} \xi^{\lambda} g_{\mu \lambda}\right)\right. \\
& \left.+\sum^{\nu}{ }_{x} \cdot{ }^{\mu}\left(\xi^{\lambda} \partial_{\lambda} K_{\mu \nu}{ }^{\kappa}+\partial_{\mu} \xi^{\lambda} K_{\lambda \nu}{ }^{\alpha}+\partial_{\nu} \xi^{\lambda} K_{\mu \lambda}{ }^{\kappa}-\partial_{\lambda} \xi^{\star} K_{\mu \nu}{ }^{\lambda}\right)\right\}, \tag{5.50}
\end{align*}
$$

where we have used the definition (3.14)-(3.17) and inserted the transformation laws under general coordinate transformations. We have omitted the matter label $m$ since the equations in this section apply just as well to the gravitational action $\mathscr{A}_{f}$. The calculations are simplified if we define the symmetrized canonical energy-momentum tensor by

$$
\begin{equation*}
\left.\frac{\delta \mathscr{A}}{\delta g_{\mu \nu}}\right|_{r_{\mu}{ }^{\wedge}=\text { const. }} \equiv-\frac{1}{2} \sqrt{-g}\left(\Theta_{\mu \nu}+\Theta_{\nu \mu}\right) \tag{5.51}
\end{equation*}
$$

It is easy to see that this definition agrees with (4.72) (by differentiating with respect to $h_{\alpha}{ }^{\mu}$ at fixed $A_{\mu \alpha}{ }^{\beta}$ and changing the index $\alpha$ to $\nu$ ) if there are no spin- $\frac{1}{2}$ fields. It may also be verified by forming

$$
\begin{align*}
& \left.\frac{\delta \mathscr{A}}{\delta g_{\mu \nu}(x)}\right|_{S_{\mu \nu}{ }^{\lambda}=\text { const. }}=\left.\frac{\delta \mathscr{A}}{\delta g_{\mu \nu}(x)}\right|_{\Gamma_{\mu \nu}^{\lambda}=\text { const. }} \\
& \quad+\left.\left.\int a y \frac{\delta \mathscr{A}}{\delta \Gamma_{r r r}{ }^{\lambda}(x)}\right|_{g_{\mu \nu}=\text { const. }} \frac{\delta \Gamma_{\sigma r}{ }^{\lambda}(y)}{\delta g_{\mu \nu}(x)}\right|_{S_{\mu \nu}{ }^{\lambda}=\text { const. }} \tag{5.52}
\end{align*}
$$

so that one obtains the standard Belinfante relation (4.83) between $T_{\mu \nu}$ and $\Theta_{\mu \nu}$. For pure gravity, (5.51) is in accord with (4.76) which states that $\Theta_{\mu \nu}$ is the Einstein tensor [recall (4.76)] up to a factor $-\kappa$

$$
-\kappa \Theta_{\mu \nu}=G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R,
$$

as can be seen from (3.28) and the Belinfante relation (4.83) again coincides with (3.49).

Thus we can evaluate the consequences of Einstein invariance by using $\Theta$ and $\Sigma$ and considering, instead of (5.50), the variation

$$
\begin{aligned}
0= & \delta_{E} \mathscr{A}=\int d x\left\{\left.\frac{\delta \mathscr{A}}{\delta g_{\mu \nu}}\right|_{\Gamma_{\mu \nu}{ }^{\lambda}} \delta_{E} g_{\mu \nu}+\left.\frac{\delta \mathscr{A}}{\delta \Gamma_{\mu \nu}{ }^{\lambda}}\right|_{g_{\mu \nu}} \delta_{E} \Gamma_{\mu \nu}{ }^{\lambda}\right\} \\
= & -\frac{1}{2} \int d x \sqrt{-g}\left\{\Theta^{\mu \nu}\left(\xi^{\lambda} \partial_{\lambda} g_{\mu \nu}+\partial_{\mu} \xi^{\lambda} g_{\lambda \nu}+\partial_{\nu} \xi^{\lambda} g_{\mu \lambda}\right)\right. \\
& \left.-\Sigma^{\nu}{ }_{x} \cdot{ }^{\mu}\left(\xi^{\lambda} \partial_{\lambda} \Gamma_{\mu \nu}{ }^{\alpha}+\partial_{\mu} \xi^{\lambda} \Gamma_{\lambda \nu}{ }^{x}+\partial_{\nu} \xi^{\lambda} \Gamma_{\mu \lambda}{ }^{x}-\partial_{\lambda} \xi^{x} \Gamma_{\mu \nu}{ }^{\lambda}+\partial_{\mu} \partial_{\nu} \xi^{x}\right)\right\} .
\end{aligned}
$$

It is again useful to bring the variations $\delta_{E} g_{\mu \nu}, \delta_{E} \Gamma_{\mu \nu}{ }^{\lambda}$ into covariant form. We rewrite the Einstein variation of the metric as

$$
\begin{align*}
\delta_{E} g_{\mu \nu} & =\stackrel{U}{D}_{\mu} \xi_{\nu}+\stackrel{\|}{D_{\nu}} \xi_{\mu}=D_{\mu} \xi_{\nu}+D_{\nu} \xi_{\mu}+\left[K_{\mu \nu}^{\lambda}+(\mu \leftrightarrow \nu)\right] \xi_{\lambda} \\
& =D_{\mu} \xi_{v}+D_{\nu} \xi_{\mu}+2\left[S_{\lambda \mu \nu}+(\mu \leftrightarrow \nu)\right] \xi^{\lambda} . \tag{5.53}
\end{align*}
$$

and the variation of the connection

$$
\begin{equation*}
\delta_{E} \Gamma_{\mu \nu}{ }^{x}=D_{\mu} D_{\nu} \xi^{\times}-2 D_{\mu}\left(S_{\nu \lambda}{ }^{\times} \xi^{\lambda}\right)+R_{\lambda \mu \nu}{ }^{\mathrm{x}} \xi^{\lambda} . \tag{5.54}
\end{equation*}
$$

Inserting this into (5.52) gives

$$
\begin{aligned}
\delta_{E} \mathscr{A}= & \int d^{\dagger} x \sqrt{-g}\left\{\left(\Theta^{\nu \mu}+\Theta^{\mu \nu}\right)\left(D_{\nu} \xi_{\mu}+2 S_{\lambda \mu \nu}\right) \xi^{\lambda}\right. \\
& \left.+\sum^{\nu}{ }_{x}^{\mu}\left[D_{\mu} D_{\nu} \xi^{x}-2 D_{\mu}\left(S_{\nu \lambda}{ }^{x} \xi^{\lambda}\right)+R_{\lambda \mu \nu}{ }^{x} \xi^{\lambda}\right]\right\} .
\end{aligned}
$$

By partially integrating the $\Sigma$ term and using the spin divergence law (5.13), we obtain immediately

$$
\begin{equation*}
\delta_{E} \mathcal{O}=2 \int d^{4} x \sqrt{-g}\left\{-D_{\mu} \Theta_{\lambda}{ }^{\mu}-2 S_{\mu \lambda}{ }^{\nu} \Theta_{\nu}{ }^{\mu}+(1 / 2) \Sigma_{x}^{\nu} \cdot{ }^{\mu} R_{\lambda \mu \nu}{ }^{\mathrm{x}}\right\} \xi^{\lambda}, \tag{5.55}
\end{equation*}
$$

leading directly to the covariant conservation law

$$
\begin{equation*}
D_{\mu}{ }^{*} \Theta_{\lambda}^{\mu}+2 S_{\nu \lambda}{ }^{x} \Theta_{x}{ }^{\nu}-\frac{1}{2} \Sigma^{\nu}{ }_{x} \cdot \mu R_{\lambda \mu \nu}{ }^{\kappa}=0 . \tag{5.56}
\end{equation*}
$$

This is not in manifest agreement with (5.40) since the last term is $\sum^{\mu}{ }_{x} \cdot{ }^{\mu} R_{\lambda \mu \nu}{ }^{\alpha}$, while we had $\sum^{\beta}{ }_{\gamma} \cdot{ }^{\mu} F_{\lambda \mu \beta}{ }^{\gamma}$ in (5.40).

We shall now demonstrate that

$$
\begin{equation*}
R_{\lambda \mu \nu}{ }^{x}=F_{\lambda \mu \beta}{ }^{\gamma} h^{\beta}{ }_{\nu} h_{\gamma}{ }^{\alpha} \tag{5.57}
\end{equation*}
$$

and hence that both formulas coincide. This is a direct consequence of the fact that the vierbein fields $h_{\alpha}$ are integrable, i.e., $\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) h_{\alpha}{ }^{\lambda}=0$. Consider

$$
\begin{aligned}
F_{\mu \nu \beta}= & \partial_{\mu} A_{\nu \beta}{ }^{\gamma}-\partial_{\nu} A_{\mu \beta}{ }^{\gamma}-A_{\mu \beta}{ }^{\delta} A_{\nu \delta}{ }^{\gamma}+A_{\nu \beta}{ }^{\delta} A_{\mu \delta}{ }^{\gamma} \\
= & \partial_{\mu}\left[\left(\Gamma_{\nu \lambda}{ }^{x}-{ }^{h} \Gamma_{\nu \lambda}{ }^{x}\right) h_{\beta}{ }^{\lambda} h^{\alpha}{ }_{x}\right]-(\mu \leftrightarrow \nu) \\
& -\left(\Gamma-\Gamma^{h}\right)_{\mu \lambda}{ }^{\top}\left(\Gamma-\Gamma^{h}\right)_{\nu \tau}{ }^{x} h_{\beta}{ }^{\lambda} h^{\gamma}{ }_{x}-(\mu \leftrightarrow \nu) \\
= & {\left[\partial_{\mu} \Gamma_{\nu \lambda}{ }^{x}-\left(\Gamma_{\mu} \Gamma_{\nu}\right)_{\lambda}{ }^{x}-(\mu \leftrightarrow \nu)\right] h_{\beta}{ }^{\lambda} h^{\gamma}{ }_{x} }
\end{aligned}
$$

$$
\begin{align*}
& +\left\{\Gamma_{v \lambda}{ }^{x} \partial_{\mu}\left(h_{\beta}{ }^{\lambda} h_{x}^{\gamma}\right)-\partial_{\mu}\left(\stackrel{h}{\Gamma}_{v \lambda}{ }^{x} h_{\beta}{ }^{\lambda} h_{x}^{\gamma}\right)-(\mu \leftrightarrow \nu)\right. \\
& \left.+\left(\Gamma_{\mu}{ }^{h} \Gamma_{v}+\stackrel{H}{\Gamma}_{\mu} \Gamma_{v}-\stackrel{H}{\Gamma}_{\mu}{ }_{\Gamma}^{h}{ }_{v}\right)_{\lambda}{ }^{x} h_{\beta}{ }^{\lambda} h^{\gamma}{ }_{x}-(\mu \leftrightarrow \nu)\right\} \tag{5.58}
\end{align*}
$$

Once we have demonstrated the vanishing of the terms in curly brackets, (5.57) is verified. The first term inside these brackets is

$$
\begin{gather*}
\Gamma_{v \lambda}{ }^{x} \partial_{\mu} h_{\beta}{ }^{\lambda} h^{\gamma}{ }_{\mathrm{h}}+\Gamma_{\nu \lambda}{ }^{x} h_{\beta}{ }_{\beta} \partial_{\mu} h^{\gamma}{ }_{x}-(\mu \leftrightarrow \nu) \\
=-\Gamma_{\nu \lambda}{ }^{\gamma} \Gamma_{\mu \beta}{ }^{\lambda}+\Gamma_{\nu \beta}{ }^{n} \Gamma_{\mu x}{ }^{\gamma}+(\mu \leftrightarrow \nu), \tag{5.59}
\end{gather*}
$$

and the second gives [using (2.46) in terms of $h_{\lambda}^{\gamma}$ ]

$$
\begin{equation*}
-\partial_{\mu}\left(h_{\beta}^{\lambda} \partial_{\nu} h_{\lambda}^{\gamma}\right)-(\mu \leftrightarrow \nu)=\stackrel{h}{\Gamma}_{\mu \beta}^{\lambda} \stackrel{h}{\Gamma}_{\nu \lambda}^{\gamma}-(\mu \leftrightarrow \nu)-h_{\beta}^{\lambda}\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) h_{\lambda}^{\gamma} \tag{5.60}
\end{equation*}
$$

and, indeed, by recalling (4.8)

$$
\begin{equation*}
F_{\mu \nu \beta}{ }^{\gamma}=\left(R_{\mu \nu \lambda}{ }^{x}-\stackrel{h}{R}_{\mu \nu \lambda}{ }^{x}\right) h_{\beta}{ }^{\lambda} h^{\nu}{ }_{x}=R_{\mu \nu \lambda}{ }^{\gamma} h_{\beta}{ }^{\lambda} h^{\gamma}{ }_{x} . \tag{5.61}
\end{equation*}
$$

This identity between the curls of $A$ and $\Gamma$ is related to a fundamental algebraic property of covariant derivatives. Consider a vector field $v_{\lambda}$ and apply $D_{\mu} D_{\nu}-D_{\nu} D_{\mu}$ to it. We find

$$
\begin{align*}
{\left[D_{\mu}, D_{\nu}\right] v_{\lambda}=} & \partial_{\mu}\left(\partial_{\nu} v_{\lambda}-\Gamma_{\nu \lambda}{ }^{x} v_{x}\right)-\Gamma_{\mu}{ }^{\tau} D_{\tau} v_{\lambda} \\
& -\Gamma_{\mu \lambda}{ }^{\tau}\left(\partial_{\nu} v_{\tau}{ }_{\tau}-\Gamma_{\nu \tau}{ }^{x} v_{x}\right)-(\mu \leftrightarrow v) . \tag{5.62}
\end{align*}
$$

Since $\left(\partial_{\mu} \partial_{\nu}-\partial_{\nu} \partial_{\mu}\right) v_{\lambda}=0$ we obtain the so-called Ricci identity

$$
\begin{equation*}
\left[D_{\mu}, D_{\nu}\right] v_{\lambda}=-R_{\mu \nu \lambda}{ }^{\star} v_{\star}-2 S_{\mu \nu}{ }^{\top} D_{r} v_{\lambda} \tag{5.63}
\end{equation*}
$$

For a general tensor, $R$ acts additively on each index. Now, a similar relation may be calculated for the vector $v$ in the dislocated basis, $v_{\beta}$ :

$$
\begin{align*}
{\left[D_{\mu}, D_{\nu}\right] v_{\beta}=} & \partial_{\mu}\left(\partial_{\nu} v_{\beta}-A_{\nu \beta}{ }^{\gamma} v_{\gamma}\right)-\Gamma_{\mu \nu}{ }^{\top} D_{\tau} v_{\beta} \\
& -A_{\mu \beta}{ }^{\gamma}\left(\partial_{\nu} v_{\gamma}-A_{\nu \gamma} \delta_{v^{\prime} \delta}\right)-(\mu \leftrightarrow \nu) \\
= & -F_{\mu \nu \beta}{ }^{\gamma} v_{\gamma}-2 S_{\mu \nu}{ }^{\top} D_{r} l_{\beta}^{\prime} . \tag{5.64}
\end{align*}
$$

For a field of arbitrary spin this generalizes to

$$
\begin{equation*}
\left[D_{\mu}, D_{\nu}\right] \psi=\frac{i}{2} F_{\mu \nu \beta}{ }^{\gamma} \sum_{\gamma}^{\beta} \psi-2 S_{\mu \nu}^{r} D_{\tau} \psi \tag{5.65}
\end{equation*}
$$

From the complete covariance of (5.62) and (5.64) we may multiply (5.62) by $h_{\beta}{ }^{\lambda}$ and move this factor through the covariant derivatives (which, in this process, change their connection since they are applied to different objects before and after). But then the $R$ term in (5.63) and the $F$ term in (5.65) must be simply related by (5.57).

When expressing the energy-momentum tensor and the spin-current density in terms of the Einstein and Palatini tensor, the two covariant conservation laws (5.13) and (5.56) of a pure gravitational field take the form [recall (3.44), (4.76)]

$$
\begin{gather*}
\frac{1}{2} D_{\mu}^{*} S^{\lambda x \mu}=G^{[\lambda \cdot x]}  \tag{5.66}\\
D_{\mu}^{*} G_{\lambda}^{\mu}+2 S_{\nu \lambda}{ }^{x} G_{x}{ }^{\nu}-\frac{1}{2} S^{\nu}{ }_{x}{ }^{\mu} R_{\lambda \mu \nu}{ }^{x}=0 \tag{5.67}
\end{gather*}
$$

with (1/2) $S^{\nu}{ }_{x}{ }^{\mu}=S^{\nu}{ }_{x}{ }^{\mu}+g^{\nu \mu} S_{x}-\delta_{x}{ }^{\mu} S^{\nu}, G_{\mu \nu}=R_{\mu \nu}-g_{\mu \nu} R$.

### 5.5. RELATION BETWEEN CONSERVATION LAWS AND FUNDAMENTAL IDENTITIES

It is a fact that for the gravitational field, by itself, both covariant laws are automatically satisfied irrespective of the presence of matter due to the fundamental identities (2.146) and (2.157). To see this we apply (3.45) to (3.39) and obtain

$$
\begin{align*}
\frac{1}{2} D_{\lambda}^{*} S_{v \mu}{ }^{\wedge} & =D_{\lambda}{ }^{*}\left(S_{v \mu}{ }^{\lambda}+\delta_{v}{ }^{\lambda} S_{\mu}-\delta_{\mu}{ }^{\lambda} S_{v}\right) \\
& =D_{\lambda} S_{v \mu}{ }^{\lambda}+D_{v} S_{\mu}-D_{\mu} S_{v} \\
& =D_{\lambda} S_{v \mu}{ }^{\lambda}+D_{v} S_{\mu}-D_{\mu} S_{v}+2 S_{\lambda} S_{v \mu}{ }^{\lambda} . \tag{5.68}
\end{align*}
$$

Now we take (2.146) and contract $v$ and $x$. This gives

$$
\begin{align*}
R_{\mu \lambda}-R_{\lambda \mu}= & 2\left(D_{x} S_{\mu \lambda}{ }^{x}+D_{\mu} S_{\lambda x}{ }^{\kappa}+D_{\lambda} S_{x \mu}{ }^{x}\right) \\
& -4\left(S_{x \mu}^{\rho} S_{\lambda \rho}^{x}+S_{\mu \lambda}^{p} S_{x \rho}^{x}+S_{\lambda x}^{\rho} S_{\mu \rho}{ }^{\kappa}\right), \tag{5.69}
\end{align*}
$$

from which follows

$$
\begin{equation*}
G_{\mu \lambda}-G_{\lambda \mu}=2\left(D_{\star} S_{\mu \lambda}{ }^{x}+D_{\mu} S_{\lambda}-D_{\lambda} S_{\mu}\right)+4 S_{\rho} S_{\mu \lambda}^{\rho} \tag{5.70}
\end{equation*}
$$

Equation (5.68) now takes the form

$$
\begin{equation*}
D_{\lambda}{ }^{*} S_{\nu \mu} \cdot \lambda=G_{\nu \mu}-G_{\mu \nu} \tag{5.71}
\end{equation*}
$$

in agreement with (5.66). Similarly, using (2.157) and permuting the indices we have

$$
\begin{equation*}
D_{\tau} R_{\sigma \nu \mu}{ }^{\top}+D_{\sigma} R_{\nu \tau \mu}{ }^{\top}+D_{\nu} R_{\tau \sigma \mu}{ }^{\top}=2 S_{\tau v}{ }^{\lambda} R_{\nu \lambda \mu}{ }^{\top}+2 S_{\sigma \nu}{ }^{\lambda} R_{\tau \lambda \mu}{ }^{\top}+2 S_{\nu \tau}{ }^{\lambda} R_{\sigma \lambda \mu}{ }^{\top} . \tag{5.72}
\end{equation*}
$$

Contracting $\nu$ and $\mu$, this becomes

$$
\begin{align*}
2 D_{\tau} R_{\sigma}{ }^{\top}-D_{\sigma} R & =2 D_{\Gamma} G_{\sigma}^{\tau}=-2 S_{r \sigma}{ }^{\lambda} R_{\lambda}{ }^{\top}+2 S_{\sigma}^{\mu \lambda} R_{\lambda \mu}+2 S_{\Gamma}^{\mu}{ }^{\lambda} R_{\sigma \lambda \mu}{ }^{\top} \\
& =-4 S_{\tau \sigma}{ }^{\wedge} R_{\lambda}^{\tau}+2 S_{\tau}^{\mu}{ }_{\tau}^{\lambda} R_{\sigma \lambda \mu}^{\top} \tag{5.73}
\end{align*}
$$

or

$$
\begin{equation*}
D_{\mu}^{*} G_{v r}^{\mu}-2 S_{\mu}\left(R_{\lambda}^{\mu}-\frac{1}{2} \delta_{\lambda}{ }^{\mu} R\right)+2 S_{\tau v}{ }^{\lambda}\left(G_{\lambda}^{\top}+\frac{1}{2} \delta_{\lambda}^{\top} R\right)-{S^{\prime}}_{\tau}{ }^{\lambda} R_{\sigma \gamma \mu \mu}{ }^{\top}=0, \tag{5.74}
\end{equation*}
$$

in agreement with (5.67).
Within the defect interpretation, we had observed before that the fundamental identities were a nonlinear generalization of the conservation laws of defect densities. From what we have just learned, these conservation laws can be obtained as the conservation laws of energymomentum and angular momentum from an Einstein action.

The two laws follow from the invariance of the Einstein action under general coordinate (Einstein) transformations, which may be considered as local translations, and under local Lorentz transformations, respectively.

These transformations correspond to elastic deformations (translational and rotational) of the "world crystal" and the invariance of the action expresses the fact that elastic deformations do not change the defect structure.

It is important to realize that due to the relation between the conservation laws and the fundamental identities, they remain valid in the presence of any matter distribution. Then, by the field equations (4.69), (4.84), the spin density and energy-momentum tensor of the matter fields have to satisfy the same divergence laws once more by themselves. Indeed, it can easily be seen that this is a direct consequence of the Einstein invariance of the matter action in a fixed arbitrary affine space, i.e., a space whose geometry is not determined by the matter fields under consideration.

## GRAVITATION OF SPINNING MATTER AS A GAUGE THEORY

### 6.1. LOCAL LORENTZ TRANSFORMATIONS

The alert reader will have noticed that the theory of gravity of spinning matter, when formulated in terms of fields $h_{\mathrm{o}}{ }^{\mu}, A_{\mu \mu}{ }^{\mu}$ is really a gauge theory of local Lorentz transformations. Gauge properties had shown up before in (2.50c) when we observed that the connection $\Gamma_{\mu, ~}{ }^{\lambda}$ transformed like a non-Abelian gauge field under general coordinate transformations. But, at that early stage, we could not have properly spoken about a gauge theory since the connection $\Gamma_{\mu \nu}{ }^{\lambda}$ was not an independent field. In the present formulation the situation has changed. Now it is easy to convince ourselves that $A_{\mu \alpha}{ }^{\beta}$ is an independent field and, according to Eq. (5.4), $A_{\mu \alpha}{ }^{\beta}$ is a gauge field with respect to local Lorentz transformation.

Let us recall that under infinitesimal Lorentz transformations a vector behaves like

$$
\begin{equation*}
\delta v_{\alpha}=\omega_{\alpha}^{\beta} v_{\beta}, \quad \delta v^{\alpha}=\omega_{\beta}^{\alpha} v^{\beta} . \tag{6.1}
\end{equation*}
$$

From the antisymmetry of the matrix $\omega$ this can also be written as

$$
\begin{equation*}
\delta v^{\alpha}=-v^{\beta} \omega_{\beta}{ }^{\alpha} . \tag{6.2}
\end{equation*}
$$

For a tensor this amounts to

$$
\begin{equation*}
\delta t_{a r}^{\beta}=\omega_{\alpha r}{ }^{\alpha^{\prime}} t_{\alpha r} r^{\beta}+\omega_{\beta^{\beta}}^{\beta} t_{\alpha r}^{\beta^{\prime}}=(\omega t)_{\alpha r}^{\beta}-(t \omega)_{t r}^{\beta} . \tag{6.3}
\end{equation*}
$$

In order to compare this with the general discussion of Section 3.4 of Part I we may identify the representation matrices of the Lorentz group as

$$
\begin{equation*}
\ell_{\beta \delta}^{\alpha \gamma}=-i\left(\delta_{\alpha}{ }^{\gamma} \delta_{\beta}{ }^{\delta}-\delta_{\mu}{ }^{\gamma} \delta_{\nu}{ }^{\lambda}\right) . \tag{6.4}
\end{equation*}
$$

Indeed. in terms of these matrices the infinitesimal Lorentz transformation,

$$
\begin{equation*}
d x^{\prime \prime}=\Lambda_{\beta}^{\alpha} d x^{\beta}=d x^{\alpha}+\omega_{\beta}^{\alpha /} d x^{\beta}, \tag{6.5}
\end{equation*}
$$

can be written in the general form

$$
\begin{equation*}
\delta d x^{\alpha}=i\left(\omega^{\gamma \delta} / 2\right)\left(\ell_{\gamma \delta}\right)^{\alpha \beta} d x_{\beta} \tag{6.6}
\end{equation*}
$$

just as in (1.3.122), with $\ell_{\gamma \delta}$ playing the role of the matrices $\ell_{\text {, }}$ and $\omega^{\gamma \delta / 2}$ that of the rotation angles $\alpha^{\prime \prime}$. Thus $\left(\ell_{\gamma \delta} \omega^{\gamma \delta / 2}\right)^{\alpha / \beta}$ coincides with the infinitesimal matrix ( $\ell_{\text {rr }} \alpha^{\prime \prime}$ ) in (1.3.73). Now, by (6.4) this matrix is nothing but $-i \omega^{\tau \pi}$.

This shows that the transformation law (1.3.108b) coincides precisely with (5.4) for the special case of the local Lorentz group.

$$
\begin{equation*}
\delta_{l .} A_{\mu \beta}{ }^{\gamma}=\omega_{\beta}{ }^{\beta^{\prime}} A_{\mu \beta},{ }^{\gamma}+\omega_{\gamma}^{\gamma}, A_{\mu \beta}{ }^{\gamma^{\prime}}+\partial_{\mu} \omega_{\beta}{ }^{\gamma} . \tag{6.7}
\end{equation*}
$$

Observe that the space-time variables $x^{\mu}$ are not transformed so that the Lorentz group plays the same role as an internal symmetry group. There is. however, a certain similarity with external gauge symmetries discussed in Section 3.5. Part I. This is because $h_{h_{c}}{ }^{\mu}$ can couple Lorentz and Einstein indices. just as in (1.3.135), thus giving rise to more invariants. For instance. there is no need of forming $\left(F_{\mu, M^{\beta}}\right)^{2}$ in order to get an invariant action. There also exists an invariant expression linear in the field strength.

$$
\begin{equation*}
\alpha_{f}=-\frac{1}{2 \kappa} \int d x \sqrt{-g} h^{\alpha \mu \mu} h_{\beta}^{\prime \prime} F_{\mathrm{r} \mu \alpha 火}^{\beta} . \tag{6.8}
\end{equation*}
$$

In fact, from (5.57) this is just the Einstein-Cartan action (3.8).
For completeness. let us see once more how the spin current and energy-momentum tensor follow from this action with independent fields $h_{\alpha}{ }^{\mu}, A_{\mu \alpha}{ }^{\beta}$. First we calculate the spin current of the field. By definition.

$$
\begin{align*}
& \frac{1}{2} \sqrt{-g} \delta_{\alpha \beta}^{f} \cdot \mu(x)=-\frac{\delta \mathscr{A}_{f}}{\delta A_{\mu}{ }^{\alpha \beta}(x)} \\
& =\frac{1}{2 \kappa} \frac{\delta}{\delta A_{\mu}{ }^{\alpha \beta}(x)} \int \mathscr{A}_{f} \sqrt{-g} h^{\alpha^{\prime} \mu^{\prime}} h_{\beta^{\prime}}{ }^{\nu^{\prime}}\left(\partial_{v^{\prime}} A_{\mu^{\prime} \alpha^{\prime}} \beta^{\prime}\right. \\
& \left.-\partial_{\mu^{\prime}} A_{\nu^{\prime} \alpha^{\prime}}{ }^{\beta^{\prime}}-A_{\nu^{\prime} \alpha^{\prime}}{ }^{\gamma} A_{\mu^{\prime} \gamma}{ }^{\beta^{\prime}}+A_{\mu^{\prime} \alpha^{\prime} \gamma} A_{\nu^{\prime} \gamma}{ }^{\beta^{\prime}}\right) \\
& =-\frac{1}{2 \kappa}\left\{\partial_{\nu} \sqrt{-g}\left(h_{\alpha \gamma}{ }^{\mu} h_{\beta}{ }^{\nu}-(\alpha \leftrightarrow \beta)\right)+\sqrt{-g}\left(A_{v r^{\prime} \dot{ }} h^{\alpha \cdot \mu} h_{\beta}{ }^{\nu}\right.\right. \\
& \left.\left.+A_{1, \beta^{\prime} \beta} h_{\mathrm{c}}{ }^{\mu} h^{\left(\beta^{\prime} v\right.}\right)-(\alpha \leftrightarrow \beta)\right\} . \tag{6.9}
\end{align*}
$$

We may write this in terms of the partially covariant derivatives (5.10), (5.11) as

$$
-\kappa{\stackrel{f}{\Sigma}{ }_{\alpha \beta} \cdot \mu}^{\mu} \stackrel{L}{D}_{v}^{\prime \prime}\left(h_{\alpha r}{ }^{\mu} h_{\beta}^{\prime \prime}-(\alpha \leftrightarrow \beta)\right)+\Gamma_{\mu \mu r}{ }^{\prime}\left(h_{\alpha r}{ }^{\mu} h_{\beta}^{v}-(\alpha \leftrightarrow \beta)\right)
$$

Applying the chain rule of differentiation this becomes

$$
\begin{equation*}
-\kappa \sum_{\alpha \gamma \beta}^{\prime} \cdot \mu=\left(\dot{\mathscr{D}}_{\beta} h_{\alpha r}^{\mu}-h_{\alpha}^{\mu} \stackrel{L}{D}_{\nu} h_{\beta}^{\nu}+h_{\alpha r}^{\mu} \Gamma_{\beta \epsilon r}^{r r}\right)-(\alpha \leftrightarrow \beta) \tag{6.10}
\end{equation*}
$$

We now observe that, due to the identity $D_{\mu} h_{c r}{ }^{\prime \prime} \equiv 0$. the connection can be rewritten as

$$
\begin{equation*}
\Gamma_{\mu v}{ }^{\lambda}=h^{c \lambda \lambda} \stackrel{D}{D}_{\mu}^{L} h_{\alpha, p}=-h^{\alpha \alpha}{ }_{v} \dot{D}_{\mu} h_{\alpha v}{ }^{\lambda} \tag{6.11}
\end{equation*}
$$

This relation is complementary to the relation (4.78) , $\vec{\Gamma}_{\mu \beta}{ }^{\gamma}=h^{\gamma}{ }_{\nu} D_{\mu}{ }_{\mu} h_{\beta}{ }^{\nu}$. Using (6.11). the spin current of the field becomes

$$
\begin{equation*}
-\kappa \stackrel{1}{5}_{\alpha \gamma \beta} \cdot \mu=2\left(S_{c \gamma \beta}^{\mu}+h_{c \gamma}^{\mu} S_{\beta}-h_{\beta}^{\mu} S_{\alpha}\right)=S_{\alpha \gamma \beta}^{\mu} \tag{6.12}
\end{equation*}
$$

in agreement with (3.44). (3.39).
We now calculate the functional derivative of the action with respect to $h_{r}{ }^{\mu}$. It shows directly that the canonical energy-momentum tensor of the gravitational field coincides with the Einstein tensor,

$$
\begin{align*}
& \sqrt{-g} \Theta_{\mu}^{\alpha}{ }^{\alpha}=\left(\delta_{\nu} \delta_{f} / \delta h_{\alpha}^{\mu}\right)=\sqrt{-g}\left(h^{\delta \nu} F_{\mu \nu \delta}^{\alpha}-h_{\mu}^{\beta} F_{\beta \delta}^{\delta \alpha}\right) \\
& =h^{\alpha v 1} \sqrt{-g}\left(R_{\mu \nu}-g_{\mu \nu} R\right)=\sqrt{-g} G_{\mu}^{\alpha} \tag{6.13}
\end{align*}
$$

The use of the field $h_{\alpha}{ }^{\mu}$ has made it possible to retrieve the Einstein tensor without projecting out the symmetric part of it, as in the previous formulas, (3.28) and (5.51).

### 6.2. LOCAL TRANSLATIONS

In the literature one often finds the statement that the vierbein field may be considered as a gauge field of local translations. In fact, Einstein's transformations

$$
\begin{equation*}
x^{\prime}=x-\xi(x) \tag{6.14}
\end{equation*}
$$

can be considered as local translations and the vierbein field does ensure that the theory is invariant under these, just as any bona fide gauge field is supposed to. The covariant derivative

$$
\begin{equation*}
D_{\alpha r} \equiv h_{\alpha r}^{\mu} \partial_{\mu}+\frac{i}{2} A_{\alpha \gamma \beta}^{\gamma} \sum_{\gamma}^{\beta} \tag{6.15}
\end{equation*}
$$

may be viewed as a combination of ${h_{0}}^{\mu}$ times the translational "matrix" $\partial_{\mu}$ and (i/2) $A_{\alpha \beta}{ }^{\gamma}$ times the Lorentz matrix $\sum^{\beta}{ }_{\gamma}$. This viewpoint becomes most transparent by considering the expression in (5.65), the commutator of two covariant derivatives with respect to the dislocation coordinates,

$$
\begin{equation*}
\left[D_{\mathrm{c} \gamma} . D_{\beta}\right] \psi=\frac{i}{2} F_{u \beta \gamma}^{\delta} \Sigma_{\delta}^{\gamma} \psi+i 2 S_{u \beta} \gamma_{i} D_{\gamma} \psi . \tag{6.16}
\end{equation*}
$$

Since the factor of $F_{\alpha \gamma \beta \gamma}{ }^{\delta}$ is the curl of the gauge field of Lorentz transformations, the factor $2 S_{\alpha \beta}{ }^{\gamma}$ of $D_{\gamma} \psi$ may be considered as the curl of the gauge field of translations. Indeed, if we write $2 S_{\alpha \beta}{ }^{\gamma}$ in the form

$$
\begin{align*}
2 S_{\alpha \beta \beta} & =-h^{\gamma}{ }_{v}\left(h_{\alpha}^{\mu}{ }^{L} D_{\mu} h_{\beta}^{\nu}-(\alpha \leftrightarrow \beta)\right) \\
& =h_{\alpha}^{\mu} h_{\beta}^{\nu}\left(\stackrel{L}{D}_{\mu} h_{\nu}^{\nu}-(\mu \leftrightarrow \nu)\right), \tag{6.17}
\end{align*}
$$

we arrive at the standard form of a curl and the present formulation of gravity of spinning matter can be considered as a gauge theory of both local Lorentz transformations and local translations.

In recent years, this aspect of gravitational theory has received
increasing attention, due to the shift in emphasis from geometric principles to gauge principles. There is no space here to go into more details and the interested reader should consult the Notes and References for further reading.

### 6.3. LOCAL FOUR-FERMION INTERACTION DUE TO TORSION

What additional physics is brought about by torsion? If the field action is of the Einstein-Cartan type (6.8), the consequences are not very dramatic. The field equation (4.69) for the spin density, $\sum^{\prime} \nu_{\lambda} \cdot \mu=-\sum_{\lambda}^{\nu_{\lambda}} \cdot \mu$. together with (3.44) determines the Palatini tensor (3.39) as being $S_{\mu v, \lambda}=$ $-\kappa \stackrel{m}{\mu v, \lambda}$ and therefore also the torsion

$$
\begin{align*}
S_{\mu \nu \lambda} & =(1 / 2)\left(S_{\mu \nu \cdot \lambda}+\frac{1}{2} g_{\mu \lambda} S_{v \times x} \cdot \frac{1}{2} g_{V \cdot \lambda} S_{\mu x} \cdot \times\right) \\
& \equiv(\kappa / 2)\left(\sum_{\mu \nu \cdot \lambda}^{m}+\frac{1}{2} g_{\mu \lambda} \sum_{v \times x}^{m} \cdot x-\frac{1}{2} g_{v \lambda} \Sigma_{\mu x}^{m} \cdot x\right) \tag{6.18}
\end{align*}
$$

It is obvious that scalar fields which describe spinless particles do not give rise to torsion. A little more surprising is that the same thing holds also for electromagnetic fields even though they describe spin-1 particles. The reason is the absence of the gauge field $A_{\mu \alpha}{ }^{\beta}$ in the electromagnetic action.

$$
\begin{equation*}
\alpha_{\mathrm{cm}}=(-1 / 4) \int d^{4} x \sqrt{-g} F_{\mu}, F^{\mu \nu} \tag{6.19a}
\end{equation*}
$$

with the field strengths

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{6.19b}
\end{equation*}
$$

which is invariant under the usual electromagnetic gauge transformation

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \Lambda . \tag{6.20}
\end{equation*}
$$

This invariance forbids replacing the derivatives $\partial_{\mu}$ in $F_{\mu}$, by covariant derivatives $D_{\mu}$, since this would introduce an additional term
$-2 S_{\mu},{ }^{\lambda} A_{\lambda}$. Only the covariant derivative ${ }^{11}{ }_{D}$. is permissible, but the Christoffel symbols are symmetric so they can be omitted, leaving only (6.21) as an object which is gauge invariant under electromagnetic. Einstein. and local Lorentz transformations.

The first non-trivial effects of torsion arise for Dirac fields. The spin density of matter is. from (4.66),

$$
\begin{equation*}
\sum_{\alpha \beta \beta, \gamma}^{m}=-(i / 2) \bar{\psi}\left[\gamma_{\gamma}, \Sigma_{\alpha \beta}\right]_{+} \psi . \tag{6.21a}
\end{equation*}
$$

(with $\Sigma_{\alpha \beta}=(i / 4)\left[\gamma_{\alpha}, \gamma_{\beta}\right]$ ). This can be written as

$$
\begin{equation*}
\stackrel{m}{\kappa \beta \beta . \gamma}_{\prime \prime \prime}=(1 / 2) \bar{\psi} \gamma_{\mid \kappa x} \gamma_{\beta} \gamma_{\gamma \mid} \psi=(1 / 2) \varepsilon_{\varepsilon \kappa \beta \gamma \lambda} \bar{\psi} \gamma^{\lambda} \gamma_{亏} \psi \tag{6.2lb}
\end{equation*}
$$

(with $\gamma_{5} \equiv(1 / 4!) \varepsilon_{\alpha r \beta \gamma \delta} \gamma^{c i} \gamma^{\beta} \gamma^{\gamma} \gamma^{\delta}$ ), where the brackets around the subscripts denote their complete antisymmetrization. Due to antisymmetry. the Palatini tensor (divided by 2), the torsion, and the contortion tensor are all equal to $(\kappa / 2) \stackrel{m}{\stackrel{m}{\kappa \gamma \beta, \gamma}}$

$$
\begin{equation*}
(1 / 2) S_{\alpha \beta, \gamma}=S_{\alpha \gamma \beta \gamma}=K_{\alpha \beta \beta, \gamma}=(\kappa / 2) \stackrel{m}{\alpha}_{\alpha \beta \beta, \gamma} . \tag{6.22}
\end{equation*}
$$

In Eq. (2.69) we have expressed the curvature tensor in terms of the Riemannian curvature tensor plus the contortion. Two contractions give the corresponding decomposition of the scalar curvature

$$
\begin{equation*}
R=\stackrel{\prime}{R}+\ddot{D}_{\mu} K_{v}{ }^{\prime \prime \mu}-\stackrel{!}{D_{r}} K_{\mu}{ }^{\prime \prime \mu}+\left(K_{\mu}{ }^{\mu \rho} K_{v p}{ }^{\prime \prime}-K_{r}{ }^{\mu \rho} K_{\mu p}{ }^{\prime \prime}\right) \tag{6.23}
\end{equation*}
$$

We integrated over the invariant volume, the $\stackrel{\prime}{D} \mathrm{~K}$ s produce irrelevant surface terms and can be ignored. The Einstein-Cartan action can therefore be separated into a Hilbert-Einstein action

$$
\begin{equation*}
\mathscr{A}_{j}=-(1 / 2 \kappa) \int d x \sqrt{-g} R \tag{6.24}
\end{equation*}
$$

plus a field torsion action

$$
\begin{equation*}
\sigma_{f t}^{\prime}=\int d x \sqrt{-g} L_{f t} \tag{6.25}
\end{equation*}
$$

with a Lagraugian

$$
L_{f t}=-(1 / 2 \kappa)\left(K_{\mu}{ }^{\mu \rho} K_{\nu \rho}{ }^{\nu}-K_{\nu}{ }^{\mu \rho} K_{\mu \rho}{ }^{\nu}\right) .
$$

This can be rearranged to

$$
\begin{equation*}
L_{f t}=(1 / 4 \kappa) S_{\mu \nu . \lambda} K^{\lambda \nu \mu} \tag{6.26}
\end{equation*}
$$

where $S_{\mu \nu, \lambda}$ is the Palatini tensor. As a cross check we differentiate this with respect to $K^{\lambda \nu \mu}$ and obtain

$$
\begin{equation*}
\partial L_{f f} / \partial K^{\lambda \nu \mu}=(1 / 2 \kappa) S_{\mu \nu, \lambda} . \tag{6.27}
\end{equation*}
$$

in accordance with (3.17) and (3.44) (the factor 2 comes from the K's inside $S_{\mu \nu}{ }^{\lambda}$ ).

We now add to (6.26) the matter-torsion Lagrangian extracted from the Dirac action (4.59),

$$
\begin{equation*}
L_{m u}=(1 / 2) \stackrel{m}{\Sigma \nu \nu, \lambda} K^{\lambda \nu \mu} \tag{6.28}
\end{equation*}
$$

Extremizing the combined torsion Lagrangian $L_{t}=L_{f_{t}}+L_{m}$ we recover once more (6.22). Inserting this back into $L_{\text {, gives, }}$ at the extremum, the effective torsion Lagrangian

$$
\begin{equation*}
L_{t}^{\mathrm{cff}}=(\kappa / 4) \stackrel{\Sigma}{\mu \nu \lambda} K^{\lambda \nu \mu}=(\kappa / 8) \sum_{\mu \nu \lambda}^{m} \stackrel{\Sigma}{ }_{m \nu \lambda}^{m}, \tag{6.29}
\end{equation*}
$$

or explicitly, with (6.21b) [see Hehl and Datta (1970)]

$$
\begin{equation*}
L_{l}{ }^{\mathrm{cff}}=(3 \kappa / 16) \bar{\psi} \gamma_{\mu} \gamma_{5} \psi \bar{\psi} \gamma^{\mu} \gamma_{S} \psi \tag{6.30}
\end{equation*}
$$

Unfortunately, this interaction is too weak to be detectable by presentday experiments. Moreover, it is not renormalizable, so that it cannot possibly be a fundamental interaction, but at best a phenomenological approximation to some more fundamental theory.
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## GEOMETRIC THEORY OF STRESSES AND DEFECTS

After the preparations in the previous chapters it is now easy to construct a geometric theory of stresses and defects. With the defects described by the geometry of an affine space, we have to find an appropriate way of incorporating the correct long-range elastic interactions between the defects into the theory.

### 7.1. CLASSICAL ELASTICITY

First we look at the simplest case of classical elasticity which involves only the strain tensor $u_{i j}$. The defects are characterized completely in terms of the plastic strain tensor $u_{i j}^{p}$. Recall the partition function of elastic fluctuations in the presence of a given defect configuration $u_{i j}^{p}$ [Eq. (III.10.32)]

$$
\begin{equation*}
Z=\int \mathscr{C} \sigma_{i j} \exp \left\{-\int d^{3} x\left[\frac{1}{4 \mu T}\left(\sigma_{i j}^{2}-\frac{\nu}{1+\nu} \sigma_{i i}^{2}\right)+i \sigma_{i j}\left(\partial_{i} u_{j}+\partial_{j} u_{i}-2 u_{i j}^{p}\right)\right]\right\} . \tag{7.1}
\end{equation*}
$$

Integrating out the displacement field $u_{i}$ gave the stress conservation law,

$$
\begin{equation*}
\partial_{i} \sigma_{i j}=0 \tag{7.2}
\end{equation*}
$$

This led to the introduction of a stress gauge field $\chi_{i j}$ so that,

$$
\begin{equation*}
\sigma_{i j}=\varepsilon_{i k} \varepsilon_{j m n} \partial_{n} \partial_{m} \chi_{C n}, \tag{7.3}
\end{equation*}
$$

and to a reformulation of (7.1) as a gauge theory [cf. (9.40), Part III]

$$
\begin{equation*}
Z=\int \mathscr{D} \chi_{i j} \Phi\left[\chi_{i j}\right]\left\{-\int d^{3} x\left[\frac{1}{4 \mu T}\left(\sigma_{i j}^{2}-\frac{v}{1+v} \sigma_{i i}^{2}\right)+i \chi_{i j} \eta_{i j}\right]\right\}, \tag{7.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{i j}=\varepsilon_{i k \varepsilon} \varepsilon_{j m, n} \partial_{n} \partial_{m} u_{i j}^{p} \tag{7.5}
\end{equation*}
$$

was the defect density, which satisfies the same conservation law as the stresses

$$
\partial_{i} \eta_{i j}=0 .
$$

We saw in (2.83), that the role of the plastic gauge field $u_{i j}^{p}$ is played by the metric $g_{i j}$, apart from a factor $1 / 2$. An elastic distortion of the crystal changes $u_{i j}^{p}$ by a plastic gauge transformation

$$
\begin{equation*}
2 u_{i j}^{\prime \prime} \rightarrow 2 u_{i j}^{p}+\partial_{i} \xi_{j}+\partial_{i} \xi_{j} . \tag{7.6}
\end{equation*}
$$

An obvious task now is to find the nonlinear geometric generalization of this structure in a Riemannian space: In such a space, the metric changes under coordinate transformations (local translations) as

$$
\begin{equation*}
g_{i j} \rightarrow g_{i j}+\stackrel{11}{D_{i} \xi_{j}}+\stackrel{11}{D_{i} \xi_{i}}, \tag{7.7}
\end{equation*}
$$

where $D_{i}$ are the covariant derivatives formed with the Christoffel symbols of the metrics. Now, the usual, elastic strains are obtained as

$$
\begin{equation*}
u_{i j}^{\mathrm{c}!}=\dot{\partial}_{i} u_{j}+\partial_{j} u_{i}-2 u_{i j}^{l} . \tag{7.8}
\end{equation*}
$$

Thus they are obtained from the transformation law of the plastic strains $-2 u_{i j}^{p} \rightarrow-\partial_{i} \xi_{j}-\partial_{j} \xi_{i}-2 u_{i j}^{p}$ by simply replacing on the right-hand side the transformation functions $-\xi_{i}$ by the total displacement field $u_{i}$. The elastic strains are then automatically defect gauge invariant since the transformation functions in (7.6) can be absorbed, by an elastic deformation, into the total displacement field $u_{i}$.

$$
\begin{equation*}
u_{i} \rightarrow u_{i}+\xi_{i} . \tag{7.9}
\end{equation*}
$$

By analogy we conclude that in the nonlinear theory in affine space, the elastic strain tensor must be given by minus the right-hand side of (7.7) with $\xi_{i}$ replaced by $-u_{i}$, i.e.,

$$
\begin{equation*}
u_{i j}^{\mathrm{cl}}=\stackrel{\|}{D_{i}} u_{j}+\stackrel{\|}{D_{i}} u_{j}-g_{i j} . \tag{7.10}
\end{equation*}
$$

The generalized partition function should therefore read

$$
\begin{align*}
Z= & \int \mathscr{T} \sigma_{i}^{j} \mathscr{D} u^{i} \exp \left\{-\int d^{3} x \sqrt{g} \frac{1}{4 \mu T}\left(\sigma_{i}^{j}{ }^{2}-\frac{v}{1+v} \sigma_{i}^{i 2}\right)\right. \\
& \left.\left.+i \sigma^{i j}\left(D_{i}^{\prime} u_{j}+\stackrel{U}{D_{j}} u_{i}-g_{i j}\right)\right]\right\} . \tag{7.11}
\end{align*}
$$

The factor $\sqrt{g}$ ensures an invariant volume integral under genera! coordinate transformations.

If we integrate out the $u_{i}$ field, we obtain the covariant conservation law ${ }^{\text {a }}$

$$
\begin{equation*}
{\stackrel{U 1}{D_{i}} \sigma_{j}^{i}}=0 . \tag{7.12}
\end{equation*}
$$

The generalized defect density is given by the Einstein tensor $\stackrel{11}{G}_{i j}$ formed with the Christoffel symbols [see Eqs. (2.89), (2.91)]. It satisfies a covariant conservation law of the same form as $\sigma_{i j}$,

$$
\begin{equation*}
D_{i} \ddot{G}_{j}^{i}=0 . \tag{7.13}
\end{equation*}
$$

In principle, it is possible to consider $\chi_{i j}, \sigma_{i j}$ as the linearized version of another dual geometry, in which $\chi_{i j}$ plays the role of the metric, say $\bar{g}_{i j}$, (called, say, stress metric) and $\sigma_{i j}$ that of the Einstein tensor $\stackrel{\Pi}{G}_{i j}$ (called, say, Einstein tensor in stress space). In this way, the stress energy can also be cast into a geometric form. The result would be a geometric version of the double gauge theory (III.9.49) ("double geometry").

[^37]
### 7.2. SECOND GRADIENT ELASTICITY

If the elastic energy also involves a rotational stiffness, as in Part III Chapter 18, a geometric theory of stresses and defects requires an affine space with curvature and torsion. We take the partition function (18.23) of a given defect distribution $\beta_{i j}^{p}$, $\phi_{i j}^{p}$

$$
\begin{align*}
Z= & \int \mathscr{D} \sigma_{i j} \mathscr{D} \tau_{i j} \mathscr{D} u_{i} \mathscr{D} \omega_{j} \exp \left\{-\int d^{3} x\left[\frac{1}{4 \mu T}\left(s^{s} \sigma_{i j}^{2}-\frac{\nu}{1+v} \stackrel{s}{\sigma}_{i j}^{2}\right)+\frac{1}{8 \mu \ell^{2} T} \tau_{i j}^{2}\right.\right. \\
& \left.\left.+i \sigma_{i j}\left(\partial_{i} u_{j}-\varepsilon_{i j k} \omega_{k}-\beta_{i j}^{p}\right)+i \tau_{i j}\left(\partial_{i} \omega_{j}-\phi_{i j}^{p}\right)\right]\right\} \tag{7.14}
\end{align*}
$$

(where we have assumed $\delta_{2}=0, \delta_{1}=1$, for simplicity). Integrating out the $u_{i}$ and $\omega_{i}$ fields gave the stress conservation laws

$$
\begin{equation*}
\partial_{i} \sigma_{i j}=0, \quad \partial_{i} \tau_{i j}=-\varepsilon_{j k t} \sigma_{k \ell} . \tag{7.15}
\end{equation*}
$$

They are of the same form as those of the defect densities [recall Eqs. (2.68), (2.69), Part III]

$$
\begin{equation*}
\alpha_{i j}=\varepsilon_{i k \ell} \partial_{k} \beta_{i j}^{p}+\delta_{i j} \phi_{t i}^{p}-\phi_{j i}^{p}, \quad \Theta_{i j}=\varepsilon_{i k \ell} \delta_{k} \phi_{i j}^{p}, \tag{7.16}
\end{equation*}
$$

which read [see Eqs. (2.45), (2.46)]

$$
\begin{equation*}
\partial_{i} \alpha_{i j}=-\varepsilon_{j k \ell} \Theta_{k \ell}, \quad \partial_{i} \Theta_{i j}=0 . \tag{7.17}
\end{equation*}
$$

When generalizing the partition function (7.14) to affine space, we want to preserve the structural identity between the conservation laws (7.15) and (7.17). This is achieved by the following partition function,

$$
\begin{align*}
Z= & \int \mathscr{D} \sigma_{\alpha}^{i} \mathscr{D} \tau_{i \beta}^{\alpha} \mathscr{D} u^{\alpha} \mathscr{D} \omega_{\lambda}{ }^{\beta} \exp \left\{-\int d^{3} \sqrt{g}\left[\frac{1}{4 \mu T}\left(\stackrel{s}{j}_{i}^{j 2}-\frac{\nu}{1+\nu}{ }^{s} \sigma_{i}^{i 2}\right)\right.\right. \\
& \left.+\frac{1}{16 \mu \ell^{2} T}\left(\tau_{i \alpha}{ }^{\beta}\right)^{2}\right]+i \sigma_{\alpha}^{i}\left(D_{i} u^{\alpha}-\omega_{i}^{\alpha}-\left(A_{\beta i}{ }^{\alpha}-2 S_{\beta i}^{\alpha}\right) u^{\beta}-h_{i}^{\alpha}\right) \\
& \left.-\frac{i}{2} \tau_{i \beta}{ }^{\alpha}\left(D_{i} \omega_{\alpha}{ }^{\beta}-A_{i \alpha}{ }^{\beta}+D_{i}\left(u^{\gamma} A_{\gamma \alpha}{ }^{\beta}\right)-u^{\gamma} F_{i \gamma \alpha}{ }^{\beta}\right)\right\} . \tag{7.18}
\end{align*}
$$

Here $u^{\alpha}, \omega_{\alpha}^{\beta}$ are the displacement and rotation fields in non-holonomic coordinates $d x^{\alpha}$, and $h_{i}^{\alpha}, A_{i \alpha}{ }^{\beta}$ are the gauge fields of local translations and rotations in affine space.

The stress field $\sigma_{\alpha}^{i}$ carries one non-holonomic index $\alpha$ and one Einstein index $i$. From this we calculate the tensor $\sigma_{j}^{i}$ in the stress energy as

$$
\begin{equation*}
\sigma_{j}^{i}=h_{j}^{\alpha} \sigma_{\alpha}^{i} . \tag{7.19}
\end{equation*}
$$

The covariant derivatives $D_{j}$ are formed using the gauge field of rotations $A_{\text {is }}{ }^{\beta}$, for instance,

$$
\begin{equation*}
D_{i} u^{\alpha}=\partial_{i} u^{\alpha}+A_{i \beta}{ }^{\alpha} u^{\beta} . \tag{7.20}
\end{equation*}
$$

The nonlinear strain tensors in (7.18) are the result of the following consideration: The gauge fields of translations and rotations are the nonlinear generalizations of the plastic dislocation and disclinations $\beta_{i j}^{p}$ and $\phi_{i j}^{p}$. At first sight, the generalization of the elastic strain tensors coupled to the stress tensors in (7.14) seems to be $\left[\omega_{i}{ }^{\alpha} \equiv h_{i}{ }^{\beta} \omega_{\beta}{ }^{\alpha}\right]$

$$
\begin{equation*}
u_{i}^{\mathrm{cl} \alpha}=D_{i} u^{\alpha}-\omega_{i}^{\alpha}-h_{i}^{\alpha}, \quad \omega_{i \alpha}^{\mathrm{cl} \beta}=D_{i} \omega_{\alpha}^{\beta}-A_{i \alpha}{ }^{\beta}, \tag{7.21}
\end{equation*}
$$

where we have exchanged the vector $\omega_{\gamma}$ by the antisymmetric tensor $\omega_{\alpha \beta} \equiv \varepsilon_{\alpha \beta \gamma} \omega_{\gamma}$ and introduced, similarly, $\phi_{i \alpha \beta}^{p} \equiv \varepsilon_{\alpha \beta \gamma} \phi_{i \alpha}^{p}$.

Our strain tensors $u_{i}^{\mathrm{el} \alpha}$ and $\omega_{i \alpha}^{c \mid \beta}$ differs from this naive choice by the additional nonlinear terms,

$$
\begin{equation*}
-\left(A_{\beta i}{ }^{\alpha}-2 S_{\beta i}{ }^{\alpha}\right) u^{\beta}+D_{i}\left(u^{\gamma} A_{\gamma \alpha}{ }^{\beta}\right)-u^{\gamma} F_{i \gamma \alpha}{ }^{\beta}, \tag{7.22}
\end{equation*}
$$

respectively. Certainly both choices of strain tensors have the same limit of linear elasticity. There is an important geometric reason for our choice. Elastic distortions of the solid must correspond precisely to the local translation and rotations of the coordinate system (which do not change the defect content of the geometry). These were given in (5.43) and (5.46) and read as follows [see also (5.47), (5.48)]

$$
\begin{gather*}
\delta_{E} x^{\alpha} \equiv x^{\alpha}+\xi^{\alpha}, \quad \delta_{E} h_{i}^{\alpha}=D_{i} \xi^{\alpha}-\left(A_{\beta i}{ }^{\alpha}-2 S_{\beta i}{ }^{\alpha}\right) \xi^{\beta}, \\
\delta_{E} A_{i \alpha}^{\beta}=D_{i}\left(\xi^{\gamma} A_{\gamma \alpha}{ }^{\beta}\right)-\xi^{\gamma} F_{i \gamma \alpha}{ }^{\beta} \tag{7.23}
\end{gather*}
$$

and

$$
\begin{equation*}
\delta_{L} x^{\alpha}=\Delta \omega_{\beta}^{\alpha} x^{\beta}, \quad \delta_{L} A_{i \alpha}{ }^{\beta}=D_{i} \Delta \omega_{\alpha}{ }^{\beta}, \quad \delta_{L} h_{\alpha i}=\Delta \omega_{\alpha}{ }^{\beta} h_{\beta i}, \tag{7.24}
\end{equation*}
$$

where $\xi^{\alpha}$ and $\Delta \omega^{\beta}{ }_{\alpha}$ and the local displacements and rotations. We have written $\Delta \omega_{\alpha}{ }^{\beta}$ instead of $\omega_{\alpha}{ }^{\beta}$ to distinguish the local rotations of the
coordinates from the total rotational distortions of the solid. Just as in Eq. (7.10). the elastic strain tensors are found from transformation laws (7.23). (7.24). replacing, on the right-hand sides, $\xi^{\alpha}$ by the displacement fields $-u^{\alpha}$. and $\Delta \omega_{\alpha}{ }^{\beta}$ by $-\omega_{\alpha}{ }^{\beta}$. Then the transformed $-u_{i}^{\alpha},-A_{i \alpha}{ }^{\beta}$ give precisely the elastic strain tensors of (7.18) [i.e. with the terms (7.22)].

These tensors are manifestly gauge invariant under the transformation (7.23). (7.24) if the total distortions of the crystal $u^{\alpha}, \omega_{\alpha}{ }^{\beta}$ are simultaneously changed by

$$
\begin{equation*}
u^{\alpha} \rightarrow u^{\alpha}+\xi^{\alpha}, \quad \omega_{\alpha}^{\beta} \rightarrow \omega_{\alpha}^{\beta}+\Delta \omega_{\alpha}^{\beta} . \tag{7.25}
\end{equation*}
$$

This construction principle has the virtue of maintaining the structural identity between the stress and defect conservation laws (7.15) and (7.17) at the nonlinear level. Indeed. if we integrate out the $u^{\alpha}$ and $\omega_{\alpha}{ }^{\beta}$ fields in (7.18). we find the stress conservation laws

$$
\begin{equation*}
D_{t}^{*} \sigma_{\alpha}^{\alpha}=-2 S_{\mu i}{ }^{\gamma} \sigma_{\gamma}^{\alpha}-\frac{1}{2} \tau_{\gamma}^{i}{ }_{\gamma}^{\beta} R_{\alpha \beta \beta}{ }^{\gamma}, \quad D_{i}^{*} \tau_{\beta}{ }_{\beta}^{\alpha}=\left(\sigma^{\alpha}{ }_{\beta}-\sigma_{\beta}{ }^{\alpha}\right) \tag{7.26}
\end{equation*}
$$

These have exactly the same form as the conservation laws of the defect densities (5.67). (5.66). the dislocation density, $\alpha_{i j}$. being equal to the Palatini tensor via

$$
\begin{equation*}
\mathscr{f}_{i j, k}=\varepsilon_{i j,} \alpha_{k 1}=\tau_{i j k} \tag{7.27}
\end{equation*}
$$

and the disclination density $\Theta_{1}$, to the Einstein tensor [recall (3.56) and (2.93)] via

$$
\begin{equation*}
G_{i n}=\Theta_{i j}=\sigma_{i l} . \tag{7.20}
\end{equation*}
$$

There they appeared as a consequence of the first and the Biunchi identity (see Section 2.9). The same conserwation laws were socained for the energy-momenturn tensor $\Theta_{\alpha}^{\prime}$ and the spin density $\Sigma_{3} 3^{\text {sit }}$ of athtury matter moving in the atine space. One merivy tivs to replace

$$
\begin{equation*}
\sigma_{\alpha} \rightarrow \Theta_{\alpha-} \quad \tau_{\beta}^{\alpha} \rightarrow \Sigma_{-a}^{\alpha} \tag{1,2}
\end{equation*}
$$



have been lost for the stresses and with it the invariance of (7.18). ${ }^{\text {b }}$
This universality is of special importance if one wants to construct the full geometric generalization of the double gauge theory (III.9.49). Due to the conservation laws it is possible to describe the stresses by means of an extra set of translational and rotational gauge fields, say, $\bar{h}_{i}^{\alpha}, \bar{A}_{i \alpha}^{\beta}$. As in the Riemannian geometry of defects, discussed of the end of the last section. We may think of these as defining a second geometric description of space, with a metric $\bar{g}_{i j}=\bar{h}_{i}{ }^{\alpha} \bar{h}_{\alpha i}$. The stresses $\sigma_{1}^{\alpha}$ and $\tau_{i \beta}{ }^{\alpha}$ correspond to the Einstein tensor $\bar{G}_{\alpha}{ }^{i}$ and the Palatini tensor $\bar{S}_{\beta}{ }^{\alpha}{ }^{\prime}{ }_{i}$ within this "stress geometry". The stress-conservation laws are then the first and Bianchi identities in this geometry. This leads to a double geometric formulation of stresses and defects involving $h_{i}^{\alpha}, A_{i \beta}{ }^{\alpha}, \bar{h}_{i}{ }^{\alpha}, \bar{A}_{i \beta}{ }^{\alpha}$. We leave it to the reader to write down the explicit partition function.

### 7.3. SUMMING OVER DEFECT CONFIGURATIONS

The above partition function collects the elastic fluctuations of the solid at a given defect distribution. For the statistical mechanics of the solid we have to sum over all possible defect configurations. In Part III we saw that for a proper inclusion of the defects, the plastic gauge fields had to be discrete-valued, as a reflection of the finite size of the Burgers vectors. If we ignore this important fact, the statistical mechanics of a realistic solid cannot be correctly reproduced. It is conceivable, however, that a nonlinear continuum theory of defects has some means of effectively accounting for the size of the Burgers vectors. We can add, in the energy of (7.11) or (7.18), a core energy of defects: in the first case quadratic in the defect density $\eta_{i j}=\stackrel{\cup}{G}$ 位; in the second case quadratic in $\alpha_{i \alpha \beta}=S_{\alpha \beta, i}$ and $\Theta_{i j}=G_{j i}$. Then the continuous defect gauge fields will follow nonlinear field equations. Then nonlinearities will, in general, introduce a core region into every defect line, and its radius can set the scale for Burgers' vectors. Thus it is not entirely unphysical if we set up a path integral over all defect configurations in the continuum formulation of the theory. If $\Phi\left[g_{i j}\right], \Phi\left[h_{i}^{\alpha}, A_{j \alpha}^{\beta}\right]$ denote arbitrary gauge fixing functionals, we simply put in front of the partition function (7.11) the measure

$$
\begin{equation*}
\int \mathscr{D} g_{i j} \Phi\left[g_{i j}\right], \tag{7.30}
\end{equation*}
$$

[^38]or, in front of (7.18)
\[

$$
\begin{equation*}
\int \mathscr{D} h_{i}^{\alpha} \int \mathscr{D} A_{j \alpha}^{\beta} \Phi\left[h_{i}^{\alpha}, A_{j \alpha}^{\beta}\right] . \tag{7.31}
\end{equation*}
$$

\]

It is an interesting open question whether it will be possible to explain the melting transition on the basis of such a continuum partition function.
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## SUMMARY AND OUTLOOK

Let us try to summarize some of the highlights described in this book. After a resumé of the basic field theoretic tools, Part I laid the background for a disorder field theory of ensembles of line-like objects. The statistical mechanics of such objects was shown to be equivalent to the statistical mechanics of a single scalar field which, in this context, was called a disorder field. In Parts II and III such fields were used to develop the statistical mechanics of ensembles of vortex and defect lines in superfluids and solids. In the condensed, ordered phase, the quantitative contribution of such lines to the equations of state is very small since they are practically frozen out, and the disorder field has a zero expectation value. Nevertheless, at a certain temperature the lines proliferate due to an excess of their configurational entropy, thereby destroying the order of the system. This is signalled by a non-vanishing expectation values of the disorder fields.

The distribution of the lines in the ensemble is influenced by two types of interactions, one is of short range and of "steric" origin, and the other of long range and "elastic" origin. The former can be described within purely disorder field theory by means of a field self-coupling. By interactions of "elastic" origin we mean, in general, those which are mediated by the long-range excitations of the system. These are usually the NambuGoldstone bosons of some spontaneously broken symmetry in the con-
densed phase. In superfluids, they are the phase fluctuations of the superfluid condensate and are related to the invariance of the condensate energy under overall phase rotations. In solids they are the phonons resulting from the breakdown of translational symmetry. Their long-range properties make it possible to take their conventional description in terms of a phase angle or of a lattice displacement field and reformulate it in terms of gauge fields. The general way in which they enter into the theory went as follows.

For massless fields the energy does not depend on the fields but on the gradients only. The simplest example is superfluid ${ }^{4} \mathrm{He}$ in which the phase fluctuations have, to lowest order, the energy

$$
\begin{equation*}
E=\frac{1}{2} \int d^{3} x\left(\partial_{i} \gamma\right)^{2} \tag{1}
\end{equation*}
$$

This can be reexpressed in terms of an auxiliary conjugate field, the supercurrent $b_{i}$, as

$$
\begin{equation*}
E=\int d^{3} x\left(\frac{1}{2} b_{i}^{2}-i b_{i} \partial_{i} \gamma\right) \tag{2}
\end{equation*}
$$

Variation with respect to $b_{i}, \gamma$ gives the equations of motion,

$$
\begin{align*}
& b_{i}=i \partial_{i} \gamma .  \tag{3a}\\
& \partial_{i} b_{i}=0 . \tag{3b}
\end{align*}
$$

Equation (3b) for the conjugate field is solved by the introduction of a gauge field $a_{i}(\mathbf{x})$ so that

$$
\begin{equation*}
\mathbf{b}=\partial \times \mathbf{a} \tag{4}
\end{equation*}
$$

This gauge field is the phototype of what we have called an elastic gauge field, or in reference to its significance in solids, a stress gauge field.

Equation (4) is invariant under stress gauge transformations, i.e., under the gauge transformation

$$
\begin{equation*}
a_{i}(\mathbf{x}) \rightarrow a_{i}(\mathbf{x})+\partial_{i} \Lambda(\mathbf{x}) \tag{5}
\end{equation*}
$$

The vortex lines or the defect lines act as sources to the gauge fields with a simple linear coupling between the gauge fields and certain source
currents, as in electrodynamics. The gauge invariance of the couplings is guaranteed by vanishing divergences of the currents which amount to conservation laws similar to Kirchhoff's laws in electrodynamics. In the present context, these laws reflect the fact that vortex lines can never end and that defect lines in solids have certain branching rules. The vanishing divergence of the currents allows for the introduction of a second set of gauge fields, the vortex or defect gauge fields. In the case of solids, they coincide with the plastic distortions that have conventionally been used to describe the plastic properties of materials. This is why we have called them also plastic gauge fields.

The plastic gauge fields describe the discrete jumps of the condensate phase or the displacement field across the Volterra surfaces, whose boundaries are the defect lines. The plastic gauge transformations move the Volterra sheets through space, while keeping the boundaries fixed, so that the defect lines are gauge invariant. The fundamental equation which expresses the essence of the defect gauge transformations was then found as follows. A $\delta$-function singular across some Volterra surface $S, \delta_{i}(\mathbf{x}, S)$ [short notation will be $\delta_{i}(S)$, see Part II, Eq. (8.20)] changes under a shift of the surface $S$ with a fixed boundary line $L$ as

$$
\begin{equation*}
\delta_{i}(S) \underset{S \rightarrow s^{\prime}}{\rightarrow} \delta_{i}\left(S^{\prime}\right)-\partial_{i} \delta(V) \tag{6}
\end{equation*}
$$

where $\delta_{i}(V)$ [short for $\delta_{i}(\mathbf{x}, V)$ ] is the $\delta$-function on the volume $V$ [defined in Part II, (8.21)] over which the surface has swept. All plastic gauge fields describing defects are characterized by a $\delta$-function on a Volterra surface. For example, the plastic gauge field in the example (1) above is directly $\gamma_{i}^{p}=2 \pi \delta_{i}(S)$. It changes by a pure divergence when this surface is moved.

The gauge invariant defect density is the boundary line. It is obtained by Stokes' theorem when formulated in terms of $\delta$-functions,

$$
\begin{equation*}
(\partial \times \delta)_{i}(S)=\delta_{i}(L) \tag{7}
\end{equation*}
$$

where $\delta_{i}(L)$ [short for $\delta_{i}(\mathrm{x}, L)$ ] is singular on boundary line. Obviously, (7) is defect gauge invariant under (6). The defect conservation law follows directly from (2),

$$
\begin{equation*}
\partial_{i} \delta_{i}(L)=0 . \tag{8}
\end{equation*}
$$

defects


FIG 1. Graphical illustration of the dual relationship between stress and defect gauge structures. Instead of $\delta_{1}(S) . \delta_{i}(L)$ on the right-hand side we can write the plastic gauge field $\gamma_{i}^{p}$ and the density $\ell_{i}$.

The coupling of the gauge field of stress with the defect density along the line $L$ is given by

$$
\begin{equation*}
\int d^{3} x a_{i}(\mathbf{x}) \delta_{i}(\mathbf{x}, L) \tag{9}
\end{equation*}
$$

Due to (8) it is automatically invariant under stress gauge transformations (5). Using (7) and (4) we can rewrite this also as

$$
\begin{equation*}
\int d^{3} x b_{i}(\mathbf{x}) \delta_{i}(\mathbf{x}, S) \tag{10}
\end{equation*}
$$

In the first case, the stress gauge field is coupled locally to the defect gauge invariant source of the defects, in the second the defect gauge field is coupled locally to the stress gauge invariant field $b_{i}(\mathbf{x})$. This shows that the plastic gauge fields are dual to the elastic ones. The currents of one are coupled to the gauge invariant field strength of the other, and vice versa. This dual relationship is illustrated in Fig. 1.

In spite of its symmetry, the duality does not imply a complete structural equivalence. This is due to an important property of the fields, namely, the cyclic property of the phase of the condensate (phase and phase $+2 \pi$ are indistinguishable) and a similar property of the displacement field (the displacement field is defined modulo lattice vectors). It
causes the vortex lines to have a discrete strength (in integer multiples of $2 \pi$ ) and the defect lines to be characterized by discrete Burgers vectors (=lattice vectors). For this reason, the plastic gauge fields cannot be assumed to be continuous. They must be discrete-valued, carrying either multiples of $2 \pi$ in the superfluid or linear combinations of the lattice vectors in solids.

The discrete nature of the plastic fields, which destroys the complete equivalence between elastic and plastic gauge structures, had an important virtue. It made it possible to transform these fields into a disorder field theory (with continuous fields) of line-like objects of the same type as had been developed in Part I on general grounds. Their introduction was based on the observation that the correlation function of a massive scalar field,

$$
G\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\int \frac{d^{3} p}{(2 \pi)^{3}} e^{i p\left(x-x^{\prime}\right)} \frac{1}{p^{2}+m^{2}}
$$

can be written as
$\int_{0}^{x} d(\tau / 2) e^{-m^{2}(\tau / 2)} \int \frac{d^{3} p}{(2 \pi)^{3}} e^{-r\left(p^{\prime} / 2\right)} e^{i p\left(x-x^{\prime}\right)}=\int_{0}^{x} d(\tau / 2) e^{-m^{2} \tau / 2} \frac{1}{\sqrt{2 \pi \tau}} e^{-(1 / 2)\left(x-x^{\prime}\right)^{\prime} / \tau}$.

In this form it was seen to describe the probability of a random line of length $\tau$ to run from $\mathbf{x}$ to $\mathbf{x}^{\prime}$, with $e^{-m^{2} r / 2}$ describing the distribution of the lengths. The random lines were identified with the vortex or defect lines. Feynman graphs of the disorder field theory became the direct pictures of the vortex or defect lines. Thus we saw that, while the continuum theory of the superfluids and solids is most naturally described by a dual double gauge theory of elastic and plastic distortions, the properly discretized system finds its most convenient field theoretic formulation when its discrete-valued plastic gauge fields are replaced by disorder fields.

Apart from these structural developments, Parts II and III contained detailed statistical investigations of the superfluid-normal and solid-liquid phase transitions viewed as resulting from a proliferation of vortex or defect lines. Graphical low- and high-temperature expansions were developed and detailed comparisons with extensive Monte-Carlo simulations were given.

Part IV, finally, was devoted to the differential geometric aspects of the plastic defect gauge fields. These apply only to the continuum approxima-
tion of defects. We began by reviewing the standard Einstein-Cartan theory of gravity in spaces with curvature and torsion and showed that disclination and dislocation densities correspond to the Einstein contraction of the curvature tensor and to the Palatini combination of the torsion tensor, respectively. In general relativity, these describe the canonical energy-momentum tensor and the spin current of the gravitational field. The defect conservation laws were shown to be intimately related to energy- and angular-momentum conservation in gravity. We extended this geometrical description of defects by the appropriate stress interactions. In most straightforward formulation, they play a role similar to the matter fields in general relativity. Gauge transformations of the defects corresponded to Einstein's local translations of the coordinates and to the rotations of the local reference frames in general relativity.

Still in the geometric approach, the particular properties of the couplings between stresses and gauge fields and their defect gauge invariance imply conservation laws for the stress tensors. These are dual and structurally equivalent to the divergence relations for the defects densities. This duality permits the construction of another, dual, differential geometry, corresponding to the gauge fields of stresses, with the geometric objects living in "stress space" rather than in the previous "defect space". Such a geometric formulation could, in principle, be extended beyond the continuum approximation for which the gauge fields of defects must eventually be taken to be discrete-valued and the differential geometric description of defects breaks down (to be replaced by an appropriate disorder field theory). The differential geometry of stresses remains always continuous and applicable also when the geometry of defect becomes discrete.

It is worthwhile displaying the mutually dual gauge structures and the associated differential geometry once more in a unified way. They may be expressed most concisely in the form of what we may call fundamental phase space identities. We recall that the first and most important place where such an identity plays a significant role, is in quantum mechanics. There it regulates the fluctuation arena of quantum mechanics and quantum statistics via the relation

$$
\begin{align*}
1 & \equiv \int d x^{\prime \prime}\left\langle x^{\prime}, t^{\prime} \mid x, t\right\rangle \equiv \int \mathscr{D} x \int(\mathscr{D} p / 2 \pi \hbar) \exp \left\{i / \hbar \int_{,}^{t^{\prime}} d t p \dot{x}\right\} \\
& \equiv \int\left(d p^{\prime \prime} / 2 \pi \hbar\right)\left\langle p^{\prime}, t^{\prime} \mid p, t\right\rangle \equiv \int(\mathscr{D} p / 2 \pi \hbar) \int \mathscr{D} x \exp \left\{(-i / \hbar) \int_{t}^{t^{\prime}} d t \dot{p} x\right\} \tag{11}
\end{align*}
$$

This is the path integral equivalent of Heisenberg's operator uncertainty relation $[\hat{p}, \hat{x}]=-i \hbar$ of quantum physics and specifies the Hilbert space in which the state vectors evolve. It is applicable to arbitrary quantum systems. Whatever the specific dynamics, it is imposed by subtracting, from the exponent in (11), an imaginary time integral of the total energy, $(i / \hbar) \int d t[K(p)+V(x)]$, so that the total exponent becomes $i / \hbar$ times the classical action. Then, by dropping in (11) the left-hand integral $\int d x^{\prime \prime}$ or $\int d p^{\prime \prime} / 2 \pi \hbar$, one obtains the quantum mechanical amplitudes in the $x$ or $p$-representations. Furthermore, by placing under the integral a $\delta$ function, $\delta\left(x-x^{\prime}\right)$ or $2 \pi \hbar \delta\left(p-p^{\prime}\right)$, thereby making the paths in the action periodic in $t^{\prime}-t$, and by continuing $t^{\prime}-t$ to imaginary $-i \hbar / k_{B} T$, one obtains the full quantum partition function of the system at temperature $T$. The phase space identity (11) is therefore truly fundamental in quantum and statistical physics and fully deserves its name.

It is possible to give similar identities also for the two mutually dual gauge field systems of superflow and vortex lines in superfluids, and of stresses and defect lines in solids. We begin with the simpler case of superfluids where the fundamental phase space identity reads

$$
\begin{equation*}
1=\int_{-\infty}^{\infty} \mathscr{D} b_{i} \int_{-\infty}^{\infty} \mathscr{D} \gamma \int_{-\infty}^{\infty} \mathscr{D} \gamma_{i}^{p} \Phi\left[\gamma_{i}^{p}\right] \exp \left\{i \int d^{3} x\left[b_{i}\left(\partial_{i} \gamma-\gamma_{i}^{p}\right)\right]\right\} . \tag{12a}
\end{equation*}
$$

Here $\gamma$ is the phase variable of the superfluid condensate, $b_{i}$ is the canonically conjugate superfluid current, and $\gamma_{t}^{p}$ is the plastic deformation of the phase disortion, which carries the information on the distribution of vortex lines, i.e., the vortex gauge field. The associated gauge transformations move Volterra sheets through space at fixed boundaries (which are the vortex lines) and read [compare (6)]

$$
\begin{equation*}
\gamma_{i}^{p} \rightarrow \gamma_{i}^{p}+\partial_{j} N \tag{13a}
\end{equation*}
$$

They can be absorbed by a shift in the phase variable,

$$
\begin{equation*}
\gamma \rightarrow \gamma+N \tag{13b}
\end{equation*}
$$

The functional $\Phi\left[\gamma_{i}\right]$ serves to fix a convenient gauge, for instance $\gamma_{3}^{p}=0$ (axial gauge). In analogy with Eqs. (2)-(3) we see here that integrating out the $\gamma$ fluctuations leads to the conservation law of superflow,

$$
\begin{equation*}
\partial_{i} b_{i} \equiv 0, \tag{14a}
\end{equation*}
$$

which suggests introducing a gauge field of superflow, $a_{i}$, via

$$
\begin{equation*}
b_{i}=\varepsilon_{i j k} \partial_{j} a_{k}, \tag{14b}
\end{equation*}
$$

with $b_{i}$ being invariant under the superflow gauge transformation,

$$
\begin{equation*}
a_{i} \rightarrow a_{i}+\partial_{i} \Lambda \tag{14c}
\end{equation*}
$$

We can therefore go over to a double gauge field version of the identity (12a),

$$
\begin{equation*}
1 \equiv \int \mathscr{D} a_{k} \Psi\left[a_{k}\right] \int \mathscr{D} \gamma_{i}^{\prime} \Phi\left[\gamma_{i}^{p}\right] \exp \left\{-i \int d^{3} x b_{i} \gamma_{i}^{p}\right\} \tag{12b}
\end{equation*}
$$

where $\Psi\left[a_{k}\right]$ is a gauge fixing functional of $a_{k}$. A partial integration brings (12b) to the form

$$
\begin{equation*}
1=\int \mathscr{D} a_{k} \Psi\left[a_{k}\right] \int \mathscr{D} \gamma_{i}^{p} \Phi\left[\gamma_{i}^{p}\right] \exp \left\{-i \int d x^{3} a_{i} \ell_{i}\right\} \tag{12c}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell_{i}=\varepsilon_{i j k} \partial_{i} \gamma^{p} \tag{15a}
\end{equation*}
$$

is the gauge invariant curl of the vortex gauge field. It obviously satisfies the vortex conservation law

$$
\begin{equation*}
\partial_{i} \ell_{i}=0, \tag{14d}
\end{equation*}
$$

and describes the vortex density of the superfluid. We can go one step further and rewrite (12c) in a form dual to (12a), i.e.

$$
\begin{equation*}
1 \equiv \int \mathscr{D} a_{k} \Psi\left[a_{k}\right] \int \mathscr{D} \ell_{i} \int \mathscr{D} \theta \exp \left\{i \int d^{3} x\left(a_{i}-\partial_{i} \theta\right) \ell_{i}\right\} \tag{12d}
\end{equation*}
$$

where the auxiliary $\theta$ integration enforces the vortex conservation law (14b). The full partition function of the superfluid with vortex lines is obtained by subtracting, in the exponent, $1 / k_{B} T$ times the energy of superflow, the leading term being (with $\beta=1 / k_{B} T$ )

$$
\begin{equation*}
\beta E_{s}=\frac{1}{2} \beta \int d^{3} x b_{i}^{2} . \tag{15b}
\end{equation*}
$$

In the double gauge version (12b) we might also subtract an extra core energy of vortex lines

$$
\begin{equation*}
\beta E_{v}=-\frac{1}{2} \widetilde{\beta} \int d^{3} x_{i} \ell_{i}^{2} \tag{15c}
\end{equation*}
$$

If the field system is placed on a lattice and the vortex gauge field $\gamma_{i}^{p}$ takes only discrete values ( $\equiv$ integer multiples of $2 \pi$ ) the resulting partition function becomes the familiar Villain model of the superfluid phase transition, which, in Part II, was shown to describe correctly the critical regime of superfluid $\mathrm{He}^{4}$.

We now turn to solids. If the molecules are small and there is little rotational stiffness, the fundamental phase space identity reads

$$
\begin{equation*}
1 \equiv \int \mathscr{D} \sigma_{i j} \int \mathscr{D} u_{i} \int \mathscr{D} u_{i j} \Phi\left[u_{i j}^{p}\right] \exp \left\{i \int d^{3} x \sigma_{i j}\left(\partial_{i} u_{j}+\partial_{j} u_{i}-2 u_{i j}^{p}\right)\right\} \tag{16a}
\end{equation*}
$$

where $\sigma_{i j}$ are the stresses, $u_{i}$ the dislacement fields, and $u_{i j}^{p}$ is the plastic strain field. The latter is a defect gauge field with the defect gauge transformations

$$
\begin{equation*}
u_{i j}^{P} \rightarrow u_{i j}^{P}+\partial_{i} N_{j}+\partial_{j} N_{i}, \quad u_{i} \rightarrow u_{i}+N . \tag{17a}
\end{equation*}
$$

Integrating $u_{i}$ out shows the stress conservation law

$$
\begin{equation*}
\partial_{i} \sigma_{i j} \equiv 0 \tag{18a}
\end{equation*}
$$

Thus, there exists a stress gauge field $x_{i j}$ with

$$
\begin{equation*}
\sigma_{i j}=\varepsilon_{i j \ell} \varepsilon_{j m n} \partial_{k} \partial_{m} X \ell n . \tag{18b}
\end{equation*}
$$

This relation is invariant under the stress gauge transformations,

$$
\begin{equation*}
\chi_{\ell n} \rightarrow \chi_{\ell n}+\partial_{\ell} \Lambda_{n}+\partial_{n} \Lambda_{\epsilon} \tag{18c}
\end{equation*}
$$

The stress gauge field permits rewriting (16a) in the double gauge form
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$$
\begin{equation*}
1 \equiv \int \mathscr{D} \chi_{i j} \Psi\left[\chi_{i j}\right] \int \mathscr{D} u_{i j}^{p} \Phi\left[u_{i j}^{p}\right] \exp \left\{-i \int d^{3} x \sigma_{i j} u_{i j}^{p}\right\} \tag{16b}
\end{equation*}
$$

A partial integration gives the dual version

$$
\begin{equation*}
1 \equiv \int d \chi_{i j} \Psi\left[\chi_{i \mathrm{j}}\right] \int \mathscr{D} u_{i j}^{p} \Phi\left[u_{i j}^{p}\right] \exp \left\{-i \int d^{3} x \chi_{i j} \eta_{i j}\right\} \tag{16c}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{i j} \equiv \varepsilon_{i k \kappa} \varepsilon_{j m n} \partial_{k} \partial_{m} u_{\ell n}^{p_{\ell}} \tag{17b}
\end{equation*}
$$

is the defect gauge invariant defect density. It satisfies the defect conservation law

$$
\begin{equation*}
\partial_{i} \eta_{i j}=0 . \tag{17c}
\end{equation*}
$$

The dual relationship between the two gauge structure is illustrated in Fig. 2.

If we subtract in the exponent the leading stress energy

$$
\begin{equation*}
\beta E_{s}=\left(1 / 4 \mu k_{B} T\right) \int d^{3} x\left(\sigma_{i j}^{2}-\frac{\nu}{1+\nu} \sigma_{i i}^{2}\right) . \tag{18}
\end{equation*}
$$

where $\mu$ is the shear modulus and $\nu$ the Poisson ratio, the partition function describes ensembles of defects and their proper long-range interactions in the continuum approximation. If desired, we may also introduce extra core energies for the defects up to terms quadratic in $\eta$, in analogy with (15c) for vortices. By placing the partition function on a lattice, and letting $u_{i j}^{p}$ be integer multiples of the lattice spacing, we obtain the simplest model of defect-mediated melting.

If, on the other hand, the molecules in the solid are large, there is rotational stiffness and we have to extend the field variables by the angular degree of freedom, $\omega_{k}=\frac{1}{2} \varepsilon_{i j k} \partial_{i} u_{j}$ and its canonical conjugate $\tau_{i j}$, the torque stress. The fundamental identity now reads

$$
\begin{align*}
1 \equiv & \int \mathscr{D} \sigma_{i j} \int \mathscr{D} \tau_{i j} \int \mathscr{D} u_{i} \int \mathscr{D} \omega_{i j} \int \mathscr{D} \beta_{i j}^{p} \int \mathscr{D} \phi_{i j}^{p} \Phi\left[\beta_{i j}^{p}, \phi_{i j}^{p}\right] \\
& \exp \left\{i \int d^{3} x\left[\sigma_{i j}\left(\partial_{i} u_{j}-\varepsilon_{i j k} \omega_{k}-\beta_{i j}^{p}\right)+i \tau_{i j}\left(\partial_{i} \omega_{j}-\phi_{i j}^{p}\right)\right]\right\}, \tag{19a}
\end{align*}
$$

where $\beta_{i j}^{p}$ and $\phi_{i j}^{p}$ are the plastic gauge fields of dislocations and disclinations. The defect gauge transformations are

$$
\begin{array}{ll}
\beta_{i j}^{p} \rightarrow \beta_{i j}^{P}+\partial_{i} N_{j}-\varepsilon_{i j k} M_{k}, & \\
\phi_{i j}^{P} \rightarrow \phi_{i j}^{P}+\partial_{i} M_{j},  \tag{20a}\\
u_{i} \rightarrow u_{i}+N_{i}, & \\
\omega_{k} \rightarrow \omega_{k}+M_{k} .
\end{array}
$$

Integrating over $u_{i}$ and $\omega_{i}$ gives the stress conservation law

$$
\begin{equation*}
\partial_{i} \sigma_{i j}=0, \quad \partial_{i} \tau_{i j}=-\varepsilon_{j k \varepsilon} \sigma_{k \varepsilon} . \tag{20b}
\end{equation*}
$$

They are solved in terms of the stress gauge fields $\boldsymbol{A}_{\ell_{j}}, \boldsymbol{h}_{\ell_{j}}$,

$$
\begin{equation*}
\sigma_{i j}=\varepsilon_{j k \epsilon} \partial_{k} A_{\ell j}, \quad \tau_{i j}=\varepsilon_{i k \ell} \partial_{k} h_{\epsilon j}+\delta_{i j} A_{\epsilon c}-A_{j i} \tag{21a}
\end{equation*}
$$

with the stress gauge transformations,

$$
\begin{equation*}
h_{\ell j} \rightarrow h_{\ell j}+\partial_{\epsilon} \xi_{j}-\varepsilon_{i j k} \Lambda_{k}, \quad A_{\ell j} \rightarrow A_{\ell j}+\partial_{\epsilon} \Lambda_{j} . \tag{21b}
\end{equation*}
$$

Using the stress gauge fields, the fundamental identity (19a) takes the double gauge form

$$
\begin{align*}
1 \equiv & \int \mathscr{D} h_{\ell j} \int \mathscr{D} A_{i j} \psi\left[h_{\subset j}, A_{\subset j}\right] \int \mathscr{D} \beta_{i j}^{p} \int \mathscr{D} \phi_{i j}^{p} \Phi\left[\beta_{i j}^{p}, \phi_{i j}^{p}\right] \\
& \exp \left\{i \int d^{3} x\left(\sigma_{i j} \beta_{i j}^{p}+\tau_{i j} \phi_{i j}^{p}\right)\right\} \tag{19b}
\end{align*}
$$

A partial integration leads to the alternative dual expression for the exponent,

$$
\begin{equation*}
\left\{i \int d^{3} x\left(A_{\epsilon j} \alpha_{C_{j}}+h_{\epsilon_{j}} \Theta_{i j}\right)\right\} \tag{19c}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{\ell j}=\varepsilon_{i k i} \partial_{k} \beta_{i j}^{p}+\delta_{i j} \phi_{k k}^{p}-\phi_{i k}^{p}, \quad \Theta_{i j} \equiv \varepsilon_{i k i} \partial_{k} \phi_{i j}^{p} \tag{22a}
\end{equation*}
$$

are the defect gauge invariant dislocation and disclination densities with the defect conservation laws

$$
\begin{equation*}
\partial_{\ell} \alpha_{\ell j}=-\varepsilon_{j k \ell} \Theta_{k \ell}, \quad \partial_{i} \Theta_{l j}=0 \tag{22b}
\end{equation*}
$$

For an illustration of the dual relationship, see Fig. 3. By subtracting, in the exponent, a stress energy (18) plus terms quadratic in $\tau_{i j}$, we obtain the partition function of dislocations and disclinations with their proper long range interactions. If desired we may also subtract extra core energies quadratic in the defect densities. Putting this partition function on a lattice, with discretized plastic gauge fields, has recently explained the two-step melting process in two dimensions at larger angular stiffness.

It is straightforward to write down the fundamental identity within the nonlinear geometric description of dislocations and disclinations developed in Part IV. It reads

$$
\begin{align*}
1 \equiv & \int \mathscr{D} \sigma_{\alpha}^{i} \int \mathscr{D} \tau_{\beta}^{i}{ }^{\alpha} \int \mathscr{D} u^{\alpha} \int \mathscr{D} \omega_{\alpha}{ }^{\beta} \int \mathscr{D} h_{i}^{\alpha} \int \mathscr{D} A_{i \alpha}{ }^{\beta} \Phi\left[h_{i}^{\alpha}, A_{i \alpha}{ }^{\beta}\right] \\
& \times \exp \left\{i \int d ^ { 3 } x \sqrt { g } \left[\sigma_{\alpha}^{i}\left(D_{i} u^{\alpha}-\omega_{i}^{\alpha}-\left(A_{\beta i}^{\alpha}-2 S_{\beta i}{ }^{\alpha}\right) u^{\beta}-h_{i}^{\alpha}\right)\right.\right. \\
& \left.\left.-\frac{1}{2} \tau^{i}{ }_{\beta}^{\alpha}\left(D_{i} \omega_{\alpha}{ }^{\beta}-A_{i \alpha}{ }^{\beta}+D_{i}\left(u^{\gamma} A_{\gamma \alpha}{ }^{\beta}\right)-u^{\gamma} F_{i \gamma \alpha}{ }^{\beta}\right)\right]\right\} \tag{23a}
\end{align*}
$$

defects
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Where the conjugate variables $\sigma_{\alpha}^{i}$ and $\tau_{\beta}^{i}{ }^{\alpha}$ are again stresses and torque stresses, as in (19a) [which is obviously a linearized version of (23a)]. Integrating out $u^{\alpha}$ and $\omega_{\alpha}{ }^{\beta}$ gives the stress conservation laws [generalizing (20b)],

$$
\begin{equation*}
D_{i}^{*} \sigma_{\alpha}^{i}=-2 S_{\alpha i}{ }^{\gamma} \sigma_{\gamma}^{i}-\frac{1}{2} \tau_{\gamma}^{i}{ }^{\beta} R_{\alpha i \beta}{ }^{\gamma}, \quad D^{*} \tau_{\beta}^{i}{ }^{\alpha}=\left(\sigma_{\beta}^{\alpha}-\sigma_{\beta}^{\alpha}\right) \tag{24}
\end{equation*}
$$

which have the same form as those of the defect densities $\left[\alpha_{i \alpha \beta} \equiv \varepsilon_{\alpha \beta \gamma} \alpha_{i \gamma}\right.$ ]

$$
\begin{equation*}
D_{i}^{*} \Theta_{\alpha}^{i}=-2 S_{i \alpha}^{\gamma} \Theta_{\gamma}^{i}-\frac{1}{2} A_{\gamma}^{i}{ }_{\gamma}^{\beta} R_{\alpha i \beta}^{\gamma}, \quad D_{i}^{*} \alpha_{\alpha}^{i}{ }^{\beta}=\left(\Theta_{\alpha}^{\beta}-\Theta_{\alpha}{ }^{\beta}\right) \tag{25}
\end{equation*}
$$

which hold on geometric grounds [cf. (5.67), (5.66)]. The stress gauge transformations

$$
\begin{gather*}
\delta_{E} x^{\alpha} \equiv x^{\alpha}+\xi^{\alpha}, \quad \delta_{E} h_{i}^{\alpha}=D_{i} \xi^{\alpha}-\left(A_{\beta i}^{\alpha}-2 S_{\beta i}^{\alpha}\right) \xi^{\beta} \\
\delta_{E} A_{i \alpha}^{\beta}=D_{i}\left(\xi^{\gamma} A_{\gamma \alpha}^{\beta}\right)-\xi^{\gamma}{F_{i \gamma i r}}^{\beta}  \tag{26a}\\
\delta_{L} x^{\alpha}=\omega_{\beta}^{\alpha} x^{\beta}, \delta_{L} A_{i \alpha}^{\beta}=D_{i} \omega_{\alpha}^{\beta}, \delta_{L} h_{\alpha i}=\omega_{\alpha}^{\beta} h_{\beta i} \tag{26b}
\end{gather*}
$$

are absorbed in a corresponding transformations of the displacement field,

$$
\begin{equation*}
\delta_{E} u^{\alpha}=\xi^{\alpha}, \quad \delta_{L} u^{\alpha}=\omega_{\beta}^{\alpha} u^{\beta} \tag{27}
\end{equation*}
$$

making (23a) defect gauge invariant. The crystal forces are now introduced by subtracting in the exponent of (19a) $1 / k_{B} T$ times an elastic energy,
$E_{\mathrm{cl}} \equiv \frac{1}{4 \mu} \int d^{3} \gamma \sqrt{g}\left[\stackrel{s}{\sigma}_{j}^{i 2}-\left(\frac{\nu}{1+v}\right) \stackrel{s}{\sigma_{i}{ }_{i}}\right]+\frac{1}{16 \mu \ell^{2}} \int d^{3} x \sqrt{g} \tau_{i}{ }^{\beta}{ }_{\alpha} \tau^{i}{ }_{\beta}{ }^{\alpha}$
where ${ }^{s}{ }_{j}^{i}{ }_{j}$ is the symmetrized part of $h_{j}^{\alpha} \sigma_{\alpha}^{i}$. We can also add a similar term quadratic in the defect densities $\alpha_{i \alpha \beta}$ and $\Theta_{i \alpha}$ to account for extra core energies. In this way, we obtain a complete non-linear gauge field description of defects with their correct long-range forces.

As mentioned in Chapter 7 of Part IV, it is possible to express the stresses in terms of stress gauge fields $\widetilde{h}_{\alpha i}, \widetilde{A}_{i \alpha}{ }^{\beta}$ which obviously play the same role for the stresses as $h_{\alpha i}, A_{i \alpha}^{\beta}$ do for the defect densities. This would lead to a nonlinear extension of the double gauge theory (19b). Moreover, due to the identical form of defect and stress conservation laws, one may want to consider the gauge theory of stresses as defining the differential geometry of the space, with the defects being the extra matter fields. In this way one would arrive at a "double geometry" of stresses and defects. The interpretation of the stress metric in this formulation is, however, not very transparent.

We hope to have shown that gauge and disorder fields can be a powerful tool in the study of many condensed matter systems containing long-range excitations and line-like defects. The two systems, superfluids and solids, which we have selected for detailed analysis are only two particular examples of a wide variety of possible candidates. Most of the work has been done on these systems. We feel confident that the future will see the emergence of similar detailed applications to many other condensed systems, such as liquid crystals and the condensed states of nuclear matter. The first steps have already been made and the reader is challenged to participate in this exciting development.
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gauge, quasi-symmetric 975,1014
gauge, transverse $846,857,980,1026$
general coordinate transformation 1344,1351,1413,1426
general defect distributions 854
geodesic coordinates 1382
geometry and gravity 1335
Ginzburg-Landau theory 958
glide $865,866,868$
grain boundary $782,783,969,1210,1213$
graphite 925
gravitational action 1385,1386
gravitational constant 1386
gravitational field equations 1387
gravitational forces 1335
universality 1335
gravitational mass 1335
gravity and geometry 1335
gravity as a gauge theory 1427
gravity with spinning matter 1408
Green function, Coulomb 764
Green function, elastic 762,765
2D 772,1059
anisotropic 765
cubic 765
second-gradient elasticity 1255
square lattice 1059.1065
triangular lattice 1069.1073
Grüneisen constants 905,910

Halperin-Lubensky-Ma mechanism 969
helicity amplitudes 840
helicity basis 830,832
tensors 836
vectors 832
helicity components 833
helicity decomposition,
magnetic energy 840,842
stress energy 845,856
tensor field 830
vector field 830
helicity matrix 834,835
helicity rotation group 836
helium 924
hexagonal, crystal system 749
hexatic phase 1189,1190
high-temperature expansion 1034,1036,1037,1078,1086,1089,1132,1135,1137
higher gradient Lagrangian 1250
higher gradient theories 1245
Hilbert-Einstein action 1387
Hooke's law 759.780
ideal crystal 745
ideal reference crystal 1372
identity,
Bianchi 1377,1378,1440
first 1377
fundamental 1377
incompatibility of strain field 808,810
incompressibility, electron lattice 1203,1317
inertial frame 1335,1339
inertial mass 1335
inside observer 1365
integer valued gauge fields 1014,1020
integer valued gauge fixing 1014
integrability condition $798,1339,1353,1356,1357,1359,1363,1379,1380$
connection 1378
metric 1363
integrability of connection and Bianchi identity 1377
integrability of metric and fundamental identity 1377
interaction energy. second-gradient theory 1283
interdependence of dislocations and disclinations 790,1210,1228
intemal energy, Lennard-Jones system 1198
intersecting defect lines 871
interstitial 777,778
invariance,
Einstein 1432
gauge 1432
local Lorentz 1432
local translations 762
invariant length 1336
Jacobi identity 911
jogs 871
jumps 881
kinematics 865
kinks 866.867.871
Kirchhoff's law 872,1445
Kosterlitz-Thouless-Halperin-Nelson-Young (KNTHY) theory 1162

Lamé constant 752,1163
Laplacian roughening model 1103,1105
lattice Green function 1059
lattice defect model $974,976,980,983,999$
cosine type 1113
second-gradient 1269
Villain type 976,1076
$X Y$ type 1113
lattice defects 1233
general analysis 1225
lattice of electrons 1202,1305
lattice, simple cubic 745
lattice superconductor, frozen 1221
lattice, thermal expansion 902
lattice, triangular 1173
Legendre transform 1247
Lennard-Jones potential 1196,1305,1315
Lennard-Jones system, atomic positions 1199
enthalpy 1200
internal energy 1198
phase diagram 1197,1200
stiffness constant 1200
Levi-Cività tensor 1360
light rays 1337
Lindemann criterion $878,900,938$
Lindemann parameter $881,892,893,1077,1141,1142$
line-like defects 777
little group 836
local Burgers vector 784
local Lorentz transformation 1334,1413,1414
connection 1405
gauge field 1428
spinor 1405
tensor 1405
vector 1427
local basis tetrads 1339
local basis vectors 1339
local coordinate transformation 1337
local coupling 829
local field 827,828
local gauge interaction, dislocation line 827,828
local gauge invariance 953
local parallelism 1364
local rotation 1334
field 791
local spin-spin interaction 1433
local time displacements 1334
local translations 1334,1430
Lorentz covariance 1336
Lorentz group 1428

Lorentz invariance. local 1397,1415
Lorentz transformation. connection 1405
gauge field 1428
local 1405,1414,1427
spinor 1405
tensor 1405
vector 1427
low-temperature expansion 1048,1049.1086,1089,1131
macrocosmos 1335
magnetic energy 840
helicity decomposition 842
mass, gravitational 1335
mass, inertial 1335
Matsubara frequencies 885,893
maximal stress 780
Maxwell relations 911
Maxwell-Lorentz theory 1328
mean-field approximation 1114
mean-field solution, cosine melting model 1121
Meissner effect 961
melting model 976.1013.1089.1099.1113.1118.1120.1132,1144
Villain type, 976.1034.1076
Villain type, 2D 983,1078,1099
Villain type, 2D, high-T expansion 1037,1087
Villain type, 2D, low-T expansion 1049.1087
Villain type, 2D, Monte Carlo data 1083.1099
Villain type, 3D 980,1080,1086.1089
Villain type. 3D, high-T expansion 1036,1086,1089
Villain type, 3D, low-T expansion 1049,1086,1089
Villain type, 3D. Monte Carlo data 1084,1091
Villain type, high-T expansion 1034
Villain type. low-T exansion 1048
Villain type, thermodynamics 1034
with two transitions 1271,1287,1289.1294,1303
$X Y$ type melting model 1113.1118,1132,1144
melting model, cosine 1113.1132
2D, high-T expansion 1132,1137
2D, loop expansion 1131
2D, low-T expansion 1131
2D, mean field 1116
2D. Monte Carlo data $1145,1148,1149$
3D 1118,1144
3D. high- $T$ expansion 1132,1137
3D, loop expansion 1131
3D, low-T expansion 1131
3D. mean field 1116
3D, Monte Carlo data 1144
melting point 1117
melting, 2D 1166,1170,1183,1197,1198,1199,1200
phase diagram 1911,1194,1196,1200
universal stiffness 1198,1202,1204,1207
melting, defect, 2D critical temperature 1179
melting, hexatic phase 1189,1190
melting, two-step $1189.1271,1287,1289,1294,1303$
metric, covariant derivative 1348
metric-affine space $1335,1347,1360,1363,1370,1438$
metric tensor 1333
microcrystallites 1140
Minkowski metric 1337,1339
Minkowski space 1336,1337,1339.1362,1369
Misra functions 1311,1315
mnemonic construction rules for defects 804
modified Lindemann number 891
modulus of compression 754
modulus of shear 752
modulus, Young's 760
molecular dynamics, computer simulations 1195
momentum conservation 1240
monoclinic, crystal system 749
Monte Carlo simulation $1038,1084,1091,1099,1144,1145,1148,1149$
Nambu-Goldstone bosons 956,1443
Nambu-Goldstone theorem 948
Newton's gravitational constant 1386
Newton-Euler axioms 1240
Noether's theorem 1413
non-holonomic coordinates 1374,1397
Nye contortion 1226,1396
one-loop correction, cosine melting model 1127
order, rotational 787.961
order, Iranslational 787,961
orientable media 1241
orientational field 790
orthorhombic, crystal system 749
outside observer 1365
overall Grüneisen constants 909,913
pair correlations 1152
pair distribution function, liquid 1154
Palatini equation 1390
Palatini tensor 1392,1395,1432,1441
parallelism 1333,1364
parallel transport 1367
parallel vector fields 1364
particles with spin 1397
partition function,
canonical 976
elastic 1336
higher gradient 1251,1438
passive coordinate transformations 1336
path integral 1449
Peierls-Jensen inequality 1115
penetration depth 955
permanent confinement 861,862
phase diagram, Lennard-Jones system 1197,1200
phase space identities, fundamental 1448.1451.1453,
phonon gauge field 1327
piezoelectricity 1242
planar slip 865
Planck constant 1362
Planck length 1362,1386
plastic bend-twist 806
plastic deformation •1362.1439.1449
plastic distortion 805,824
second-gradient elasticity. 1262
plastic gauge fields 1439,1445
plastic rotation 806,1236
plastic shear 781
plastic strain 805
tensor 824
point defects 777.778
point groups, $32 \quad 754$
Poisson ratio 755.759,984
Poisson summation formula 1310
pressure 760
principle of shortest path 1362,1337
projection matrices 753
projection operators 839
quantum corrections 893
quantum defect dynamics 1325
quasi-canonical representation 1252
quasi-symmetric gauge 975,1014
reciprocal basis vectors 1340
reciprocal lattice vectors 918,923
renormalization group equation $1167,1170,1173$
renormalization group flow 1180
Ricci identity 1424
Ricci tensor 1353,1380,1390,1424
variation 1390
Riemann curvature tensor 1354,1432
Riemann space 1350,1387
Riemann-Cartan space $1335.1347,1350,1360,1363,1370$
rotation dislocations 791
rotational order 787.961
rotational stiffness 1294, 1303,1307,1453
roughening temperature 1107
roughening transition 1107
scalar curvature 1353
Schwarz lemma 1339,1366
Schönflies notation 749
screw disclination 786
screw dislocation 1374
second-gradient elasticity $1258,1262,1265,1286$
canonical momenta 1262
linear 1263
plastic distortions 1262
second-gradient, lattice defect model 1269
self-consistency equation 913
self-consistent approximation 916.922
self-diffusion 793
separatrix 1180
shear modulus 752
singular coordinate transformations 1362
slip 866
plane 865.871
smoothness properties of displacement field 794
solids 1443,1444,1449
space group 1334
space, Riemann 1350
space, Riemann-Cartan 1335,1347,1350,1360,1363,1370
space, metric-affine $1335,1347,1360,1363,1370$
space, symmetric 1350
specific heat 890
spherical components 832
spin connection 1400
spin current density 1388,1414
spin current, canonical 1387,1408
spin density 1387,1414
dislocation density 1395
fundamental identity 1425
spin projection matrices 762
spin-spin interaction 1433
spinning particles 1397
spontaneous symmetry breakdown 1443
stability wedge 942
stability, elastic 747,749
stacking fault 782,783
stiffness constants 751,1198,1202
stiffness, rotational 1453
Stokes' theorem 1370.1371,1377,1445
straightest path 1363
strain field. compatibility 810
strain field, incompatibility 808,810
strain tensor 745.1025,1436
strain, elastic 1025
strain. plastic 1025
strain. total 1025
stress conservation 1436,1438,1440,1453,1455,1451
stress energy 757.842,854
stress gauge 1047
field $828.854,1220,1327,1444,1451,1453$
invariance $980,1221,1327$
transformations 1273,1444,1451,1453
stress, maximal 780
stress metric 1437
stress partition function 1268
stress representation 1262
stress space 1448
stress tensor 754.979,1240.1449
stresses and defects, double gauge theory 982
structure factor, liquid 1156
substantial variation 1343,1349
superflow 1449
gauge transformation of 1450
superfluid 1443,1444,1449,1450
helium 969,1451
phase transition 1034,1451
symmetric energy-momentum tensor 1394.1395.1412
and defect density 1396
symmetric space 1350
symmetry classes 772
symmetry elements of 32 point groups 754
tangential approximation 1235.1334
teleparallellism 1367
tensor, elastic strain 747
tensor field 835
tensor, plastic strain 1025
tensor, strain 745
tensor, stress 754
tensor, total strain 1025
tensors and vectors 1340
tetragonal. crystal system 749
thermal expansion 902.906
thermal softening 921
thermodynamics of melting model, Villain type 1034
topological invariant 786
torque balance 1264
torque stress 1240.1288 .1440
and fundamental identity 1440
torsion 1363.1370,1372,1375,1378,1438
torsion and dislocations 1356.1378
torsion, spin-1/2 field 1431
torsion tensor 1349.1377
total distortion 824
trace logs 991
translational invariance 762
translational order 787.961
transverse gauge 980
triangular lattice 1173
Green function 1059
triclinic, crystal system 749
tricritical point 958.1117
trigonal, crystal system 749
trivial Volterra operation 805,1266
true Burgers vector 785
two-dimensional crystals 924
two-step melting 1189
uncertainty relation 1449
universal melting mechanism 876
universality $876,1165,1166,1204,1335$ of gravitational forces 1335
vacancy 777.778
variation. substantial 1343,1349
variational methods 1114
vector field 830,1343 parallel 1364 transformation 1342
vector, contravariant 1341
vector, covariant 1341
vectors and tensors 1340
vierbein fields 1399
vierbein, reciprocal field 1399
Villian type melting model $974,976,1076$
2D 983,1078,1099
2D, high- $T$ expansion 1037.1087
2D. low-T expansion 1049,1087
2D. Monte Carlo data 1083,1099
3D 980,1080
3D, high- $T$ expansion $1036,1086,1089$
3D, low-T expansion 1049,1086,1089
3D, Monte Carlo data 1084,1091
Volterra operation 1023,1233,1236
trivial $805,1023,1025,1030,1235,1266$
Volterra process $788,1266,1365,1366,1369$
Volterra sheet 969.1449
Volterra surface $788,799,804,1445$
closed 804
irrelevance 1023,1333
volume jump 881
vortex conservation law 1450
vortex density 1450
vortex gauge 1445,1447
field 1449
vortex lines $969,1449,1450$
wedge disclination 1365.1375
Weingarten's theorem 794,797.798
Wigner crystal ..... 1317
Wigner electron lattice 1202,1305
incompressibility 1203,1317
Wigner lattice 1202,1203,1313
world crystal I362,1364
world invariance ..... 1346
world lines ..... 1336
world tensors ..... 1345
world vector ..... 1345
$X Y$ type melting model $999,1113,1132$
2D, high- $T$ expansion ..... 1132,1137
2D. loop expansion ..... 1131
2D, low- $T$ expansion ..... 1131
2D, mean field ..... 1116
2D, Monte Carlo data 1145,1148.1149
3D, high- $T$ expansion ..... 1132,1135
3D. loop expansion ..... 1131
3D. low-T expansion ..... 1131
3D, mean field ..... 1116
3D. Monte Carlo data ..... 1144
Young's modulus ..... 760
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[^0]:    ${ }^{1}$ In anisotropic cubic media the role of $\kappa$-is-played-by $\kappa=\lambda+(2 / 3) \xi \mu=c_{12}+$ $(2 / 3) \xi c_{44}$, since $\sigma_{11}=c_{11} u_{11}+c_{12}\left(u_{22}+u_{33}\right)$, $\left(\sqrt[313]{ }-c_{12}\right) u_{1}+c_{12} u_{11}$ and hence $\sigma_{11}=-3 p$ $=\left((2 / 3) \xi c_{41}+c_{12}\right) u_{\ell \ell}$

[^1]:    "Our sign convention is the opposite of Bilby et al. and the same as Read's (see Notes and References). Notice that in contrast to the local Burgers vector. the true Burgers vector is defined on a perfect lattice.

[^2]:    ${ }^{\text {d }}$ For an accurate counting of the defect degrees of freedom see the discussion accompanying Eqs. (16.14)-(16.28).

[^3]:    "Under the usual assumption that $\alpha_{\ell n}(x)$ vanishes at large $|\mathbf{x}|$.

[^4]:    ${ }^{6}$ The experiment, however. seem to have been faulty. The friction between the pieces would have been too low to do the required work. There must have been a heat leak in his setup.

[^5]:    'See the Notes and References.

[^6]:    ${ }^{4}$ In $D$ dimensions, $\bar{c}=\left[D /\left((D-1) / c_{T}^{D}+1 / c_{1}^{D}\right]^{1 / D}\right.$ and $r_{\mathrm{n}}=2 \pi \bar{c} / \omega_{D}=\left(\left(D / S_{D}\right)(V / M)\right)^{1 / 3}$ where $S_{D}=2 \pi^{D n /} / \Gamma(D / 2)$ is the surface of a $D$-dimensional sphere, so that $U \overrightarrow{T \rightarrow 0}$ $N \omega_{i}^{-1} T^{D \prime \prime} D \Gamma(D+1) \zeta(D+1)=V S_{D}(2 \pi \bar{c})^{-D} r^{D+1} \Gamma(D+1) \zeta(D+1)$ per mode.

[^7]:    'See the Appendix.
    ${ }^{\prime}$ More accurately, $c_{11} / \rho=400 \mathrm{~m} / \mathrm{sec}, c_{21} / \rho=337 \mathrm{~m} / \mathrm{sec}, c_{12} / \rho=362 \mathrm{~m} / \mathrm{sec}$ (see the Notes and References for sources).

[^8]:    *We omit the factor $1 / N$ ! due to particle identity and the kinetic part, for brevity.

[^9]:    ${ }^{m}$ See. for example. H. Fukuyama and P.M. Platzman. Sol. St. Commun. 15 (1974) 677, and Phys. Rev. 10 (1974) 3150.

[^10]:    ${ }^{n}$ We drop the trivial factor $\left(\sqrt{k_{B} T a^{4} \rho / 2 \pi \hbar^{2}}\right)^{2 N}$ [recall (7.67) in three dimensions].
    "In terms of $S(q)$. the $X$-ray differential cross section is

[^11]:    Notice that if we were to keep $g_{1}>0$ fixed and let $g_{2}$ pass through zero, the order parameter of the system would develop a discontinuity.

[^12]:    ${ }^{4}$ Recall that $\lambda=2 \mu \xi^{2} /(\gamma-D \xi)$ so that $(1-D \xi / \gamma)=\xi /[D \lambda /(2 \mu)+\xi]$.

[^13]:    ${ }^{\text {b }}$ See M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions (Dover, New York, 1965) formula 5.29.

[^14]:    - Recall that in general $\frac{\lambda}{\mu} \frac{1}{D \lambda / \mu+2 \xi}=\xi / \gamma=\nu /(1+\nu)$.

[^15]:    "The superscripts $\ell$ and $\ell$ refer to "longitudinal" and "transverse" with respect to the ground state expectations $\alpha$, u in the complex plane (not to be confused with the polarization directions in space, which are denoted by $L$ and $T$ ).

[^16]:    ${ }^{6}$ In Figs. 13.8 and 13.9 we can verify once more the values $\Delta s$ of Eqs. (13.90), (13.91).

[^17]:    ${ }^{\text {c }}$ We have now attached the subscript $V$ to the parameters of the Villain-type melting model.

[^18]:    "For triangular lattices, $a^{2}$ is the square of the lattice spacing $a_{0}$ and the cell volume is $v \equiv a^{2}=\sqrt{3} a_{0}^{2} / 2$. See also footnote $h$ below.

[^19]:    ${ }^{\text {b }}$ We use the customary notation for this power $v$ even though this letter is already occupied by the Poisson number $\nu$. The alert reader will, hopefully, not be confused.

[^20]:    ${ }^{d}$ We write the angular stress as $\sigma_{A i}=\varepsilon_{i j} \partial_{i} A_{j}$. As was the case with $X$ in Eq. (14.26), $A(\mathbf{x})$ is not really a gauge field, due to the reduced space dimension $D=2$. In higher dimensions it would be, though.

[^21]:    ${ }^{\text {C }}$ It was argued by J.M. Greif et al. (1982) and by J.L. Cardy (1982) (see the Notes and References) that the scaling law (14.128) should not be applicable before $\xi$ reaches $\sim 10^{8}$ lattice spacings. Experimentally, one never gets beyond $10^{3}$ spacings so, if these authors are right, it would be futile to attempt filting the anomalous behavior (14.142).
     follows from the positivity of $\kappa=\lambda+\mu,-1<\nu \leqslant 1$ to derive, from (14.145) and the universality prediction (14.15), the inequality $\eta<1 / 3$. Moreover, since $\nu$ is usually $>0$, one also has a weak lower bound $\eta \geqq 1 / 4$ which is satified by (14.144).

[^22]:    ${ }^{8}$ Recall the discussion in Chapter 3, Part II. See also Section 18.7.

[^23]:    ${ }^{k}$ They used $v=10^{-10} \mathrm{~cm}^{2}$ so that $\Gamma_{m}=296.12\left(1 / T_{m}(\mathrm{~K})\right)$.

[^24]:    ${ }^{\prime}$ Actually, their numerical constant is different since they work on a triangular lattice, but this is irrelevant to the discussion to follow. Also they did not know this term exactly on a triangular lattice; it is given by (14.43), (14.48).

[^25]:    ${ }^{m}$ His parameters are related ours by $\left.\lambda a_{0}^{2} / k_{B} T=[\mu(\mu+\lambda)) /(2 \mu+\lambda)\right]\left(a_{i 1}^{2} / \pi k_{B} T\right)=2 \pi \bar{\beta}$.

[^26]:    ${ }^{\text {a }}$ The sign changes in the $\alpha$ parts are a reflection of the opposite parity of $\alpha$ and $\Theta$.

[^27]:    ${ }^{-1}$ It is sometimes necessary to allow also for distortions of these groups of atoms which require the inclusion of further fields. but these will not be discussed here.

[^28]:    ${ }^{\circ}$ Notice incidentally, that such additive transformations (17.18) and (17.22) are typical for gauge fields, as discussed in Chapter t. Part I.

[^29]:    ${ }^{4}$ In the next sections this term will be included.

[^30]:    "It goes without saying that "space" in gravity includes the time variable so that the local transtations and local rotations comprise local time displacements and local Lorentz transformations, respectively.

[^31]:    ${ }^{a}$ Recently it has become apparent, however, that magnetic fields are more important than previously thought.

[^32]:    ${ }^{\mathrm{n}}$ Notice that $\sqrt{g}=\sqrt{\operatorname{det} g_{\mu \nu}}$ transforms like $\delta \sqrt{g}=\xi^{\lambda} \partial_{\lambda} \sqrt{g}+\partial_{\lambda} \xi^{\lambda} \sqrt{g}=\partial_{\lambda}\left(\xi^{\lambda} \sqrt{g}\right)$. Hence $\int d^{4} x \sqrt{g}$ is invariant. A quantity transforming this way is called a density (see Eq. (3.5) for the consequences].

[^33]:    'When working in Minkowski space our convention is to consider vector components with upper indices as physical components. In purely three-dimensional calculations one usually employs the metric $\eta_{a b}=\delta_{a b}$ so that $x^{4=t}$ and $x_{u=a}$ are the same.

[^34]:    ${ }^{\text {E }}$ Recall that these total displacements $u_{i}(x)$ were defined with the opposite sign convention as those in (2.82)-(2.89) so that all the following identification carry a factor -1 . For simplicity this factor will be suppressed.

[^35]:    ${ }^{3}$ It is worth noting that. strictly speaking, there cannot be any point particles in general relativity. They have to be much larger than their Schwarzschild radius, i.e., $>\kappa m_{i} c$.

[^36]:    ${ }^{\text {" }}$ Recall that $\delta g^{\mu "} G_{\mu \nu}=-\delta g_{\mu r} G^{\mu r}$, by (3.26).

[^37]:    ${ }^{2}$ It is a useful exercise to verify the invariance of the energy in (7.11) under local translations at this stage. For the transformations of $g_{i j}$. Eq. 7.7, this is trivial; but also the transformations of $\sqrt{g} \sigma^{i j}$ gives no change.

[^38]:    ${ }^{6}$ It is instructive to verify how, after integrating out $\mu^{\alpha}(x), \omega_{\mathrm{a}}{ }^{\beta}(x)$ in (7.18), the conservation laws (7.26) ensure the invariance of the energy under Einstein and local Lorentz transformations.

