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Preface

Over the last 20 years, I have been intensively involved in semicon

ductor process technology research, development, and manufactur

ing. Alongside my professional career, I have also enjoyed teaching 

semiconductor processing at Tamkang and Chinghwa universities as 

an adjunct professor. The contents of this book have largely evolved 

from the handouts that I prepared over the years for these courses. 

I also revised the course material for training junior engineers at 

various semiconductor companies. My experience indicates that it is 

relatively difficult for people who first embrace the semiconductor 

world to comprehend the essence of semiconductor processing tech

nology. This is largely due to the fact that most people have a single 

engineering discipline in schools, while semiconductor processing is 

interdisciplinary in nature. It even takes a person with an engineer

ing degree a few years before he or she can gain a good grasp of the 

overall semiconductor processing technology.

This book aims to provide readers with an easy-to-understand 

view of semiconductor industry, technology, and manufacturing. The 

first two chapters provide an overview of the industry. This includes 

an introduction to semiconductor processing and what the industry is 

focusing on. In addition, the integrated manufacturing flow, from raw 

material to device passivation, is explained, and each involved pro

cess module is defined. It also explains what ICs are and what they 

consist of. The following chapters further elaborate each individual 

process module technology. By and large, the sequence of the pro

cess module introduction follows typical manufacturing flows. The
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manufacturing processes axe divided into two parts: the front-end 

and back-end processes. The former includes oxidation, gas kinet

ics, plasma physics, CVD, plasma CVD and etching, photolithogra

phy, mask making, and doping technology. The pattern generation or 

mask making is included since it is relatively unfamiliar to those who 

work in wafer processing. Furthermore, it is widely believed that the 

photomask technology has to be closely integrated into wafer pro

cessing to ensure wafer production success as technologies migrate 

beyond 0.13 ̂ m. The back-end process introduction, beginning with 

contact formation, primarily focuses on metallization and planariza

tion and their technology evolution. Various silicide formation pro

cesses are also included in the metallization due to its inevitable 

role in advanced semiconductor manufacturing. Following the con

ventional back-end technology discussion, copper and low dielectric 

constant materials are also introduced as they are widely used in 

prevailing nanometer device manufacturing.

While most text is self-explanatory, some mathematics modeling 

is included occasionally to better explain the theories. Those who 

are in an undergraduate program or who do not have enough time to 

check into the mathematics can skip the modeling sessions and still 

gain insight into semiconductor manufacturing principles.
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Chapter 1 

OVERVIEW

This chapter provides an introduction to the semiconductor indus

try. It begins with the classification of solids in terms of resistiv

ity and introduces the semiconductor industry’s evolution from its 

early stage to the prevailing planar technology. It then illustrates 

each of the six major chip manufacturing stages: design, mask mak

ing, wafer substrate making, wafer processing, back-end service, 

and qualification. The substrate and wafer processes are elaborated 

with schematic process flows. The last two sections are dedicated to 

explaining what the semiconductor industry is focusing on and where 

it is devoting its efforts.

1.1. Classification of Materials

A semiconductor device is made up of a wide variety of materials, 

ranging from insulators, such as silicon oxides or silicon nitrides, to 

excellent conductors, such as aluminum and copper. Most important, 

it is based on the semiconductor. What is a semiconductor? This can 

be explained from a resistivity  ̂viewpoint. The resistance of a material 

is a function of its geometry:

L

R = p A '

where R is the resistance of the material, L is the length of the 

material, A is the cross-sectional area perpendicular to the current 

flow, and p is the resistivity of the material, which is a physical 

property of the material.

1
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Table 1.1. Resistivities of materials 

used in semiconductor manufacturing.

Materials Resistivity (Q-cm)

SiC>2, Si3N4 >105

Si 5 x 104

Ge 50

Heavily doped Si io-4

Cu 10~6

Conductors have a resistivity of less than 0.01 Ohm-cm, while 

insulators have a resistivity of greater than 100 000 Ohm-cm. Mate

rials with resistivities ranging between those of the conductors and 

insulators are called semiconductors. Table 1.1 shows the resistivities 

of different materials that are often used in semiconductor manufac

turing. Silicon oxide and silicon nitride are good insulators that are 

often used for isolation between conductors and passivation layers. 

Silicon and germanium are typical wafer substrates on which devices 

are made. Copper, on the other hand, is used for interconnects.

Resistivities of solid materials are related to the way the atoms 

or molecules are bonded together. The intermolecular or interatomic 

forces characterize the solids, which are classified into four groups 

(molecular, ionic, covalent, and metallic). Table 1.2 shows the mate

rials that are used in semiconductor manufacturing as well as their 

classifications.

The elements in columns II to VI in the periodic table are con

sidered semiconductor materials. Table 1.3 shows the electronic con

figuration and some of the properties of each element in column IV. 

Silicon and germanium are elemental semiconductors, and each atom 

has four valence electrons. On the other hand, elements in columns

II and VI, e.g., Zn and S, or columns III and V, e.g., Ga and As, 

can form compound semiconductors such as ZnS and GaAs. The 

common feature of the semiconductor materials is that each atom 

has effectively four valence electrons. When bonded to other atoms, 

they form covalent bonds. Germanium was the material of choice 

for major device fabrication in the early years of semiconductor pro

duction. It has lower resistivity than silicon. However, owing to its
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Table 1.2. Bonding natures of solids and examples in semiconductor 
manufacturing.

Molecular Ionic Covalent Metallic

Units occupying Molecules Ions Atoms Positive ions

lattice sites

Interunit forces van der Waals Electrostatic Shared electrons lons-electrons

General Soft Hard Very hard Varies

properties

Melting point Low High Very high Varies

Conductivity Insulators Insulators Semiconductors Good conductors

Examples in n 2, h 2, c o 2* NaOH, HClt C, Si, Ge Al, Cu, W

semiconductor

industry

*N2, H2, C O 2: when condensed to solid.

tNaOH, HC1: in water solution for wafers or masks cleaning process.

Table 1.3. Elements in column IV of the periodic table.

Ionization

Elements Z Electronic configuration M.P.,°C B.P.,°C potential, eV

С 6 (2) 2S22P2 3500 4000 11.26

Si 14 (10) 3S23P2 1400 2400 8.15

Ge 32 (28) 4S24P2 937 2800 8.13

Sn 50 (48) 5S25P2 232 2260 7.33

Pb 82 (78) 6S26P2 327 1700 7.42

limited sources, it is much more expensive than silicon. Germanium 

is brittle and its oxide is soluble in water, which limits its appli

cations in realizing planar processing technology. As semiconductor 

device production volume increased and its applications multiplied, 

germanium was soon replaced by silicon.

Silicon is the second richest element on earth, next to oxygen. 

Therefore it is relatively cheap and easy to access compared to other 

elements. The fact that silicon dioxides are not soluble in water gave 

rise to planar processing technology in 1959. By far, silicon is the 

most commonly used elemental material in the semiconductor indus

try. In addition, GaAs is the most commonly used compound semi

conductor material. The biggest advantage of using GaAs is that the 

electron mobility of GaAs is ten times faster than that of silicon.
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One can imagine that a calculation task can be accomplished by 

GaAs devices a few times faster than by silicon devices. However, 

the manufacturing technology for GaAs has been lagging behind 

that of silicon. Until recent years, device manufacturing using GaAs 

has remained a small-scale production. One of the major limitations 

is the thermal budget. As processing temperature increases, arsenic 

(As) may outgas from the substrate material. Arsenic is extremely 

toxic in nature. Furthermore, as more arsenic atoms outgas from the 

substrate, the substrate becomes richer in Ga, and therefore it loses 

its intrinsic semiconducting characteristics.

1.2. Evolution of Integrated Circuit (IC) Industry

The first half of the twentieth century can be considered the vacuum 

tube era. It was inspired by J. A. Fleming, who invented the vacuum 

tube diode in 1904 by using the Edison effect. The vacuum tube func

tioned as a valve, conducting current in only one direction. In 1906, 

Lee De Forest inserted a third electrode into the diode to obtain a 

triode, which amplified the input signals. After that, all electronic 

devices ranging from radios and TV sets to computers were made 

of vacuum tubes. However, the vacuum tubes were big, fragile, and 

power consuming. Electronic appliances that were made up of vac

uum tubes needed to be interrupted after being used for a period of 

time to avoid overheating. The world’s first successful computer — 

The University of Pennsylvania’s ENIAC — comprised some 18 000 

vacuum tubes. The footprint of the ENIAC was big enough to fill 

up a huge room. Whenever it shuts down due to overheating, the 

maintenance engineers often needed to search for the burnt-out tube 

out of tens of thousands of tubes. Complicated systems with vacuum 

tubes were very difficult to maintain.

With the demonstration of transistor functions accomplished by 

Walter H. Brattain, John Bardeen, and William Shockley in 1947 and 

the invention of the semiconductor integrated circuit (IC) by Jack 

Kilby in 1958, the use of vacuum tubes began to be replaced rapidly 

by devices made of semiconductor materials. Today, the applica

tions of semiconductor devices, ranging from everyday appliances
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Table 1.4. Milestones in electronic industry evolution.

Milestones Inventors

Vacuum tube diode J. A. Fleming, 1904
Vacuum tube triode Lee De Forest, 1906
Vacuum tube computer, ENIAC University of Pennsylvania, 1946
Semiconductor transistor William Shockly et al., 1947
Integrated circuit (IC) Jack Kilby, 1958
Silicon planar technology J. A. Hoerni, 1959
Microprocessor, > 1К transistors Intel 4004, 1971
1Kb DRAM Intel’s 1103, 1970
Microprocessor, > 9.5 M transistors Intel’s Pentium III, 1999
Microprocessor, > 42 M transistors Intel’s Pentium 4, 2000

to communication devices and computers, are much broader than 

those made of vacuum tubes. Table 1.4 shows the major milestones 

in the human electronic evolution. It is evident that the technol

ogy advanced with an astonishing speed. With the invention of inte

grated circuits and planar processing technology, people began to 

put a large number of devices on the same chip (or die). The number 

of devices per chip increases with advances in processing technol

ogy. Over the last 30 years, the packing density has increased almost 

10000 times. The level of integration has evolved from large-scale 

integration (LSI > 103 devices/chip) to very large scale integration 

(VLSI > 105 devices/chip) to today, with ultra large scale integra

tion (ULSI > 107 devices/chip). Nonetheless, the technology still has 

a lot of room for improvement in terms of size, speed, and cost.

The high packing density is made possible by the silicon planar 

processing technology, which has evolved over the past generations. 

Using a diode manufacturing process as a vehicle, one can gain insight 

into the silicon processing technology evolution, as shown in Fig. 1.1. 

The grown junction method basically dips a p-type substrate into 

an n-type silicon melt. As the p-type substrate is pulled up, the 

n-type melt crystallizes next to the p-type substrate. Therefore a 

p-n junction is formed. The alloy junction, on the other hand, is 

formed by placing an n-type pellet onto a p-type substrate. As the 

temperature is raised above the silicon melting point and then cooled
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(a) Grown junction (b) Alloy (c) Point contact

-OCT

(d) Planar processing

Fig. 1.1. Junction formation approaches, illustrating the evolution of semicon
ductor processing technology.

down, an alloy junction can be formed. These two approaches result 

in junctions with large capacitances, owing to large junction areas.

The point contact junction approach brings an n-type whisker in 

contact with a p-type substrate surface, and when a high current is 

passed through the whisker, the local heating brings about a small 

area p-n junction. Therefore a small capacitance junction diode can 

be obtained. The technologies mentioned earlier are either difficult 

to control or too difficult to mass produce. Silicon planar processing 

technology (described by J. A. Hoerni in I960), which employs a sil

icon oxide mask to define the size of a diode, enables a huge number 

of devices to be made simultaneously on the same silicon wafer sur

face. Planar processing technology results in capacitors with different 

capacitances and excellent controllability. This is made possible by 

two unique features of silicon: (1) silicon can be oxidized to obtain 

silicon dioxide, which is a stable insulator, and (2) silicon and silicon 

dioxide have a good chemical durability during wafer cleaning.
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A small portion of A-A' cross-section view

Fig. 1.2. A single silicon wafer contains n discrete dice. Each die is made of 

m layers of different materials defined by m layers of masks.

Prevailing silicon planar processing technology is far more com

plicated than it used to be. Figure 1.2 shows the cross-section of 

a simplified, single-layer metal circuit structure. It defines a device 

structure into m layers. Each layer corresponds to a photomask. The 

layers are made up of different materials and are manufactured layer 

by layer. The pattern within each layer is divided into n regions. Each 

region designates an individual chip or die. The planar technology 

enables device manufacturing to transform from a discrete to an inte

grated level. The combination of planar technology and integrated 

circuit design greatly accelerated the evolution of the semiconductor 

industry. As the technology advances, the mask number, m, increases 

to increase the packing density. One example of this is the use of 

multilayer metal to increase the level of integration. Meanwhile, the 

number of dice, n, can be increased to reduce the cost per die. This 

is accomplished by using a smaller geometry technology, assuming 

the chip function stays unchanged.

The silicon planar processing technology has been evolving since 

I960. Today, hundreds of millions of transistors can be packed onto 

a tiny die. Figure 1.3 shows the volume production of 1 M DRAM 

during 1991, while the current technology is capable of producing 

256 Mb DRAM. The 1-Gb DRAM is now in volume production. The 

level of integration is expected to increase a thousand fold by the 

year 2016. The memory size of 1 Gb DRAM corresponds to 64 000 

sheets of newspaper. For the microprocessor, the level of integration 

is expected to increase ten-fold by the year 2010. With the prevailing 

semiconductor processing technology, the ENIAC computer could be
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Fig. 1.3. As semiconductor technology shrinks, the number of transistors per 

die (either on DRAM or MPU) increases dramatically, but the die size increases 

disproportionately (N : the number of transistors per die).

shrunk onto a tiny chip smaller than 1 mm2, and yet it will be even 

more powerful and will perform faster computing functions.

1.3. From Design to Chips

The process of manufacturing silicon chips begins with high-quality 

sand as a raw material and ends with the resulting silicon chips, which 

are used in end product such as PCs, TVs, or other electronic appli

ances. This entire process can be divided into six different stages, 

as illustrated in Fig. 1.4. These subprocesses are as follows: (1) cir

cuit design; (2) mask making; (3) silicon substrate manufacturing; 

(4) wafer processing; (5) back-end services, including testing; and 

packaging; and (6) qualification. The circuit design defines a circuit 

that meets the specified functions, performance, and cost. A circuit 

design primarily includes two phases. One phase is the logical design, 

while the other phase is the physical layout design. The logical design 

determines the circuit structures needed to implement the prescribed
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Application Concepts > 

/

Fig. 1.4. From design to packaged chips.

function. The physical layout design concerns the implementation of 

the circuit structure on the silicon substrate. In this phase, the cir

cuit is separated into different levels, and each level is represented by 

a large number of polygons, as illustrated in Fig. 1.5. The output of 

the product circuit design is the physical layout pattern of a number 

of layers. A mask shop takes each layer’s pattern information and 

generates the layout patterns on a mask, chrome patterns on quartz, 

as demonstrated in Fig. 1.6. A circuit or product generally consists 

of a number of masks, depending on the complexity of the product 

and wafer process technology. The masks must be used sequentially

и

a
Fig. 1.5. Examples of circuit patterns composed of polygons.
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in the designated order to produce a functional product. Each mask 

is used in the wafer’s photolithographic process step, followed by an 

etching for selective or local material removal for pattern delineation 

on wafers.

The circuit patterns are transferred from the masks to the wafer 

surface layer by layer, using the photolithographic process. The wafer 

substrate making and wafer processing will be discussed in detail in 

the following sections. The wafer processing is used to make a large 

number of transistors on a planar silicon surface, connecting them 

together to render a functional circuit. The wafers have to undergo 

electrical testing to determine whether the electrical functions com

ply with the original design requirements. If they do not meet the 

requirements, the circuit must be revised and retested until the func

tion is optimized, as illustrated in Fig. 1.7. After the testing is com

pleted, a product qualification procedure is required. The purpose 

of the product qualification is to ensure statistically that the manu

factured chips are functioning properly under extreme environmental 

conditions for a certain lifetime. To accomplish this product qualifica

tion, each wafer is sawed into individual dice. It is then packaged and 

tested in various severe environmental and operational condition such
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C ^ C irc u it design~~^>

I
(^^Mask masking~ )̂

" I ^
C ^W afer p rocessing^)

Fig. 1.7. Iterative procedure for circuit design.

Table 1.5. Product qualification items and stress conditions.

Items Stress condition

(1) High-temperature operating life test 125°C, 1000h

(2) Temperature and humidity bias test 85° C, 85% RH, 1000 h

(3) Pressure cook test 121°C, 2 atm, 100% RH, 200 h

(4) Temperature cycling (air to air) - 65°С 10 min to 50°С 10 min,

1000 cycles

(5) Thermal shocks test (liq. to liq.) -65°С 5 min to 150° С 5 min,

200 cycles

as extreme humidity, temperatures, and operating voltages. Table 1.5 

shows some typical product qualification items and their correspond

ing stress conditions. A functional chip design is not achieved unless 

the final qualification and system verification have been completed 

successfully.
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1.4. The Wafer Substrate Manufacturing Flow

To achieve a high yield in the wafer manufacturing process, it is 

essential for the process to begin on a high-quality single crystalline 

silicon substrate. The wafer substrate manufacturing process plays 

a critical role in this regard. To achieve this goal, high-quality sand 

(primarily silicon dioxide) is heated to above 1600° С to molten silicon 

and then reduced with carbon to form poly crystalline silicon:

Si02 + 2C — > Si + 2C02 •

The polycrystalline silicon at this stage is a metallurgical-grade sili

con that contains excessive impurities such as heavy metals, carbon, 

and oxygen in the range of several hundreds of parts per million. 

It is not qualified for making devices on its surface. Therefore fur

ther refining processes, as illustrated in Fig. 1.8, are required. The 

metallurgical-grade silicon is fed into a fluidized bed, where it reacts 

with HC1 to produce various chlorosilanes such as monochlorosilane, 

dichlorosilane, and tricholorosilane (TCS):

Si + 3HC1 — > SiHCl* + H2,

where x can be 1, 2, or 3.

These products are fed into a distillation column. The distilla

tion is a mass separation process that takes advantage of the different 

boiling points of solvents in a solution. The lower boiling constituent 

TCS is obtained from the top of the column. It is then further puri

fied using an absorption tower. The absorption is a mass separation 

process that relies on the fact that solutes can have different solu

bility levels in a solvent. The absorbing solvent and the solutes flow 

in opposite directions in the absorption tower. The resulting TCS is 

further reduced with hydrogen in another fluidized bed reactor to 

form electronic-grade poly crystalline silicon:

2SiHCl3 + 2H2 — ♦ 2Si + 6HC1.

The newly obtained polycrystalline silicon meets the purity require

ment of the electronic-grade silicon. It is then heated in a crucible, 

made of high-purity carbon, to a molten state for Czechralski crystal
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SiHCl3 + SixHyC\z SiHCl3 + tr.Si^H С1г SiHC!3

metallurgical

silicon

Л 'Л

П

11
t HCl

Fluidized Bed 

Reactor

к

Distillation

Column
Absorption

Column

■'.T 
p --

Fluidized Bed 

Reactor

melted

Polysilicon

A

I I
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slicing

post-treaunent О
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Fig. 1.8. Polysilicon refining process

—>■ with/without 

Ш. epitaxial growth

Silicon Wafer

growth. A seed silicon crystal with a preferred crystal orientation is 

dipped into the surface of the molten silicon and pulled up, as illus

trated in Fig. 1.9. Owing to the surface tension, some molten silicon 

is dragged out of the molten silicon surface. In the meantime, heat is 

transferred from this surface outward, resulting in crystallization. To 

maintain uniformity, the seed crystal is rotated while it is pulled up. 

The orientation of the grown silicon crystal follows that of the seed 

crystal. The seed crystal, together with the grown silicon, is pulled up 

very slowly, at a rate of several centimeters per day, allowing for heat 

transfer and to maintain the continuous silicon growth. In general,
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dopant

molten silicon

Fig. 1.9. Silicon crystallizes onto the seed crystal.

the substrate is lightly doped. Dopants, such as boron, phosphine, 

or arsenic, can be added to the molten silicon to obtain an n-type or 

p-type substrate.

During the crystal growth process, there is intricate heat and 

mass transport around the solidification zone. The solidification pro

cess that occurs at the molten and solid interface releases latent heat. 

The released latent heat is proportional to the amount of solid formed 

and must be conducted away via the conduction along the solid bulk. 

As a result, the maximum pulling rate is proportional to the thermal 

conductivity of the silicon bulk and the temperature gradient along 

the pulling-up direction. If the pull-up rate is faster than the growth 

rate, the crystal growth is discontinued. However, if the reverse sit

uation is observed, the grown solid will remelt. This can result in 

defects and impurity striations. Furthermore, the maximum pulling 

rate is inversely proportional to the square root of the grown ingot 

radius. It is easy to comprehend that a larger ingot radius would take 

a longer time for the latent heat to transfer out of the solidification 

zone.

Mass transfer is primarily concerned with the dopant redistri

bution at the solid-liquid interface. Consistent dopant concentration 

along the ingot growing direction is very critical as it is related to
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device characteristics on each wafer. Theoretically, to obtain a uni

form dopant concentration along the grown ingot length, it is essen

tial to have a large bath of molten silicon such that the weight of the 

grown ingot is small compared to the bath.

For device manufacturing, a critical index of the silicon ingot 

is the crystal orientation. Flats or notches are made on the ingot 

to indicate the crystal orientation and for wafer alignment in subse

quent process steps. The ingot is then ground to the desired diameter. 

After the desired diameter has been obtained, the ingot is sliced with 

a diamond saw into thin disks, called wafers. The slicing process is 

followed by a lapping step, in which wafers are mechanically lapped 

with counter rotating lapping machines, along with aluminum oxide 

slurry. The wafer then goes through a chemical-mechanical polishing 

process, in which the silicon surface material is removed both chem

ically and mechanically using an alkaline silica solution. This step is 

intended to obtain an extremely flat and smooth silicon surface. The 

final step of the substrate manufacturing process.is wafer cleaning 

and drying. Wafers are often cleaned with a three-step cleaning pro

cedure, starting with SCI solution, ammonia, and hydrogen peroxide 

for removing organic surface contaminants and particles. Hydroflu

oric acid is used to remove the native oxide and metal impurities. 

The cleaning step ends with SC2 solution, HCl, and H2O2 for a 

thin layer of super-clean native oxide formation. The state of the art 

wafer substrate size is 12 inches for production. However, eight- and 

six-inch wafer sizes are also being used for some production lines. 

The evolution trend for the size of the wafer substrate is to push 

for ever increasing wafer size. The reason for this trend is that the 

larger the wafer size, the more devices can be made simultaneously 

on the same wafer substrate. As a result, the manufacturing cost 

per die can be significantly reduced if the same level of wafer yield 

is achieved.

Example 1.1.
Assume that the housing facility and equipment required for the 

fabrication of a 12-inch wafer are twice more expensive than those 

required for the fabrication of an eight-inch wafer. If the eight-inch
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wafer fabrication is running at 80% wafer yield, what is the min

imum 12-inch wafer yield to make the 12-inch line economically 

worthwhile?

To make the 12-inch line economically worthwhile, to the first- 

order approximation, one must have twice as many good dies on the 

12-inch wafer compared to the eight-inch wafer:

Then, Y = AS x 80% x 2/A12. Therefore Y = 71%.

In addition to the yield, there are other advantages with large 

wafer sizes. First, with a large wafer size, the cross-over wafer yield 

is lower. Therefore there is a higher potential to improve the yield. 

In addition, with the same real estate area, the 12-inch fabrication 

revenue can be doubled. Furthermore, the productivity or sales per 

head count can be significantly increased.

The silicon crystal orientation is of great importance in affecting 

the device performance. In a crystal, atoms have a unique arrange

ment. A unit cell is the smallest repeating unit in a crystal. In other 

words, by stacking up the unit cell, one can obtain the crystal struc

ture. As shown in Fig. 1.10, more than one method of choosing a 

unit cell exists for a crystal. The unit cell constant refers to the

AS x 80% x 2 = A12 x Y .

О О О О О О

О О О О

о о шо О О О
о о о о о о
Ф—© о о о о
0—0 о о о о

Unit cell I

Fig. 1.10. More than one ways of choosing a unit cell.
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< i = F
f f r f
, i = F

(a) Simple cubic (b) Body-centered (c) Face-centered

Fig. 1.11. Simple cubic crystals.

length of one side of the unit cell. If the unit cell constants hap

pen to be the same along the three crystallography axes, the crys

tal is termed cubic. Figure 1.11 illustrates various crystal structures 

in the cubic class. Silicon crystal structure fits within the diamond 

structure, which is formed by two intercepting face-centered-cubic 

crystals. Each atom is surrounded by four other atoms through cova

lent bonds, forming a tetrahedron, as illustrated in Fig. 1.12. The 

Miller index is an index used to identify the crystal orientations 

or planes. The Miller index of a plane can be obtained using the 

following steps:

(a) Take the intercepts of the plane with each axis, in terms of mul

tiples of the unit cell length.

(b) Take the reciprocal of each intercept.

(c) Clear the fractional numbers.

lattice cell. «iavfaiFig. 1.12. The silicon tetrahedron in a diamond
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Fig. 1.13. The (111) plan. 

Z

Fig. 1.14. The (0, 0, 1) plan.

For example, a plane intercepts the crystallographic axes at 

(1, 1, 1), as shown in Fig. 1.13. Therefore, the Miller index of this 

plane is (111).

Example 1.2.

Find the Miller index for the plane that parallels to the x-y plane, 

as illustrated in Fig. 1.14. The intercepts of this plane with the three 

axes are (oo,oo, 1). Taking the reciprocal of each number results in 

(0, 0, 1). Therefore the Miller index of this plane is (0, 0, 1). The 

direction, normal to the (0, 0, 1), is written as [0, 0, 1]. In the case of 

cubic crystals, (0, 0, 1), (1, 0, 0), or (0, 0, 1) are crystallographically 

identical, and they are generalized as {001}.

One may imagine that the different crystallographic planes 

give different atomic packing densities. Substrate {1, 0, 0} is 

most commonly used for metal oxide semiconductor (MOS) device
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manufacturing owing to its low surface state density. Substrates 

{1, 1, 1} are most often used for bipolar device manufacturing. The 

{1, 1, 1} substrate has a higher oxidation rate as compared to {001} 

owing to its high atomic packing density. Furthermore, it is less prone 

to channeling during ion implantation.

1.5. Wafer Processing Flow

For the purpose of illustrating the wafer process module principles, 

a simplified process flow for making a MOS transistor is shown in 

Fig. 1.15. The wafer processing often starts with growing a silicon epi

taxial layer. Using an epitaxial wafer substrate is optional for device 

manufacturing. An epitaxial growth process is to grow a single crys

talline thin film on a single crystalline substrate. The reason for using 

this process is two fold. First, the epitaxial growth results in a purer 

silicon film, free of carbon and oxygen, for device manufacturing. Sec

ond, one can grow a lightly doped film on a heavily doped substrate 

to achieve a higher breakdown voltage, while minimizing the power 

dissipation in the substrate. The epitaxial growth is conducted in a 

cold-wall chemical vapor deposition reactor at atmospheric pressure.

For planar silicon process technology, it is essential to form local 

isolation (oxide islands) around each individual device so that each 

can function independently. To form the isolation islands, one must 

first form a patterned silicon oxide and silicon nitride stack. The 

silicon nitride has a very slow oxidation rate, and therefore it can be 

used as oxidation masks. However, the silicon nitride has such a high 

stress level that when directly deposited atop the substrate, it will 

damage or even crack the substrate. A stress buffer, such as silicon 

dioxide, must be deposited between the nitride and the substrate.

To form silicon oxide, the silicon wafers are placed in a furnace 

system in an oxygen or steam ambient:

Si + 0 2 — * SiC>2 .

The oxidation rate is a function of temperature, silicon surface ori

entation, and oxidation time. On top of the silicon oxide, a chemical 

vapor deposition is conducted to form a thin silicon nitride film.
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Chemical vapor deposition (CVD) is a process in which a precur

sor gas mixture passes over a heated substrate and thereby chemical 

reactions are initiated in the vicinity of the heated substrate, and a 

nonvolatile solid film is formed. CVD has been widely used in semi

conductor manufacturing to deposit both conductive films, such as 

tungsten and tungsten silicide, and dielectric films, such as silicon 

nitride and oxide. For the silicon nitride, the reaction proceeds as 

follows:

Si + NH3 —+ Si3N4.

Now that the oxide-nitride stack is formed, the next step is to 

define the areas where the silicon oxide is to be formed. This is accom

plished by using photolithography, which delineates the areas where 

the nitride has to be removed for the underlying silicon surface to be 

oxidized. The photolithography process is often followed by an etch

ing process, in which the material in the undesired area is removed.

Photolithography involves complicated photochemical reactions. 

First, wafers are spin-coated with a photo-active polymer, which 

turns soluble in an alkaline solution on exposure to light. The 

exposure light illuminates on a photomask and incident on the 

polymer-coated wafer surface, generates the desired latent images. 

On developing with the alkaline solution, the mask pattern is trans

ferred to the wafer surface, as illustrated in Fig. 1.16. Two important

Light

i i i i ^
Mask pattern

Ш
Resist

 ̂ ______ — -j Exposed wafer

Resist

I | | ~~1 Developed wafer

Fig. 1.16. Transferring mask patterns onto the wafer surface by using 

photolithography.

У //////////////А V ///////A
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performance indices in the photolithography process are resolution 

and depth of focus. Both are related to the wavelength of the expo

sure light source and the sizes or numerical apertures of the lenses.

Photomasks are chrome patterns on the nearly optically impec

cable quartz substrates. The chrome indicates the opaque area, and 

the quartz indicates the transparent areas. To generate a mask layer, 

a resist-coated chrome on a quartz blank is exposed to an electron 

beam, which is driven by the data file from the design layout infor

mation. Each local pattern is composed of a large number of electron 

beam shots. For advanced masks, the number of shots for one mask 

layer can be as large as billions. The exposed blank is then developed 

and etched to render the chrome patterns on the quartz. The etched 

pattern is then inspected using inspection machines, which compare 

the written pattern to the original data file or compare one die to the 

next die to assure that the pattern is perfect. Should any differences 

be detected, they are treated as defects, and they must be removed 

with a repair tool. Finally, a pellicle is mounted on the mask to pro

tect the pattern from mechanical scratches and to make particles on 

the pellicle surface unprintable.

Resolution enhancement technology (RET) is required to 

enhance the photolithography performance owing to the fact that 

the operating wavelengths do not evolve as fast as the geometry 

shrinking pace. The most commonly seen RET includes phase shift

ing masks (PSMs) and optical proximity correction (OPC) tech

niques. Phase shifting primarily takes advantage of the fact that a 

partially transparent film with a certain refractive index can shift the 

phase of the light that comes out of the material. Consequently, by 

deliberately choosing a film thickness such that the shifted and non

shifted lights are of the opposite phases (180 degrees), the pattern 

image contrast can be significantly enhanced. OPC is an empirical 

technique in which the originally designed patterns are altered in such 

a manner that the printed patterns on the wafer can be matched to 

those of the originally designed ones, as shown in Fig. 1.17.

Up to this stage, a plasma etching is required to remove the silicon 

nitride that is not covered with the resist. A plasma etching is a mate

rial removal step. Energetic electrons in a plasma system (a partially
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On mask On wafer

W/O

OPC

0-0
OPC

Fig. 1.17. Without OPC, severe line-end rounding is observed; with OPC, the 

rounding is improved.

ionized gas system) generate highly reactive free radicals, which react 

with solid surface and form volatile reaction products, thereby remov

ing the surface material. Obviously, to remove the nitride and form 

the oxidation mask pattern, one must choose the proper chemical to 

react with the nitride but not with the resist material. After the etch

ing, the resist is removed with a sulfuric acid solution. The wafers 

with the nitride-defined patterns are sent into a high-temperature 

furnace for field oxidation. The silicon volume expands as the oxi

dation reaction proceeds. Consequently, the nitride edge is bent, as 

illustrated in Fig. 1.18. The field oxide’s thickness ranges from 3500 

to 6000 A. When the field oxidation is accomplished, the nitride and

Fig. 1.18. After oxidation, the oxide volume expands, causing the nitride stack 

edge to bend.

Silicon nitride

Щ Oxidation
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oxide are removed with hot phosphoric acids and an HF solution, 

respectively, leaving the silicon surface with scattered oxide islands. 

To form devices, gate oxidation is first conducted to form a thin layer 

of high-quality oxide for the MOS transistors, followed by the CVD 

process of polysilicon deposition. The deposited polysilicon is highly 

resistive and must be doped to reduce its resistance.

The doping process is accomplished through dopant diffusion in 

a high-temperature furnace. Precursor gas is introduced into a high- 

temperature furnace, where it converts into dopant atoms, such as 

P or B, on the substrate surface. The atoms are then driven by 

thermal energy into the substrate to change the intrinsic polysilicon 

to doped polysilicon. The resistance change depends on the amount 

of introduced dopants. Applying photolithography and etching to 

selectively remove the polysilicon material, one can form gate and 

interconnect structures. The gate can be used for the ensuing self

aligned source and drain ion implantation.

Ion implantation is the process of doping the substrate in a pre

cise manner. Dopants are ionized and extracted from an ionization 

chamber into an accelerator. The ion beams are accelerated to a cer

tain high energy level and steered electromagnetically toward the 

substrate surface. With the accelerated energy, the ions penetrate 

into a substrate with certain depths. With a fixed ion-substrate pair, 

the higher the implant energy, the deeper the ion penetrating depth. 

After the source and the drain are implanted and annealed, the MOS 

device structure is pretty much complete. One has the source, drain, 

and gate. Each device is isolated from its surroundings with the field 

oxide islands and is capable of functioning individually. The process 

thus far is often called the front-end process. From this step, all the 

subsequent process steps are often called the back-end process and 

are supposed to connect these devices together to fulfill the circuit 

functions. Theoretically, one layer of metal can connect all the MOS 

transistors together and form a meaningful circuit. However, consid

ering the packing density and line resistances, there is a tendency to 

use more than one layer of metals. The state-of-the-art 90-nm circuits 

are often composed of up to eight or ten layers of metals. To form 

the first-level connection, a thick dielectric layer is deposited. Holes
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on the dielectric layer are opened up by using photolithography and 

etching. The connecting material, usually aluminum for technologies 

of larger than 1.0 yum, is sputtered onto the substrate.

Sputtering is a process conducted in a plasma system. Heavy 

inert ions, such as argon, are accelerated toward a target material, 

knocking out the surface atoms, which then fall and land on a wafer 

surface. The deposited metal layer is then defined with photolithog

raphy and etching. Aluminum layers of 5000 to 15 000 A are often 

required to form a proper metal interconnection. For a multilayer 

metal structure, it is very critical to maintain a proper planarization 

for the subsequent metal layers to form. Planarization plays a vital 

role in the back-end process.

Planarization is a technique to planarize the wafer surface and 

facilitate the ensuing process steps. A nonplanar surface is more 

prone to cause after-etching metal residues, high metal resistances, 

and poor photolithography performance. There is a wide variety of 

planarization techniques, ranging from high-temperature flow-, to 

spin-on-glass, etch-back, and CMP. For inter-metal isolation and 

planarization, a layer of silicon dioxide or its derivatives needs to 

be deposited. The final process step in making the device is to 

deposit a passivation layer, a silicon oxide on nitride stack. It prevents 

the device from mechanical scratches and mobile ion contamination. 

Because the deposition process occurs on top of an aluminum layer, 

the process temperature is limited to below 350° С to maintain the 

metal’s integrity. As a result, the plasma-enhanced chemical vapor 

deposition (PECVD) technique is used.

PECVD is a film deposition process in which the precursor gas 

is dissociated into highly reactive radicals by the energetic electrons 

in plasma. The reactive radicals react with each other and deposit 

onto the substrate surface to form a nonvolatile film at low ambient 

temperature. The resulting films are often amorphous and nonstoi- 

chiometric in nature.

The above text elaborates the basics of process modules that are 

needed for making MOS devices. The actual manufacturing can be 

far more complicated, and it involves repetitive use of each module. 

The modules also evolve with technology migration. For example, as
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a device shrinks, the packing density increases, and more devices can 

be packed into a unit area of the silicon surface; long interconnects 

are inevitable. For long interconnects, the RC delay is doomed if no 

alternative approaches are taken. Copper has a far lower resistance 

than aluminum, and it is used as an alternative to aluminum. On 

the other hand, copper was not used until CMP became available 

because it is not plasma etchable. To further lower the RC delay, 

low dielectric constant materials are needed in addition to the lower 

interconnect resistance. Silicon dioxide is often doped with F or С to 

lower its dielectric constant.

1.6. W hat is the Semiconductor Industry Trying 

to Achieve?

The entire semiconductor industry pivots on one device, MOS tran

sistor, as shown in Fig. 1.19. In other words, the industry is focusing 

on making circuits with MOS transistors and on shrinking the cir

cuit feature sizes so as to give more powerful and faster circuits with 

lower cost.

There are two types of MOS transistors, the NMOS and PMOS. 

In the case of an NMOS device, the source and drain are commonly 

phosphorous-doped (n-type, rich in electrons) on the p-type substrate 

(rich in holes). If one sets both the source and the drain at grounded 

states, then by changing the applied voltage to the gate from positive 

to zero, for example, 5 V or state 1, to OV or state 0, one can turn 

the conducting channel on and off. When the conducting channel is

Sate gate oxide (dielectric)

channel

Fig. 1.19. An MOS transistor.
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Fig. 1.20. The n-switch and p-switch.

on (at state 1), switching the drain from ground to any positive volt

age (typically 5 V) would force electron flow from the source to the 

drain. Now, if we consider the source as the input and the drain as 

the output, then the NMOS device can function as an n-switch. If the 

gate is at 0, the channel is turned off. If the gate is at 1, the channel 

is turned on, and the state of the source (input) can be transferred 

to the drain (output). Analogously, one can explain the operation 

of a p-switch, as shown in Fig. 1.20. The switches are the funda

mental building blocks for constructing complicated ULSI circuits. 

For example, by connecting the n- and p-switches end-to-end, and 

by tying the gate together, as shown in Fig. 1.21, one can obtain an 

inverter. Table 1.6 shows the inverter truth table. Various combina

tions of the switches can be made to represent various Boolean truth

DD

input

4

PMOS

--  output

NMOS

=  vss

Fig. 1.21. A complementary switch.
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Table 1.6. Inverter truth 

table.

Input Output

0 1

1 0

tables that can develop into ULSI circuits such as logic, memory, 

imaging processor, and microprocessor chips.

Ever since it was learned how to put a large number of functional 

circuits on a silicon wafer by using planar processing technology, a 

real race began. The industry has been pushing for faster, cheaper, 

and higher-packing-density chips. Shrinking the chips both in hori

zontal and vertical dimensions is the only way to achieve all three 

goals. In the semiconductor industry, the feature sizes of an IC circuit 

are defined by a set of dimensions, called design rules. These rules are 

proposed by those who know the process technology capabilities and 

limitations. The technology nodes, or the manufacturing technology, 

as we will use in the ensuing contents, for example, 0.5 дт, 0.35 /хт, 

or 0.18 /шl, are referring to the transistor gate length. The gate length 

is the length of the gate in the current flow direction, as indicated 

by L in Fig. 1.22. Table 1.7 shows the critical feature sizes of 0.5-дт 

versus 0.35-/хт production technology. Approximately, each feature 

is shrunk by a factor of 70%. The shrinkage in the device geometry 

calls for a change in process technology.

Figure 1.23 shows the technical evolution compared to the com

monly known objects. Beginning in the early 1960s, the industry was 

making circuits with a characteristic length (most commonly referred 

to as the gate length) of 10 /Ш1. In the year 2002, the worldwide

Gate length

I*— L —►!

S I \ D

Fig. 1.22. The MOS transistor gate length.
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Table 1.7. The critical feature sizes 

of 0.5-/Ш1 versus 0.35-^m technology. A 

70% shrinking path (units: /лп, line 

width/space).

0.5 /im 0.35 [l m

Gate length 0.5/0.5 0.35/0.35
1st contact hole 0.6/0.6 0.4/0.4
1st metal layer 0.7/0.65 0.45/0.45
2nd contact hole 0.7/0.7 0.5/0.5
2nd metal layer 0.7/0.65 0.45/0.45

3rd contact hole None 0.6/0.6
3rd metal layer None 0.7/0.7

Fig. 1.23. Evolution of semiconductor manufacturing technology with respect 

to the known objects.

semiconductor industry was running a 0.13-^m technology for pro

duction. The 0.13-^m is much smaller than the size of a virus cell and 

measures only hundreds of atoms across. Figure 1.24 shows the gross 

number of dice that can be made per an eight-inch wafer for a 1-M 

(megabit) static random access memory (SRAM). By using 0.5-/Ш1 

processing technology, one can have about 850 dies per eight-inch
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technology generation (|im)

Fig. 1.24. The gross dies per wafer for 1-M SRAM made with different tech

nology generations.

wafer. It will have about 1800 dies per eight-inch wafer when shrunk 

to 0.35-/Ш1 processing technology. The increase on dies/wafer is over 

50%. Therefore the cost per die can be reduced by approximately 

50%, assuming that the process cost does not increase significantly. 

Because the transistor gate length is scaled down by 70%, the cir

cuit speed will significantly increase as well. Figure 1.25 indicates 

that the transistor saturation current increases as the gate length is 

scaled down. The device speed increases with the saturation current. 

Furthermore, one can clearly see from Fig. 1.3 that owing to the 

shrinkage from 0.8 /urn to 0.4 дт, one can use a 0.4-^m technology 

to make a 64-M DRAM of 180 mm2, as opposed to using 0.8/im to 

make a 16-M DRAM of 130 mm2. It is clear that the die area does 

not increase proportionally with the memory sizes due to technol

ogy migration. The shrinkage nearly triples the packing density. To 

shrink the device is much more involved than it appears. Sometimes, 

it extends the applications of existing module technologies, and other 

times, it requires new module technologies.
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Fig. 1.25. Saturation current, directly related to device speed, increases as gate 

length shrinks.

As a result of the devices shrinking, more chip functions with 

faster speeds can be packed into a tiny chip at a lower cost. Conse

quently, applications of semiconductor devices have been multiplying 

over the last 50 years. The applications are so widespread that semi

conductors affect almost all facets of our daily lives, ranging from 

computer information systems, communications, entertainment, and 

medical instruments to automotives. As the semiconductor technol

ogy continues to improve and advance, it will certainly result in wider 

and more powerful applications at lower prices.

1.7. The Never-Ending Effort —  Yield Improvement

As the device geometry approaches the range of one-tenth of a 

micron, its functionality and yield strongly correlate to the clean

ness of the manufacturing environment and its incoming materials. 

Any size of particles or contaminants that fall on a device during 

its manufacturing process can cause the device to become dysfunc

tional. Figures 1.26-1.28 illustrate that there are several cases in 

which particles can reduce yield:

(a) A particle falls on a mask, causing printable defects, and extra 

patterns show up on the wafer, as shown in Fig. 1.26.



32 Semiconductor Manufacturing Technology

Photomask

Quartz Cr Quaiu  Cr

Light intensity 
profile

Л  /\_____ A-

Exposed and 
developed resist 
profile

Al-pattern M
after etching and 
resist stripping E F-G E F G

(a) (b)

Fig. 1.26. (a) A particle on mask causing metal lines, F and G, to bridge, and 

(b) a clean mask gives three clear-cut metal lines: E , F, and G.

(b) A particle falls on a resist layer, preventing the resist from being 

exposed and hence causing the underlying conducting layer to 

be electrically shorted, as illustrated in Fig. 1.27.

(c) A particle falls on an oxide layer prior to the metal depo

sition process, causing a bump, which is etched away. This 

will result in a metal line opened electrically, as demonstrated 

in Fig. 1.28.

The defects on a wafer at any stage of the wafer processing can 

be detected by wafer defect inspection machines. It should be noted 

that not every defect would lead to wafer yield loss. However, to 

achieve high wafer yield, it is necessary to keep the defect count on 

a wafer as low as possible. The following equation is often used to 

correlate defect density and the wafer yield:

where m represents the complexity of the manufacturing process and 

A represents the die area. In addition, D represents the defect density,

Y (1+ DA)m '
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Photomask

Resist being exposed

I I I
defect
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After developing resist
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After etching 

Ai patterns

Bridged Al lines

Ш Ш Ш Ш

Separate Al line cross-section

Fig. 1.27. A particle falls on a resist surface that is being exposed, causing Al 

lines to bridge under the particle.

Photomask

Exposed and 

developed resist

Al pattern after 

etching

mm Al

space

/^resist

Fig. 1.28. Al line open owing to a particle under the Al line, causing a bump.
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which is not necessarily equal to the defect count, as inspected by 

defect inspection machines. Rather, it is a number that characterizes 

the cleanness of a process line. The wafer yield, У, equals the ratio of 

the final total number of good dies to the total number of dies made 

on the same wafer.

The defects come from various sources. To obtain a good wafer 

yield, the defect level needs to be kept as low as possible. The impor

tant aspects essential to achieving low defect levels are discussed as 

follows:

(a) The clean room environment. A clean room setup is a basic 

requirement for making semiconductor devices. Depending on the 

final device geometry, the cleanness (the class) requirements of the 

clean room could be different. For a class 1 clean room, the specifica

tion requires that the number of particles that are larger than 0.5 /Lzm 

be less than one in a cubic foot space. Figure 1.29 shows a schematic 

of a conventional clean room. The air pressured by a fan filtering 

unit (FFU) goes through an ultra low penetrating air (ULPA). The 

ULPA has an efficiency of 99.999% in filtering 0.1-^m particles. In 

other words, only one out of 100000 0.1-/Ш1 particles can penetrate 

through the ULPA. The filtered air flows downward in a laminar flow 

fashion so as not to disturb any more particles from the equipments 

and table surfaces or dead corners. The working tunnels stand on 

a raised grid floor to allow for continuous air circulation and filtra

tion. In the air duct, there are air-conditioners that control the air 

temperature and humidity. Typically, a clean room is controlled at 

45 ± 3°C and 45 ± 5% relative humidity. In addition, the particles, 

if generated in the working tunnels, can be carried down the grid 

floor and circulated toward the ULPA, and therefore fresh air (free 

of particles) is regenerated.

(b) Inappropriate process steps. For example, during a cleaning pro

cess, the wafer goes through acid and base solutions. If one or the 

other solution is not thoroughly rinsed, the reaction of the acid and 

base will result in salt formation, which often leads to particles. Par

ticles can be generated in processing equipment as well. A moisture
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leak or an aging О-ring in a plasma chamber can result in parti

cle formation. Process monitoring and equipment maintenance are 

critical in maintaining a clean semiconductor manufacturing line.

(c) Contamination from personnel. Particles can be generated from 

human bodies such as hair, cosmetics, perspiration, or saliva. There 

are two methods to keep an environment clean. One is to wrap the 

wafers, and the other is to wrap people. All personnel working in a 

clean room are required to wear clean gowns and breathing masks, 

as shown in Fig. 1.29. The air that is breathed out must be fil

tered before it is released to the ambient. This type of clean room 

gear is very uncomfortable. In a SMIF environment, each machine is 

equipped with a mini-environment chamber. People are not required 

to wear clean gowns similar to those shown in Fig. 1.29. Also, no 

out-breathing filtering mask is required. Therefore, it is far more 

comfortable for humans. Discipline in gowning is crucial in control

ling the clean room environment.

(d) Chemicals and water quality. To manufacture IC of nanometer- 

range geometry, one has to be very stringent on the quality of the sup

ply water and chemicals. For water, there are a few items to be noted, 

including organics, colloids, organisms and particulates. Humic and 

fulvic acids are often the organics that are seen in water, with molec

ular weights ranging from several hundreds to thousands g/mole. 

Colloids are aggregates of molecules with sizes ranging from 

50 to 20000 A, and are invisible under microscopes. Organisms in 

water include bacteria, fungi, and viruses. The sizes are between 0.3 

and 30 /лп. For chemicals, particle counts and sizes are major con

cerns. The above-mentioned contaminants can be removed using var

ious techniques. Ion exchangers can be used to remove ionic species 

and particulates that are larger than 5 fjtm. Powered ion exchangers 

can remove even smaller particulates. Some organics and colloids 

(aggregates of molecules) can be separated from the liquid using 

polymer adsorbents or activated carbons. Membranes with different 

pore sizes are often used to remove ionic and organic species. The 

pore sizes of the membranes are the key to their effectiveness in the 

removal process.
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\ Polarized particles are 

attracted toward positive 

wafer surface
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Positively charged wafer surface

Fig. 1.30. A positively charged wafer surface can polarize particles, which are 

then attracted toward the wafer surface.

(e) Electrostatics in clean rooms. Electrostatic charges exist in clean 

rooms and can possibly result in wafer particle contamination or 

burnt-out circuits. A silicon wafer can charge up heat, evaporation, 

or its friction against the wafer container. It can also be inductively 

charged by its neighboring wafers or process equipment. The charged 

wafer surface can polarize and attracts floating particles, resulting in 

defects on wafers, as illustrated in Fig. 1.30. Movements or actions of 

workers in a clean room often generate static charges. These charges, 

if not properly discharged, can lead to damaging effects on the cir

cuits or defects on the wafers. There are several common practices in 

a clean room that reduce the electrostatic charges: (1) air ionization is 

an approach that applies an intensified electrical field across a sharp 

point or edge to ionize the air; the resulting ions are carried away 

by the laminar flow in a clean room; (2) grounding all conducting 

surfaces and human bodies to eliminate the static charges; and (3) 

proper humidity control. High humidity tends to decrease the static 

charges formation. However, a clean room cannot be operated at a 

high humidity level since the equipment can rust. Normally, clean 

rooms are operated at about 45% relative humidity.
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C h a p t e r  2

Following the semiconductor overview in Chapter 1, we will now 

look at the fundamental concepts of semiconductors, followed by the 

introduction of a few building blocks that comprise integrated cir

cuits, and their underlying principles. These building blocks include 

resistors, pn junctions, and capacitors. The fundamentals of a metal 

oxide semiconductor (MOS) will also be introduced. Finally, a few 

categories of integrated circuits are demonstrated, with explanations 

of their major features.

2.1. Fundamental Semiconductor Concepts

There are myriads of publications on the theories of semiconduc

tor devices. In this section, we will review the most fundamental 

equations required for understanding the basics of how such devices 

function. In addition, we will review important terms that are cited 

and used daily by those in the industry.

2.1.1. Energy band theory and chemical bonding theory
The number of free electrons in a material is the key to its electrical 

conductivity. Two theories (the energy band theory and the chem

ical bonding theory) are often used to interpret the mechanism of 

material conductivity.

An atom consists of a positively charged nucleus surrounded by 

negatively charged electrons, which revolve around the nucleus. The 

nucleus includes positively charged protons and neutral neutrons.

38
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Owing to the attraction force between particles of opposite charges, 

each electron is acted on by the nucleus. According to Bohr’s model, 

each electron takes a specific energy level:

-Zhn  Qg4

" 8e20h 4 2 • ( )

The energy level is related to a vacuum level, taken as zero; Z is 

the atomic number of the atom, mo is the free electron mass, q is 

the charge of the electron, sq is the permitivity, h is the Planck’s 

constant, and n is an index for the energy level.

Pauli’s exclusion principle requires that each energy level accom

modate only two electrons. When two atoms are brought together, 

the electrons of each atom are influenced by the two nuclei, and the 

original energy level is split into a so-called modified level to accom

modate four electrons instead of two. As more atoms are brought 

together, such as in a solid material, the energy level is widened into 

a continuous energy band, which accommodates 2N electrons. N is 

the number of atoms in the solid material, as shown in Fig. 2.1. In 

a solid, the electrons that are farthest away from the nuclei, or the 

most loosely attracted by the nuclei, are called valence electrons. 

The energy band that accommodates these electrons is called the 

valence band. No valence electrons will conduct any electric current 

until they are freed from the valence band and pumped into the 

conduction band, where they are free to move around. At OK, the 

valence band is filled up with electrons, while the conduction band 

is empty. No electrons are allowed to take any energy levels between 

the conduction and valence bands; this gap is called the forbidden 

gap. The energy that is required to pump electrons from a valence 

band to a conduction band determines whether the material is a good 

conductor or not. For conductors, such as metals, the valence band 

and conduction band basically overlap, as illustrated in Fig. 2.2. On 

the other hand, for an insulator, the band gap is as large as several 

electronvolts. For example, the band gap of silicon dioxide is 8eV. 

Meanwhile, the band gaps of semiconductors fall in between those of 

insulators and conductors.
The chemical bonding theory interprets this from another per

spective. In a solid, atoms are chemically bonded to each other.
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(a) single-atom solid: each 
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two electrons
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two to accommodate four 
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(c) //-atom solid: each energy 

level is widened into a 

continuous band to 

accommodate 2N electrons

Fig. 2.1. Split of energy level as the number of atoms increases.
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Fig. 2.2. Band diagrams of various materials.

Silicon or germanium has four valence electrons. When the atoms are 

chemically bonded, they form covalent bonds; each bond requires two 

electrons and is formed with one electron from each atom. No free 

electrons are available to conduct electric current until some of the 

bonds are broken by external forces. Each dissociated covalent bond 

generates two free electrons, which are subject to external electrical 

fields that force the electrons to move around and conduct current.

The amount of energy that is required to break a chemical bond 

is called bond dissociation energy. The band gap energy corresponds
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to the bond dissociation energy. The electrons resulting from the 

broken bonds can randomly move away from their original loca

tions, leaving a vacancy, or a hole. As the electron moves from one 

vacancy to another, the hole moves in exactly the opposite direction. 

Each broken bond generates electron-hole pairs, and the concentra

tion of electrons equals the concentration of holes in an intrinsic 

semiconductor material. The concentration is called the intrinsic 

carrier concentration:

Tig = Tip = rii. (2.2)

Prom the above discussion, it is apparent that щ is a function of 

temperature and the band gap, as shown in Fig. 2.3. At the same 

temperature, a material that has a smaller band gap tends to have a 

higher intrinsic carrier concentration. The intrinsic carrier concentra

tion of a material increases when the temperatures increase. Because

vt ■*

Fig. 2.3. The relationship between the intrinsic carrier concentration (n»), tem

perature (T), and band gaps (E ).



42 Semiconductor Manufacturing Technology

the lattice vibration is more rigorous at higher temperatures, the 

covalent bonds have a higher probability of breaking.

2.1.2. Doping of a sem iconductor elem ent
Doping is the process of adding foreign atoms to a semiconductor 

material. The foreign atoms are called dopants in the doping process. 

The most commonly used dopants are those elements in columns III 

and V of the periodic table. In a silicon crystal, each silicon atom 

has four valence electrons; it forms covalent bonds with its neighbor

ing silicon atoms, as shown in Fig. 2.4. When the dopants are added 

into the crystal lattice, they take the place of silicon atoms at the 

crystal lattice site and are also covalently bonded to the neighbor

ing silicon atoms. If the dopant has five valence electrons, such as P, 

As, or Sb, after forming the covalent bonding, there is one unbonded 

electron. This electron, when subjected to an external electrical field, 

becomes a charge carrier and conducts current. On the other hand, 

if the dopant happens to be Ga, B, or In, which have three valence 

electrons, it lacks one electron to form four covalent bonds with its 

neighboring silicon atoms. As a result, one vacancy (hole) is left, 

which can be easily filled by the neighboring moving electrons. In a

• S i !  s\l Si 
• • • • • •

* Si I Si I Si 
• • • • ••
S i:  S i:  Si 
• • •

Intrinsic

Si у  ^  " S
Si: f* г si s i: "в : Si

Si Si

/i-type p-t ype

Fig. 2.4. A silicon atom forms covalent bonds with its neighboring silicon 

atoms. When doped with P, one electron is left unbounded; with B, one extra 

hole is formed.
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silicon crystal, the motions of electrons and holes are equal and in 

opposite directions, and therefore the holes can be considered as pos

itive charge carriers. Elements in column V of the periodic table are 

called n-type dopants or donors as they provide extra electrons when 

doped into silicon. On the other hand, elements in column III are 

called p-type dopants or acceptors when doped into silicon as they 

provide extra holes.

The extra electrons and holes resulting from the addition of 

dopants can be easily removed. At room temperature, the crystal 

lattice vibration energy is large enough to allow a complete ioniza

tion of these dopant atoms. In other words,

In both cases, n and p are much larger than n*, which is the 

intrinsic carrier concentration. For complete ionization, all donor 

dopants become positive ions after they provide the extra electrons; 

the acceptor dopants become negative ions. Considering space charge 

neutrality,

TVd = donor-type dopant concentration 

= concentration of electrons = n ,

Na = acceptor-type dopant concentration 

= concentration of holes = p .

q(p + JVD - n - Na) = 0, 

i.e., p - n = NA - Nd .

From the analysis of quantum mechanics, it indicates that

(2.3)

np = щщ .

Therefore the following can be derived:

(2.4)

if Nd — N a щ , then n = iVD - Na ■ 

The corresponding hole concentration is

(2.5)

(2.6)
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Example 2.1.

Silicon is doped with 1016 As atoms/cm3; find the concentrations of 

the electrons and holes.

Solution

Assuming complete ionization, n = N& =  1016 cm-3 and p = nf/n = 

(1.45 x 1010)2/1016 = 2.1 x 104 cm"3.

2.1.3. M obility
There are three major driving forces that cause electrons to move 

from one location to another in a solid, as shown in Fig. 2.5. One of 

them is the diffusion flux due to nonuniformity of the electron distri

bution; electrons flow from high to low concentration areas. The flux 

is proportional to the concentration gradient. The other two major 

driving forces, random thermal motion and drifting, occur regard

less of the uniformity of the electron distribution. Random thermal 

motion provides no net current flow over a long period of time. The

electron

density

(a)

t
i f- ,/

(b) (c)

Fig. 2.5. Driving forces for electron flow in a solid, (a) Diffusion due to 

nonuniform spatial distribution of electrons; (b) random thermal motion; and

(c) drifting due to external electrical field.
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drifting component is due to an external electrical field. Under the 

electrical field, E , the acceleration of an electron can be expressed as

and me is the mass of the electron.

Along the direction of the movement, electrons can be scattered 

either by impurity ions or by a crystal lattice. On each scattering, 

electron velocity is reset to zero and reaccelerated. Imagine when the 

time interval between two consecutive collisions is £соц: the average 

velocity, Vdrift, is

The mobility, /i, is the average drifting velocity of an electron at 

unit electrical field. Owing to impurity ion collision and crystal lat

tice scattering, the carrier’s mobility decreases with total dopant 

concentration. Furthermore, Fig. 2.6 shows that at low temperatures, 

the mobility varies according to the dopant’s concentration. Above 

room temperature, the mobility decreases with higher temperatures, 

and the dopant’s concentration dependency tends to diminish. This is 

because at low temperatures, the impurity ion scattering dominates, 

while at high temperatures, the crystal lattice scattering tends to 

take over.

2.1.4. Resistivity

Considering a conducting bar with an electron density of n, and with 

an applied voltage of V, the current flow in this conductor can be 

expressed as

qE
(2.7)

where a is the acceleration of the electron, Ё  is the electrical field,

(2.8)

Current flow, I  = qnVfayfrA. (2.9)

With Eq. (2.8), one can derive

Resistivity, p = --
qfin

(2.10)
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T ------------ ►

Fig. 2.6. At low temperatures, mobility depends on dopant concentrations, 

while at high temperatures, it is dominated by lattice scattering.

It shows that the resistivity of an n-doped or p-doped silicon 

decreases, as the n-type or p-type dopant concentrations increase, 

respectively. It can also be derived that when p- and n-type dopants 

coexist in a silicon material, the resistivity of the material equals

<?(/xnn + /xpp) '

The mobility is a function of total impurity concentration.

Example 2.2.

At 300 K, a silicon material is doped with 1.3 x 1016P/cm3 and 

1016 B/cm3.

Find, (a) the equilibrium concentration of the electrons and holes

(b) the mobility of the electrons and holes

(c) the resistivity of the doped material.
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Solution

Assuming full ionization, Na >  Nn, which gives a p-type silicon,

(a) the concentration of the holes in silicon = p = (1.3 — 1.0) x 

1016 = 3 x 1015 cm-3 and the concentration of the electrons = 

n = nf/p = (1.45 x 1010)2/ (3 x 1015) = 7 x 1014cm-3

(b) for total impurity concentration of 2.3 x 1016 cm-3, one can find 

in reference literature (e.g., Grove, 1967) that the mobility of 

the electrons and holes are 9.5 x 102 and 3.5 x 102cm2/Vs, 

respectively

(c) therefore, the resistivity of the doped silicon is

_  1 

P q(nnn + fj.pp)

1

~ 1.6 x 10-19(7 x 1014 x 950 + 3 x 1015 x 350)

= 3.65 П ет .

2.2. Resistors

In semiconductor processing, resistors can be formed by doping a 

deposited thin film or silicon substrate. The doping can be achieved 

either by an ion implantation or by dopant diffusion, and it is often 

accomplished in a selective manner. In particular, the silicon area 

intended to be doped is defined by a mask, which could be either 

silicon dioxide or silicon nitride. The mask can block the diffusing 

atoms or the implanting ions. As discussed earlier, the resistivity of 

a doped silicon equals

j  =  q( l ip( x )p (x )  +  ц п ( х ) п ( х ) ) .  (2.12)

Owing to the nature of the diffusion process, which will be discussed 

later, the dopant concentration in the silicon substrate is not uniform; 

instead, it is a function of the depth. The mobility is a function of 

the dopant concentration, and therefore the conductance of a diffused
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substrate side view

Fig. 2.7. Schematic of a diffused resistor.

U = R =
/ q(fxp(x)P(x) + fin{x)n(x))wdx/L, 

Jo
(2.13)

resistor, as shown in Fig. 2.7, can be expressed as

1 A_ rd 

~pL

where d is the depth and w is the width of the dopant profile. This 

value can be evaluated by numerical integration, or to approximate, 

one can take the bulk-averaged dopant concentration and mobility. 

Consequently, Eq. (2.13) becomes

1
U = q{fjLpp + Д nn)w/L = R . 

In other words, the total resistance of the resistor is,

Rs
R =

□ *

(2.14)

(2.15)

in which □ is the number of squares determined by circuit design (as 

shown in Fig. 2.8), while Rs is the resistance per square, determined 

by diffusion process. It includes temperature, time, and dopant con

centration at the surface, as will be discussed later.

The other resistor type is formed by a thin film deposition via 

chemical vapor deposition. An example of this is the polysilicon resis

tor. Such an application is often observed in the static random access 

memory (SRAM) manufacturing process, in which the polyload is 

formed by about 550 A of polysilicon deposition at temperatures
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Fig. 2 .8. The number of equivalent squares for a diffused resistor.

ranging between 600°С and 800°С. This is followed by an implanta
tion process, using phosphorous, arsenic, or boron. After the implan
tation process, an annealing process is often required to activate the 
implanted dopants so that the desired resistances can be reached. 
The resistance is determined by choosing an appropriate implant 
dosage, annealing temperature, and resistor length. Figure 2.9 shows 
a typical polysilicon resistor. Both ends are heavily implanted with 
n-type dopants to achieve a good electrical connection with other

Polyload implant

Highly conductive connector implant 

Fig. 2 .9. A low-dosage polyload implant.
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parts of the circuit. The lightly doped area between the heavily 
implanted areas is called the resistor load region. Typically, with 
a resistor length of 1.2 д т  without any implant, the resistance value 
is about 5ТГ2; meanwhile, with 1.0 x 1013 As/cm3 implant dosage, 
the resistance value is about 10 GO.

2.3. The pn Junctions

The pn junctions exist almost everywhere in a MOS circuit. When
ever n-type dopants are introduced into a p-type substrate, or vice 
versa, a junction is formed, as demonstrated in Fig. 2.10. By taking 
a closer look at the area near the junction, one can see that on one 
side, there is an n-type substrate, rich in electrons (the majority car
riers); on the other side, there is a p-type substrate full of holes (the 
majority carriers). At the junction, electrons in the n-type substrate, 
and the holes in the p-type substrate, tend to swiftly combine, caus
ing the junction region to be deficient in carriers. This area is called 
the depletion region, as shown in Fig. 2.11. The n-type dopants in

N-dopants

L . 1 1
n

P-Sub

Fig. 2 .10 . A pn junction.

holes

° o* о® о 8P ®o®o°
rO О О О О p_subо о о о о Pbub
© © © © ©
©  © © © Q N‘Sub
• •• •• •••/•••* ----- electrons

Fig. 2 .11 . The depletion region.
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the n-type substrate near the depletion region become positive ions 
after losing electrons to the combination; on the other hand, the p- 
type dopants in the p-type region near the junction become negative 
ions after losing holes to the combination. The array of positive to 
negative ions in the depletion region hence builds up an electrical 
field across the region. The electrical field increases when more and 
more carriers flow to this region and recombine. An equilibrium state 
is finally achieved when the majority of the carrier flow is nearly 
stopped by the built-up field. On the other hand, for the minor
ity carriers, holes in the n-type region have to overcome the barrier 
(repulsion of the positive ions) to flow into the depletion region; once 
they get into the region, they are swept across to the p-type region. 
This constitutes a minority carrier current. In contrast, the minority 
carriers, electrons in the p-type region, flow in the opposite direc
tion. At equilibrium, the carriers’ flows are equal and in opposite 
directions, namely, there is no net current flow.

Imagine that the dopant concentration in the p-type substrate 
is Na and the dopant concentration in the n-type region is Nd- We 
also know that each recombination requires one electron and one 
hole; therefore, at equilibrium, it is clear that the higher dopant 
concentration substrate would have thinner depletion width, that is,

X ANA =  X dNd. (2.16)

Applying a reverse bias, as shown in Fig. 2.12, meaning applying a 
positive voltage to the n-type substrate with respect to the p-type 
substrate, causes the depletion width to increase because the major
ity of the carriers are attracted to the electrodes, and therefore more 
ionized dopants are observed. In contrast, by applying a forward bias, 
the depletion width decreases.

Fig. 2 .12. A reverse bias across a junction.
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I

Fig. 2 .13. I -V  characteristics of a pn junction.

The reason for this is that the majority carriers gain more energy 
from the electrodes to cross the built-in junction barrier; therefore 
a large forward bias current is observed. Figure 2.13 shows the / — V 
characteristics of a pn junction.

At a constant temperature, the forward-to-reverse bias current 
ratio increases dramatically with the applied bias voltage. On the 
other hand, the ratio decreases with increasing temperature, namely, 
the off state deteriorates at higher temperatures. In circuit operation, 
to achieve a good on-off control, the forward-to-reverse bias current 
ratio should be larger than 103.

As one increases the reverse bias voltage, the depletion and the 
maximum electrical field, located at the pn interface, increase. If 
the increase continues, it will reach a point where the reverse cur
rent starts to increase rapidly. This voltage value is called junc
tion breakdown. Junction breakdown voltage decreases with dopant 
concentration.

2.4. Capacitors

Capacitors are seen almost everywhere in an integrated circuit. 
Whenever two conducting lines or plates are separated by an 
insulator, a capacitor is formed. Capacitors can be built for cer
tain purposes, such as the capacitors for dynamic random access 
memory (DRAM) or for analog devices. Capacitors such as junction
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depletion regions or two metal lines separated by a dielectric are 
generally considered parasitic capacitors.

Capacitors play key roles in DRAM cell operation. DRAM uses 
a capacitor to store the charges (the written messages). Owing to 
various leakage paths in the circuit, the stored charges need to be 
refreshed after a certain period of time. To have long refresh cycle 
times, the capacitor areas (values) have to be large enough to hold up 
the stored charges until the next refreshing signal comes in. Unfor
tunately, the DRAM cell area is largely determined by the capacitor 
area; to make the DRAM cell small, the capacitor area has to be kept 
small as well. As a result, three-dimensional capacitor structures are 
preferred. Figure 2.14 shows a stacked capacitor for DRAM appli
cations. These capacitors can often achieve capacitances of larger 
than 35 fF/cell, for 0.25-/Ш1 manufacturing technology. Analog cir
cuits often require a large capacitor to fulfill their signaling character
istics. Figure 2.15 shows a polyplate capacitor for an analog device.

A pair of conducting lines, such as polysilicon interconnects, 
or metal lines constitute a parasitic capacitor. As demonstrated in 
Fig. 2.16, a parasitic capacitor consists of parallel conducting lines.
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Fig. 2 .16 . The parasitic capacitors formed by neighboring conducting lines.

The capacitor between the conducting lines of the same level (Ci), 
or of different levels (C2), can be expressed as

^  Lh Ci =  ке—
(2.17)

Lw
=  K£1 T '

Clearly, as technology shrinks, the conducting line spaces (5 
and # ) ,  widths (tu), and thicknesses (Я ) also shrink. Therefore the 
parasitic capacitance and the conducting line resistance increase; so 
does the RC delay.
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2.5. The MOS Transistor

The MOS transistors are commonly used as switches in an integrated 
circuit. The switches on and off correspond to true and false, respec
tively, in Boolean algebra. A MOS transistor, as shown in Fig. 2.17, 
consists of two heavily doped n-b regions on a p-type substrate. The 
two n+ regions are separated by a distance corresponding to the 
polysilicon gate length. An insulator (a thin oxide) exists between 
the doped polysilicon gate and the p-type substrate. Such configu
ration as shown in Fig. 2.17 is called NMOS. By using the opposite 
polarity of each portion, a PMOS can be obtained. The operational 
difference lies in the fact that electrons act as the majority carriers 
in an NMOS, while holes act as the majority carriers in a PMOS.

Normally, to operate the MOS transistor, voltages need to be 
applied to the gate, the source, and the drain terminals. For NMOS, 
the grounded end is the source, and the other end is the drain, which 
is often connected to a voltage, V^. The gate terminal is set at 
the gate voltage, Vg. Let us suppose that the source and drain are 
grounded, and Vg is set at a certain positive voltage, Vg. The deple
tion regions are formed at the junctions. The area under the gate 
is also depleted, as positive holes are expelled away from the silicon 
surface. The three depleted regions, which lack majority carriers, are 
connected together and form an isolation that separates the bulk sil
icon from the device itself electrically. If Vg is further increased to an 
even more positive voltage (greater than a threshold voltage, Vi), lots 
of electrons will be attracted toward the silicon surface to form an 
inverted channel. The inverted channel will be able to conduct elec
trons from source to drain, if the drain is raised to a positive voltage 
as well. As the drain voltage is increased, the depletion width widens

I = r

J I
P-Sub

Polygate

Fig. 2 .17. An NMOS transistor.
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Fig. 2 .18 . A typical I - V  curve of NMOS.

at the drain side, and the conducting channel tends to shrink at the 
drain, as long as Vd <  Vg -  Vt. When Vd =  Vg -  Vu the conducting 
channel starts to pinch off at the drain. The pinch-off point is shifted 
to the left as Vd increases. Under such circumstances, the current 
flows from the source toward the pinch-off point and then is swept 
across the drain depletion region to the drain.

Figure 2.18 illustrates a typical current-voltage curve of a MOS 
transistor. At a constant Vg, the channel current increases linearly 
with Vd, until a pinch-off point is formed at the drain; this region 
is called the linear or resistive region. Afterward, the channel cur
rent levels off, regardless of the increase in Vd. This region is iden
tified as the saturation region. On the other hand, if the Vd is held 
constant, while Vg is increased, the channel current will increase. This 
is because the channel becomes deeper at high Vg, allowing for more 
electrons to go through.

In the resistive region, the channel current, / ,  can be expressed as

I  =  P [(Vg -  VT)VD -  Vjj/2] , (2.18)

where /3 =  Сд(1У/Ь), С is the gate capacitance per unit area between 
the gate and the silicon surface, and \x is the mobility of electrons in 
the conducting channel.
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Fig. 2 .19. The device window is defined by the difference between the gate 
length that gives the target transistor current and that at the IQfc cliff point.

When Vq — Vt =  Vd , the channel reaches the saturation region, 
and Eq. (2.21) is reduced to

I =  (3(VG - V r )2/2 .  (2.19)

For a device to have good manufacturability, the device window has 
to be larger than the polysilicon gate dimension control. The device 
window is defined as the region between “a” and “6” , as shown in 
Fig. 2.19. Namely, within this gate length range, the off current is 
constant. In addition, as the gate length decreases to a certain value, 
the threshold voltage of the device drops off significantly, or the 
device off current increases significantly, due to the short channel 
effect. This means that with the same gate voltage, the transistor 
with a shorter gate length will start to leak; that is, the transistor 
cannot be turned off when it is supposed to be turned off. This causes 
the whole chip to malfunction. For example, during a 0.25 /̂xm chip 
manufacturing, if the device window is 0.02/zm, meaning that the 
shortest tolerable gate length is 0.23 /zm in terms of short channel 
effect, then the gate dimension control has to be better than 0.25 fim 
±  0.02 /xm (3a) to have the whole chip functioning properly. It can be 
observed that as the technology advances, the device window shrinks, 
and the gate dimension control becomes more and more difficult. For 
0.1-/zm technology, there is hardly any device window left, as defined
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traditionally. Therefore the gate dirrieiiHJon control is extremely crit
ical for wafer yield.

2.6. Integrated Circuits

With the introduction of various building blocks for constructing an 
integrated circuit (1C) in the preceding sections, we are now ready 
to explore different ICs and their building blocks. In general, all ICs 
can be categorized into two broad groups: digital circuits and analog 
circuits. While most computers employ digital concepts, converting 
all the information into two states, 0 or 1, the operation of an ana
log circuit is closer to human nature. An analog circuit gathers and 
conveys information continuously. The two operation natures can be 
clearly differentiated by looking at two types of light switches. One is 
a digital light switch, which turns the light either on or off. The other 
light switch (the analog type) can manipulate the light brightness by 
varying the voltage applied to the light bulb. In terms of design, one 
of the major differences between digital and analog circuits is that 
the latter uses capacitors and resistors more extensively than the 
former. There is a wide spectrum of digital circuits, including logic, 
memories, and microprocessors.

In terms of similarity in manufacturing characteristics, process 
technologies are divided into logic and memory products. Logic cir
cuits include application-specific IC (ASIC), analog, and micropro
cessor chips; the memory circuits include a broad range of memory 
products such as DRAM, SRAM, and various types of nonvolatile 
memories.

ASIC consists of logic gates that are designed to fit a specific 
purpose, for example, the music chip embedded in a Christmas card 
or in a baby doll. Analog chips are applied in situations where con
tinuous, instead of discrete, information is needed. The microproces
sor, or central processor unit (CPU), is the brain of all computers. 
It manipulates and conveys information and, if necessary, stores the 
information. It also makes decisions and issues instructions to related 
functional parts of a circuit. Over the last 18 years, CPU has almost 
become an acronym for Intel, which invented the first single-chip
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CPU, 8080, in 1974; this CPU contains 6000 MOS transistors. 
Since then, Intel has dominated the CPU market. In the year 2000, 
Pentium 4 made its debut with 42 million MOS transistors on a 
single chip.

Memory products are used for data storage in a computer sys
tem. Prevailing memories in the market include SRAM, DRAM, 
and nonvolatile memory (NVM). Each distinguishes itself by its own 
unique way of storing information. Random access memory (RAM) 
means that the access to a specific part of the information does 
not have to be accomplished in a sequential manner, as is the case 
in a conventional magnetic tape. As long as the column and row 
addresses are identified in the RAM, the information to be written 
or read can be accessed accordingly. Volatility is the term used to 
broadly categorize memory products. If the stored information in a 
memory circuit remains after the power is turned off, it is called a 
NVM such as erasable programmable read only memory (EPROM) 
or ROM. On the other hand, if the stored information goes away 
with the power, it is called a volatile memory, such as SRAM or 
DRAM. NVMs can be used in situations where the stored informa
tion must be retained when the power goes off. Such applications 
as computer rebooting systems, peripheral configuration and setup, 
or music toys all need NVMs. DRAM is often used in a large mem
ory system such as computers’ main memory. Compared with other 
memories, DRAM provides a cost advantage as it is produced on a 
very large scale worldwide. SRAM, on the other hand, is used when 
a memory system requires fast speed and low standby power, such 
as for the memory for a PC or PDA.

SRAM stores data with a six-transistor flip-flop, as indicated 
in Fig. 2.20. The six transistors include two PMOS load connected 
(Li and L2 to Vdd) and two NMOS pull-down (Pi and P2), connected 
to ground. When writing, the two bit-line transistors, Bi and B2 , are 
charged at high and low settings, respectively; while turning on both 
word-line transistors, Wi and W 2, the states of Ci and C2 are set 
accordingly. By doing so, it gives the memory cell the state 1, and 
the opposite operation gives the 0 state. This information is firmly 
latched by the flip-flop circuit. During reading, the cell address is
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BL VDD BL

selected by row and column decoders that address the specific row 
and column, or the cell location. The word-line transistors Wi and

are turned on.
Bit-lines, В and B, are precharged to high states. Reading “1” 

causes a current flow through W 2 and C2 . It results in a difference in 
voltages between the two bit-lines. The resulting differential voltage 
is then amplified by a sense amplifier to determine whether the cell 
is at state 1 or 0.

DRAM has a simpler cell structure and therefore smaller cell 
sizes than SRAM. As shown in Fig. 2.21, it consists of an NMOS 
word-line transistor and a capacitor. The logic state of the stored 
data is determined by the amount of charges in the capacitor. Writ
ing data into a cell, the column and row addresses select a specific 
cell and turn on the NMOS word-line transistor so that the volt
age in bit-line can be charged onto the capacitor. In reading “1,” 
the NMOS word-line transistor is on, and the current flows toward 
the bit-line. The voltage is then compared to a reference level to 
distinguish state 1 from state 0. The data or charges stored in the 
capacitors may leak through various paths such as junction leakage
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Capacitor

Fig. 2 .2 1 . A typical DRAM cell.

or device subthreshold leakage. As a result, the state 1 stored in the 
capacitor may decay to a weak 1 and then to 0. Therefore the stored 
charges need to be refreshed periodically. Furthermore, one can com
pensate for the leakages, and therefore avoid data loss, by enlarging 
the cell capacitances. However, this would increase the DRAM cell 
size and contradict the cost advantages of using DRAM.

An EPROM cell is a single-transistor cell with a stacked gate, 
as shown in Fig. 2.22. The upper gate is the control gate, while 
the lower gate is the floating gate. During writing, the drain and 
control gates are raised to high voltages, around 18-20 V. The high 
drain voltage creates a significant electrical field that generates high- 
energy electrons. They are attracted by the control gate to inject ion 
through silicon oxide toward the floating gate, which is completely 
surrounded by silicon oxide. Once the electrons are collected into the 
floating gate, they are trapped there. As the number of electrons 
reaches a certain level, they will saturate and repel further electrons 
from coming into the floating gate. The floating charges resulting 
from the above cause the threshold voltage of the NMOS transistor to 
shift toward the positive direction by about 5-10 V. During reading, 
both the gate and drain are connected to 5 V; the written cell does 
not give a transistor current, while the unwritten cell does. This 
distinguishes the 1 from 0 in a cell.
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Fig. 2 .22 . An EPROM cell.

Recently, there has been more and more interest in making 
embedded chips in which a chip includes logic circuits and memory 
arrays, or even analog circuits. One can observe that as technology 
continues to shrink, more functional blocks can be integrated into 
one single chip, driving the size smaller and the cost lower.



Chapter 3 

THERMAL OXIDATION

Wafer manufacturing normally starts out with a thermal oxidation, 
followed by a device isolation process. Thermal oxidation is the mod
ule that makes the so-called silicon planar process possible. The first 
section provides an overview of oxidation approaches, chemicals used, 
and oxidation systems. It is then followed by an explanation of oxi
dation modeling to gain additional insight into the species transport 
mechanism during oxidation. Such important applications of oxida
tion in field isolation as well as gate oxides will be explained in detail. 
The last section is devoted to illustrating different preoxidation clean
ing approaches that play critical roles in determining the quality of 
the resulting oxide.

3.1. Introduction

Thermal oxidation is a process that employs oxidants to oxidize a bare 
silicon surface to silicon dioxide at elevated temperatures. Silicon diox
ide is an excellent insulator, with a resistivity larger than 1016 Г2 cm. 
While it is not soluble in water, it readily dissolves in HF solutions. 
Although silicon oxide films can be formed with chemical vapor depo
sition (CVD) or thermal oxidation, thermal oxidation of bare silicon 
provides the best oxide quality in terms of purity, density, and insula
tion. However, thermal oxidation has some application limitations. It 
requires the presence of a silicon surface, and it must be conducted at 
relatively high temperatures, that is, higher than 800°C.

Thermal oxidation can be used for various purposes in device 
manufacturing flow. First, thermal oxidation has been the only

63
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reliable method of growing the gate oxide for a transistor. The tran
sistor current is inversely proportional to the gate oxide thickness. 
Furthermore, the quality of the gate oxide dictates the quality of the 
device and therefore the quality of a product chip. Second, thermal 
oxidation has been used to form a stress buffer between the nitride 
and the silicon for field oxidation. Third, thermal oxidation has been 
used as the only approach for field oxide (FOX) formation. Fourth, 
thermal oxidation has been used as a means of removing a damaged 
layer on the silicon surface. For example, after the field oxidation, the 
nitride and oxide dual layers are stripped, and the underlying silicon 
surface might have been damaged due to the excessive stress resulting 
from nitride bending. The damaged silicon surface is oxidized first; 
this process is called sacrificial oxidation. It is then wet-etched to 
remove the damaged layer on the surface. Finally, thermal oxidation 
is conducted on the silicon surface to form a masking layer to block 
dopant ion implants or dopant diffusion. The oxide bulk can mechan
ically trap the implanting ions and slow down the dopant diffusion.

Thermal oxidation can be conducted in a dry or wet ambient, 
with oxygen and water, respectively:

Si +  O2 — * Si02
Si +  2H20  — > Si02 +  2H2 .

Dry oxidation provides a better quality thermal oxide, but it also has 
a slower oxidation rate than wet oxidation. In general, when an oxide 
layer has an influence on the final device structure, or has intimate 
contact with the device silicon surface, or the required thickness is 
too thin to have good control in a wet ambient, it will be grown with 
a dry oxidation method. For example, gate oxides and pad oxides are 
formed using the dry oxidation method, while FOXs and sacrificial 
oxides are grown using wet oxidation. Furthermore, an oxidation pro
cedure can be designed with the two oxidation approaches to achieve 
a specific purpose. For example, a dry-wet-dry oxidation method has 
been used in growing thick field isolation oxide to achieve good oxide 
quality at the interface with the silicon surface and fast throughput 
for the majority of the bulk oxide. Oxidation can also be conducted
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in a high-pressure ambient. The oxidation rate increases with the 
partial pressure of the oxidant. However, high-pressure oxidation has 
never been popular in device manufacturing. One reason for this is 
that the oxidation seldom becomes a bottleneck for a device manu
facturing flow. Also, the high-pressure systems are hard to control in 
case of leakage. Remember that almost all of the systems that oper
ate in semiconductor fabrication are under high vacuum. Should any 
leakage occur, the processing gases (noxious or non-noxious) will not 
leak out to ambient and harm people. Finally, having a high-pressure 
system could be very dangerous as it can explode if anything goes 
wrong.

Some additive gases can be added to improve the oxide qual
ity; for example, gate oxide is often grown with chlorine, which is 
added during the oxidation process. Chlorine can getter the mobile 
ions, and therefore reduce the trapped mobile ions, such as sodium 
or potassium, in the interstitial sites. It can also bind with the dan
gling silicon bonds at the silicon-silicon oxide interface, and thereby 
reduce the interface state charges. Chlorine can be introduced by 
adding hydrogen chloride (HCl), tri-chloro ethylene (TCE), or tri- 
chloro ethane (TCA) to the oxidation process. The added chlorine 
increases the oxidation rates. However, excessive incorporation of 
chlorine in the grown oxide may degrade the oxide quality and device 
stability.

Oxidation is often conducted in a furnace, as illustrated in 
Fig. 3.1. The furnace is equipped with a few elements, such as the 
heating chamber, the quartz tube, the quartz boat, and the gas deliv
ery system. Wafers are placed on a quartz boat with a narrow spacing 
between them, as dictated by the process design, to insure a uniform 
film growth across the furnace. The quartz tube forms the process 
chamber, which also separates the wafers from the heating elements. 
The resistive heating coils are placed around the quartz tube. In this 
arrangement, the throughput of the process depends on the length of 
the tube and the wafer spacing. The wafer spacing is critical as it has 
to be large enough to allow enough oxidants to be transported into 
the spacing to achieve uniform film thickness across the wafer. On the 
contrary, it is intended to be small to increase the throughput. The
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resistive heater

Fig. 3 .1 . A typical furnace system, used for oxidation.

quartz tube cannot be too long since normal processes demand high 
temperatures of up to 1150°C without sagging. In general, the size 
varies with different designs. Normally, the tube is about 2 m long, 
and the wafer spacing is about a few millimeters apart. The chamber 
is heated with a resistive heating system. The temperature profile in 
a furnace is divided into three zones: the ramping up, the flat, and 
the ramping down zones. The purpose is to prevent wafer damage 
due to abrupt temperature changes, which can lead to low yields. 
The gas delivery system consists of a few components. The gas tanks 
are usually installed in a safe gas cabinet, at some distance away 
from the furnace system. The regulators and control valve monitors 
can be used to adjust the gas pressure as it travels into the process 
chamber; mass flow controllers control the mass flow rates.

During wet oxidation, water is delivered by bubbling nitrogen 
through a water tank to bring out the water vapor, as shown in 
Fig. 3.2. To achieve a more accurate control on the water flow rates, 
a pyrogenic steam system is often used. Hydrogen and oxygen are 
introduced with a mole ratio of slightly less than 2:1 at the furnace’s 
entrance. At around 400°С, with oxygen, hydrogen bursts into the 
water vapor. During operation, a batch of wafers (around 100-200) 
can be placed on a quartz boat either manually or automatically 
by using a robot arm from wafer boxes. Normally, a few dummy
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wafers are placed at the front and rear ends of the quartz boat in 
an attempt to avoid the nonuniform film thicknesses due to entrance 
and exit effects. After the wafers are loaded on the quartz boat, the 
boats are slowly pushed into the furnace. It takes about 60-90 min to 
complete the wafer loading. As the wafers move in, they experience a 
gradual temperature rise in lieu of a temperature shock, which leads 
to high wafer stresses, and therefore the wafers warp or break. The 
same approach is applied to the wafer unloading when the process 
is completed. During the process, the required time depends on the 
final oxide thickness. Roughly 125 A of gate oxide takes about 30 min 
at 900°C and about 120 min for loading and unloading.

As the wafer diameter increases, it becomes more and more dif
ficult to sustain a uniform temperature and oxidant concentration 
profiles across the wafer due to gravity in a horizontal furnace. A 
vertical furnace, as illustrated in Fig. 3.3, can solve these issues. A 
vertical furnace is very much the same as a horizontal furnace, except 
that the system stands upright, and therefore the gas flows upward. 
The gravity slows down the gas flow, but the flow uniformity is bet
ter along the wafer perimeter. The result is better uniformity of heat 
and mass transfer across the wafer diameter, and therefore a better 
film thickness uniformity can be obtained. For 8-in and 12-in wafer 
production, the vertical furnaces have gained much popularity.
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Fig. 3 .3 . A vertical furnace system.

3.2. Oxidation Mechanism and Modeling

During the silicon oxidation process, the oxidants have to reach the 
silicon surface to initiate the oxidation reactions. As the oxidation 
proceeds, more and more oxide is built up. The oxidants then have 
to diffuse through the bulk of the oxide to reach the silicon surface. 
The oxide bulk acts as a diffusion barrier for the oxidants’ diffusion. 
Therefore, as time increases, the oxidation slows down, as illustrated 
in Fig. 3.4. In the case of pure silicon, one silicon atom is tetra- 
hedrally bonded to four neighboring silicon atoms. Once converted 
to silicon dioxide, the structure survives, but the four corner silicon 
atoms are replaced with bridging oxygen atoms. As the oxidation pro
ceeds, the newly formed silicon dioxide at the silicon oxide interface 
tends to push out the previously formed silicon dioxide. Furthermore, 
the number of molecules per unit volume for silicon is 5 x 1022, and 
for silicon dioxide it is 2.2 x 1022. As shown in Fig. 3.5, the volume 
expands after oxidation. As a result, the formed oxide film contin
uously experiences a compressive stress. As long as the oxidation 
process continues, this push and expand mechanism results in bond 
breakages, and hence an amorphous silicon oxide film is formed. Some



Thermal Oxidation 69

at t= 0

Si

at t=t

diffusion the grown oxide bulk

Si

Fig. 3 .4 . Oxidants diffuse through oxide bulk, reaching the silicon surface, 
where oxidation takes place.

Si

original silicon surface

Si

Fig. 3 .5 . Volume expands as oxidation proceeds.

stress can be relaxed via viscous flow of silicon dioxide at 960° С and 
above.

3.2.1. Macroscopic modeling

In a semiconductor manufacturing line, engineers are often required 
to estimate the time needed for a desired oxide thickness. For this, 
modeling work is essential. Assuming that at any instant in time, t, 
the oxide thickness formed is xq, as indicated in Fig. 3.6, and con
sidering the oxide bulk, the one-dimensional governing equation for 
the oxidant diffusion can be described as

d 2C
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Co

F ig. 3.6. A linear concentration profile of oxidant is assumed across the silicon 
oxide bulk.

With boundary conditions, С =  Co at x =  xq and С =  Cs at 
x =  0 , where Co and Cs are the concentrations of the oxidant at the 
oxide surface and the silicon-silicon dioxide interface, respectively. 
The solution to Eq. (3.1) is

c  =  (C0 -  Cs)x +  (3.2)
Xo

The deposition flux equals the diffusion flux, evaluated at the silicon 
surface:

F  =  D ^  = D (C 0 - C s)/x0 . (3.3)
OX ж=0

Now, two scenarios can be discussed here.

3.2.1.1. Case 1

Assume that the surface oxidation rate is very fast such that the 
oxidants are consumed on reaching the silicon surface; in other 
words, C =  Cs =  0 a t : r  =  0. This scenario corresponds to the 
oxidation via a thick oxide, where the oxidation rate is determined 
by the oxidant diffusion through oxide bulk. With Eq. (3.3), and



assuming a quasi-steady state, the following can be concluded:

<teo =  £  =  , ,  .s
dt M  M xо ’ 1 '

where M  is the number of oxidant molecules needed to form a silicon 
dioxide molecule. For example, M  equals 2.2 x 1022 cm-3 for dry 
oxidation and 2 x 2.2 x 1022 cm-3 for wet oxidation.

Integrating Eq. (3.4), one concludes that
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■*? (3.5)
2DC0 u DC0 

By grouping the constants, Eq. (3.5) can be rewritten as

t =  ax о -  (3. (3.6)

The grown oxide thickness is proportional to the square root of time. 
In other words, the oxidation rate slows down with increasing oxida
tion time.

3.2.1.2. Case 2

For a more general case, assume that at the silicon surface the reac
tion is first order with respect to the oxidant concentration:

One concludes that
dx о 
dt

F_
M

F2 =  ksCs .

DC0
M (x0 +  D/ks) 

Integrating Eq. (3.8), one obtains the following:

t =
M

-Xo +
M M rx2

X q —
2DCq" v ' ksC0 v DC0 

Grouping the constants, Eq. (3.9) leads to

xq

L +  —  Xi  2 ^  к '

T 2

В В /A
— (т +  t)  =  0 .

(3.7)

(3.8)

(3.9)

(3.10)
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The equation can now be solved for the thickness as a function of 
time. The constants can be obtained by fitting the actual growth 
rates of an oxidation system to Eqs. (3.6) or (3.10). Once the con
stants are estimated at different temperatures, they can be expressed 
in Arrhenius form, к =  /соехр(— E/kT).

The equation can then be used to predict the oxidation rates 
at different temperatures and times. Owing to the fact that there 
are assumptions made in deriving the model, some constants may 
not have exact physical meanings; instead, they are a set of fitting 
parameters. For example, the initial oxide thickness at time zero (a;*) 
is 250 A for dry oxidation and 0 A for wet oxidation.

The oxidation rates are found to be dependent on several factors. 
The silicon surface crystal orientation dictates the atomic packing 
density, and therefore it affects the oxidation rates. Wet oxidation 
provides higher oxidation rates than dry oxidation due to the more 
porous nature of the wet oxide, which facilitates oxidant diffusion. 
Addition of chlorine in the oxidation process not only improves the 
oxide quality, but also accelerates the oxidation rates. It is believed 
that the chlorine can accelerate the oxidant diffusion and catalyze the 
surface oxidation reaction. On the other hand, pressure and temper
ature affect the oxidation, as dictated by chemical reaction kinetics. 
All of these different factors affect the oxidation rates and therefore 
fit to different sets of parameters.

Figure 3.7 illustrates the growth rates versus oxidation times 
using Eq. (3.10). It can be observed that the oxidation process can 
be divided into three different regimes. The first regime occurs when 
the oxidation time is short such that

Consequently, this leads to

xo =  !  (t +  r ) .  (3.11)

In this regime, the thickness is linear with time, which indicates 
that the oxidation process is limited by the surface reaction rate.
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time
Fig. 3 .7 . An oxidation process can be divided into three different regimes.

Therefore the constant В /A  is dependent on the crystal orientation, 
with the value of (111) being larger than that of (100).

Second, for the long oxidation time when a thick oxide layer is 
built up on the silicon surface, the oxide thickness can be approxi
mated as

Xq =  V m . (3.12)

В is the parabolic rate constant. In this regime, the oxidation rate 
is limited by the oxidant diffusion through the oxide bulk.

Third, for the intermediate regime, where the oxidation rates are 
dictated nearly equally by both diffusion and oxidation,

xq =
-  A +  y/A2 +  4B(t +  r) (3.13)

The above model, Eq. (3.10), is called the Deal-Grove model. It 
applies to the normal oxidation process, and it predicts the oxide 
thickness as a function of time. However, there are a couple of cases 
for which the Deal-Grove model does not seem to work well. One 
is initial oxidation or the oxidation of ultrathin oxide, while the
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Fig. 3 .8 . The deviation between the wet oxidation data of (110) oriented Si 
and Deal-Grove model. The model tends to underestimate the oxidation rates for 
short oxidation times.

other is the geometry-dependent oxidation rate. For long wet oxi
dation times, the model fits the experimental data quite well, as 
illustrated in Fig. 3.8. However, the model significantly underesti
mates the actual growth rates in early oxidation regimes (less than 
1000 A). Similar phenomena have been observed with dry oxidation 
as well. On the other hand, if the oxidation rates of a field area versus 
the surface of a nanometer column (or a thin line), as indicated in 
Fig. 3.9, are compared, as in Fig. 3.10, it can be seen that as the oxi
dation proceeds, the core diameters of the nanometer columns shrink. 
After a certain period of time, the shrinkage seems to level off, indi
cating that the oxidation is self-limiting. The onset of the leveling 
off point seems to be temperature-dependent. The data in Fig. 3.11 
explain that the oxidation process progresses faster on surfaces with 
larger-diameter cores. This could possibly be due to the fact that on 
smaller cores, the existing oxide has to push out more for the newly 
grown oxide. This results in higher stresses, and therefore it retards 
further oxidation. This unique characteristic may be very helpful in

10nm 20 nm field area

Fig. 3 .9 . Structures of nanometer columns and field area for oxidation 
experiments.
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Fig. 3 .10. Silicon core diameter shrinks with the dry oxidation time.
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Fig. 3 .11. For a given dry oxidation time at 800°C, the grown oxide thickness 
decreases with decreasing core radius.

micromachining, in which uniform sizes of silicon lines can be grown, 
even when starting out with different sizes.

The above macroscopic model provides oxide thicknesses in terms 
of oxidation time and conditions but sheds no light on the spatial 
dependency of the oxidation rates in a furnace.
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3.2.2. Microscopic modeling

By reviewing the schematic of the oxidation furnace, shown in 
Fig. 3.1, it is apparent that the wafers stand vertically, with a narrow 
space between each other. The reactant gas mixture, composed of 
oxidant and nitrogen, flows along the annular area formed by the 
wafer edges and the reactor tube. In this region, the mass transfer 
of the reactant relies primarily on convection and partly on diffu
sion. The reactant then diffuses into the wafer-to-wafer space, driven 
mainly by the concentration gradient between the wafer edge and the 
wafer center. The concentration gradient is created by the consump
tion of the reactant during oxidation. A model can be formulated 
to describe the oxidation reactor, as shown in Fig. 3.12. A complete 
model should consist of continuity, momentum, mass, and energy bal
ance equations. However, the model can be greatly simplified with 
the following assumptions:

(a) Since the reactor temperature profile is basically flat for the 
wafers to be oxidized, as indicated previously, and assuming that 
the heat of oxidation reaction is negligible, the reactor can be 
considered isothermal.

(b) There are no homogeneous reactions; volume expansion and con
traction due to oxidation are negligible.

(c) Mass transfer due to radial convection in the annular region is 
negligible. Furthermore, the mass transfer due to convection in 
the region between wafer spacing can be ignored.

(d) The system operates at steady state (no time variation).

region II 

region I

Fig. 3 .12. Schematic of the oxidation reactor (furnace) for model formulation.
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With the above assumptions, the model reduces to

т/ас T, dC 1 d ( „дС\ d2C\
r dr z d z ~  r d r \  d r ) +  \dz2 ) '  ^ ^

where С is the oxidant concentration. The left hand side of the equa
tion represents the convective mass transfer; the right hand side rep
resents the diffusive part. Taking the average of the equation over r 
for the annular region and over г for the regions between wafers, one 
concludes the following:

(a) For the space between wafer, 

5
2 kC,

where <5 is the spacing between wafers and к is the oxidation rate con
stant as related to the gas phase oxidant concentration. The bound
ary conditions are as follows:

dC/dr =  0, at r =  0 (center of a wafer); this states the symmetry 
at the wafer center
Ci =  Сц, at r =  Rw] at the wafer edge, the oxidant concentration 
maintains continuity.

(b) For the annular flow region,

„<ЭС Я2С  1 (  „ n dC\
aF =  D +  ( "  DR” f r ) r=Rw ’ (315)

where Rt and Rw are the radius of the reactor tube and wafer, respec
tively. The associated boundary conditions are as follows:

С =  Co (at the inlet) 
dC—— =  0 (at the outlet). 
dz

These two equations form a model that describes the oxidation rate 
distribution along the axial and radial directions. The second term 
in the right-hand side of Eq. (3.15) accounts for the oxidant con
sumption due to the oxidation reaction. The model can be solved
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numerically to obtain the concentration profile and hence the oxi
dation rates along the axial direction. It can be predicted that the 
axial oxidant concentration decreases along the length of the tube 
due to the consumption of the oxidants along the way. Maintain
ing a relatively constant axial concentration is key to ensuring oxide 
film uniformity from wafer to wafer. For example, by increasing the 
inlet gas velocity on the left-hand side of the equation and bring
ing in more reactants, a more uniform film growth will be achieved. 
Increasing the wafer spacing can increase the oxidant supply to the 
wafer surface and improve the growth uniformity across the wafer 
film. In addition, the temperature profile along the axial direction 
can be adjusted to compensate for the depletion effects. In this case, 
a nonisothermal model must be used.

3.3. Isolation Technology

In silicon planar technology, a large number of devices are made on 
the same silicon surface. The isolation among the devices is essential, 
and it is made of oxide. In this section, we will introduce the three 
most used isolation technologies, local oxidation (LOCOS), poly
buffered LOCOS (PBLOCOS), and shallow trench isolation (STI). 
LOCOS or its variations have been serving the purpose quite well; 
its lifetime spans from device technology of larger than 2 д т  down to 
0.35 /zm. Beyond the 0.35-/Ш1 technology, it was gradually replaced 
by STI. In general, a successful isolation technology should satisfy 
the following requirements:

(a) It should provide good isolation among devices. Figure 3.13 
shows the parasitic devices that need to be disabled by the 
isolation.

(b) It should not create a severe topography. LOCOS, for example, 
tends to result in humps above the silicon surface, as illustrated 
in Fig. 3.14. The ensuing polysilicon gate layer must then lay 
over a topography, which leads to polysilicon necking or notching 
during patterning. A good isolation technology should create as 
little topography as possible.

(c) It should give good gate oxide quality. With an inappropriate 
nitride-to-pad oxide ratio, the underlying silicon surface may be
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Fig. 3 .13. A parasitic NMOS field device.
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Fig. 3 .14 . (a) Polysilicon across the field oxide (FOX) topograph may result in 
reflecting surfaces, (b) Polynotching or necking may result.

damaged. This could lead to poor gate oxide quality. For STI, the 
sharp top corners may degrade the gate oxide quality or device 
performance. An oxidation step is often carried out to round off 
the sharp corners, as demonstrated in Fig. 3.15.

(d) It should take as small an area as possible to increase the device 
packing density.

(e) The FOX formation should be easy to implement and control.

The field oxidation for isolation was mentioned earlier in Sec. 3.1. 
To be more specific, this isolation technique in the industry is called 
LOCOS. In the early years, it was never thought to be compatible 
for technologies below 0.8 fim, but today, it does extend beyond the

Fig. 3 .15. For STI, rounded top corners tend to produce better gate oxide 
integrity and device characteristics.
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Fig. 3 .16 . The process flow of forming field isolation.
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original expectations with slight modification. A process flow of form
ing the LOCOS is shown in Fig. 3.16, where the nitride-oxide stack is 
patterned. The wafers are then oxidized to obtain a thick oxide in the 
nonprotected area. Because the silicon volume nearly doubles after 
oxidation, the silicon nitride edge is pushed up. The oxidants diffuse 
much faster in oxide than they do in nitride; in addition, oxidants 
diffuse laterally. Therefore the oxide thickness decreases as it moves 
away from the nitride edge, as indicated in Fig. 3.17. After the field 
oxidation process, the nitride layer is first etched with an HF solution 
to remove a thin oxide from the top of the nitride, which is formed 
due to slight nitride oxidation. Then the nitride layer is removed by 
using a hot phosphoric acid bath. The HF dip removes more oxides at 
the nitride edge; this is possibly due to its high stress, which results 
in a bird’s head shape, as demonstrated in Fig. 3.16. Therefore it is 
called a bird’s beak. The bird’s beak length (BBL) is a characteristic 
of the process technology. The FOX area takes up real estate on the 
silicon surface, and it does not contribute to the active components 
of a circuit; therefore the BBL is intended to be as short as possible. 
BBL associates with the photolithography limits. For example, the 
typical design rule for 0.5-/zm technology is 1.4 /zm, with a BBL of 
0.1 /zm and 0.2 /im. The longer the BBL, the smaller the space that 
the photolithography has to resolve, as demonstrated in Table 3.1. 
The reason for this is that the BBL must be biased on the mask to

oxidants

Fig. 3 .17. Oxidants diffuse toward silicon surface.
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Table 3 .1 . With a fixed pitch rule 
for active area, the larger the bird’s 
beak length (BBL), the smaller the 
spacing that has to be resolved. Pitch 
rule of 1.4 finl.

BBL (/zm/side) line/space (д т )

0 0 .7 /0 .7
0 .1 0.9/0.5
0 .2 1.1/0.3

achieve the desired width and space on the wafer, after the oxida
tion. With a BBL of larger than 0.2 fim the photolithography has to 
resolve a width of smaller than 0.3 /mi, which is challenging for I-line 
photolithography technology.

Shortening the BBL is one of the main obstacles to overcome 
in shrinking a technology. A straightforward approach is to decrease 
the stress buffer, which is the underlying pad oxide. Figure 3.18 illus
trates the effects of decreasing the pad oxide thicknesses on the BBL. 
The BBL can be reduced to less than 0.2 fim if the pad oxide thick
ness is less than 100 A. The risks involved are that the excessive
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3 .
m 0.24
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nitride thichkness (A)

Fig. 3 .18 . The bird’s beak length (BBL) versus pad oxide and nitride thickness.
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Fig. 3 .19. The defects (damages) observed on silicon surface due to excessive 
stress.

stress exerted by the nitride could damage the underlying silicon sur
face. Figure 3.19 demonstrates an example of stress-induced defects 
around field oxide. The defects cause device leakage or gate oxide 
quality concerns. Another approach is to thin down the field oxide’s 
thickness. By doing so, the effective isolation for the parasitic devices 
are thinned and shortened accordingly. Device engineering must take 
this into account.

In an attempt to decrease the BBL without creating excessive 
stress, another method, PBLOCOS, has been proposed. The archi
tecture of a PBLOCOS is illustrated in Fig. 3.20; a polysilicon of 
a few hundred angstroms is used between the nitride and the pad 
oxide to absorb the stress of the nitride. The polysilicon etching is 
done halfway through the polysilicon layer, followed by an oxida
tion step. This structure allows for a higher nitride-to-pad thickness 
ratio to reduce the BBL without inducing excessive stress on the sil
icon surface. The defects that are observed in conventional LOCOS

field oxidation

Silicon Pad ox

Fig. 3 .20. The architecture of PBLOCOS process.
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with a nitride/pad oxide ratio of 2000 A/150 A are not seen with a 
PBLOCOS structure.

A striking phenomenon associated with the wet field oxidation is 
the white ribbon effect or the Kooi effect. There is a ribbon around 
the bird’s beak edge that is composed of silicon oxide and silicon 
nitride. During the wet oxidation, water reacts with silicon nitride 
and forms ammonia:

H20  +  Si3N4 —  Si02 +  NH3 .

The ammonia can further react with the silicon surface to form silicon 
nitride:

Si +  NH3 — * Si3N4 .

This nitridation can compete with the oxidation, or even overtake 
the oxidation, when the oxidant concentration is relatively low (e.g., 
at the bird’s beak edge).

The white ribbon must be removed by performing a sacrificial 
oxidation to ensure a uniform and good-quality gate oxidation at a 
later stage. In the case of PBLOCOS, there are two sources of silicon 
for the oxidation and nitridation, giving rise to a twin white ribbon 
effect. One source is on the silicon surface, while the other source is 
on the polysilicon surface, as shown in Fig. 3.21. The white ribbon 
effect can be eliminated in a dry oxidation ambient.

The STI technique has been widely accepted for 0.25 ^m and 
beyond. It essentially eliminates the drawbacks of conventional 
LOCOS such as BBL and topographs. The process flow of a typi
cal STI process is illustrated in Fig. 3.22. About 1000 A of nitride on 
100 A of pad oxide are grown on the silicon surface; this is followed

Fig. 3 .21 . The twin white ribbon effect in the PBLOCOS process.
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Fig. 3 .22. A representitive process flow of forming shallow trench isolation.

by patterning and etching. The trench depth is about 3500-4500 A, 
and it varies with technology migration. An oxidation process is car
ried out to smoothen the sharp corners. CVD oxide is then employed 
to fill the trenches. Chemical mechanical polishing is carried out to 
planarize the topography and stop at the nitride layer. The nitride 
layer is then removed using a dry etching step. A sacrificial oxidation 
is carried out, and the oxide is removed to expose the refreshed and 
clean silicon surface for gate oxide growth. The resulting isolation 
structure is nearly BBL- and topograph-free.

Dopant segregations are often observed after oxidation, especially 
in the case of field oxidation. This is due to the fact that dopant 
solubilities in silicon axe different from those in oxide. Dopants of 
the p-type, such as boron, have a lower solubility in silicon than 
they do in oxide. Consequently, after oxidation, the silicon surface 
is depleted of the p-type dopants. Dopants of the n-type, such as 
As or P, have the opposite characteristics, as indicated in Fig. 3.23. 
The dopant segregations need to be taken into account during device
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Fig. 3 .23. Dopant redistribution during silicon oxidation.

polygate

4 4 depleted of boron

Fig. 3 .24 . Silicon surface under FOX is depleted of boron, lowering the thresh
old voltage of the parasitic field device.

tuning. For example, as illustrated in Fig. 3.24, the silicon surface is 
depleted of boron, which can lead to N-field device failure and low 
threshold voltages. Therefore a field implant is often implemented 
through the field oxide bulk to make up for the boron loss at the 
silicon surface and to maintain a proper parasitic device breakdown 
voltage, as demonstrated in Fig. 3.25.

3.4. Gate Oxide

Gate oxide is a thin layer of silicon dioxide sandwiched between the 
silicon substrate and the gate. When a voltage is applied on the 
gate layer (across the gate oxide), equal amounts of opposite charges 
are induced at the surface of the silicon. Thereby the device chan
nel can be turned off and on. In addition, the gate oxide prevents
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Fig. 3 .25. P-field implant is implemented before gate formation to compensate 
for the boron loss.

the dopants of both sides from interdiffusing. The performance and 
reliability of a MOS device is largely determined by the quality and 
integrity of the gate oxide. With respect to the device performance, 
as illustrated in Fig. 3.26, the gate oxide’s thickness decreases mono- 
tonically as the technology evolves. Despite decades of semiconductor

50

ф-O
g 30

3 20
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0.25 0.18 0.15 0.13 0.09

Technology (|im)

Fig. 3 .26 . The gate oxide thicknesses for advanced technologies.
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technology development, thermal oxidation still remains the most 
reliable method for growing gate oxides. There are several factors 
that may affect the grown gate oxide integrity. The first factor is 
organic residues due to incomplete cleaning. During oxidation, the 
organic residues burn off and leave carbon contaminants buried in 
the oxide bulk, causing local weak spots. The second factor involves 
local thinning of the gate oxide due to defects such as white ribbon 
debris. The white ribbon is mainly composed of nitride, which is dif
ficult to oxidize and leaves a local thinning area. The third factor is 
that metallic or mobile ions are left on the silicon surface from the 
wet-clean solution. These ions are so tiny that they can contribute to 
oxide pin holes. Finally, crystal defects, such as the presence of sili
con dioxide near the silicon surface, can lead to local weak spots for 
the gate oxide. These local weak spots, or thinning areas, give rise 
to oxide breakdown during electrical stresses with either constant 
currents or constant voltages.

Three common electrical stresses for gate oxide quality screen
ing are electrical field to breakdown (EBD), charge to breakdown 
(QBD), and time-dependent dielectric breakdown (TDDB). The 
EBD involves testing to find out what electrical field the oxide can 
stand up to before it breaks down. A large sample number of gate 
oxides in the form of capacitor structures are required for this pur
pose. Each is stressed with a constant voltage across the oxide bulk. 
The voltage is ramped up with a constant slope, as demonstrated

time
Fig. 3 .27 . A voltage ramp method to test gate oxide quality. The breakdown 
voltage is expressed as millivotts per centimeter.
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in Fig. 3.27, until a point is reached at which the voltage across the 
oxide suddenly drops. The cumulative failure percentage is then plot
ted against the electrical field. For such a plot, the fewer the early 
failures and the higher the intrinsic breakdown, the better the gate 
oxide quality. Similar to EBD, instead of ramping up in voltage, QBD 
ramps up in current with a constant slope. The current ramps up 
until the oxide breaks down. The total charges introduced through 
the oxide can be calculated. The more charges that an oxide can 
take up before breaking down, the better the oxide quality will be. 
The above-mentioned EBD or QBD give the index of the dielectric 
strength of the oxide or flag the major oxide quality issue but show 
less correlation to the reliability of a device over time. In particular, 
how long can the gate oxide can survive under certain voltage oper
ating conditions? A TDDB can partly answer this question. TDDB 
stresses the oxide with a constant voltage or constant current until 
the oxide breaks down. The stressing time before breakdown indi
cates the oxide quality. The voltage is often higher than the normal 
device operating conditions.

As device geometry shrinks, the gate oxide thickness decreases. 
For subquarter micron devices, pure silicon dioxide can no longer 
satisfy the device’s performance requirements, largely due to two 
factors. First, the boron in the dual-gate structure can penetrate 
through the gate oxide and reach the silicon substrate, and therefore 
alter the device’s characteristics. Second, for gate oxides thinner than 
20 nm, electrons can directly tunnel through it. To meet the require
ments with less than 20 nm, a few alternatives have been proposed. 
Among them, silicon oxynitride seems to be the most promising. Sili
con oxynitride (SiN^Oy) inhibits the boron penetration and improves 
the hot carrier performance. However, it may reduce electron mobil
ity. The desired silicon oxynitride films can be grown using various 
approaches. They can be grown in a furnace with NO or N2 О. Alter
natively, they can be formed from silicon dioxide annealed in NO or 
N20 . The overall reactions involve the following:

2N20  <— > 2NO +  N2 ,

N20  <—  2N2 +  0 2 ,
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Si +  O2 «----* Si02 ,

Si +  zNO <— * SiOxNj, +  ^ ~ y ) N2 .

The overall nitrogen incorporation and the nitrogen profiles are func
tions of the process conditions and the involved reactants. In general, 
for furnace oxidation with nitric oxide or nitrous oxide, the nitro
gen incorporation percentage is less than 10. The optimal nitrogen 
profile is determined by the ultimate desired purpose, for example, 
some desire to have nitrogen piled up at the silicon-silicon oxide 
interface to improve the hot carrier performance. Others may like 
to have nitrogen piled up at the polysilicon gate-silicon oxide inter
face to prevent boron penetration. It has been demonstrated that 
the silicon oxynitride film grown in NO has uniform nitrogen incor
poration across the bulk. Furthermore, the film growth seems to be 
self-limiting since the grown oxynitride acts as a strong diffusion bar
rier. The oxynitride films grown with N2 О or silicon oxide annealed 
in NO or N2 О all result in nitrogen being piled up at the silicon-oxide 
interface. On the other hand, reoxidation of an oxyntride film gives 
rise to the nitrogen content being pushed up toward the oxynitride 
surface or the oxynitride-polysilicon interface.

The silicon oxidation can also be carried out in a rapid ther
mal process (RTP) system. The advantages of the RTP system as 
compared to the conventional furnace are short cycle time and low 
thermal budget. The RTP system is a single-wafer process unit, while 
the furnace is a batch system, which processes a few hundred wafers 
at a time. Oftentimes, when the number of wafers is not sufficient 
to run a batch process, the wafers must be queued for more to come 
to the stage. Furthermore, a furnace process often takes about 3h 
to finish, even though the real processing time is only about 30 min. 
This is due to slow loading and unloading to avoid thermal shock. 
The thermal cycle experience during this time period can be large 
enough to drive dopant diffusion, which could be too significant to 
be acceptable for 100-nm device engineering. In an RTP system, the 
cycle time per wafer can be significantly reduced. It ramps up to 
the process temperature at a rate of about 100° C/s, which results
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in finishing the process, including load and unload, in about a cou
ple of minutes. Therefore the unnecessary thermal budget is greatly 
reduced. The RTP can be heated up with either a halogen lamp or 
with a resistive heating element, as demonstrated in Fig. 3.28.

3.5. Cleaning before Thermal Oxidation

Typically, gate oxides are grown in a dry oxidation ambient with 
the addition of chlorine to getter the mobile ions and metal contami
nants. Gate oxidation requires dedicated furnaces to maintain proper 
furnace cleanliness for producing good-quality gate oxide. Further
more, to avoid contamination, gate oxide precleaning is very critical 
in determining the gate oxide quality, and it must be kept separate 
from the wet benches that axe used for other purposes.

Cleaning is the most frequently repeated step in a semiconductor 
manufacturing line. It often ends a process module such as photore
sist strip and polysilicon doping. It sometimes precedes a process 
module such as film deposition and thermal oxidation or anneal
ing. The purpose of the cleaning process is to remove the particles; 
organic contamination such as HMDS or photoresist residues; and
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Table 3 .2 . Often used wafer cleaning recipes and chemicals involved.

Recipe name Chemicals Removal

SCi NH4 O H /H 2O 2 /H 2O Particles or metal impurity
SC2 HCI/H 2 O2 /H 2 O Heavy metals, metal hydroxides
SPM H2SO4 /H 2 O2 Heavy organics

(resist residues, particles)
HF H F/H 2 O Silicon oxide

BOE H F/N H 4 F /H 2 O Silicon oxide

inorganic contamination such as metal ions or mobiles ions. There 
axe two types of cleaning — wet-cleaning and dry-cleaning.

Table 3.2 indicates the wet-cleaning procedures that axe com
monly used in semiconductor manufacturing. The wet-cleaning pro
cedures originate from the RCA cleaning methods, developed in 1965, 
and they are composed of SPM, SCi, and SC2 . SPM is the mixture 
of sulfuric acid, hydrogen peroxide, and ultrapure water (deionized 
water, or DI water) with temperatures around 100-130°C. SPM is 
used for removing heavy organic contaminants. SCi is the mixture of 
ammonium hydroxide, hydrogen peroxide, and DI water. It is used 
for removing particles. SC2 , a mixture of hydrogen chloride, hydro
gen peroxide, and DI water, is used to remove metallic particles. 
Furthermore, hydrofluoric acid or diluted hydrofluoric acid is often 
used to remove oxides. Alternatively, buffered oxide etch (BOE) can 
be used for the purpose of oxide removal. One has to be cautious 
with the wet-cleaning approaches because a long immersion time of 
silicon surface in hot water, alkaline solution, or BHF can lead to a 
roughened silicon surface, which can be detrimental to subsequently 
grown gate oxide integrity.

A conventional wet bench consists of a series of chemical tanks. 
Each tank contains the desired acid or base solution; the final step 
is a quick down rinse (QDR) tank with DI water. The operating 
parameters include the chemical concentrations and ratios, operating 
temperatures, residence times, flow rates, rinse times, and the purity 
of the chemicals and water. A proper procedure must be optimized in 
temperature, concentration, and elapse time to obtain the maximum
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Table 3.3. The approach, mechanism, and nature of various 
methods of dry-cleaning.

Dry-cleaning Mechanism Nature of cleaning

Ar sputtering Momentum transfer Physical
Hydrogen plasma Plasma reaction Chemical
NF3 plasma Plasma reaction Chemical
O3 /U V Free radical reaction Chemical
HF vapor Chemical reaction Chemical

cleanliness and minimum surface damage. Finally, wafers must be 
completely dried before being unloaded from the bench.

A major drawback of the wet-cleaning method is its consumption 
of a huge amount of water and chemicals. Some of these chemicals 
are not environmentally friendly. As indicated in Table 3.3, some 
dry-cleaning methods have been proposed to avoid the drawbacks of 
wet-cleaning. Some of them remain in the development stage, and 
some are being used widely in manufacturing such as Ar sputtering, 
hydrogen anneal, and remote plasma cleaning. Dry-cleaning meth
ods can be chemical or physical in nature. The physical dry-cleaning 
approach removes the contaminants by particle bombardment. An 
example of this is Ar sputtering for precontact metal sputtering. The 
Ar ions bombard the native oxide at the bottom of the contact holes. 
The momentum transfers from the bombarding ions to the substrate 
surface atoms or molecules and sputters them off the substrate sur
face. The chemical dry-cleaning approach removes contaminants by 
means of chemical reactions.

After the acid and base solution treatment, the wafers must 
be thoroughly rinsed with deionized water. In general, several rinse 
cycles are required, and each rinse cycle is assisted with megasonic 
power for the removal of tiny particles. A crucial part, and the last 
step, of the cleaning is the wafer drying. A proper drying should not 
leave any particles or water stains on the wafer surfaces. The water 
stains are essentially contaminants that are aggregated by surface 
tension as water dries out; this is demonstrated in Fig. 3.29. There 
are different drying approaches such as spin drying, IPA drying, and
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drying ------  ------  ------

Fig. 3 .29 . The concentration of contaminants in a drying water droplet 
increases as drying proceeds. The droplet volume shrinks, and finally, water stains 
form.

Marangoni drying. In a spin drying process, wafers are loaded in cas
settes that are fixed on a rotating stage. A clean inert gas, such as 
nitrogen, flows downward or upward through the wafer surface, while 
the stage rotates. The water on the wafer surface is removed by both 
the centrifugal force from the rotation and the dragging force due 
to the gas flow, as illustrated in Fig. 3.30. During the IPA drying 
process, the wet wafer surfaces are exposed to hot IPA vapor, which 
is carried by nitrogen, as shown in Fig. 3.31. The IPA vapor con
denses on the cold wet wafer surface and displaces the water droplets 
to sheet off the wafer surface. The highly volatile IPA dries out the
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Fig. 3 .31 . In an IPA drying process, a wafer is exposed to hot IPA which dries 
out the residual water on wafer surface.

wafer surface. The Marangoni drying process dries a wafer surface by 
means of the Marangoni effect. The Marangoni effect, which is named 
after the nineteenth-century Italian scientist Marangoni, occurs when 
a fluid flows along liquid-liquid or liquid-gas interfaces, driven by a 
surface tension gradient. During the Marangoni drying process, water

Fig. 3 .32. A Marangoni drying process: IPA droplets form a thin layer at water 
surface as water drains out.
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level is slowly drained out, while the IPA droplets continuously fall 
from the top nozzle and form a thin layer at the water surface, as 
illustrated in Fig. 3.32. There is a surface tension gradient at the 
IPA-water interface. The surface tension of water drags the water 
together with contaminants back to the tank and leaves the wafer 
surface above the water dry and clean.



GAS KINETICS AND PLASMA PHYSICS

Chapter 4

As discussed in Chapter 3, after the silicon surface oxidation, the 
wafer moves to the silicon nitride deposition and etching step. This 
chapter is intended to lay out the foundation for chemical vapor 
deposition (CVD) with or without plasma enhancement and plasma- 
enhanced etching. The first section provides an overview of gas kinet
ics, including particle velocity, mean free path, collision rate, and 
collision cross-section. These elements are essential in understanding 
the mechanism for the deposition and etching processes. The second 
section illustrates the plasma state and how plasma is formed. It then 
moves on to explain the electron impact phenomena, such as exci
tation, dissociation, and ionization, which sustain the plasma state 
and enable the plasma-enhanced reactions. This chapter concludes 
with the introduction of various plasma reactor configurations.

4.1. Gas Kinetics and Ideal Gases

Gas kinetic theory helps in understanding the deposition and etch
ing processes from the viewpoints of particle interactions and bulk- 
averaged behavior of a gas system. It sheds light on how gas phase 
reactions are initiated and how they proceed.

4.1.1. Ideal gas law

When dealing with gas kinetics, real gas behavior is complicated 
to predict. Therefore the gas behavior is often derived based on 
some assumptions such as the ideal gas law. On the basis of these

97
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assumptions, the real gas behavior can be approximated. Under cer
tain circumstances, the ideal gas approximation can be very close to 
reality.

Ideal gases are hypothetical and have common characteristics:

(a) There are no intermolecular interactions. In the case of a real 
gas, the molecules move individually, but they are attracted to each 
other. But when two molecules are getting too close, they can be 
repulsive to each other. For an ideal gas, there are no intermolecular 
interactions, meaning that the molecules are free from each other.

(b) The gas particles have zero volume when at rest Any real gas 
molecule has a finite volume and mass. When the system temperature 
is lowered to OK, the gas molecules condense and reach a certain 
volume, as shown in Fig. 4.1. The ideal gas has zero volume.

(c) An ideal gas satisfies a governing equation, also known as the 
ideal gas law:

PV =  nRT (4.1)

or

PV =  R T , (4.2)

where P  is the system pressure (pascals, N/m2), V  is the vol
ume of the system (m3), V  is the molar volume (m3/mol), n is 
the number of moles of gas in the system (moles), R is the ideal

т ш т ш ш п  gas molecules

Fig. 4 .1 . The volume of a real gas after condensation at OK.
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gas constant (8.314J/molK or Nm/molK), and T is the absolute 
temperature (K). In other words, in a closed system, the state of 
an ideal gas system can be determined when two of the system’s 
intensive variables are fixed. For example, if the system temperature 
and pressure are known, one can derive the system molar volume, 
and vice versa. With a constant molar volume, the system pressure 
increases with temperature. Since the molecules have a higher kinetic 
energy at higher temperatures, they impart more energy to the con
tainer wall on colliding with it. On the other hand, in a constant 
temperature system, a higher pressure tends to squeeze the gas vol
ume and results in lower molar volume. If the system pressure is kept 
constant, the volume expands when the temperature increases.

In reality, there is no ideal gas; however, some conditions exist 
under which the real gas behaves nearly ideally. A real gas system 
at high temperature and low pressure will approach the ideal behav
ior. This is because at such a condition, molecules are farther apart 
and more energetic. Experience shows that the gas behavior in a 
system at pressures under lOatm and above room temperature can 
be approximated with the ideal gas law. In semiconductor manufac
turing processes, all systems, such as annealing, oxidation, etching, 
or deposition, are operated under high vacuum, lower than in the 
mTorr range, and above room temperature. Therefore the ideal gas 
law prevails.

Example 4.1.
Assume a polysilicon CVD system with SiH4 at 1000 K. What is the 
molar volume at 1 atm? What is the molar volume when the pressure 
decreases to 0.5 atm?

Solution
At such a high temperature and low pressure, the system can be 
assumed as an ideal gas. Therefore

=  RT =  0.082 Z-atm/k-mol x 1000K =  ^  
P  1 atm
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At 0.5 atm, the molar volume is

— _  RT _  0.082Z-atm/k-mol x 1000K 
P  0.5 atm

=  164.11/m ol.

It can be observed that as the pressure is halved, the volume doubles.

4.1.2. The mean traveling speed of a gas molecule

Let us assume a closed ideal gas system with a number of 
molecules N. All molecules travel without preferential direction, that 
is, randomly, with an average kinetic energy proportional to the sys
tem temperature, (1/2)mv2 =  (3/2)/cT. There is an energy distri
bution among all the molecules. At any instant in time, molecules 
undergo elastic collisions with each other. It can be derived from 
Maxwellian molecule energy distribution that all molecules travel at 
an arithmetic mean speed, (г>), and that

where M  is the molecular weight of the gas molecule.

Example 4.2.
A tungsten deposition system operates at 200mTorr and 500 K. 
What is the average speed of the molecules that are traveling?

Solution

N

(4.3)

=  V8 X (8.314 J/mol/k)(500K)/(3.1416 x 0.297 kg/mol) 
=  188.8m/s.

4.1.3. Collision frequency and mean free path

In a CVD process, the desired final product is a nonvolatile film on 
the substrate surface. As a prerequisite to the deposition reaction, 
the molecule has to collide with the substrate surface. Therefore the



Gas K inetics and Plasma Physics 101

collision rate between the precursor gas and the substrate surface 
plays a determining role in film growth rate. As shown in Fig. 4.2, 
the gas molecule undergoes random motions in a closed system. It 
can be derived from the Maxwellian velocity distribution function 
that the collision rate per unit area, F, is

where np is the number of molecules per unit volume and M  is the 
molecular weight of the molecules. One approach for estimating the 
film deposition rate is to assume that the deposition rate equals 
the collision rate times a sticking coefficient, as shown in Fig. 4.3. 
The sticking coefficient is defined as the percentage of the impinging 
molecules that are stuck on the substrate or film surface and become 
part of the deposited film. The sticking coefficients are determined 
experimentally.

Fig. 4 .2 . Gas molecules undergo random motion at any instant in time.

(4.4)

\
О

V о

o c r x x  v - Q Q -

the substrate surface

Fig. 4 .3 . Depositing molecules impinge on substrate surface; some bounce back, 
while the others are incorporated into the growing film.
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Example 4.3.
A low-pressure CVD system for polysilicon, operated at 1 mTorr and 
1000 K, contains SiHL*. Calculate the flux of SiH4 that is colliding 
onto the substrate surface.

Solution
The molecular density for such a system can be calculated as

_  PN a _  0.001/760 atm x (6.02 x 1023/mol)
Пр ~  RT ~  (0.082 1-atm/mol-K) x 1000К x 0.001m3/ 1 

=  9.6 x 1018m- 3 .

The collision frequency per unit area is estimated as

F =  n , O L  =  q Q X i ni 8x I (8-314J/mol-K)(1000K)PV 27тМ ' у 2 x 3.14 x 32 x 10-3 kg/mol

=  2.0 x 1021 s "1 mT2 .

To account for the homogeneous reaction, it is important to under
stand the collision between molecules. Molecules undergo collisions 
at any instant in time with other molecules. Considering each indi
vidual gas molecule as a rigid body, as shown in Fig. 4.4, any other 
molecules that come into the circle, with an area of ird2, will collide 
with the molecule. The collision cross-section of the two molecules

Fig. 4 .4 . The collision cross-section, тгd?, of particles with a diameter of d.
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Fig. 4 .5 . Mean free path is the average distance that a molecule can travel 
between collisions.

is 7Гd2. Assuming that each molecule travels at an arithmetic mean 
speed of (v) in a system with gas molecular density n, then the num
ber of collisions that occur in the system is q and can be derived as

(4.5)

The mean free path, Л, as shown in Fig. 4.5, is the average distance 
that a molecule travels between two consecutive collisions. Therefore

A =  M  = 1 kT
q \Z2irnd2 y/2nd2P  ’

(4.6)

where к is the Boltzman constant, 3.3 x 10 24cal/K, or 1.38 x 
10-23 J/K.

Example 4.4.
Calculate and compare the mean free path of a CVD precursor with 
a diameter of 10“ 10 m at 600°С and 1 Torr and 0.1 mTorr.

Solution

kT (0.082/6.02 x 1023 atm-l/K) x 873 К x 10“ 3 m3/l  
y/2nd?P ~~ v /2x 3 .1 4x  Ю "20 m2 x (1/760 atm)

A =

=  0.00203 m.

At 0.1 mTorr, the mean free path becomes 20.3 m.
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This explains why low-pressure CVD provides better thickness 
uniformity than atmospheric-pressure CVD. The reason is that the 
mean free path of a molecule in a low-pressure CVD system is longer 
than that in an atmospheric-pressure system. Therefore there is a 
higher probability that the molecules travel a longer distance without 
being diffracted by collisions, which allows them to reach the corners 
of the substrate surface. This will result in better uniformity.

4.2. What is Plasma? How is it Formed?

Plasma is a state of matter that occurs at temperatures above 
10 000 K. Consider a solid matter enclosed in a perfect container, 
which is assumed to have an infinitely high melting point. As the 
temperature of the container increases, the matter will be heated and 
will undergo phase changes, from solid to liquid and then to vapor. 
In the vapor phase, the molecules will undergo random motion with 
a kinetic energy proportional to the system temperatures. Energy 
gets transferred from one to the other, as molecules collide with each 
other. When the temperature reaches a certain level, the received 
energy from the collision can be enough to cause excitation, and the 
ensuing relaxation causes the gas system to glow. As the received 
energy gets higher, it can dissociate some of the molecules into indi
vidual atoms. As the temperature increases further, the transferred 
energy will be large enough to knock out the electrons from the 
outer energy shells of the molecules, and the gas starts to ionize. 
Most gases start to ionize at temperatures around 104-105 K. A par
tially ionized gas containing ions, electrons, and neutrals is referred 
to as plasma, which is the most common state of matters in nature. 
For example, the sun and stars are nothing but gigantic natural 
plasmas.

Plasma can also be created using electrical fields. Electrons and 
ions gain energy from the electrical field and then pass it on to neu
trals via collisions. The collisions could lead to elastic scatter, exci
tation, dissociation, or ionization, depending on the electron energy 
and the threshold energy of each event. Figure 4.6 shows the I -V  
characteristics of a DC discharge system. As one applies a voltage
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Fig. 4 .6 . I -V  characteristics of a DC glow discharge.

across two parallel plates, the gas essentially becomes an insulator 
at low applied voltages. A small current results from external agents 
such as cosmic rays. If the voltage continues to increase, at some 
point, the gas system will break down and start to conduct current. 
The voltage at which the current is increased by a large factor is 
called the breakdown voltage of the gas system. After the transi
tion, the system starts to glow. As the system current increases, a 
second transition occurs, in which the glow changes over to an arc 
discharge. The fact that the system conductivity varies is the result of 
varying extents of ionization. Table 4.1 shows interesting milestones

Table 4.1. Discoveries in gaseous electronics.

Year Concept Originator

1600 Electricity Gilbert
1808 Arc Davy
1834 Cathode and anode Faraday
1860 Mean free path Maxwell
1879 Fourth state of matter Crookes
1898 Ionization Crookes
1906 Electron Lorentz
1928 Plasma Langmuir
1935 Velocity distribution function Allis
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of gaseous electronics in human history, from the discovery of elec
tricity in 1600 and the establishment of related theories to today’s 
applications of plasma in heating, material processing, and chemical 
reactions.

In a plasma system, there are electrons, ions, and neutrals. A 
plasma system can be well characterized by both electron tem
perature and electron density. Figure 4.7 shows the electron tem
peratures and densities for some naturally formed and man-made 
plasma systems. Today, applications of plasma seen in microelec
tronic processing include sputtering, plasma etching, and plasma- 
enhanced chemical vapor deposition (PECVD). Most of the plasmas
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0.1 10 100 1000 10000

Electron temperature (ev)

Fig. 4 .7 . The electron temperature and density ranges for some natural and 
man-made plasma systems.
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Table 4 .2 . Characteristics of glow dis
charge systems in semiconductor processing.

Properties Ranges

Pressure 0.001-1 Torr
Electron temperature 1-10eV
Electron density 108-1 0 12 cm-3
Neutral and ion energy 0.025-0.035 eV
Ionization fraction 0.001%-0.00001%
Free radical density <30%

are RF-excited under low pressure. Table 4.2 shows some character
istics of a plasma system used in microelectronic device fabrication.

Now, let us consider the quantitative aspect of the energy transfer 
in plasma. Consider a gas system that is contained in closed paral
lel electrode plates, as indicated in Fig. 4.8. Initially, there are some 
trace amounts of charged particles that exist in a gas system. This 
could be due to the ionization caused by cosmic rays. The charged 
particles can be accelerated by the electrical field. Assuming an elec
trical field E , acting on an initially stationary single-charged particle, 
and accelerating it to travel a distance, X , then the work, W , done

•  electrons 
0 ions 
О neutrals

Fig. 4 .8 . A gas system contained between two electrodes in a closed system.
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by the field can be measured as

W  =  e E X = < 5 § £ ,  (4.7)
2 M p ’ v '

where Mp is the mass of the charged particle. Since the mass of 
an electron is much smaller than that of an ion, the electrical field 
mainly provides energy to the electrons. On the other hand, the mov
ing charged particles, being accelerated by the electrical field, can 
undergo collisions with other particles, either charged ones or neu
trals. On collision, the energy gets transferred. Assuming that an 
electron collides on an initially stationary particle, the amount of 
energy transferred from the electron to the particle, is

4 M eMi . v
Fie -  (Me +  M j)2 ’ (4-8)

where Fiey is the maximum fraction of energy that can be trans
ferred from the impinging electron to the target particle after an 
elastic collision. Because the mass of an electron, Me, is much smaller 
than that of the particle, M*, the amount of transfer energy is neg
ligibly small, Fie ~  AMe/M{. Conversely, ions due to their compa
rable masses readily transfer energy to neutral particles on elastic 
collision. Consequently, electrons pick up more energy from the elec
trical field and lose less energy due to collisions than ions do. As 
a result, the plasma system used in microelectronic processing has 
an average electron temperature (Te) as high as 104-105 K, while 
the neutrals (Tg) stay at low ambient temperatures, around room 
temperature to 500 К . Such a plasma state is called cold plasma. In 
a high-pressure system, the frequency of electron-particle collision 
increases, and the electrons may lose a significant amount of energy. 
The electron temperature approaches the neutral temperature as the 
pressure increases, as shown in Fig. 4.9. A plasma system with Te 
approaching Tg is called a hot plasma. Examples of hot plasma are 
the sun, stars, or a nuclear fusion reactor. The electron temperature 
can be estimated from its kinetic energy, (1/2)mv2 =  (3/2)A;Te. In 
a plasma system, the electron density and electron energy are very 
critical parameters, and they can be measured experimentally.
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Fig. 4 .9 . In a plasma system, the gas temperature approaches the electron 
temperature as system pressure increases.

The highly energetic electrons can also undergo inelastic colli
sions with other particles. As shown in Fig. 4.10, when the electron 
temperatures are relatively low, they will excite low-level electrons 
of the target particle to a higher level. There is a certain probability 
that the excited electrons can go back to the low levels, in which the 
energy can be released in the form of emitting photons. This is why 
the plasma glows. The electrons with higher electron energy levels 
can cause the target molecules to dissociate into atoms or molecules 
with unpaired electrons, or radicals. Owing to the unpaired electrons

•  electrons 
ф ions 
о neutrals

hv
Fig. 4 .10 . Electron impacts that lead to excitation, dissociation, and ionization.
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in the outer shells, radicals axe extremely reactive. This very charac
teristic can enable the plasma to initiate CVD or etching reactions 
at low ambient temperature (200-350° C), which would otherwise be 
initiated at much higher temperatures (around 700-1100° C) with 
thermal activation. The reactive radicals are the key to CVD and 
etching reactions. Electrons with even higher energies can inelasti- 
cally collide with particles and knock the electrons out of their outer 
shells, causing ionization. The ionization generates ion-electron pairs 
and therefore sustains the plasma state. In particular, it compensates 
for the electrons and ions that are consumed on colliding on the con
tainer walls. In plasma, the total number of electrons roughly equals 
that of ions and is called the plasma density. The plasma density is 
much smaller than the number of neutrals (molecules, atoms, and 
free radicals) in cold plasma.

In plasma, electrons move much faster than ions. When a floating 
object or a container wall is exposed to plasma, the surface will 
be quickly charged up negatively due to the incoming electron flux. 
The negatively charged surface will then drive the positive ions to 
bombard onto it, inducing an ion influx. As more and more electrons 
flow out of the plasma bulk, the bulk becomes more positive and 
therefore slows down further electron out-flux. Meanwhile, the ion 
flux also decreases with the electron flux. A steady state can be 
reached, at which the electron out-flux equals the ion out-flux. Also, 
there is a voltage drop built up across the plasma bulk to the floating 
object or the container wall. This built-up voltage drop is called the 
sheath voltage. The voltage applied to the system nearly equals the 
voltage drop across the two plasma sheaths near the cathode and 
anode, as depicted in Fig. 4.11. The sheath voltage dictates the ion 
bombardment energy in a plasma process chamber.

4.3. Introduction to Plasma Physics

In the previous section, we introduced the concept of plasma and how 
it is formed. Now, we will introduce the characteristics of a plasma 
system, the electron temperature, and density. We will also look at
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F ig . 4.11. The plasma sheaths account for most of the voltage drops between 
electrodes.

the concept of collision cross-section and the collision processes that 
lead to excitation, dissociation, and ionization.

A neutral gas system can be characterized by its molecular den
sity and system temperature, whereas a plasma system can be char
acterized by its electron temperature and density. Just like the energy 
of each molecule in a neutral gas system, the electrons in the plasma 
system may not have a uniform electron temperature. Instead, the 
energy of each electron can be different. If one looks at the entire 
plasma system, the energy distribution of electrons can be obtained 
by solving the Boltzmann equation:

( 4 9 )

where /  =  /(r , v,£) is the number of electrons at a given time t , in 
position r and with energy v. Therefore, by solving Eq. (4.9), the 
electron population profile with respect to space and energy levels 
can be obtained. Consequently, the total number of electrons in a

plasma
bulk

plasma
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defined system can be evaluated with

fdrdv =  total number of electrons in the system . (4.10)

The first term in Eq. (4.9) represents the variation of /  with respect 
to time; the second term represents the electron streams in and out 
of the infinitesimal space (dxdydz); the third term represents the 
variation of /  in energy space, dvxdvydvz, as a result of the exter
nal force, X . The right-hand side of the equation accounts for the 
changes of electron population due to various collisions. The Boltz
mann equation is a six-dimensional nonsteady state problem. It is 
very difficult to obtain an exact solution. However, approximated 
solutions can be achieved by making certain assumptions. Assuming 
a steady state and uniform spatial distribution, the two most com
monly used energy distributions are Maxwellian and Druyvestein, as 
shown in Fig. 4.12. The Maxwellian energy distribution is obtained 
in the absence of an electrical field and by making several assump
tions. First, the electrons are in thermal equilibrium with others such 
as neutrals and ions. Second, the inelastic collisions are negligible

€(ev)

Fig. 4 .12 . The Maxwellian (— ) and Druyvestein (— ) electron energy 
distributions.
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when they are compared to the elastic ones. Third, columbic (elec
trostatic) collisions are negligible. If one further assumes that the 
elastic collision cross-section is independent of electron energy, the 
Druyvestein energy distribution can be obtained. The latter has less 
high-energy electrons than the former, and it accounts for the fact 
that high-energy electrons tend to travel fast toward the container 
wall and recombine on colliding on it. It has been proven that the 
Druyvestein electron energy distribution is closer to the actual elec
tron energy distribution in real systems than the Maxwellian. One 
even more meaningful parameter for a plasma system is the average 
electron temperature. With the energy distributions, one can fur
ther evaluate the average electron temperature, which is a valuable 
parameter in a plasma system.

The spatial distribution of electrons plays a significant role in 
PECVD and etching since it dictates the deposition or etching uni
formity. Instead of solving the Boltzmann equation, the concept of 
the ambipolar diffusion model is often used in literature. The ambipo- 
lar diffusion is the hypothesis that in a plasma system, the electrons 
and ions move collectively with the same diffusivity. The electron 
motion following the ambipolar diffusion model is described as

where the first term represents the electron diffusion, while the sec
ond term represents the generation due to ionization. The equation 
coupled with proper boundary conditions can be solved for the spa
tial distribution of electron density. Assuming that the electrons dis
appear on colliding onto the reactor wall in a closed system, the 
following solution can be obtained:

where Neo is the electron density at the mid-plane of the reactor. 
This spatial electron density distribution is shown in Fig. 4.13; it is 
symmetric with respect to the reactor centerline. The central electron 
density is experimentally correlated to the system power input and

V 2Ne +  ViNe =  0, (4.11)

(4.12)
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П
Fig. 4 .13 . The electron density distribution is symmetrical with respect to the 
center of the plasma chamber.

inversely proportional to the system pressure:
p

TV — rT —Jveo —  u o )
V

where Tg is the gas temperature, Pw is the system power input, and 
p is the system pressure.

4.4. Electron Impact Phenomena

Although plasma systems have been widely used in semiconductor 
manufacturing applications, such as etchings and depositions, the 
exact reaction mechanisms are extremely complicated in nature and 
are not well known in general. However, derived from the species, 
as detected in situ with instrumental analysis, there are some fun
damental reaction pathways that can be identified amid the compli
cated plasma reaction nature. All of these have resulted from either 
elastic or inelastic collisions of the energetic electrons in the plasma 
with other particles.

(a) Excitation and Relaxation

Excitation: A +  e“  — * A* +  e“
Relaxation: A* — ► A +  photons.

During excitation, after receiving the energy from the impinging 
energetic electron via an inelastic collision, one of the electrons in 
the target particle gets elevated to a higher energy level. There is 
then a certain probability for the elevated electron to fall back to 
its original energy level, by releasing energy in the form of emitting
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light: photons. This is the very mechanism that keeps the plasma 
glowing.

(b) Ionization

e~ +  A — * A+ +  2e~ .

Essentially, in an ionization process, the impinging energetic electron 
knocks out one of the outer shell electrons, generating an ion-electron 
pair. To keep the plasma on, the density of electrons and ions must 
be kept above a certain level; in other words, the generation and loss 
of electrons must be balanced. Electrons can be generated through 
ionization and a secondary electron generation mechanism, in which 
an electron is generated when an ion collides onto a container wall. 
On the other hand, electrons can be lost from the body of the plasma 
through recombination or loss to a wall.

(c) Recombination. On colliding with a positive ion, a negative 
electron can give rise to a recombination process:

e" +  B+ +  В — ► 2B.

In this process, the plasma system loses an electron-ion pair.

(d) Electron attachment. On an inelastic collision, an energetic 
electron can combine with an atom or molecule to form a negative 
ion. This process is called electron attachment:

e“  +  A — » A-  .

This process often occurs with atoms or molecules with high electron 
affinities such as oxygen and halogen atoms.

(e) Dissociation. In a dissociation or fragmentation process, a 
molecule is dissociated into two equal parts; each has an unpaired 
electron:

e”  +  F +  F .
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F stands for an atom with an unpaired electron; it is also called a free 
radical, which is very chemically active even at low ambient tempera
tures. The radicals are the very species that enable high-temperature 
chemical reactions to occur at low ambient temperatures — a com
mon characteristic of plasma etching and deposition.

The probability of each collision leading to a specific event 
strongly depends on the electron energy levels and the threshold 
of each of the events. Figure 4.14 shows the excitation cross-section 
for the hydrogen molecules, Fig. 4.15 illustrates the ionization cross- 
section of xenon molecules, and finally, Fig. 4.16 demonstrates the 
dissociation cross-section of ammonia molecules. The rate of each 
can be determined experimentally. Unlike rigid body collision, when 
an electron collides on a target molecule, the molecule is seen as 
a cloud of negatively charged electrons surrounding a positively 
charged nucleus. Intuitively, the electron impact cross-section is a 
function of electron energy. Physically, the electron impact cross- 
section is a quantity that describes the probability of a target particle 
encountering an impact leading to the occurrence of the process i. 
Taking PECVD of silicon nitride as an example, the dissociation

Electron energy (eV)

Fig. 4 .14 . The excitation cross-sections of hydrogen molecules as a function of 
the electron energy.
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Electron eneroy (eV)

Fig. 4 .15. The ionization cross-sections of xenon molecules as a function of the 
electron energy.

Electron energy (eV)

Fig. 4 .16 . The dissociation cross-sections of methane molecules as a function 
of the electron energy.
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Electron energy (eV)

Fig. 4 .17. Electron impact dissociation cross-sections of silane.

cross-section of SiH^NHa, and N2 can be obtained from related lit
erature, as shown in Figs. 4.17, 4.18, and 4.19.

In literature, the rate constant of each process is often reported 
in terms of the collision cross-section:

00

В Д  = J  Ш-) аШ (е,1)ск , (4.13)
0

where Ki is the rate constant for the process г, which has an impact 
cross-section a*. By integrating Eq. (4.13), the dissociation rate con
stants in terms of the mean electron energy of the system can be 
obtained, as shown in Fig. 4.20.

Looking at the collisions between electrons and target molecules, 
the rate of the process i can be expressed as

i =  KiNeC , (4.14)

where Ne is the electron density and С is the target molecule density. 
The rate of each process can also be determined experimentally.
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Electron energy (eV)

Fig. 4 .18. Electron impact dissociation cross-sections of ammonia.

Electron energy (eV)

Fig. 4 .19 . Electron impact dissociation cross-sections of nitrogen.
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Mean electron energy (eV)

Fig. 4 .20 . Mean electron energy dependence of electron impact dissociation 
rate constants for silane, ammonia, and nitrogen.

Assuming that i designates a dissociation process, it can be seen 
that the dissociation rates increase as the mean electron temper
atures increase. With the other parameters being fixed, the mean 
electron temperatures increase with the electrical fields.

4.5. Fundamental Plasma Reactor Configurations

In semiconductor processing, there are three major electrode config
urations for plasma deposition or etching reactors. These configura
tions are capacitively coupled, inductively coupled, and magnetically
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enhanced reactors. The capacitively coupled plasma systems can be 
equipped with DC or AC. A DC plasma is formed by applying an 
electrical field across the two electrodes in an enclosed chamber, as 
shown in Fig. 4.8. Initially, a small amount of charged particles, gen
erated through various means, such as irradiation of cosmic rays in 
the gas system, would respond to the electrical field. When increasing 
the electrical field strength to a certain level, the gas system breaks 
down and starts to glow. Electrons are accelerated toward the anode, 
and positive ions are accelerated toward the cathode, resulting in a 
current flow. A DC plasma operates at a relatively high pressure 
(> 3 x 10- 3 Torr) to ensure short electron mean free paths, which 
allow the electrons to generate enough impact events before dimin
ishing on colliding with the wall. In fact, at low pressures, it is diffi
cult to maintain the plasma if the electron mean free path is larger 
than the electrode spacing, unless other means are applied such as a 
magnetic field confinement to slow down the electron loss rate. This 
feature will be discussed later. Except for sputtering, the DC plasma 
is rarely used for deposition and etching processes.

As shown in Fig. 4.21, an AC plasma system can be formed by 
applying an alternating electrical field across an enclosed gas sys
tem. When the electrical field is increased to a certain value, the 
plasma is ignited, and the charged particles are accelerated toward 
the electrode of opposite polarity. As the field changes its polarity, the 
charged particles change their moving directions. At low frequencies,

t=t1 t=t2 t=t3

— 0 —0
RF

---0

Fig. 4 .2 1 . Charged particles move toward electrodes, which alternate in polar
ity with time. The neutral particles’ motion remains random.
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both electrons and ions can respond to the electrical field changes. 
However, as one increases the frequency to a certain value, ions will 
no longer be able to respond to the field changes. In other words, ions 
are accelerated in one electrical field polarity and are slowed down in 
the other. But electrons continue to respond to the field changes due 
to their much smaller mass. Therefore electrons can efficiently pick 
up energy from the alternating electrical fields. When the electron 
moving direction is synchronized with the electrical field change, the 
electron can pick up energy from the electrical field with best effi
ciency. In other words, for a fixed frequency, an optimal gas pressure 
exists at which the electrical field can most efficiently impart energy 
to electrons, as shown in Fig. 4.22. The charged particles, on the 
average, have a shorter lifetime in a DC plasma when compared to 
an AC plasma. Therefore an AC plasma can be operated at a lower 
pressure than a DC plasma.

One obvious advantage of an AC plasma over a DC plasma is 
that the AC plasma can handle cases with an insulating electrode 
surface or insulating reacting material built up on the electrode 
surface. With a DC plasma, the cathode with an insulating sur
face is subject to continuous positive ion bombardment, and the 
plasma can be turned off. With an AC plasma, the positive ions 
bombarded in one half-cycle can be neutralized by bombarding 
electrons in the subsequent half-cycle. This explains why most 
plasma systems in semiconductor manufacturing processes are of

efficient inefficient

F ig .  4 .2 2 . The electrical field can most efficiently impart energy to the charged 
particles if the moving direction of the charged particles is synchronized with the 
electrical field.



Gas Kinetics and Plasma Physics 123

Fig. 4 .23 . DC (left) and AC (right) plasma reactor configurations.

the AC type. Figure 4.23 illustrates DC and AC plasma reactor 
configurations.

AC and DC plasmas are essentially capacitively coupled plasmas. 
They have electrode surfaces in the process chamber, which often 
become the source for contaminations. Furthermore, for such reactor 
configurations, it is difficult to maintain the plasma state at low 
pressure.

In an inductively coupled plasma (ICP), the plasma is generated 
by an inductive coil around a quartz tube or by the planar coils 
on the top of the quartz chamber; in other words, physically, there 
are no electrodes, as shown in Fig. 4.24. As the AC current flows 
through the coil, it generates an oscillating magnetic field, which in

О  О  c r ^ o

о о о о о

R Fcoll
wafer

holder

Fig. 4 .24 . The inductively coupled plasma (ICP) reactors, with wafers placed 
flat on holders.
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turn induces a circumferential electrical field that imparts energy to 
charged particles in the plasma. Electrons generated in this manner 
also circle around in the plasma, instead of drifting toward the reactor 
wall directly; therefore longer electron lifetimes and more collisions 
can be expected, compared with those in the capacitively coupled 
plasma system. As a result, one can operate the plasma reactor with 
enough plasma density at low pressures.

4.6. Magnetic Field Confinement

As discussed earlier, electrons can pick up energy from the electrical 
field and pass it on to other particles through collisions. Collisions 
that lead to ionization result in the generation of ion-electron pairs. 
On the other hand, the energetic electrons are continuously lost from 
the plasma bulk once they hit the reactor walls or undergo inelastic 
collisions. Increasing the electrons’ lifetime will result in more par
ticle collisions and higher plasma density. This can be realized by 
taking advantage of the fact that imposing a magnetic field on a 
moving charged particle can bend its moving direction. A charged 
particle that moves along an electrical field at a velocity, v , under 
the influence of a magnetic field, £ , experiences a force that can be 
obtained as

FB =  q { V x B ) .  (4.15)

The direction of F& is reversed for negatively charged particles such 
as electrons. Owing to random scattering, the electrons’ velocity may 
or may not be perpendicular to the magnetic field. Some electrons 
that move perpendicular to the magnetic field circle around the field 
lines. Other electrons that do not move perpendicular to the mag
netic field have a helical path around the field line, as illustrated in 
Fig. 4.25. As a result of the magnetic field confinement, the plasma 
density can be significantly increased.

A new type of plasma reactor that is currently gaining popularity 
in semiconductor manufacturing is the electro cycletron resonance
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Fig. 4 .25 . A moving electron enters a magnetic field.

Fig. 4 .26. Electrons are confined around the wafer surface with a magnetic 
field.

(ECR) reactor. It is electrodeless, and it has a high plasma den
sity and can be maintained at very low pressures, below the mTorr 
range. Observing a moving electron in a magnetic field, as shown in 
Fig. 4.26, one can see that the electrons can be confined to the local 
area by circling around the magnetic field lines. If a circling electron 
is not scattered by other collisions, the electron moves around the 
field line with a centrifugal force

„  m V 2
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Equating Eqs. (4.15) and (4.16), the radius of the circling, r, can be 
obtained:

m V
r =

qB
(4.17)

It is apparent that since the mass of an ion is about 1000 times larger 
than the mass of an electron, its circling radius is much larger than 
that of an electron. In other words, for the plasma bulk of interest, 
the magnetic field has a marginal effect on the ions.

With Eqs. (4.16) and (4.17), the Larmor frequency can be 
derived:

m
(4.18)

m icrowave input (2 .45G H z)

Fig. 4 .27 . Schematic for an electro cycletron resonance (ECR) plasma reactor.
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The Larmor frequency is the frequency at which a charged particle 
circles around the influencing magnetic field lines. The Larmor fre
quency is proportional to the imposed magnetic field strength, and 
it is inversely proportional to the mass of the particle. If the fre
quency of the input microwave source equals the Larmor frequency, 
the magnetic field can efficiently add energy to the electrons as they 
circle around the magnetic field lines. This is the underlying principle 
that an ECR, CVD, or etching system is based on. The circling of 
electrons significantly increases the electron lifetimes in the plasma 
bulk, and more collisions can result; therefore high-density plasma 
can be obtained even in a low-pressure regime. Figure 4.27 demon
strates an ECR system, the microwave (2.45 GHz) inputs from the 
top of the reactor, through a dielectric window and the wave guide 
and into the plasma bulk. The circular motion of the electrons in the 
plasma is controlled by the magnetic coils to match the microwave 
frequency and allow for efficient energy transfer from the microwave 
power source to the plasma.



Chapter 5 

CHEMICAL VAPOR DEPOSITION

A semiconductor chip is composed of a number of different conduct
ing layers. Each of these layers is intended to serve a specific purpose. 
Each layer and patterns of the same layer need to be perfectly iso
lated. The isolation is accomplished using dielectric materials to fill 
up the empty space in the intralayers and the inter layer structures, 
as shown in Fig. 5.1. The dielectric materials physically support and 
electrically isolate the conducting structures. Chemical vapor depo
sition (CVD) is a widely used technique to form dielectric and con
ducting films in device manufacturing.

CVD occurs when a gas mixture is passed over a heated substrate, 
and chemical reactions are initiated in the vicinity of the substrate 
surface to form a nonvolatile solid film. In this chapter, we will intro
duce the classification of the CVD processes, deposited films, and 
CVD reactors. This is followed by the CVD reactor design concept 
illustration for various applications. CVD reactor modeling is also 
illustrated. This helps readers to understand the CVD system in pro
duction processes. The characterization of a film is discussed in terms 
of its compatibility with other films in the device structure. Finally, 
the chemical reactions for various films and their applications are 
discussed.

5.1. Classification of CVD Reactors and Films

CVD can be divided into several different groups, based on the energy 
source, pressure, and wall temperature, as shown in Fig. 5.2. Thermal 
CVD is a CVD process in which the energy source is purely derived

128
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passivation

Fig. 5 .1 . A cross-sectional view of a five-metal device with five metals and seven 
dielectric layers.
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Fig. 5.2. Classification of CVD reactors.

from thermal energy such as energy from lamps or heated substrates. 
The CVD reactions in a plasma-enhanced CVD (PECVD) are ini
tiated by highly energetic electrons in the plasma system. On the 
other hand, laser-assisted CVD uses laser energy to initiate chemical 
reactions. Thermal CVD and PECVD are the two most widely used 
CVD approaches in semiconductor manufacturing. Thermal CVD 
runs at high temperatures, ranging from 600°C to 1100°C. It can
not be used after metal layers are deposited since aluminum melts 
at this temperature range. Thermal CVD, due to its high operation 
temperatures, produces dense films with low hydrogen content. On 
the contrary, PECVD operates at low temperatures, ranging from 
room temperature to 400° С. PECVD is widely used for postmetal 
planarization and passivation processes.

Another method of classifying CVD reactors is based on their 
operation pressures, such as atmospheric pressure (APCVD), low
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pressure (LPCVD), and subatmospheric pressure (SACVD), as 
shown in Fig. 5.2. APCVD operates at atmospheric pressure; it has 
a high gas density and therefore a high film deposition rate. The 
system can be designed in a continuous mode by using a conveyor 
instead of the closed-chamber batch mode. The diffusivity is inversely 
proportional to the system pressure, as follows:

аТЬD ij o c -----, (5.1)
V

where is the diffusivity of species i in j ,  T  is the absolute tem
perature, and p is the system pressure. By having a lower system 
pressure in the milli-Torr regime, LPCVD results in a film that 
has better thickness uniformity as compared to APCVD. Because 
of its highly diffusive precursors, the wafer in a deposition system 
can be arranged in an equally spaced stand-up fashion, while pro
viding good wafer uniformity, as shown in Fig. 5.3. The reason is 
that the precursor gas mixture, in a low-pressure system, is able 
to diffuse into the interwafer narrow space. It can also be observed 
from Fig. 5.4 that as the pressure increases, the wafer film thickness 
tends to be thicker in the outer ring and thinner at the center. The 
nonuniformity is aggravated with system pressure. The disadvantage 
of LPCVD reactors is that the deposition rate is lower due to its 
lower gas density.

SACVD operates at pressure ranges around 600 Torr. A common 
application in the semiconductor manufacturing process is SACVD

Fig. 5 .3 . Wafers in an equally spaced stand-up arrangement in an LPCVD  
system.
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grown film

substrate

L
low pressure medium pressure high pressure

Fig. 5 .4 . The radial film thickness variation as a function of depositing pressures 
in a LPCVD system.

of O3/TEOS for silicon dioxide formation. This process provides a 
high deposition rate and excellent uniformity as well as good step 
coverage in filling high aspect ratio trenches.

The CVD reactors can also be divided into cold-wall and hot- 
wall reactors, according to the wafer and reactor wall temperatures, 
as illustrated in Fig. 5.2. If the wafer temperature is higher than 
the wall temperature, the reactor is called a cold-wall reactor. If the 
wall temperature is higher than or the same as the wafer temper
ature, the reactor is called a hot-wall reactor. In general, a cold- 
wall reactor is used for very high temperature deposition processes, 
such as epitaxial growth, which is often operated at temperatures 
above 1100°C. For high-temperature deposition processes, the cold- 
wall reactor is employed to avoid excessive deposition on the reactor 
wall. As indicated in Fig. 5.5, heating methods, such as inductive 
heating, radiant heating, and resistive heating, are commonly used 
for CVD reactors. Radiant heating by means of high-powered lamps, 
such as halogen lamps, and resistive heating are known as nonselec- 
tive heating. In other words, any objects that are under the exposure 
range are heated simultaneously. However, the heat capacity of differ
ent objects could give rise to different ultimate object temperatures. 
Inductive heating takes advantage of the Faraday effect. When a con
ductive material is placed in an oscillating magnetic field, it generates 
an electrical field and, consequently, an electrical current. The Joule 
heating effect, / 2Я, results in temperature increases in the conduc
tive material. The inductive heating is a selective heating method 
that is only effective on conducting materials.
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wafer induction coil 

quartz tube

f v .

susceptor quartz tube

Fig. 5 .5 . Configurations of inductive heating, radiant heating, and resistive 
heating for CVD reactors.
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Fig. 5 .6 . Atomic arrangement for (a) single-crystalline, (b) poly crystalline, 
and (c) amorphous films.

Different CVD approaches or operating conditions may result in 
different deposited film characteristics. Film morphology can be clas
sified into three categories in terms of the order of atom arrangement: 
the single-crystalline, polycrystalline, and amorphous, as shown in 
Fig. 5.6. In a single-crystalline film, the order of atom arrangement 
is fixed throughout the bulk. In a polycrystalline film, the order is 
short-range, or local; in other words, a number of different atom 
arrangement orders exist in the solid. An amorphous film has no fixed 
atom arrangement order. As indicated in Fig. 5.7, in CVD, the sub
strate temperature provides energy (ability) to the adsorbed species 
to migrate around on the substrate surface. On the other hand, the 
gas concentration dominates the frequency of gas species that strike 
on the substrate surface and hinder the surface species’ migration. 
A high substrate temperature tends to provide the adsorbed species
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Fig. 5 .7. The surface migration and the particles landing occur simultaneously 
on the surface.

with more energy to migrate on the substrate surface to look for a 
preferred site to settle. On the other hand, a low precursor gas con
centration provides the adsorbed species with more time to migrate 
around before being stopped by the next impinging precursor gas 
species. A deposition condition with high temperature and low gas 
pressure has a higher tendency to form single-crystalline films such as 
epitaxial growth at 1100°C. On the contrary, a low substrate temper
ature and a high gas concentration tend to result in an amorphous 
film since the adsorbed species are less mobile and have less time 
to migrate around before settling down. Almost all PECVD films, 
deposited at around 250°C-350°C, are amorphous films. The inter
mediate reactor conditions tend to produce polycrystalline films, for 
example, polycrystalline silicon is grown at 550°C-650°C.

5.2. C V D  Reactor Design Concepts

The design goal for a CVD reactor is essentially to optimize its 
operating conditions and configurations to maximize the through
put and to achieve good film uniformity and properties. To achieve 
this goal, a few concepts are critical for the reactor. For example, 
if a high-throughput reactor is desired, the wafers must be in a 
stand-up arrangement and narrowly spaced, as shown in Fig. 5.8. 
In this scenario, to achieve good uniformity across wafer and wafer 
to wafer, a low-pressure condition has to be used to enhance the 
species’ diffusivities. Furthermore, if the wafers are in a stand-up 
arrangement, a cold-wall reactor configuration cannot be used since
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Fig. 5.8. A hot-wall LPCVD system with a three-zoned resistive heating.

(I) If high throughput, low-tempenature CVD system is desired 

wafers in stand-up position and equally spaced arrangement 
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i
hot-wall reactor

I
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I
wafers lay flat

I
inductive heating

APCVD to increase the deposition rate

tilt susceptor to minimize the depletion effect

Fig. 5 .9 . The general concepts in CVD reactor design.

it will generate an unacceptably large temperature gradient across 
a wafer and cause the wafers to crack. With the demand of hot- 
wall reactors, either resistive heating or radiant heating can be 
used; however, inductive heating cannot be used. Figure 5.9 illus
trates the conceptual flow of a CVD reactor design. If a high- 
temperature process is desired, such as epitaxial growth at 1100°C, a 
hot-wall reactor configuration should be avoided since its high tem
perature can result in excessive deposition on the reactor wall. The 
undesired wall deposition wastes chemicals during the deposition,
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and it generates particles during open-chamber load-unload steps. 
Because the thermal expansion coefficients are different between the 
film and the reactor wall, the wall deposits crack and peel off — 
particles are formed when temperature fluctuates. Therefore a 
cold-wall reactor is required. The cold-wall reactor calls for a selec
tive heating method (the inductive heating method) since the reactor 
wall is not to be heated. To maintain the reactor wall at a controlled 
low temperature, a cooling jacket can be used to surround the reac
tor wall. Owing to the use of a cold-wall reactor, the wafers have to 
be laid flat on a conducting substrate holder to avoid wafer cracking 
due to excessive temperature gradient. If wafers are laid flat, one can 
use APCVD to increase the deposition rate. Furthermore, to achieve 
good wafer-to-wafer film thickness uniformity, the substrate holder 
surface can be tilted to enhance the mass transfer rate uniformity 
across the substrates in the reactor. Figure 5.10 shows a cold-wall 
APCVD reactor with a cooling jacket on the reactor wall.

In semiconductor manufacturing, if a dielectric film is to be 
deposited on top of an aluminum layer, the temperature is limited 
to below 500° С. This is due to the fact that the metal qual
ity degrades significantly at such high temperatures. This thermal

cooling water in induction coil

Fig. 5 .1 0 . An APCVD cold-wall reactor with induction coil heating and water 
cooling jacket surrounding the chamber.
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budget mandates the use of the PECVD process, which is normally 
conducted at low temperatures ranging from room temperature to 
450° С. The reactive species are the free radicals in the plasma, which 
are extremely reactive even at low temperatures. To avoid excessive 
deposition on the reactor wall, in situ cleaning and purge cycles are 
normally performed to etch off the undesired film deposition on the 
chamber wall. This should be done periodically. Owing to the fact 
that the reaction energy source is not from the thermal energy, using 
either a hot-wall or cold-wall configuration for a PECVD is not as 
critical as it is in a thermal CVD reactor. However, a PECVD reactor 
is often kept at around 300° С to 400° С to obtain good film qualities 
since higher deposition temperatures result in lower hydrogen con
tents in the film. The other type of plasma-enhanced etching or CVD 
reactor is the downstream reactor. The radicals are extracted from 
the plasma bulk between the electrodes and are moved into another 
chamber, where the etching or CVD reactions occur. By doing so, 
the ion bombardment or ion-induced damages on the substrate can 
be eliminated, and only the radical reactions that are isotropic in 
nature will be left.

5.3. CVD Reactor Modeling

CVD has versatile applications in semiconductor processing. Most 
films used in the semiconductor industry can be deposited by using 
CVD approaches. CVD film formation often involves both homoge
neous and heterogeneous reactions. Modeling of a CVD system helps 
to explain the film growth mechanism and phenomena as well as cor
relating the system conditions to film growth rate, uniformity, and 
composition. It also helps to predict the film growth characteristics. 
There are two approaches for CVD reactor modeling. One is the 
macroscopic approach, while the other is the microscopic approach. 
The macroscopic model correlates the average film growth rate to the 
CVD reactor operating conditions. On the other hand, the micro
scopic model predicts the local film growth rate, and therefore it is 
able to predict not only the film growth rate, but also the thickness 
uniformity.
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Fig. 5 .11. The mass transport steps involved in a CVD process.

5.3.1. M acroscopic modeling

Despite the complicated nature of CVD reaction mechanisms and 
kinetics for practical application purposes, the transport and reaction 
pathways can be divided into six steps. Figure 5.11 shows a schematic 
of the mass transport steps that are involved in a CVD process, as 
described in the following:

(a) Homogeneous gas phase reactions to form precursors. Reactant 
molecules in a gas bulk can undergo numerous possible reactions. 
Some lead to desired precursors, while others lead to undesired 
by-products. Observing the elementary reaction of the reactant that 
leads to depositing precursors, the gas phase reaction rate is

Ri =  kgCg , (5.2)

where kg is the gas phase reaction rate constant and Cg is the con
centration of the reactant.

(b) The precursor transport onto the substrate surface. The desired 
precursors are continuously generated as a result of the homogeneous 
reactions and are consumed at the substrate surface or reactor walls. 
A concentration gradient builds up from the gas bulk to the substrate 
surface and reactor walls and results in a mass transfer flux, i 7!, 
toward the film growing surfaces:

F \ =  h (C ag — C a) , (5.3)
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where h is the mass transfer coefficient and Cag and Ca are the 
concentrations of the depositing precursors in the gas bulk and in 
the vicinity of the substrate surface.

(c) The precursors adsorb on the substrate surface. The precursors 
that land on the substrate surface can adsorb on the surface. There 
are two types of adsorption — dissociative adsorption and nondis- 
sociative adsorption, as illustrated in Fig. 5.12. For the former, a 
molecule splits into two fragments when adsorbed onto a solid sur
face; for the latter, the molecule adsorbs directly without splitting. 
For a reversible nondissociative adsorption,

A +  S J ^ A S .  (5.4)

The rate of adsorption is

Ra =  kaCaCv kd.Cas > ( *̂ )̂

where the second term represents the desorption rate of the adsorbed 
species. Variable ka is the adsorption rate constant, and kd is the des
orption rate constant; Cv is the concentration of the vacant sites on 
the substrate surface, and Cas is the concentration of the depositing 
species that are adsorbed on the substrate surface.

The adsorbed precursors may desorb from the substrate surface. 
Desorption rate increases with substrate temperatures.

Fig. 5 .12. Schematic representation of dissociatiative (left) and non
dissociative (right) adsorptions.
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(d) The adsorbed species undergo dissociation reactions or surface 
reactions with other adsorbed species to form a nonvolatile film. For 
the case of silicon deposition from SiEU,
In gas phase

SiH4 SiH2 +  H2 (5.6)

On substrate surface

SiH2(ad.) -> Si(5) +  H ^ . ) . (5.7)

The adsorbed hydrogen then desorbs from the substrate surface.
The case of silicon nitride CVD involves dissociation reactions 

and surface reactions:
In gas phase

SiH4 -  SiH2 +  H2 (5.8)
NH3 -> NH +  H2 (5.9)

On the substrate surface

3SiH2(ad ) +  4NH(ad } -  Si3N4 • Hx +  (1 0 ~ ^ H2(ad,) . (5.10)

At high substrate temperatures, the dissociation reactions may 
proceed as

SiH2 —► Si(ad.) +  H^ad.) ,
1 (5-11)

NH —► N(ad.) +  2 ^ 2(ad.) >

then

3Si(ad.) + 4N(ad.) —► Si3N4(S) .
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For simplicity, it is assumed that the surface reaction is nondissocia- 
tive, irreversible, and first order with respect to the adsorbed species:

A.S F +  B.S (5.12) 
Дз =  ksCas, (5.13)

where F is the nonvolatile film formed by the reaction, ks is the 
surface reaction rate constant, and Cas is the surface concentration 
of the adsorbed reacting species.

(e) By-products desorb from substrate surface. The dissociation 
reactions or the surface reaction by-products can either desorb from 
the surface or be incorporated into the grown film. Desorption is 
reversible:

B . S ^ U B  +  S. (5.14) 

Desorption rate can be expressed as

Rd =  -k ( f i b  +  KPbCv> (5.15)

where k'd is the desorption rate constant of the adsorbed reaction 
by-product, Сь is the concentration of the product in the vicinity 
of the substrate surface, and Cbs is the surface concentration of the 
adsorbed by-product.

(f) The by-products out-diffuse into gas bulk:

— F[ =  hg(Cgb — Cb) , (5.16)

where h'g is the mass transfer coefficient of the by-product, and Сдь 
is the gas phase concentration of the by-product.

The above consecutive steps comprise the overall deposition pro
cess. Certain steps may proceed faster than the others. The slow 
steps are called rate-determining steps. They dictate and character
ize the deposition process. At steady state, the rates of all steps 
are equal. The step with a smaller rate constant would build up a 
larger concentration gradient. On the other hand, the probability of 
being able to detect an intermediate species is small if it is associated 
with a large rate constant. To obtain the deposition rate, the related 
rate constants or concentrations must be determined experimentally.
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For example, if one looks at relatively slow steps (b) and (d) at steady 
state,

mass transfer in gas bulk =  surface reaction rate
=  deposition rate, (5.17)

namely,

F\ =  h(Cag -  Ca) =  R3 =  ksCas. (5.18)

Since step (c) is relatively fast, Cas ~  Ca, we can replace the Cas 
with

=  (5-19) 
As a result, the surface reaction rate can be expressed in terms 

of measurable parameters:

Rs =  ksCas =  . (5.20)
h +  ks

Now, if one desires to speed up the deposition rate, one can either 
increase h or ks. For the former, one can increase the gas flow rate; 
for the latter, one can increase the substrate temperature. For CVD 
reactions at very high temperatures, such as 1100°C -1200°C for sil
icon expitaxial growth, the surface reaction rate is so fast that one 
can further assume ks h\ therefore

Rs =  hCag . (5.21)

Then, the film growth rate, V  (cm/min), is simply expressed as

v  =  §  , (5.22)

where N  is the film density.

To calculate the film deposition rate of a certain CVD process, 
the values of к and h need to be evaluated. The value of к can be esti
mated from studying the reaction kinetics, while h can be estimated 
from the stagnant film model and the boundary layer model.

The stagnant film theory states that the mass transfer resistance 
from a gas bulk to a solid surface resides in a thin stagnant film, right
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next to the solid surface. The mass transfer coefficient is expressed 
as

h =  j  , (5.23)

where D is the diffusivity, and <5 is the hypothetical stagnant film 
thickness, which can be evaluated experimentally or estimated with 
the boundary layer theory as

' - b e -  ( 5  2 4 )

where 6 is the average boundary layer thickness, L is the character
istic length of the CVD reactor system, Re is the Reynolds number 
of the fluid flow, and

н = \ т ч/̂ > (525)
Re =  ^  , (5.26)

A4
where V  stands for the linear gas flow velocity; p stands for the gas 
density.

5.3.2. M icroscopic modeling

The macroscopic model predicts the bulk average growth rate in a 
reactor system. However, the effects of fluid flow patterns and tem
perature profiles, which are often observed in a cold-wall reactor, as 
illustrated in Fig. 5.13, are not accounted for. A rigorous microscopic 
model, consisting of coupled continuity, momentum, energy, and mass

T-in Т4 ТЗ T2 T1

T-in \  \  \  I /  /  Ts

Ts

Fig. 5 .13 . The temperature (left) and velocity profile (right) develop as the 
fluid flows into a cold-wall CVD reactor.
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balance equations, accounts for all the flow patterns and temperature 
profile effects. In reality, it can be tedious to solve the comprehensive 
microscopic model. Instead, some simplifications can be made. For 
example, for a hot-wall reactor, the system can be assumed to be 
reasonably isothermal. That eliminates the energy balance equation. 
If one further assumes that the flow pattern is a plug-flow type or 
fully developed, the momentum balance equation can be omitted, 
which leaves the mass balance equation as the reactor model.

Applying the above concepts to a hot-wall CVD reactor, such as a 
multiradial flow CVD reactor, as demonstrated in Fig. 5.14, the CVD 
reactor model for silicon epitaxy can be written in a dimensionless 
form as

(Xw ^*o)^r dX{ d %i 
Dim dr dr2 +

7%„ -  TV

f rw - r 0\ 
\ H  )

r(rw - r 0) + r 0

2 d2Xi

dxi
dr

8z2 ’
(5.27)

gas manifold

wafer
susceptor

gas inlet exit
Fig. 5 .14. Schematic of a multiradial flow CVD reactor system.
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Fig. 5 .15. Enlarged view of the cross section of the deposition chamber between 
two susceptors.

where x* is the concentration fraction of the depositing species, Dim 
is the diffusivity of SiCU in hydrogen, H  is the spacing of the two 
parallel pates, and rw, r0 are the radii of the disc outer edge and inner 
edge, respectively. The model describes the mass transfer between 
two parallel discs, in which wafers are placed, as shown in Fig. 5.15. 

The boundary conditions are

n Dim &X{ T/ / \
r =  0 : ------------- —  =  Vr{xi0 -  X i ) ,

rw -  7*0 or

1 dxi n
a F - 0 '

z =  l: -

(5.28)

С Dim dxj _  Kxjp3/ 4
H dz 1 +  Bp

The model can be solved numerically to obtain the concentration 
profile. Given the concentration profile, the film deposition rate at 
the wafer surface can be evaluated by

— —Py—• at г =  1 (д т /rnin). (5.29)
H oz

The model solution is demonstrated in Fig. 5.16, which indicates 
that the higher initial radial velocity results in a higher silicon film
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r (radial distance)

Fig. 5 .16. The film growth rate distribution across the susceptor along the 
radial direction as a function of the inlet gas velocity.

deposition rate and better thickness uniformity. This is easy to under
stand as the higher initial velocity provides a greater total supply 
of chemicals for film deposition. Therefore, for the same amount of 
deposited film, it diminishes the depletion effect. On the other hand, 
Fig. 5.17 shows that the larger the spacing between the parallel discs,

Fig. 5 .17. The effect of the parallel disc spacing on the film growth rate 
distribution.
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the better the film uniformity; again, this is due to more chemical 
supply and therefore a reduced depletion effect.

5.4. Characterization of Thin Films

A film is often characterized against its immediate upper or lower 
layers. For example, the stress of aluminum on a doped silicon oxide 
layer can be different from that on an undoped oxide. Film charac
teristics are strongly correlated to the film’s composition. The com
position in turn is a function of film deposition conditions such as 
temperature, pressure, and gas ratio; namely, the variations of the 
film characteristics often reflect the production machine stability. 
Some film characteristics that are often used for monitoring purposes 
will be discussed next.

Film thickness uniformity is the most basic requirement for a film 
to be used in device processing. Within a wafer and wafer to wafer, a 
uniformity better than ±  5% is required. For a conducting film, this 
requirement is clear as the thickness uniformity directly influences 
the local resistance of the conducting layer. A dielectric film etching, 
such as contact or via etching, can leave unopened holes in the thick 
film area, even though the holes are completely opened in the areas 
with normal film thickness, as indicated in Fig. 5.18.

Pinhole density on a deposited film is of critical concern, espe
cially when the film deposition is followed by a wet etching pro
cess. This is because the etching chemicals can penetrate through

Fig. 5.18. Two contact holes are to be etched on the oxide surface with different 
thicknesses.
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the pinholes and attack the underlying layers. An example of this 
occurs when a wet-dry via etching step is applied to open a via 
layer on top of an oxide-on-metal structure. The buffered HF solu
tion can penetrate through the pinholes and attack the underlying 
metal, which results in pits on the metal surface. The pits affect the 
metal line resistance and can cause reliability concerns.

Step coverage is a critical measurement when a film is deposited 
over a substrate with topography. The step coverage, S', is defined as

S =  —  , (5.30)

where H  is the film thickness at the field surface, and h is the thick
ness at the bottom corner. Figure 5.19 shows the step coverage of an 
Al PVD over a contact hole versus a W-CVD. S is about 10% for the 
former and about 80% for the latter. In general, CVD has an inher
ently better step coverage than PVD. The capability of achieving 
good step coverage hinges on three factors. First, the system pres
sure needs to be low enough to render long enough mean free paths so 
that the reactants can reach the bottom and corners of the features. 
Second, the system needs to have a low sticking coefficient so that 
the impinging reactants can be scattered off and possibly redirected 
toward the bottom. Third, the surface must provide enough surface 
migration energy so that the surface precursors can migrate toward 
the bottom and corners. By doing so, the deposited molecules have

Fig. 5 .19. The step coverage of W -CVD (left) and Al PVD (right) over 0 .8 -д т  
contact holes are approximately 80% and 10%, respectively.
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a lower tendency to clog up the opening and allow more impinging 
molecules to reach the bottom of the substrate features, as shown 
in Fig. 5.20(a). On the contrary, two overhangs can be formed at 
the opening, causing the negligible bottom deposits, as shown in 
Fig. 5.20(b). With a moderate mean free path, sticking coefficient, 
and surface migration, the resulting film can be similar to the one 
shown in Fig. 5.20(c).

The compositional analysis is critical because it plays a decisive 
role in other film properties such as density, refractive index, stress, 
and so on. Raman backscattering spectroscopy (RBS) is a technique 
that is often used in determining film compositions. RBS is an off-line 
monitoring approach. One of the most convenient ways of monitoring 
the film characteristics through a refractive index measurement using 
an ellipsometer. The film composition, refractive index, and density 
are correlated by means of a Lorentz-Lorenz correlation:

п2 - 1 М  47Г , .
r t T i J  =  T A a -  ( 5 3 1 )

where n is the film refractive index, M  is the average molecular 
weight, p is the film density, A is Avogadro’s number, and ae is the 
average polarizability. In other words, in a diatomic film, by knowing 
the film refractive index and density, the film composition can be 
derived. The Lorentz-Lorenz correlation of a silicon nitride film is 
shown in Fig. 5.21.

Monitoring the resistivity of a conducting film sheds light on 
its composition. For example, tungsten silicide film is often used in 
device manufacturing. The silicide is formed from the reaction of 
WF6 and SiH4. With fixed flow rates for both reactants, high reaction 
temperatures tend to drive more silane dissociation and result in 
a silicon-rich film. The silicon-rich films provide higher resistivities 
than those of tungsten-rich films. A consistent resistivity trend in a 
production line implies good stability of the deposition process in 
terms of film composition.

The wet etch rate of a film is a good indication of the film den
sity and hydrogen contents. Silicon oxide or nitride films that are 
grown with LPCVD provide a highly steady film composition with
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Fig. 5 .20. The critical factors in determining the step coverage over a hole 
or trench pattern, (a) Long mean free path (L), high surface migration energy 
(Es), and low sticking coefficient (Sfc)> (b) short L, low E 3, and high Sk\ and 
(c) moderate L , E s, and Sk.
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—  film density(g/cm 3 )

Fig. 5 .21. The Lorentz-Lorenz correlation for PECVD silicon nitride films.

the hydrogen contents, which decrease when the substrate tempera
tures are increased, as indicated in Fig. 5.22. The trend of decreas
ing hydrogen content with increasing temperatures complies with 
the film density, which increases with increasing temperature. On 
the other hand, thermal oxide films tend to be denser than their 
PECVD counterparts; as demonstrated in Fig. 5.23, the denser films 
result in lower wet etching rates.

The stress of a thin film may stem from internal, external, or 
thermal effects. The internal stresses may result from crystal defects, 
while the external stresses may result from lattice mismatching 
between the substrate and the film itself. The thermal stress stems 
from variations in temperature. The difference in thermal- expan
sion coefficients of the film and the substrate gives rise to thermal 
stress. When the film’s thermal expansion coefficient is larger than 
that of the substrate, as the temperature decreases, the film con
tracts more than the substrate, and therefore the film experiences a 
pulling-apart force from the substrate (a tensile stress). On the con
trary, the film would experience a pushing-in force (a compressive 
stress). Figure 5.24 shows the effects of temperature on film stress 
for different thermal expansion coefficients. It is clear that the stress
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thickness (A)

Fig. 5 .22. Hydrogen contents in the bulk of a silicon nitride film with different 
deposition temperatures.

1022 H/cm3

Fig. 5 .23. The wet etch rate of a PECVD nitride film increases with its hydro
gen content.
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Fig. 5 .24. A two-slab material with thermal expansion coefficients of k\ and 
/c2 - The material bends as temperature changes.

can change from tensile to compressive as the temperature varies. 
Excessive stress can affect the film adhesion on the substrate sur
face. The film may peel, buckle up, or crack when it is under ten
sile stress or may form hillocks when it is under compressive stress. 
Figure 5.25 demonstrates a peeling tensile-stressed tungsten silicide 
film. The film peeling leads to both contamination in the process 
line and device failures. Sometimes it may not show up in the device 
yield, but it will show up in the product qualification stage and will 
cause qualification failures.
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>olY 14
Fig. 5 .25. The tungsten silicide film buckles up after a high temperature anneal
ing: (top) SEM; (bottom) schematic flow.

5.5. Applications o f C V D  Films

In this section, we will introduce the reactions and applications of 
various films that are used in device manufacturing.

Silicon oxide films grown with CVD approaches are widely used 
as polysilicon spacers and as underlayers for interlayer dielectrics. 
The spacer shown in Fig. 5.26 is a silicon oxide layer along the polysil- 
icon gate structure with a width ranging between 250 and 1500 A; 
the widths vary with different technologies. The purpose of using a 
spacer is to form a lightly doped drain (LDD) structure to reduce the 
hot-carrier effects. Figure 5.27 shows the spacer structure around a 
polysilicon gate and the implant sequence of forming an LDD device. 
The requirement for the spacer film is primarily twofold: one is the 
thickness uniformity, which dominates the spacer width uniformity, 
while the other is the film purity, especially the hydrogen content, 
which can affect the device function as the film is immediately on the

S____H  S ___ D

Fig. 5 .26. The spacer along the sidewall of the polysilicon gate with LDD 
structure.
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Fig. 5 .27. The process flow of forming a LDD device structure: (a) after 
gate etching; (b) LDD implant and drive-in diffusion; (c) TEOS deposition; and 
(d) after anisotropic spacer oxide etching, followed by S /D  implant and anneal.

silicon surface. For spacer applications, tetraethyloxylsilane (TEOS)- 
based oxide films are preferred due to their superior quality:

Si(OC2H5)4 - ° ° C- 76Q°C, Si02 +  others. (5.32)

Decomposing TEOS at high temperatures gives rise to a TEOS oxide 
film with excellent step coverage, uniformity, and properties such as 
low impurity levels and hydrogen contents.
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As a part of the interlayer dielectric (ILD), the CVD oxide 
is used between the polysilicon gate and the BPSG planarization 
layer. The goal is to block dopant (boron or phosphine atoms) dif
fusion from the BPSG layer into the device structure, as shown in 
Fig. 5.28. It can also be used as a blocking layer for ion implanta
tion. The principle behind this is that the oxide defines the areas 
that are not to be implanted. The oxide simply blocks the impinging 
ions by trapping the ions within the film bulk, as demonstrated in 
Fig. 5.29. Another important application of silicon oxide is its use 
as the blocking layer for dopant diffusion. This takes advantage of 
the fact that most dopants have low diffusivities in the oxide layer. 
A patterned oxide defines the areas to be and not to be diffusion 
doped. Using a proper thickness for the oxide layer, by the time the 
diffusion process is complete, the dopants are still trapped within the 
oxide bulk.

There are a few approaches to grow the CVD silicon oxide, as 
follows:

(a) SiH4 +  0 2 <5°°°C> Si02 +  2H2 : (5.33)

Fig. 5 .28. A layer of undoped CVD oxide is often used under the BPSG layer 
to prevent dopants from diffusing downward to the substrate.

oxide v 1 1 1 1 1 1
i i i ............... ......................

Fig. 5 .29 . Dopants are implanted onto a silicon substrate covered with a pat
terned oxide, which functions as a blocking layer.
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This reaction takes place at low ambient temperatures and therefore 
it provides poor step coverage.

(b) SiCl2H2 +  N20  Si02 +  2N2 +  2HC1: (5.34)

This approach provides much better step coverage and uniformity. 
However, the grown films may contain some chlorine atoms, which 
could react with polysilicon or cause the film to crack.

SACVD with a TEOS/O3 reaction is often employed to planarize 
severe topography or deposit films in high aspect ratio trenches or 
contacts. The reaction proceeds as

Si(OC2H5)4 +  8O3 Si0 2 +  10H20  +  8C0 2 . (5.35)

The reaction proceeds at pressures in the vicinity of hundreds of 
Torrs. The temperature is significantly lowered to 400° С, as com
pared to the thermal decomposition of TEOS at above 700°С. Like 
most other film deposition processes, the wet etch rate monoton- 
ically decreases with deposition temperatures, indicating that the 
film density increases. The flow rate ratios, O3/TEOS, also affect 
the film deposition and wet etch rates. The important feature of this 
reaction is its excellent film step coverage for filling narrow gaps, as 
shown in Fig. 5.30. The step coverage for filling a deep trench with

oxide

T■ Ш Step coverage >50%

Fig. 5 .30. Step coverage of SACVD ozone-TEOS in a high aspect ratio trench.
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Fig. 5 .31. BPSG is commonly used as the ILD between the gate and the first 
metal.

an aspect ratio of > 10 varies from 35% at 415°C, to 60% at 465°C, 
to 80% at 490° С, respectively.

BPSG is used in a wide variety of applications such as the insu
lating layer between the first metal layer and the gate structure, as 
shown in Fig. 5.31. To ensure good step coverage and good resis
tance for the first-layer metal, it is critical to have a planarized sur
face immediately underneath the first metal layer. The pure silicon 
oxide layer step coverage is not good enough to fill up the narrow gap 
between the two neighboring gate structures. Furthermore, the flow- 
to-planarize approach cannot be applied on the pure oxide since it 
requires extremely high temperatures. A viable approach is to dope 
the oxide with either boron or phosphorous or both into the oxide 
to lower its flow temperatures to the 700°C-850°C range. To form a 
BPSG, the oxide formation reaction, Eq. (5.33), proceeds simultane
ously with

4PH3 +  502 — > 2P20 5 +  6H2 (5.36)

and

2B2H3 +  602 —  4B20 3 +  3H2 . (5.37)

At about 400°C, the resulting product is essentially a mixture of 
oxides Si0 2,P 20 5 , and B20 3.

The as-deposited BPSG then flows in a furnace at around 750°C - 
850°С to obtain a planarized surface. The flow angle or the extent 
of BPSG planarization is defined as the angle shown in Fig. 5.32. 
The flow angle is a function of dopant concentration, delay time, 
flow ambient, flow temperature, and time. In general, the flow angle 
increases with the delay time, which is the time interval between 
the film leaving the deposition chamber and going into the furnace
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for flow, as indicated in Fig. 5.32. The delay causes the BPSG sur
face to be converted into hydroxide due to moisture absorption, and 
it results in reduced flow capability. To achieve small flow angles, 
the delay time must be minimized. In particular, the production 
line should be managed properly such that as soon as the films 
leave the deposition chamber, they should be placed into the fur
nace for flow. The flow angles also decrease with the dopant con
centration, as illustrated in Table 5.1. However, excessive boron 
concentration causes the film to be hygroscopic and results in crystal 
formation on the film surface. As discussed earlier, an undoped oxide 
is often used underneath the BPSG to prevent the dopants from dif
fusing downward into the silicon substrate and affecting the device 
performance.

Silicon nitride films are good diffusion barriers for mobile ions, 
moisture, and oxidation. Furthermore, they hardly oxidize in an oxi
dizing ambient. The major application of a CVD silicon nitride film 
is an oxidation mask. Nitride films can be formed when ammonia

5 10 15 20 25 

delay time (hrs)

.32. The flow angle of BPSG increases with delay time.
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Table 5 .1 . Flow angles of BPSG decrease with dopant 
concentrations.

Wafer В (wt %) P (wt %) Flow angles (deg)

A 1.99 3.5 36
В 2.17 4.82 15
С 2.7 5.4 13

reacts with silane or dichlorosilane:

3SiH4 +  4NH3 700°C~9°0°C> Si3N4 +  12H2 (5.38)

3SiCl2H2 +  4NH3 700°c - 800°c , Si3N4 +  6HC1 +  6H2 . (5.39)

The deposited films are stoichiometric in nature, with some percent
age of hydrogen. Thermal CVD nitride inherently has a relatively 
high stress level. As a result, when used as an antioxidizing layer, it 
is often used on top of a buffer oxide layer, to prevent wafers from 
being cracked. Table 5.2 compares the physical properties of thermal 
CVD nitride with plasma CVD nitride. Compared with CVD nitride 
films, PECVD films are nonstoichiometric in nature, less dense, and 
lower in stress. Most important, PECVD is conducted at much lower 
temperatures.

Polycrystalline silicon films are often used as the transistor gate 
material, as the capacitor plates in DRAM, or as the resistor load 
in SRAM. For all of these applications, the films are grown with

Table 5 .2 . Comparison of LPCVD and EPCVD silicon 
nitride film properties.

Condition LPCVD PECVD

Temperature (°C) 700-800 250-350
Composition S3N4 (H) SixNyH,
Atomic % H 4-8% 20-25%
Refractive index 2.01 1 .8 - 2 .5
Density (g/cc) 2 .8-3.1 2.4-2.8

Dielectric constant 6-7 6-9
Stress (109 dyn/cm2) 10 (tensil, T) 2(c)-5(T)
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LPCVD using silane pyrolysis (chemical decomposition with heat in 
the absence of oxygen):

SiH4 600°c - 650oc, Si +  H2 . (5.40)

The film structure is strongly influenced by the deposition tempera
tures, dopant concentrations, and conditions of the postdeposition 
heat treatments. The silane decomposition can be carried out in 
a wide range of temperatures (from 560°С and up). At tempera
tures lower than 580°С, the grown films are amorphous. At around 
590°C, the grown films are partially crystalline, with amorphous 
islands. Above 630°C, the films become polycrystalline, with colum
nar structures with well-defined grain boundaries, as demonstrated 
in Fig. 5.33. The average grain size increases with deposition tem
perature. In the meantime, the in situ doping significantly affects 
the grain structures. At the same temperature, the grain sizes of the 
in situ doped polysilicon films are larger than those of the postdepo
sition doped films. There axe different approaches to dope the polysil
icon layer such as diffusion, implantation, or even in situ doping.

The resistance ranges of polysilicon films can vary from GH/D 
to mQ/П, depending on the doping levels. The high-resistance film 
is used in applications such as poly loads in SRAM, while the low- 
resistance film is used as gate interconnects for devices.

The above discussion primarily focuses on CVD dielectric films. 
Some CVD conducting films, such as tungsten silicide and tung
sten films, are widely used in semiconductor manufacturing. As the 
device geometry continues to shrink both laterally and vertically, 
the resistance of the doped polysilicon gate is increasingly high and

columnar polysilicon grains

Fig. 5 .33. The columnar polysilicon grain structure.
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causes the signal speed in the gate layer to slow down. Tungsten 
silicide films are used to shunt the polysilicon gate (a polycide struc
ture), as shown in Fig. 5.34. By doing so, the gate layer resistance 
can be reduced by more than an order of magnitude. There is a whole 
spectrum of silicides to choose from such as the silicides of Ti, Ni, Та, 
or Mo. However, the only commercially available CVD process is the 
WSix film. The reaction is carried out in a LPCVD cold-wall reac
tor, as shown in Fig. 5.35. The reaction involves silane and tungsten 
hexafluoride:

WF6 +  SiH4 -3?°°- ~4-00- ^  WSi* 4- HF4-----. (5.41)

The gas flow rate ratio, WFe/SiH4, is very small (around 12 seem/ 
2000 seem). The reaction is dominated by WF6- The resulting film is

Fig. 5 .34. Conventional polysilicon gate structure in comparison to tungsten 
polycide structure.

process chamber

Fig. 5 .35. LPCVD cold-wall reactor for tungsten silicide film deposition.
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not stoichiometric; the atomic ratios vary with temperature and WF6 
flow rates. Increasing the temperature enhances the silane decompo
sition and gives rise to silicon-rich films with high resistances. On 
the other hand, increasing the WF6 flow rates results in tungsten- 
rich films, with lower resistances. There is a trade-off between the 
film resistance and the film stress. A tungsten-rich film has a low 
resistance but high film stress, and therefore it is more prone to film 
peeling. The film stoichiometry must be optimized for several factors 
such as final film resistance, adhesion, and postdeposition thermal 
budget. The as-deposited film is amorphous, and thereby on anneal
ing, it crystallizes, and the resistance drops by an order of magnitude, 
as illustrated in Fig. 5.36. In addition, the film stress increases sig
nificantly, as shown in Fig. 5.37.

During device manufacturing, the silicide film experiences several 
thermal cycles, some with oxygen and others without. The oxidation 
behavior is quite interesting. The WSix film cannot tolerate wet oxi
dation even at 700°C; it peels right away. The oxide formation on 
the silicide surface is faster compared to oxide formation on a silicon 
surface, which could be due to its amorphous nature. RBS reveals 
that on oxidizing the amorphous WSix film, the silicon atoms in the

as-deposited after 
1st anneal

after
1st anneal

Fig. 5 .36 . Sheet resistances of tungsten polycide films decrease after annealing.
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Fig. 5 .37. WSix film stress increases after annealing.

silicide bulk actually diffuse outward toward both silicide surfaces to 
form silicon oxide and toward the silicide-polysilicon interface and 
pile up there. After a long oxidation time, or when the silicide film 
reaches a stable stoichiometry, x equals 2.2. The silicon atoms start 
to be supplied from the underlying polysilicon, as can be clearly seen 
from Fig. 5.38. It has also been demonstrated that the annealed sili
cide surface cannot be exposed to a high temperature ambient, or 
the film will peel. Tungsten silicide film peeling seems to be one of 
the painful experiences in most process lines. To avoid peeling, the 
following precautions can be taken:

(a) The polysilicon surface must be completely clean and free of 
residual oxide, moisture, and organic contaminations before sili
cide deposition.

(b) No wet oxidation is allowed.
(c) An annealed or oxidized silicide surface cannot be exposed to 

a high temperature ambient unless it is capped with a capping 
layer or the surface is supplemented with extra silicon atoms to 
make up for the silicon that was consumed during the previous 
oxidation.
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Fig. 5 .38. The silicon-to-tungsten atomic ratios change across silicide bulk after 
anneals.

Tungsten is one of the most popular conducting CVD films used in 
semiconductor manufacturing. It has an even lower resistance than 
do the tungsten silicide films. Furthermore, owing to its superior step 
coverage, it is often used as the tungsten plug to fill holes: either con
tact or via holes. The film can be deposited first by using a nucleation 
step, followed by bulk deposition:

WF6 +  3H2 1QQOC- 430°C) W (s) +  6HF, ,
2WF6 +  SiH4 - °°— - 43°°C, 2W(s) +  4HF +  2SiF4 +  • • • .

The hydrogen reduction reaction appears to be independent of the 
hexafluoride flow rate for temperature ranges between 594 and 621 К . 
The step coverage varies with the gas flow ratio, as indicated in 
Table 5.3.

Table 5 .3. Effects of gas flow ratios on the tungsten film 
step coverage (430°C, 200 mTorr).

W F 6 SiH4 H2 Step coverage/dep. rate (% /A /m in)

100 0 2000 80/250
100 60 1940 55/588
100 100 1900 25/1170
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Table 5.4. Effects of gas 
flow ratios on the S i/W  ratios 
of the resulting films.

SiH4 /W F 6 Si/W  ratios

0.55 0.03
1.3 0.03
1.5 0.08
1.6 0.11

3.8 1

15 1.28
166 2.2

The second step, the silane reduction reaction, is also used for the 
tungsten silicide deposition, as discussed earlier, except that it is used 
with a different gas flow ratio. Table 5.4 shows the gas flow ratios 
versus the silicon-to-tungsten atomic ratios of the resulting films. 
Excessive silane in the reactants can result in a silicon-containing 
tungsten film, which is not desirable. In manufacturing, by choosing 
proper chemistry, 90% film step coverage can be achieved with little 
silicon in the films.

Tungsten films provide good adhesion on metal or silicon sur
faces such as TiN, TiW, and polysilicon, but poor adhesion on oxide 
surfaces. Contact plug applications require a stack structure consist
ing of T i/T iN /W  or Ti/TiW /W . As mentioned earlier, precautions 
must be taken to avoid tungsten film peeling. However, unlike tung
sten silicide on the gate, the W-plug does not need to go through 
high temperature cycles (over 700°C) for either contact or via filling; 
therefore the thermal stress is less of a concern. Figure 5.39 shows a 
plug application for the tungsten films.

Tungsten hexafluoride also reacts with silicon:

2WF6 +  3Si 200OC- 300OC> W(s) +  SiF4 . (5.43)

The reaction can be used to form selective tungsten in the con
tact holes (connecting the silicon substrate to the first level metal)
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Fig. 5 .39. Tungsten plug for contact filling.

since the oxide surface does not have the silicon source for the reac
tion. A very thin and uniform oxide layer on top of the silicon 
substrate is required to form a uniform plug deposition. It can be 
devastating if the thin oxide layer is not uniform. Tungsten hexaflu- 
oride can react with the exposed silicon in the oxide pinhole and 
consume the silicon. As a result, the silicon atoms continue to be 
dug out, and therefore they form a worm hole, which can extend 
as long as several microns into the substrate. This definitely is a 
junction leakage path. For the silicon reduction reaction, the grown 
tungsten film thickness seems to be self-limited. The grown tung
sten film acts as a diffusion barrier for the silicon diffusion. The 
selective deposition can also be made possible with hydrogen and 
tungsten hexafluoride, but the selectivity strongly depends on the 
temperature; above around 350°С, the process is nonselective. In 
general, for selective tungsten deposition processes, the process win
dow is very small in terms of surface cleanliness and reaction condi
tion control (temperature, pressure, and gas composition controls); 
the selective tungsten deposition has not been realized in volume 
production.



Chemical Vapor Deposition 167

WFe is used for both W and WSix film growth. It is very sensitive 
to residual moisture in the reaction chamber or piping lines:

WF6 +  3H20  — > W 0 3 +  6HF 
W 0 3 +  2WF6 — ♦ 3WOF4 . 1 j

It is a bluish yellow powder that can inhibit the tungsten deposition 
process. To avoid this, the chamber or pipelines should be kept as 
dry as possible.



PLASMA-ENHANCED CHEMICAL VAPOR 
DEPOSITION AND ETCHING

Chapter 6

In device manufacturing, high-temperature procedures can be detri
mental to the underlying device performance and the previously 
deposited materials if they are not properly integrated into the overall 
device manufacturing flow. For example, after the metal layer is 
deposited, a process temperature of higher than 550°С is no longer 
appropriate. In such circumstances, plasma processing comes to the 
rescue. The thermal effect resulting from plasma reactions is often 
negligible from device and material viewpoints. In this chapter, bear
ing in mind the concepts introduced in Chapter 4, we will introduce 
the plasma reaction pathways and the complexity of a plasma sys
tem in terms of its variables and responses. The following two sections 
focus on plasma deposition as well as film characteristics and appli
cations. Once familiarized with the plasma deposition, we will then 
introduce the etching counterparts. Finally, plasma process model
ing is illustrated, with the plasma deposition of silicon nitride as an 
example.

6.1. The Plasma Reaction Pathways 
and System Variables

Like most CVD processes discussed earlier, plasma etching or depo
sition processes involve a series of substeps, as illustrated in Fig. 6.1. 
What is unique is that they are initiated by electron impacts. First, 
the reactant gases must be dissociated in plasma through electron 
impacts to form reactive radicals. Second, the reactive radicals are 
transported across the gas bulk to the substrate vicinity. Third, the
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Fig. 6 . 1 . The steps involved in a plasma deposition or etching process.

radicals are adsorbed onto the substrate surface. Fourth, the surface 
adsorbed atoms or adsorbed molecules undergo surface reactions. At 
this point, the plasma deposition and plasma etching are differenti
ated by the volatilities of their reaction products. In plasma deposi
tions, the reactive radicals form nonvolatile products, such as a thin 
film on the substrate surface, while in plasma etching, the radicals 
react with the substrate surface to form volatile products. Fifth, the 
adsorbed products desorb. Finally, the desorbed products are trans
ported to the gas bulk and carried out of the process chamber by 
the pumping mechanism. In the meantime, homogeneous reactions 
resulting from the radicals’ reaction in the gas phase occur. Generally, 
these side reactions are undesirable. The process conditions should 
be properly controlled to minimize the homogeneous gas phase reac
tions since they may cause particle contamination.

The variables of a plasma system include substrate temperature, 
power input, pressure, gas flow rate, gas ratio, and so on. Each of 
these can influence the system outputs of a deposition or etching 
process, as shown in Fig. 6.2. Although until now, there has been no 
theory that can predict a plasma reactor’s behavior (the effects of 
parameters can vary from one system to the other), there are gen
eral trends that can help understand the reactor behavior. Decreas
ing the pressure increases the particle mean free path. Long particle
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Fig. 6 .2 . The system variables in a plasma system and their influences on 
PECVD and PE-etching process characteristics.

mean free path allows particles to diffuse over a long distance and 
possibly travel across the process chamber without colliding with 
other particles. As a result, the etching or deposition uniformity can 
be improved. However, lower pressures mean lower gas density, and 
therefore lower electron density. As a result, lower etching or depo
sition rates are expected. At low pressures, owing to the long mean 
free path, the ions have a better opportunity to reach the substrate 
surface and thereby increase the ion bombardment effects. For etch
ing, this means stronger anisotropic etching characteristics. In terms
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of etching rates, if the etching is physical sputtering-dominated, a 
lower pressure can result in higher overall etch rates. On the other 
hand, if the etching is chemical-dominated, the ion sputtering has 
marginal effects. The radical generation rate, Я, is proportional to 
the gas and electron density and is expressed as

where к is the dissociation rate constant and is a function of the mean 
electron energy and electron energy distribution, ne is the electron 
density, and С is the gas density. Changes in pressure affect all of the 
three items on the right-hand side, some positively and some nega
tively. The end result depends on the factor that is most dominant.

The power input to the plasma system will eventually heat up 
the gas system and the substrate through collisions and bombard
ment. In addition, the back of the wafer can be heated or cooled, 
depending on the process optimization. When compared to these 
two heating sources in cold plasma processes, the thermal effects 
from the endothermic or exothermic reactions are often negligible. 
For deposition, the increase in the substrate temperature causes the 
film density to increase; this is partly due to desorption of hydrogen 
from the film bulk. Increasing the substrate temperature may or may 
not increase the etching or deposition rate; it depends 011 whether 
reactant adsorption or product desorption is the rate-determining 
step. A more significant effect on etching are the selectivity changes 
with substrate temperature. The etching rates for the to-be-etched 
film and the layer beneath it are

R =  kneC , (6.1)

Ri =  &1е~л/ЙГ (6.2)

and

R2 =  k2e~B̂ T, (6.3)

respectively, where k\ and &2 are the rate constants, A and В are 
the activation energies, and T is the absolute temperature. Therefore
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the selectivity of the film with respect to the underlying layer is

It is obvious that the temperature can be manipulated to change the 
etching selectivity.

Increasing the power input boosts the electron temperature and 
density, which in turn will increase the reactive radical concentra
tion and lead to potentially high deposition and etching rates. As 
the thermal temperature changes impact the reaction selectivity, the 
electron temperature changes affect the relative impact dissociation 
rates of different species. Increases in power also enhance the ion 
bombardment energy. As discussed in Chapter 5, the magnetic field 
is often employed around the plasma reactor to increase the elec
tron lifetime; therefore a higher electron density can be obtained. 
This gives rise to higher precursor gas dissociation rates, and higher 
radical concentrations will result.

Unlike thermal CVD reactors, plasma reactors do not have uni
versal trends of parameter effects. The major reason is that in the 
case of plasma reactors, electric fields and charged particles exist. For 
plasma reactors, such factors as electrode design, reactor geometry, 
and the wafer size-to-electrode area ratio all influence the effective 
plasma conditions that initiate the reactions on the wafer surface. 
For example, in a conventional CVD, the pressure effect on a CVD 
reaction is similar for different reactors, which is not the case for 
plasma CVD reactors. This is because the way the pressure affects 
the plasma reaction is much more complicated than in the conven
tional CVD. In a thermal CVD reactor, pressure changes the species 
diffusivity and gas density, but in a plasma CVD reactor, the pressure 
could affect the electron density, ion density, electron energy, and ion 
bombardment energy, in addition to the diffusivities and gas density. 
Furthermore, the relative size of the plasma bulk with respect to the 
reactor size can change the effective power input to the system. For 
example, Fig. 6.3 shows a situation where, owing to the charged par
ticles’ out-diffusion, the plasma can outgrow the reactor electrode
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Fig. 6 .3. Plasma outgrowth at various power input levels.
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area. The reactor A can utilize the power input better than reac
tor B, and reactor В can utilize the power input better than reactor 
C. As a result, the deposition rate for reactor A increases with the 
power input, while for reactors В and C, it may possibly level off.

6.2. Introduction to PECVD and Film 
Characterization

Most thermal CVD dielectric films can be grown with the PECVD 
approach whenever the thermal budget is of concern. Nonetheless, 
the PECVD films have different characteristics when compared with 
their thermal CVD counterparts. PECVD film stoichiometry changes 
with system variables, and the trends can be system-dependent. In 
the case of silicon nitride deposition, the film stoichiometry varies 
with system inputs, and so do such film properties as refractive index, 
stress, and density, as illustrated in Fig. 6.4. Another unique feature 
of PECVD is that the films tend to incorporate significant amounts 
of hydrogen.

The characteristics of PECVD films differ significantly from 
those of thermal CVD. Some important PECVD film properties are 
required:

(a) Good thickness uniformity and step coverage. Similar to the 
requirement for thermal CVD, thickness uniformity and step cov
erage are important, especially when PECVD films are used for 
passivation.

In such applications, the poor step coverage along with a thicker 
film will make it more prone to form a void or keyhole than the 
thinner film area, as illustrated in Fig. 6.5. The voids or keyholes 
can cause reliability issues. Furthermore, the better the film thickness 
uniformity, the better the control over the void formation.

(b) No particle contamination. If a PECVD process is not properly 
controlled, it can result in massive particle formation due to exces
sive homogeneous reactions, in which radicals swiftly combine with
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Fig. 6 .4. The effect of susceptor temperature on film growth rate composition 
and properties.

each other. For example, an excessively high pressure in PECVD 
gives rise to massive particles in the PECVD SiN plasma chamber. 
Metal patterns deposited on the particles can lead to humps, which 
are turned into residues after etching. In all cases, particles are not 
desired in semiconductor processing.
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keyhole
Fig. 6 .5 . A film deposition process with poor step coverage can lead to a key 
hole.

(c) Low thermal cycle. The thermal cycle refers to a high tem
perature step at a certain temperature for a certain period of time. 
The temperature and duration time, the thermal cycle, it takes for a 
thin film deposition process could alter the underlying device char
acteristics by pushing the dopants further. Therefore the thermal 
cycle has to be kept as small as possible. In general, a thermal 
CVD generally runs above 700° С and has a higher tendency to alter 
the device characteristics than does PECVD, which generally runs 
below 450°C. Oftentimes, in device design, the thermal budgets of 
thermal CVD steps are taken into account, while those of PECVD 
are not.

(d) Low film stress. Film stress is a critical factor in affecting 
device performance because high film stress can cause silicon defects 
or warp age and affect the device performance. If applied on top of 
metal layers, excessive stress may degrade the metal line integrity 
and result in hillocks, extrusions, or pits, as shown in Fig. 6.6. The 
film stress is a function of film composition, which changes with the

176
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hilllock

Fig. 6 .6 . A hilllock or extrusion can occur when excessive film stress is applied 
on the metal lines.

deposition parameters such as power, pressure, flow rate, and so on 
etc., in a PECVD.

(e) Low hydrogen contents. Unlike thermal CVD films, PECVD 
tends to produce films with higher hydrogen contents. This is because 
the hydrogen-containing precursors in the plasma end up being 
incorporated into the film. Hydrogen is a very light element, and 
it is very difficult to detect with instrumental analysis. Even worse, 
hydrogen can freely diffuse around in dielectric films toward the gate 
oxide and affect the device characteristics. Therefore the hydrogen 
content must be kept as low as possible. One way to do this is to 
raise the substrate temperatures to allow the incorporated hydrogen 
to diffuse out.

(f) Low charge contents. With film deposition in a plasma reactor, 
the wafer surface is constantly experiencing harsh plasma conditions 
such as ion bombardment. The ion bombardment causes structure 
damage and charge trappings on the film surface. The charges con
tained in the films can adversely affect the device. For example, a 
field device can be electrically inverted by the charges in the PECVD 
oxide films, as illustrated in Fig. 6.7. The concern about the trapped 
charges prevents the use of PECVD films in direct contact with the 
device surface.
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Fig. 6 .7. The excessive trapped positive charges in the PEOX may turn on the 
parasitic field device.

6.3. Applications of PECVD Films

The fact that PECVDs can be carried out at low ambient tempera
tures further increases their widespread applications in back-end pro
cesses of semiconductor manufacturing. Unlike thermal CVD films, 
most thin films, which are grown with the PECVD approach, are 
nonstoichiometric. Also, the film characteristics rely on such deposi
tion parameters as gas flow rate ratios, power input, pressures, and 
temperatures. Nevertheless, as long as the deposition conditions are 
fixed, the film characteristics are quite reproducible in a given system.

6.3.1. PECVD oxide

Silicon oxide film grown with PECVD, PESiOx, is nonstoichiometric; 
it is commonly used as the top and bottom of the sandwich layers in 
a spin-on-glass (SOG) planarization scheme (PEOX/SOG/PEOX). 
It is also used as the bottom layer of a dual-passivation scheme 
(PEOX/PESiN), as illustrated in Fig. 6.8. The most commonly used 
chemical reaction to form the PECVD oxide films is as follows:

SiH4 +  0 2 ^ S i x0 y H2 , (6.5)

where e“  represents the chemical reaction in the PECVD, which 
is initiated by the highly energetic electrons in the plasma through 
electron impacts. The relative atomic composition ratios ж, у , and 
2 vary according to reaction conditions. Some residual amount of 
hydrogen always exists in the deposited films because there are
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Fig. 6 .8. PECVD silicon oxide is used in SOG sandwich and dual passivation 
schemes.

massive radicals in the form of SiH  ̂ that are incorporated into the 
deposited film. In general, the PECVD oxide film does not have 
very good step coverage. Hence, when the PECVD oxide is used 
as the SOG underlayer, it often leads to poor planarization. As a 
result, the SOG sandwich layer is often optimized with a thin bot
tom PEOX and a thick top PEOX. For passivation applications, a 
thinner PEOX (5000 A) is often used, and it is followed by a thicker 
PESiN layer (7000 A). The PEOX is meant to be a stress buffer 
under the nitride. It is certain that the thickness should be adjusted 
when the metal spacing is shrunk. Otherwise, voids can easily form 
in between the metal lines and cause reliability and contamination 
concerns.

Extensive studies have been done on characterizing the PEOX 
films. Figure 6.9 shows that the deposition rate of PEOX films 
increases with system power input. This is because the high power 
inputs produce high electron densities and electron temperatures, 
and thereby, more radicals are generated for the deposition process. 
Figure 6.10 shows that the Si/O ratios in the deposited films follow 
those in the gas during deposition; this is also true in the case of film 
refractive indices. Hydrogen contents in the deposited films are of 
great concern as they might interact with SOG and cause reliability 
issues.

6.3.2. PECVD nitride

PECVD silicon nitride film, PESiN, was the first successful mate
rial deposited with the PECVD approach on a large scale. It has
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power — =►

Fig. 6 .9 . PEOX deposition rate increases with power input.

S i Н4 /  o 2

Fig. 6 .10. The film Si/O  atomic ratio follows the gas flow ratio.

extensive applications in passivation, which protects the device struc
ture from mechanical scratching. It also prevents mobile ions, such 
as sodium and potassium ions, and stops the moisture from dif
fusing into the device. As a passivation layer, it is often used 
with an underlying stress buffer such as a PEOX layer, as dis
cussed earlier. Typical reactions for forming the PESiN layers are as
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follows:

SiH4 +  NH3 +  N2 SixNy • Ez (6.6)

SiH4 +  NH3 SizNy ■ Нш (6.7)

SiH4 +  N2 > SixNy • Hv . (6.8)

Each reaction has its own set of characteristics. When silane reacts 
only with ammonia, it produces films with higher hydrogen content; 
however, when it reacts only with nitrogen, it produces lower Si:N 
ratios. This is because the bond strength of N-H is weaker than that 
of N-N. As a compromise, ammonia and nitrogen are used at the 
same time. Again, the resulting film characteristics are complicated 
functions of the deposition system conditions. Figure 6.11 shows the 
deposition rates of silicon nitride films as functions of wafer holder 
temperatures, power inputs, and pressures used by different authors. 
As explained earlier, the trends are system-dependent. Figure 6.12 
illustrates how the film stoichiometry, Si:N ratios, vary with the oper
ation conditions.

In addition to the passivation application, the PECVD nitride 
film can also be used as a passivation layer for the EPROM device. 
The UV light must be able to shine through the EPROM device to 
erase the signals (electrons) that are already stored in a gate. Regular 
PECVD nitride with a Si:N atomic ratio near 1 and a refractive index 
near 2.0 results in extremely low UV light transmittance. By chang
ing the reaction conditions, the Si:N atomic ratios in the PECVD 
nitride films can be altered, as shown in Fig. 6.13. The reaction pro
ceeds as

The key to obtaining a UV-transparent film is to lower the SiH4/NH3 
gas ratio to achieve a nitride-rich film. The chamber pressure also 
plays a role in film stoichiometry. The UV transmittance increases 
with system pressure, which indicates a change toward nitride-rich 
films. Normally, a PECVD nitride film with a refractive index of 1.9 
can reach about 65% UV transmittance.

SiH4 +  NH3 +  N2 ^  SiNjHy . (6.9)



182 Semiconductor Manufacturing Technology

Authors Sinha et al. 
(1978)

Dun et al. 
(1981)

Rcslar et al. 
(1976)

Reactant SiH4 /NH з /Ar SiH4 /N 2 /Ar SiH4 /N H 3 /N2

Susceptor
temperature
(°C) 200-300 200-400 30-400

Power 
input (W) 100-350 5 0 - 3 0 0 ^ 300-1000^

Pressure
(torr) 0.75-1.0

/
0.55-0.75 0.1 -0.8

Fig. 6 .11. PECVD SiN deposition —  the effects of system variables on film 
deposition rates.

6.3.3. PETEOS

Plasma-enhanced TEOS (PETEOS) has wide applications as inter
metal planarization layers. The TEOS oxide film step coverage is 
better than that of PEOX owing to high surface mobility of the 
reactant. As a result, it is often used to sandwich the SOG layer. 
The better underlying PETEOS step coverage ensures a better SOG 
planarization, as illustrated in Fig. 6.14. The reaction in a plasma 
proceeds as

(C2H50 )4Si +  0 2 SiOx . (6.10)

The deposited PETEOS tends to be hygroscopic. An anneal step is 
often required to stabilize the films. A high oxygen:TEOS ratio in
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Fig. 6 .12. PECVD SiN deposition —  the effects of system variables on the film 
Si:N ratios.

the reaction produces a stable film. On the other hand, a decrease in 
oxygen:TEOS ratio tends to lead to low deposition rates.

Another important application of PECVD films is the low к 
value of intermetal dielectric materials for improving circuit speed 
beyond 100-nm technology. This is accomplished by doping the
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Si:N ratio
Fig. 6 .13. The transmittance (T%) of a PECVD UV-SiN film decreases with 
film Si:N ratio.

PETEOS

good SOG planarization

PEOX

'̂ IzZZZZZj poor S0G Planarization

Fig. 6 .14. PETEOS has better step coverage than PEOX and hence better 
planarization with SOG.
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PECVD TEOS or SiHU oxide films with fluorine atoms from fluorine- 
containing chemicals such as SiF4 or C2F6:

SiH4 -f O2 +  SiF4 — * SiOa; • Fy . (6.11)

Normally, oxide films have dielectric constants ranging from 3.9 to 
4.1; however, if they are doped with fluorine, the dielectric constant 
can be reduced to about 3.5. If doped with carbon, it can be further 
reduced to about 2.6. High fluorine concentration in the film tends to 
degrade the film stability due to fluorine outgasing. A proper fluorine 
concentration is around 3% (atomic%) using the high density plasma 
(HDP) CVD approach, with the silane as the silicon source. HDP is 
a type of PECVD with additional magnetic field enhancements such 
that the ion flux toward the film surface is higher than the depositing 
radical flux. As a result of intensive ion bombardment on the film 
surface, the resulting film is much more dense compared to regular 
PECVD films.

6.4. Introduction to Plasma Etching

Plasma etching is technically the reverse process of plasma-enhanced 
deposition. Plasma etching, also called dry etching, does not involve 
any wet chemicals, as required in a wet etching process. In plasma 
etching, reacting gases dissociate through electron impacts into rad
icals, which then transport to the underlying substrate surface and 
react with it to form volatile products. These products are carried 
away by the vacuum pump systems. Ions can influence the etching 
process through bombardment in terms of etching rates, selectivities, 
and sidewall profiles. The key to viable plasma etching processes is 
to properly select chemical reactions so that the reaction products 
are volatile (turned into vapors). In semiconductor manufacturing, 
halides are predominantly used in plasma etching of different films 
or substrates. This is primarily due to the volatilities (or relatively 
high vapor pressures at low temperatures) of the etching reaction 
products. An exception to this trend is the copper halides; instead 
of being volatile, they form residues on the substrate surface. This 
explains why copper dry etching still does not prevail in production.
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In device manufacturing, photolithography and etching are often 
employed sequentially. This is the case whenever there is a need to selec
tively remove surface material, for example, to form conducting lines 
on a deposited metal layer or contact holes on a dielectric layer. In both 
cases, photolithography is first used to define the pattern; the etching 
process is then used to selectively remove the exposed surface and form 
the desired patterns, as indicated in Fig. 6.15. Of course, to achieve 
good pattern transfer fidelity from the resist patterns to the underlying 
substrate, the resist must remain intact as the etching proceeds.

General concerns on plasma etching are critical dimension uni
formity, sidewall profiles, selectivity, and plasma damages. For

-resist 

substrate

exposure

patterned resist

etching

remaining resist

etched substrate

resist removal

etched substrate patterns

Fig. 6 .15. A typical coupled photolithography-etching process to form desired 
substrate patterns.



conducting line formations, nonuniform CD distribution across a 
wafer can increase the interconnect conductance variations and there
fore lead to poor circuit timing matching issues. For contact hole for
mation, the CD nonuniformity may lead to a metal-gate shortage, 
as indicated in Fig. 6.16. Nonuniformity is often expressed in terms 
of range or standard deviation. The sidewall profiles depend on the 
ways that the materials are etched away. By reviewing Fig. 6.17, two 
extremes of etching results are seen: one is isotropic, while the other 
is anisotropic. In a plasma etching, there are two etching mechanisms 
that contribute to the material removal, in particular, chemical reac
tions initiated by the free radicals and the sputtering etching by the 
ion bombardment. The chemical reactions initiated by radicals axe
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/
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Fig. 6 .16. Owing to contact size nonuniformity, an oversized contact hole can 
lead to metal-gate shortage.

resist

C .  c J
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Fig. 6 .17. (a) Isotropic etching and (b) anisotropic etching.
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isotropic in nature. The etching due to ion bombardment (or sput
tering etching) is essentially anisotropic in nature. As the etching 
mechanism changes from anisotropic to isotropic, the sidewall pro
file tends to vary from being vertical to being sloped. The sidewall 
polymers, the etching reaction by-products that form on the side
wall, are the other factor that affect the profile. The polymers pas
sivate the sidewall as the etching proceeds and help reach a vertical 
sidewall.

The etching selectivity is defined as the etch rate ratio of two 
materials. In the case of etching, as shown in Fig. 6.18, two selectivi- 
ties are particularly critical. One is the film etching rate with respect 
to that of the underlying substrate (5 5 ), and the other one is with 
respect to that of the etching mask (SM ). Both are expected to be as 
high as possible to achieve the desired etching goals, which are stop
ping on the underlying layer surface and achieving a vertical profile. 
A poor SS results in a significant loss of the underlying layer thick
ness. For the case of metal etching, this aggravates the topograph
ical issue, and it makes it difficult for the ensuing planarization, as 
indicated in Fig. 6.19. With a poor SM , the etching mask erodes as 
the etching process proceeds, and it will result in nonvertical sidewall 
profiles, as illustrated in Fig. 6.20. In general, radical reactions result 
in high selectivity with isotropic profiles; ion sputtering etchings give 
low selectivity with anisotropic profiles.

A t  3

substrate

SM=
At 2 
At, SS=

A t  2 
A t  3

Fig. 6.18. After etching, the thickness loss of film (Д£г), resist (A ti), and 
substrate (Д£з) can be used to calculate the etching selectivity.
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Fig. 6 .19. Case (b) has poor 5 5 , resulting in severe oxide loss, increasing the 
aspect ratio (y /x ). That makes it difficult for planarization.

etching
mask

substrate
eroding mask

Fig. 6 .20. Comparison of etching profiles with robust (S M  1) and eroding 
(S M  <  1) etching masks.

Plasma damages are often observed in either plasma-enhanced 
etching or deposition as wafers are constantly under charged particle 
bombardments. For the gate etching, the charges can accumulate in 
the gate oxide area and thereby damage the gate oxide. An exam
ple is demonstrated in Fig. 6.21, in which a large polysilicon pad 
functions as an antenna and collects charges during plasma etching. 
Another example is when SOG is exposed to plasma; the bombarding 
ions can cause the S i-0  bond to break and leave excessive charges 
on the surface. The charges can subsequently affect the field device

robust mask
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Fig. 6 .21. A patterned polylayer functions as interconnects and gates. During 
poly plasma etching, the large poly pad can collect charges (left), which move 
to the gate (right) and damage the gate oxide, causing transistor leakage and 
reliability failures.

threshold voltages. Antenna structures are often designed in the cir
cuit to monitor the charge accumulation.

6.5. Applications of Plasma Etching

To conduct a plasma etching, the substrate surfaces can be either 
patterned or not patterned. The patterned substrates are masked 
either with resist or dielectric materials (hard masks). The plasma 
chemistries used for material etching are primarily halide based. The 
precursor gases are often a mixture of halogen-containing species with 
different types of additives, such as oxygen, helium, or nitrogen, to
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fulfill various purposes in terms of improving the uniformity, selec
tivity, etching profiles, or etching rates.

6.5.1. Poly silicon gate etching

The transistor is the heart of a chip, and a good polysilicon gate- 
defining process is a prerequisite for excellent performance of the 
chip. The requirements for gate etching are very stringent. First, the 
CD control must be very tight. For the state-of-the-art production 
CD, the requirement is about 3cr of 3nm for all error sources. Exces
sive CD variations cause a mismatch in transistor speed and there
fore result in circuit function failures. Second, the sidewall profile 
of the gate must be as vertical as possible. CD control for a verti
cal sidewall is easier to control than for a sloped sidewall. Further
more, the nonuniform sidewall angles owing to the sloped sidewall 
can shadow ion implantation and cause a nonuniform transistor per
formance across wafer or wafer to wafer, as demonstrated in Fig. 6.22. 
Third, the underlying gate oxide must remain intact after the gate 
etching, which is even more critical for the gate oxide thicknesses

Fig. 6 .22. A sloped etched gate sidewall profile can block the implant, causing 
different channel lengths.
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of about 15-30 A for advanced technologies. Extremely high etching 
selectivity (polysilicon vs. gate oxide) is required. Etching through 
gate oxide can lead to substrate damages and possible gate oxide 
undercut, and it can result in the degradation of the transistor per
formance. Fourth, the etched pattern must be free of polystringer; in 
particular, there should be no polysilicon residues at the foot of the 
polysilicon gate structure. These stringers cause gate-to-gate short
ages. Finally, the gate oxide must be free from plasma damages after 
the gate etching. Gate oxide damages increase the local weak spots, 
which can result in device failure or chip reliability issues.

Figure 6.23 shows the etch rates of polysilicon and photo-resist 
with an ECR etcher with various halogen plasmas. The etch rates 
of fluorine plasma are faster than chlorine plasma, which in turn 
are faster than bromine plasma. These trends correlate well with 
the volatility trend of the etching products (SiF4 > SiCl4 > SiBr4). 
The trend implies that for these etching reactions, the rates are lim
ited by the product desorption step. Similar trends are observed for 
the photo-resist and silicon oxide etching rates. In terms of etching

Fig. 6 .23. Silicon etching rates for various halogen plasmas in an ECR with 
2% oxygen flow rate ratio.



selectivity of polysilicon versus the oxide and the resist, HBr provides 
the highest selectivity, as illustrated in Fig. 6.24.

To discuss the etching profile, let us define the anisotropy as
lateral etch rateanisotropy =  1 ------------ ------ -------- . (6.12)vertical etch rate

This is demonstrated in Fig. 6.25. Among the three, F-plasma has 
the largest lateral etching rate owing to its high reactivity, when com
pared to the other two halogens. However, once initial reactions are 
initiated, fluorocarbons and oxyfluorides are formed and deposited 
on the sidewalls; this reduces the lateral etching. For bromine plas
mas, owing to the low reactivity of bromine with silicon, the lateral 
etching is minimal, and the anisotropy primarily results from the ion
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------ I---------- 1------------ 1---
SF 6 Cl 2 HBr

Fig. 6 .24. Selectivity of silicon versus oxide etching rates in an ECR etcher 
with 2% oxygen ratio.

Fig. 6 .25. The lateral and vertical etch rates.
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(a) (b) (c)

Fig. 6 .26. Etched polysilicon gate profiles with (a) SF6, (b) C b, and (c) HBr.

bombardment in the plasma. Figure 6.26 shows the etching profiles 
of the three halogen plasmas. For SF6/O 2, the polysilicon line can 
be totally etched and lifted off owing to its high lateral etching rates. 
The profile of CI2/O 2 is more tapered than that of HBr/02 because 
the former has a higher resist erosion rate. The polysilicon gate is 
often doped with phosphorous to form an n-type gate. The etch rates 
of the n-type polysilicon are much faster than the intrinsic polysilicon 
because the n-type polysilicon, which is rich in electrons, enhances 
the adsorption of halogen radicals. Therefore a higher etching rate 
results.

6.5.2. Tungsten polycide etching

A gate structure composed of a layer of tungsten silicide on polysil
icon is named as a tungsten polycide gate structure. The polycide 
gate is a dual-layer structure. For its etching processes, apart from 
requiring a uniform CD uniformity, it is also important to have a 
vertical sidewall. Having either a smaller or larger silicide CD is 
not desired, as illustrated in Fig. 6.27, since they will cause ensu
ing process issues. For a larger silicide CD, the subsequent ILD pla
narization may not fill the sidewall, resulting in voids. For a smaller

WSix WSix WSix
poly poly 1 poly

(a) (b) (c)

Fig. 6 .27 . Three polycide gates etching profiles. Case (b) gives the desired 
profile; profiles of (a) and (c) are not desired.

A



silicide CD, the resistance of the polysilicon lines will be increased. 
During etching, building up the sidewall passivation is essential to 
obtain a vertical and continuous sidewall profile. The polycide gate 
structure can be etched with a feed gas mixture of SFg, CI2, and 
O2. The substrate temperature is critical in affecting the etching 
rates and sidewall profile. Below 50°C, there is hardly any polycide 
etching due to the buildup of the tungsten etching products, which 
are not volatile in that temperature range. The sidewall profile as 
a function of temperature is illustrated in Fig. 6.28, and it can be 
used to optimize the sidewall profile. The addition of SFg, even in 
small percentages, can have dramatic effects on eliminating the etch
ing residues. A small percentage of SF6 in the feed gas is effective 
in removing the tungsten polycide residues by converting nonvolatile 
tungsten chloride into tungsten chlorofluorides. On the other hand,
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Substrate temperature (°C)

Fig. 6 .28. Polycide etching profile as a function of substrate temperature.
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Fig. 6 .29 . Etching selectivity of W-polycide to the underlying oxide in an ECR  
etcher with Ch/SFe of 19/1 at 0.5 mTorr, l k W,  and 60°C.

even a small amount of oxygen greatly improves the etching selec
tivity with respect to the gate oxide, as indicated in Fig. 6.29. The 
reasons are twofold. One reason is that the formation of the oxy- 
halogen deposit on the silicon oxide surface slows down its etching 
rates. The other reason is that the formation of oxyhalides reduces 
the amount of the silicon halides that are available for etching the 
oxide.

6.5.3. Tungsten etching

Tungsten has been widely used in device manufacturing as intercon
nect materials or contact plugs. The process requirements for the 
two are different. For interconnect applications, it is important to 
maintain good CD control, vertical sidewah profiles, and stringer-free 
etched patterns. For plug applications, it is critical to have residue- 
free surfaces in the field region after etching. Fluorine-containing 
gases such as CF4 , SF6, or NF3 with oxygen are popular choices for 
etching precursors; among them, SFe and O2 are commonly used for 
tungsten etching in device manufacturing. With these etchants, var
ious compounds, such as WOxF^, WS2, SOxFy, WOx, and WFn, are



observed on the surface. The reactions take place as follows:

W +  nF — ♦ WFn T,
WFn +  О — * WF4O I -4-----, (6.13)
W +  2S — >WS2(s).

The tungsten fluoride and oxyfluoride are volatile products, while sul
fur acts as the sidewall passivation agent, accounting for the vertical 
sidewall profiles. Oxygen radicals, on the other hand, can react and 
eliminate sulfur and tungsten by forming SOxFy and WOxFy. For 
improving tungsten adhesion on the substrate, a thin layer of tita
nium nitride (TiN) or titanium tungsten (TiW) is required to be used 
as the glue layer for tungsten deposition. Tungsten etching has good 
selectivity with respect to TiN but not with TiW. Consequently, 
when the TiN glue layer is used, the etching is often stopped on the 
TiN surface, while with TiW, it is stopped on the underlying silicon 
oxide. For plug and interconnect applications, it is important that 
the etching be finished with a step that is isotropic in nature to clear 
all the possible residues on the topograph.

6.5.4. Dielectric layer etching

The two most frequently used dielectric layers in semiconductor man
ufacturing are silicon oxide and silicon nitride films. PECVD oxide 
is often used in interlayer dielectrics (ILD) or intermetal dielectrics 
(IMD) planarization. Thermal silicon nitride is commonly used to 
define the active areas for field oxidation, while PECVD nitride is 
used for the passivation layer. For patterning active areas, the sili
con nitride etching must have uniform CD across wafer and wafer to 
wafer. The dimension of the nitride directly influences the transis
tor width and thereby the circuit performance and timing, as illus
trated in Fig. 6.30. The dual passivation layer etching is carried out 
through the underlying PECVD oxide and stops on the underlying 
metal pad. This is relatively straightforward because the fluorine can 
hardly attack the metal surface owing to the fact that A1FX is not 
volatile.

Plasma-Enhanced Chemical Vapor Deposition and Etching 1 9 7
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Fig. 6 .30. Etching-induced silicon nitride (active area) CD variation can lead 
to transistor width difference.
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Fig. 6 .31. Significant depth difference between the contact hole on silicon 
surface and that atop the polygate.

An important application of oxide etching is contact or via hole 
etching. The challenging aspect of this process is that the depths 
of these holes vary across the wafer owing to the topograph. There 
can be a difference in depth in the magnitude of several thousand 
angstroms. Figure 6.31 illustrates the contact holes on top of the sil
icon substrate and polysilicon on field oxide. The oxide in the deep 
contacts must be cleared, while the polysilicon in the shallow con
tacts cannot be overetched, especially when there is silicide on the 
top. A high etching selectivity of oxide to silicon is needed to meet the 
requirements. In an RIE etching system with CF4/H 2, the fluorocar- 
bons, CFX, formed in the plasma tend to deposit on the silicon and 
inhibit the etching, whereas they react with oxygen in the oxide and 
evaporate. These characteristics lead to good oxide-to-silicon etch
ing selectivity. In high-density plasma, such as magnetic enhanced 
reactive ion etching (MERIE), an extensive ionization exists, and 
thereby more reactive fluorine radicals are generated, which aggres
sively attack the silicon. To maintain high etching selectivity, a high 
carbon-to-fluorine ratio precursor, such as C2H2F4, is used instead, 
which will render a selectivity of higher than 10.

Differently etched contact profiles and sidewall angles axe 
required for different applications. For aluminum sputtering, sloped 
sidewalls of holes axe needed to improve the metal step coverage. 
However, for advanced technologies, the design requirement for con
tact to gate edge is very small, and a vertical sidewall is needed, as 
illustrated in Fig. 6.32. The CD uniformity is always critical because
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Fig. 6 .32. Contact profiles required for Al-sputtering (left) and for W-plug 
(right).

different hole sizes lead to different contact resistances. This can 
result in circuit timing mismatching.

6.5.5. Spacer etching

One of the oxide etching applications is spacer etching. Oxide spacers 
are widely used in forming lightly doped drain (LDD) devices to avoid 
the hot carrier effect. A typical process flow is presented in Fig. 5.27. 
To avoid device asymmetry and nonuniformity across wafer and wafer 
to wafer, the lateral dimension and profile of the spacer must be kept 
constant. The spacer etching must be highly anisotropic so that it 
can remove the oxide on the horizontal surface without lateral oxide 
loss on the vertical wall. The anisotropy for this case can be achieved 
with strong ion bombardment and sidewall polymer passivation. The 
etching must be able to stop on the silicon surface with negligible 
loss of the surface silicon. The spacer width is mainly dictated by 
the oxide thickness.

6.5.6. Silicided, contact etching

Titanium silicide is often used in advanced technologies to reduce 
source/drain sheet and contact resistances. In general, the resistances 
can be reduced by severalfold. For the silicided devices, the silicide



must remain intact after the contact etching, or the device perfor
mance can be destroyed owing to a drastic increase in contact resis
tance. For silicide contact etching, a CHF3/CF4/Ar gas mixture can 
be used. The gas mixture attacks the silicide by forming TiF4. The 
etching selectivity, oxide versus TiSix, can be increased by a factor of 
2 when the substrate temperature is decreased from 100°С to 70°С. 
This can be explained by the vapor pressure difference. The vapor 
pressure of SiF4, is 760mTorr at 90°C, while the vapor pressure of 
TiF4 is lOOmTorr at 230°C. A decrease in temperature has a more 
drastic effect on TiF4 than on SiF4, which is already volatile. The 
addition of nitrogen, even by less than 10%, can double the etching 
selectivity. This is due to nitrogen-containing polymer being built up 
on the silicide surface, which hampers the silicide etching.

6.5.7. Aluminum metal etching

Aluminum interconnects are often doped with Si and Cu to improve 
the contact integrity and electromigration performance. Such a mate
rial can be etched with plasma of BCI3 or HC1 with CI2 and other 
additives. In normal ambient, aluminum is protected with a thin 
native aluminum oxide film. BCI3 ion bombardment is often used 
to break through the oxide layer, followed by chlorine radical etch
ing. A good metal etching process must possess a few characteris
tics. It should have good CD uniformity, vertical sidewall profiles, 
good etching selectivity with respect to the underlying oxide, and 
it should be residue- and corrosion-free. In general, metal etching 
recipes do not have a very high selectivity to resist. Significant resist 
loss can be observed after the metal etching is completed. The eroded 
resist material forms sidewall polymers to ensure good sidewall pro
files. During the etching process, the underlying oxide thickness loss 
must be kept to a minimum since the oxide loss causes the aspect 
ratio between two neighboring metal lines to increase. Therefore it is 
more difficult to planarize at a later stage, as illustrated in Fig. 6.19. 
With Cu-doped aluminum lines, etching residues are often observed 
after etching, as shown in Fig. 6.33. The residues result from the 
copper precipitations that are converted to CuC^. The nonvolatile
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Fig. 6.33. Process sequence for eliminating micromasks in a metal etching step.
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etching product, CuCb, forms micromasks and prevents the under
lying material from being etched away. In such circumstances, the 
ion bombardment effect can be increased, or a recipe with a high 
lateral etching rate can be used to eliminate these micromasks and 
to remove the residues. Alternatively, the metal sputtering process 
can be optimized such that the Cu precipitation can be avoided.

A crucial issue in carrying out the metal etching is to avoid metal 
corrosion. As mentioned earlier, the eroded resist forms the sidewall 
polymer. Some of the etching products, such as AICI3, can be trapped 
in the polymer. When the etched wafer is exposed to the ambient 
moisture, the following reaction takes place:

AICI3 +  H20  — > Al(OH)3 +  HC1. (6.14)

HC1 then attacks the aluminum and causes metal corrosion. The 
corrosion is further accelerated by the galvanic coupling of A1 and 
Cu. A few approaches are proposed to prevent metal corrosion. An 
in situ polymer stripping with H2O /O 2 plasma can be used to avoid 
the effects of ambient moisture. Alternatively, the etched wafer can 
be exposed to fluorine plasma so that all the trapped chlorine is 
replaced with fluorine. Despite the fact that gross corrosion can be 
avoided, some minor corrosion, called mouse-bites, in which some 
portions of the metal width are lost due to corrosion, is observed 
sometimes. Once metal corrosion occurs, reliability is a concern.

6.5.8. Chromium etching

Chromium has been widely used as a light absorber on photo
masks. Its thickness ranges from 500 to 1000 A. To minimize the 
chromium surface reflectivity, it is often coated with a thin layer 
of chromium oxide. There are a few important requirements for the 
chromium etching. First, it should have a good CD uniformity across 
the mask because CD errors on the mask can be printed and ampli
fied onto wafers due to mask error factors. The requirement on CD 
uniformity tightens as the technology migrates to smaller geometries. 
For example, in general, the CD uniformity requirement for 0.18-^m 
technology is 40 nm, for 0.13/xm, it is 22 nm, and for 0.09 д т , it is 
18 nm. Second, it should have a vertical etched sidewall profile. The
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jagged edge

(a) (b)
Fig. 6 .34. (a) Patterned Cr has a desired smooth line edge while (b) Cr has a 
jagged line edge.

more vertical the sidewall is, the better the CD control will be. Third, 
the line edge should be smooth. A jagged edge or nonsmooth edge can 
result in different printed CDs on wafers, as indicated in Fig. 6.34. 
Chromium can be etched with chlorine and oxygen. Chromium is 
hardly etched with chlorine or oxygen plasma alone, mainly because 
their etching products, СгС1з and СГ2О3, are not volatile; also, their 
melting points are 1152°С and 2435°С, respectively. However, signif
icant etch rates can be obtained if the plasma of a chlorine-oxygen 
mixture is used. Figure 6.35 shows that the Cr etching rate is very low 
with pure chlorine, but then it increases with the addition of oxygen. 
A maximum point can be reached, and then it starts to decrease 
again. The etching products are CrClO and СгСЬОг when plasma 
of a chlorine-oxygen mixture is used.

6.5.9. Resist ashing

Almost all etching processes end with the plasma ashing process, 
in which the photoresist (hydrocarbon) is removed with an oxygen
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Fig. 6 .35 . Chromium etching rates plotted against oxygen concentration in 
feedstock (O2 and CI2).

plasma:

CnHyOz +  О — » CO +  C 02 +  H20 . (6.15)

The resist ashing or stripping step does not require anisotropy as 
long as it removes the resist uniformly. Generally, for resist ashing, 
CF4 is added to accelerate the resist etch rates. The effect of adding 
CF4 is that the dissociated fluorine atoms can adsorb on the resist 
surface and modify its structure so that the etch rate is enhanced. 
Excessive CF4 causes the etch rate to decrease because the abundant 
CF2 radicals start to compete with oxygen radicals during the surface 
adsorption and reactions.

6 .6 . Plasma-Enhanced CVD and Etching Reactor 
Modeling

Plasma-enhanced etching and CVD often share the same reactor 
designs. Figure 6.36 shows a Reinburg-type plasma reactor, where 
the substrate holder is supported from a rotating shaft from the bot
tom, and the substrate table rotates during processing. Power is fed
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plasma bulk

gas inlet
Fig. 6 .36. A Reinburg-type radial flow plasma reactor configuration.

from the top electrode. During operation, the substrate table rotates 
to achieve good uniformity, and the gas feedstock can be fed from 
the center or from the periphery to form centrifugal and centripetal 
flows, respectively. Plasma is ignited in the process chamber as the 
gas feeds in. Another popular type of reactor is the barrel reactor, as 
shown in Fig. 6.37. Wafers are mounted on a tilted substrate holder. 
The tilted surface and chamber form a gas flow channel that decreases 
in size as gases flow toward the exit, so as to increase the mass trans
fer rates and to compensate for the depletion effects. The plasma is 
formed inductively from the coils around the reactor. The above two 
reactors belong to the batch type; in particular, a number of wafers 
can be processed at the same time. For advanced technology, the 
single-wafer reactor has been popular as a result of an ever-increasing 
demand for uniformity. Figure 6.38 displays a high-density plasma 
system, a magnetic-enhanced plasma reactor. The gas is fed through 
the top of the reactor. Microwave plasma is ignited with a 2.45-GHz 
source, as gases travel downward. The microwave frequency couples
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Fig. 6 .37. A typical barrel-type plasma reactor with an induction coil for 
heating.

Fig. 6 .38 . A typical ECR plasma reactor.
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with the magnetic field, and as a result, the plasma is enhanced in 
terms of plasma density. The wafer is placed under the plasma bulk.

Plasma-enhanced CVD and etching are processes with opposite 
goals. For deposition, a nonvolatile film is formed, while for etching, 
volatile reaction products are expected. There is no comprehensive 
model that allows the prediction of the deposition or etching behav
ior by knowing the system’s operation conditions. This is mainly due 
to the fact that some fundamental aspects of these processes are still 
unknown. The modeling of the plasma-enhanced deposition or etch
ing processes are very similar to those of thermal CVD processes, 
except for the involvement of the electron energy and density func
tions. A comprehensive model for these processes includes several 
balance equations. The Boltzmann equation accounts for electron 
density and energy distribution. The mass transfer equation provides 
the concentration profile in a reactor as well as the local deposition 
or etching rates. The momentum balance equation is required for 
obtaining the flow field. The energy balance provides the tempera
ture profile in a reactor. Finally, a continuity equation and the surface 
reaction kinetics expressions must be added to complete the reactor 
model. Basically, the Boltzmann equation correlates the system elec
trical inputs, such as power and frequency, to the electron density 
and energy distribution. These two parameters provide the precursor 
gas dissociation, ionization, and excitation rate constants. The mass 
balance equation, energy balance equation, and momentum equa
tions are coupled through physical parameters that are functions of 
temperature and gas composition. Although it is possible to tackle 
all the coupled equations at the same time, it is more practical to 
simplify the model. It is often assumed that one can decouple the 
Boltzmann equation from others and that the electron energy dis
tribution is of Maxwellian or Druyvestyne type. Then, the electron 
energy and density can be expressed in terms of power input and sys
tem pressure, as discussed in Chapter 4. With the obtained electron 
energy and density, one can then estimate the species dissociation 
rate constants by knowing the related electron impact cross sections. 
One can further assume that the heat of reactions and the power 
input are negligible; in other words, the system is isothermal. This
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assumption leads to a simplified model, as follows:

V • pV =  0,
V • pvv =  -  Vp -  [V • r] +  pg, (6.16)
V ■ (pVUi) =  V • (pDimVLJi) +  OijTj ,

where V is the gradient operator, V* is the divergence operator, v 
is the gas flow velocity, p is the gas density, r is the shear force, p 
is the system pressure, Dim is the effective diffusivity of species г in 
the gas mixture, uji is the species fraction, 9{j is the product of the 
stoichiometric coefficient and molecular weight ratio of a radical i to 
its precursor j ,  and rj is the dissociation rate of precursor species j.

For gas flow, the nonslip boundary condition is assumed for the 
reactor wall; a fully developed flow profile can be used at the exit. 
For species balance, Danckwert’s-type boundary conditions can be 
used for the inlet and outlet. However, for the reactor walls and the 
substrate surface, there are several approaches. First, assume that 
the surface etching or CVD reaction is species transport-limited. In 
other words, the species are consumed as soon as they arrive at the 
surface. Therefore the species surface concentration is zero, and the 
result is

Surface boundary conditions: Ui =  0.

Second, one can assume that the surface reaction rate equals the 
radical collision rate times a reaction probability:

dui / RT . 4
- P A m - ^ - 7 ^ /  ъ Щ Р * * ,  (6-17)

where 7  is the reaction probability of each radical that hits the sur
face and gets reacted. Third, one directly uses the surface reaction 
kinetics expressions in literature as the surface boundary condition. 
For example, if simple first-order reaction kinetics is assumed, then

n- p D i m —  = KpiUi .
oy

After solving for the concentration profile, the surface deposition or 
etching rate can be expressed in terms of the concentration gradient

i m
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Fig. 6 .40. Silicon nitride film growth rates at various radial positions. The 
marks indicate repeated experimental data; lines are model predictions with an 
electron temperature of 6.98 eV and К  of 23.9 (Torr/k-W cm3).
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at the surface:
dt 1 . .— pDim —------ =  Deposition rate or etching rate,
&У Pf

where p/ is the film density. The above model, assuming nonisother- 
mal and Druveystine electron energy distribution, is applied to a 
Reinburg-type silicon nitride deposition system. Figure 6.39 shows 
the system temperature profile. It can be observed that the isother
mal assumption is reasonable since the inlet gas is heated up to the 
substrate temperature level soon after passing the gas inlet. The 
velocity profile is smooth, except for the small region above the 
inlet gas baffle plate. Figure 6.40 illustrates that the actual deposi
tion rates confirm the theory at different power inputs. In the above 
model, the effects of ion bombardment have been neglected.



PATTERN TRANSFER: PHOTOLITHOGRAPHY

Chapter 7

A good photolithography technology is the prerequisite for device 
manufacturing and technology migration since it enables circuit 
patterns to be transferred from masks to wafers. A photolithog
raphy process involves several steps, which are divided into three 
blocks: preexposure, exposure, and postexposure. Section 7.1 begins 
the chapter with an introduction to photolithography technology. 
Section 7.2 illustrates the HMDS treatment, resist coating, and soft- 
baking processes. Resist chemistry is the focus of the third section,
7.3, which explains resist chemistry and its evolution to meet require
ments that have accompanied technological advances. Section 7.4 
prepares readers with a few fundamental imaging-related principles 
for understanding the exposure system and printing requirements. 
It covers the fundamental principles of imaging such as Snell’s law, 
interference, and other important principles in photolithography. It 
also illustrates resolution and depth of focus of an imaging system 
in terms of lens numerical aperture and wavelength. Section 7.5 is 
devoted to the introduction and evolution of industrial exposure 
systems and the fundamental requirements of photolithography in 
semiconductor manufacturing. Finally, Section 7.6 illustrates the last 
three steps in photolithography: post exposure bake, developing and 
hard bake.

7.1. Introduction

The key element of photolithography is the imaging step with an 
exposure system. With the exposure system, the mask pattern is 
imaged onto a resist-coated wafer surface as a latent image, similar to

ё  I
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light ■«-*- light 

pupil -*->■ pupil

retina resist (the photoreceptor)

Fig. 7 .1 . The analogy between a human eyeball and an exposure system.

the way the human eyes work. This process is illustrated in Fig. 7.1. 
Photolithography is related to the semiconductor industry in the 
same way that gasoline is related to a car engine: a car cannot 
run without gas. The semiconductor industry cannot sail forward 
without photolithography technology. The capability or limitation 
of each technology node is essentially defined by photolithography.

Fig. 7 .2 . The road map of photolithography technology and manufacturing 
technology. After introduction of each wavelength, there are several enhance
ments, such as an increase in NA or adding OPC or phase-shifting masks, etc., 
to reach each desired manufacturing technology.
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Figure 7.2 shows the technology advances over time with vari
ous photolithography technologies. The fundamental and salient 
change is that the exposure wavelength decreases with advancing 
technology. The wavelength change brings about resist and pellicle 
material changes, among others. In semiconductor processing tech
nologies, photolithography can best illustrate the interdisciplinary 
nature of the semiconductor industry. It heavily involves a knowl
edge background in optics, polymer material, and photochemistry. 
Photolithography and etching are often used in sequence. The former 
transfers a layer pattern from a mask to the photoresist on the wafer; 
the latter engraves the resist patterns into the underlying dielectric or 
conducting film on the wafer surface, as shown in Fig. 7.3. For exam
ple, such a process could be used to selectively remove some portions 
of an oxide film to form contact hole patterns, which connect a lower- 
level metal to an upper-level metal. Another example is to use the 
process to selectively remove some portions of a blanket aluminum 
film to form proper metal connections, as shown in Fig. 7.4.

7.2. Preexposure Steps

For the mask patterns to be transferred to the resist on the wafer sur
face, there are several preexposure steps needed to properly prepare 
the resist for the exposure as well as postexposure steps to develop 
the resist for the desired patterns. Figure 7.5 shows a process flow, 
including all the preexposure and postexposure steps.

7.2.1. Priming

In a normal manufacturing environment, a wafer would absorb mois
ture on its surface. Moisture can interfere with the adhesion between 
the wafer and the resist to be applied. A dehydration bake at 
around 100° С is intended to eliminate wafer surface moisture so as 
to enhance adhesion of the resist.

The silicon oxide surface tends to be hydrophilic. In some sit
uations, water molecules readily adsorb on the surface; in others, 
silanol groups exist on the oxide surface, as shown in Fig. 7.6.
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Fig. 7 .3. Photolithography and etching are used in sequence to selectively 
remove oxide to form contact holes.
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Fig. 7 .4 . Photolithography and etching used in sequence to form Al line/space 
patterns.

Priming prepares the dehydrated oxide surface for resist coating. 
The purpose of priming is to eliminate surface-adsorbed water and 
silanol groups, hence promoting resist adhesion. In a closed cham
ber, the vapor of hexamethyldisililazane (HMDS) is introduced onto
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Fig. 7.5. Process steps involved in wafer photolithography.

the wafer surface. HMDS is an organosilane having several methyl 
groups attached to each molecule, as shown in Fig. 7.7. On reach
ing the oxide surface, HMDS reacts with the surface-adsorbed water 
or with the silanol groups, replacing them with trimethyl groups, as 
demonstrated in Fig. 7.8. The bulky trimethyl groups provide more 
Van der Waals bonding sites and repel moisture from the oxide-resist
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Fig. 7 .6 . The often seen silicon oxide surface: (a) with adsorbed water, (b) with 
silanol group (Si-OH), and (c) with siloxane.
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CH3 H CH3
Fig. 7 .7 . The molecular structure of HMDS (hexamethyldisilazane).
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(CH3)3 -Si -NH- S|-(CH3)3 + 2H20 —̂ -2 (CH3)3 -S i OH+NH 3

Trimethylsilanol

(2) HMDS reacts with surfsce silanol group 

H H H
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Fig. 7 .8 . HMDS reacts with various silicon surfaces, forming a large number 
for methyl (-C H 3) groups and enhancing resist adhesion.

interface; as a result, the adhesion of the resist to the oxide surface 
is promoted. Other substrate surfaces, such as metal or polysilicon, 
tend to be passivated with native oxides in magnitudes of tens of 
angstroms, and they also need the HMDS priming step to promote 
resist adhesion.

7.2.2. Resist coating

After HMDS priming, the resist is spin-coated on the oxide surface. 
To ensure good photolithography printing results, the resist coating



220 Semiconductor Manufacturing Technology

must fulfill the following requirements:

(a) Good thickness uniformity. The effects of resist thickness 
nonuniformity on device processing are twofold. First, from a lithog
raphy point of view, the CD of lithography printing depends on 
the local resist thickness. Hence control of the uniformity of the 
resist thickness is extremely critical. Second, from a substrate pro
tection viewpoint, in the etching process following the photolithog
raphy, one must have a uniform resist thickness across the wafer. 
Otherwise, when an extended etching is required, the substrate under 
the thin resist area may be damaged. Uniformity of the resist thick
ness strongly depends on such factors as air flow in the coater, spin 
speed, acceleration, ambient temperature, and humidity. There is no 
fixed formula to guarantee a uniform resist thickness, but an edu
cated trial-and-error approach always works.

(b) Free of pinhole. The resist pinholes most likely result from 
the development of gas bubbles during coating. Once a pinhole is 
formed, image quality can be totally destroyed. Furthermore, the 
pinhole areas provide no protection at all for subsequent dry or wet 
etching. Thus they get transferred onto the underlying substrates.

(c) Free of defects. The postcoating defect count on the resist sur
face decides the success or failure of this photolithography process 
because any defects can show up on the printed wafers. The resist 
spray nozzles and piping must be maintained periodically. Defect 
control in the coating area is also very critical.

Resist coating constitutes a very complicated process of hydro- 
dynamic modeling. As the wafer spins, the resist experiences a cen
trifugal force; in the meantime, there exists a shear force owing to the 
velocity gradient in the vertical direction. The higher the viscosity is, 
the higher the shear stress will be. Furthermore, because the solvent 
continues to evaporate, resist viscosity and density increase. This is 
a very complicated model of non-Newtonian fluid flow. The model 
solution gives the resist thickness uniformity across the wafer. Owing 
to the complexity of this microscopic hydrodynamic model, and the 
difficulties for obtaining an exact solution, a few empirical formulae
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have been proposed for estimating the average resist thickness for 
spin coating:

In this formula, 6 is the resulting averaged resist thickness, A; is a 
constant related to resist viscosity and coater system, S is the solid 
content, and и is the angular velocity of the coater. This macroscopic 
model sheds no light on the uniformity of the resist, but it does 
give clues on how to tune the process for a desired thickness. It is 
obvious that once a resist is chosen, the variable that can be altered 
to obtain a desired resist thickness is the coater’s spin speed. On 
the other hand, if the resist performance is acceptable, viscosity can 
be changed so as to achieve the desired thickness within a range of 
operable spin speeds.

Coater spin speed ranges from a few hundred to a few thousand 
rpm. At such speeds, some of the resist applied onto the wafer surface 
is actually wasted. The resist coating is essentially a very expensive 
step. The desired resist thicknesses are actually determined by a few 
factors. A thick resist is one way of assuring that the wafer is pinhole- 
free. On a severe topography, a thicker resist is often required to 
cover all extruded areas. The resist thickness must be thick enough 
to endure an etching process step. Furthermore, a thick resist is 
needed for an implant application, where the resist is supposed to 
block ions in areas where implantation is not intended. Nonetheless, 
for resolution considerations, thin resists are desired, as resolution 
decreases with resist thickness. Normally, the resist thickness range 
is first chosen by applications and then fine-tuned with swing curves 
to the ultimate thickness.

7.2.3. Soft baking

After the resist is coated on wafers, a soft baking is carried out to 
drive out most of the solvent to render resist photosensitivity. Nor
mally, less than 3% of the solvent is left in the resist after soft baking. 
For advanced device manufacturing lines, soft baking is conducted on
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a hot plate at around 85°C to 90°C for about 90 to 120 s. Soft baking 
is a very critical step as it determines not only the exposure condi
tions, but also resist adhesion on the wafer surface and development 
rates.

The development rate of the exposed resist depends highly on the 
soft baking conditions. An underbaked resist is more prone to devel
oper attack. It is therefore often misinterpreted as high photospeed, 
but in fact, the CD uniformity can be severely degraded. On the 
other hand, it has been shown that among many factors, such as the 
HMDS priming, soft baking, and postexposure baking, soft baking 
is considered to be the most significant factor in terms of affecting 
resist adhesion. Resist adhesion, as shown in Fig. 7.9, is indicated by 
the ratio of the lateral etching rate to the vertical etching rate. The 
higher the ratio is, the worse the adhesion will be. This is because 
lateral etching is manifested by the etchant penetrating through the 
resist and oxide interface, if the adhesion is poor. Soft baking must 
be optimized in terms of process latitude and the resist adhesion. 
On the basis of the optimized soft baking conditions, the exposure 
conditions can then be set.

7.3. Resist Chemistry

Resist is one of the key elements that dictate wafer printing quality. 
Resists are polymers that consist of three major components: resin, 
photoactive compound (РАС), and solvent. There are two types of 
resist: positive and negative. The major difference lies in the solubil
ity difference between the exposed and the unexposed portions of the

Fig. 7 .9. Evaluation of resist adhesion with dl/dv (lateral to vertical etching 
ratio) ratio.

resist

substrate surface
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Fig. 7 .10 . The comparison between positive and negative resists.

resist, as shown in Fig. 7.10. An exposed positive resist turns soluble 
in a base solution, whereas the unexposed portion of a negative resist 
is soluble in a developing solution, and the molecules in the exposed 
areas cross link to form larger molecules and hence become insoluble 
in developing solutions. In general, positive resists give better reso
lution and CD control. Positive resists prevail in wafer processing, 
while negative resists are widely used in high-end (beyond 0.13 //m) 
mask manufacturing, where the exposed area is around 20% to 30% 
of the total area. A good photoresist should possess the following 
characteristics:

(a) High absorption at the exposure wavelength. One of the 
approaches to improve photolithography resolution is to use a 
shorter-wavelength light source, as will be discussed in later sections. 
The resist material used must be matched to the ever-decreasing 
wavelength. Its absorption peak must coincide with the emission 
characteristic wavelengths of the light source to ensure a high- 
throughput exposure step.

(b) Good resolution. A resist material has its own generic resolu
tion at a specific wavelength. Resist resolution is strongly related to 
its contrast value, which is defined as the slope of the curve represent
ing the remaining thickness versus dosage, as illustrated in Fig. 7.11. 
The larger the slope, the higher the contrast, and the better the res
olution. One good approach to evaluate resist resolution is to check 
its printing on hole patterns. The patterns consist of various hole 
sizes, ranging from above to below the target design rule. After wafer
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Fig. 7 .11 . Definition of resist contrast (tQ, U: initial and final thickness).

printing, measure the hole size and check on the corner rounding, and 
then plot the dimensions on the mask versus those on the wafer. The 
resulting correlation should be a straight line and close to the diago
nal line, as shown in Fig. 7.12. The point at which the wafer printing 
size (point B) starts to deviate from the diagonal indicates the res
olution limit. This approach can be used to compare the resolution 
limits of different resists as a part of the selection procedure.

(c) Good photosensitivity. In evaluating the sensitivity of resists, 
a fixed thickness of resist is often used. The exposure dosage is then 
varied to measure the remaining resist thickness after developing.

E
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hole size (DOS, jjm)

Fig. 7 .12 . An evaluation of resist resolution limit by plotting hole size of DOM  
(dimensions on mask) versus DOS (dimensions on silicon).
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Sensitivity is defined as the dosage needed to remove a fixed thickness 
of the resist after developing. The photosensitivity is directly related 
to photolithography throughput. A high-sensitivity resist requires a 
low dosage to clear out the exposed area; hence a short exposure 
time is needed.

(d) Good thermal stability and mechanical strength. Resist thermal 
stability and mechanical strength are dominated by characteristics 
of the resin material. Good thermal stability is critical in the bak
ing step and in plasma etching. During baking, the temperature is 
around 100° С for tens of seconds. In plasma etching, the resist could 
be under severe ion bombardment, and wafer temperature can go 
up significantly. A poor thermal stability could result in resist profile 
deformation, as shown in Fig. 7.13, which causes CD variations across 
the wafer with respect to the target CD. Resist is often used for block
ing ion implantation. The mechanical strength of the resist must be 
strong to endure implantation without being destroyed or sputtered 
off, especially for high voltage and high current implantation.

(e) Good dry etching resistance. In plasma etching, it is essential 
to define etching selectivity, i.e., the ratio of the substrate etching 
rate to the resist etching rate. To ensure a faithful pattern transfer 
from the resist to the underlying substrate, a high-selectivity etching 
process is needed, meaning that the resist does not have significant 
erosion after etching. A poor resist profile evolution with etching 
time is illustrated in Fig. 7.14. Resist erosion due to etching can

profile before

profile after

resist

substrate

Fig. 7 .13. The resist profiles before and after excessive high-temperature 
treatment.
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resist eroded

film to be etched

substrate

Fig. 7 .14 . An eroding resist leads to a poor after-etching film profile.

certainly affect the resulting CD values. A good dry etching resistance 
is essential to ensure a faithful pattern transfer.

Nowadays, advanced wafer manufacturing predominantly uses 
positive resists. G-line or I-line process resists use novolac resin. 
These resins provide the resist with etching resistance, mechanical 
strength, and thermal stability. Together with solvent, the resin ren
ders film-forming characteristics. Novolac resin is shown in Fig. 7.15. 
The resin is mainly polymeric, with molecular weights ranging from 
1000 to 10,000. The resin molecular weights are designed to be rel
atively low to ensure good solubility in developer in the subsequent 
developing step. More important, the light absorption of the resin 
should be as low as possible at the desired exposure wavelength, 
leaving photons to be absorbed by the РАС, so that the light can 
reach the bottom of the resist. The photoactive compound is diazo- 
naphthoquinone (DNQ) or its derivatives, some of which are shown 
in Fig. 7.16. The compound’s main feature is the C=N functional

H2

Fig. 7 .15. The novolac resin as used in G- and L-line resists.
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О

Fig. 7 .16 . The molecular structure of the РАС, diazoquinone. The photoactive 
portion is above the SO2 .

group. On receiving photons, it releases nitrogen molecules and con
verts to ketene, which then absorbs moisture and converts into car- 
boxylic acids, as demonstrated in Fig. 7.17. The acid is soluble in an 
alkaline solution.

The fact that an exposed positive resist is soluble and the unex
posed resist is insoluble can be explained as follows: Before the РАС 
is dismantled by photons, although resin is soluble in alkaline solu
tion, its dissolution rate is significantly inhibited or blocked by the 
РАС, which is highly hydrophobic. One of the inhibition mecha
nisms is that the sulfonate group on the unexposed DNQ provides 
hydrogen bonding sites to the phenolic hydroxyl groups on novolac 
resins. The greater the hydrogen bonding, the lower the solubility 
will be. When the resist is exposed to light, the DNQ turns into car- 
boxy lie acid, losing its hydrophobicity and rendering the resist, as a 
whole, soluble.

As photolithography technology advances, the exposure wave
length must be decreased to keep up with the ever-increasing high 
resolution demand. As the wavelength shortens, the first hurdle 
for photolithography to overcome is the search for an appropriate 
resist.
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Fig. 7 .17. РАС is converted to carbene radicals and releases nitrogen after 
absorbing photons.

For РАС, adding different substituents or changing the functional 
group bonding sites can modify the resist absorbance at different 
wavelengths. Quantum efficiency is often used to evaluate the РАС. 
It is defined as the number of РАС molecules converted by each 
photon received:

(7.2)

where No, is the number of РАС molecules converted and Nv is the 
number of photons received. For G- and I-line resists, the quantum 
efficiency ranges from 0.3 to 0.8; for chemical amplified resists, quan
tum efficiency can be much larger than 1.0 due to acid catalysis of 
the photochemical reactions.

Resins are derivatives of aromatic compounds. The organic sol
vents in the resist, such as xylene and n-butyl acetate, should be 
able to mix the resin and РАС into a homogenous phase. Solvents 
give the resist film-forming characterization and viscosity. Most of 
the solvents will be evaporated during soft baking.
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Negative resists prevailed in the early stage of the semiconductor 
industry in the 1960s and 1970s, when photoresolution requirements 
were not as stringent as they are today. The resin in the exposed 
area cross links, reducing its solubility in the developer solution; 
meanwhile, the resin in the unexposed area readily dissolves in the 
developer. The photoactive compound is an arylbisazide; on receiving 
photons, will decompose into nitrene, which then releases nitrogen 
molecules. The highly reactive nitrenes cross link to form polyiso- 
prene, as demonstrated in Fig. 7.18. The cross link, or polymeriza
tion, causes the molecular weights to increase, rendering the com
pound insoluble. Aromatic compounds are often used as solvents in 
negative resists.

As technology evolution reaches beyond 0.25 / Ш 1, a deep UV 
(DUV) light source (Л < 300 nm) is required to print the quarter 
micron features. The novolac-type resins and DNQ photoactive com
pounds no longer meet the requirements. The resin is excessively 
light absorbing, and the DNQ takes several photons to generate 
one useful product, resulting in low photosensitivity. The industry 
then turns to look for chemically amplified resists. In DUV resists, 
photons initiate reactions in photoacid generators (PAG) to release 
acid in the exposed area. In the subsequent bake, the acid reacts 
with resins catalytically, changing their solubility and regenerat
ing more acids. A large number of chemical reactions can result 
from the absorption of a photon, as illustrated in Fig. 7.19. This 
catalytic reaction gives rise to very high quantum efficiency and 
photospeed resist materials. Figure 7.20 shows an example of the 
tBOC DUV resist, in which the protons are generated from РАС 
as a result of receiving photons. Then, the protons cleave the pen
dant group in the hydrophobic or base-insoluble PBOCST, con
verting it into a base-soluble or hydrophilic poly-(4-hydroxystyrene) 
(PHOST). Another proton is regenerated as a result. The reactions 
carry on catalytically. Various examples of DUV resists with different 
acid generators and resin structures are shown in Fig. 7.21. When 
migrating into 193-nm technology, the polymer has to be changed 
from aromatic to aliphatic (without benzene rings) for better 193-nm 
transparency.
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F ig . 7.18. Molecular structures of the resin and РА С  for a typical negative 
resist.

Chemically amplified resists (CARs) have several advantages 
such as high contrast, high quantum efficiency (photospeed), and 
good resolution. They also pose a few challenges in production, 
however. Because of their catalytic reaction nature, if the catalytic
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F ig . 7.19. Schematic explanation of the acid generation and regeneration.

reaction is interrupted unexpectedly, all lithographically important 
reactions would not take place, and the resist would totally fail.

The two most challenging issues associated with the chemically 
amplified resists are ambient base concentration control and bak
ing temperature control. It has been shown that storing CAR in 
normal fabrication environments can result in poor CD uniformity 
as well as CD target drifts. Airborne ammonia can fatally affect 
CAR performance, mainly because ammonia neutralizes the acids in 
the photochemical reactions. Several basic molecular contamination 
sources have been identified. These include human bodies, ambient 
air, exhaust from other manufacturing lines, and some clean room 
construction materials (ceiling material and HEPA).

The impact of base concentration varies with the sensitivity of 
the CAR and feature sizes. Smaller features are more sensitive to
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F ig . 7.20. C A R  resist (tB O C ) chemistry in exposure, PEB , and developing 
steps.

ambient base concentrations. In a 0.13-/mi technology regime, the 
base concentration should be kept as low as a few ppb. To meet 
such stringent requirements, the scanner and the track axe normally 
isolated, with individual hoods equipped with ammonia chemical 
filters.
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F ig . 7.21. Examples of D U V  resists with various PAG and resins.

7.4. Fundamentals of Image Formation

Before examining exposure systems, we should first review some of 
the important imaging principles and terms that are often used in 
photolithography. After the resist is coated on a wafer and soft baked, 
the next step is to transfer the circuit patterns from a mask to the 
wafer surface. This is done with an exposure system. An exposure sys
tem consists mainly of a light source, a lens system, a mask handling 
mechanism, and a wafer stage, as shown in Fig. 7.1. The light source 
gives off the desired monochromatic light, which is collimated with 
a condenser lens to shine on a mask. The mask contains all the cir
cuit information in a pattern of binary tones (either clear or opaque) 
and is placed under the exposure light with the pattern side facing
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the wafer stage during exposure. The light rays get diffracted after 
passing through the mask pattern and are collected with a projec
tion lens system and focused onto the wafer surface, forming latent 
images in the resist layer. To form an image of the mask pattern 
information, optics demand that at least two diffracted rays be col
lected and interfere with each other. The projection lens, therefore, 
must be of a reasonable size to collect the necessary rays. State-of- 
the-art steppers or scanners are of the projection type. The capability 
of an exposure system is measured mainly with two factors: resolu
tion and depth of focus. The resolution is defined as the minimum 
feature size that an exposure system can resolve with a decent depth 
of focus. The depth of focus refers to the vertical distance, away from 
the best focal point, within which the imaging quality is considered 
acceptable. These two factors are related to the numerical aperture 
and wavelength of an exposure system, as follows:

Resolution limit R  =  k\ (7.3)

Depth of focus DOF =  ttttto > (7-4)
(NA)^

where Л is the exposure wavelength and NA is the numerical aper
ture of the lens, which increases with lens diameter. The proportional 
constant fci is related to photolithographic process characteristics. 
Better resolution resists, or resolution enhancement techniques such 
as phase-shifting masks or optical proximity correction, would give 
smaller k\ values. On the other hand, &2 is close to unity. A  good 
exposure system is characterized by having a small resolution limit 
and a large depth of focus so as to have large photoprocess lati
tude. According to Eqs. (7.3) and (7.4), it is obvious that decreas
ing wavelength and increasing numerical aperture are the two major 
approaches to achieve better resolution limits, and these approaches 
have been the theme of photolithography technology evolution. By 
using these approaches, one obtains better resolution but faces a 
diminishing DOF, which can be a viable photoprocess if the wafer 
topograph is minimized with appropriate planarization techniques.
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With exposure wavelength changes, a lot of related materials have 
to be changed or modified accordingly. To name a few, the materials 
of the scanner lens, mask blanks, and pellicles have to be changed to 
match the shorter wavelength so that they have minimum absorption 
of the wavelength. Excessive light absorption can induce material 
degradation or distortion, in addition to light intensity loss. Obvi
ously, the resist system also needs to be changed with exposure wave
length to gain good resolution. With the resist systems changed, all 
the photosteps shown in Fig. 7.5 need to be reoptimized to have the 
best photolithographic performance.

7.4.1. Exposure wavelength

The light for exposure systems comes mainly from high-pressure mer
cury lamps for wavelengths of a wide range. The underlying principle 
is that the mercury atoms are excited by the energetic electrons in 
the mercury plasma; as some of the excited mercury atoms return 
to their original low-energy states, they emit photons. The intensity 
of the emission is not uniform with respect to wavelengths. Some 
high-intensity emissions are observed at wavelengths of G-, H-, and 
I-lines, which are widely used in lithography exposure systems. The 
wavelength of G-line is 428 nm; that of I-line is 365 nm; and that of 
DUV is 248 nm. A good exposure source should have monochromatic 
emission with high intensity and a long lifetime. The monochromatic 
wavelength eliminates chromatic aberration. A high-intensity expo
sure light boosts the wafer throughputs. A long lightbulb lifetime is 
always desired for cost saving and low maintenance efforts.

For high-intensity exposure light sources at DUV (248 nm) and 
193 nm wavelengths and beyond, excimer lasers are employed owing 
to their high intensity, monochromaticity, and availability. Excimer 

stands for “excited dimmers.” In other words, excimer lasers employ 
excited halogen molecules to react with inert gases:

Kr +  F£ KrF +  hv for 248 nm wavelength (7.5)

Ar -b F£ —» ArF +  hv for 193 nm wavelength (7.6)

F2 —> F2 -I- hv for 157 nm wavelength (7.7)
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The excess energy of the reaction is given off in the form of a laser 
at a specific wavelength. For example, the reaction of krypton with a 
fluorine-excited dimmer gives off 248 nm of light; argon reacting with 
the dimmer gives off 193 nm of light. The relaxation of an excited 
fluorine dimmer gives off 157 nm of light. Beyond the 157-nm expo
sure light source, the technologies axe referred to as next generation 
lithography (NGL).

7.4.2. Lens imperfections

The lens system is one of the key elements of an exposure system. 
Lens quality determines, for the large part, the circuit imaging qual
ity on wafers such as critical dimension uniformity (CDU). The CDU 
is essential to the device yield. For a perfect lens system, all light rays 
from an object converge onto a corresponding image point, forming 
a clear image. Practical lens have never been perfect. The behavior 
of a real lens system differs from that of a perfect one; the deviation 
is called aberration, as demonstrated in Fig. 7.22. Lens aberration 
takes several forms such as spherical aberration, chromatic aber
ration, coma, oblique astigmatism, field curvature, and distortion. 
These aberrations cause the diffracted wavefronts to deviate from 
the ideal ones; as a results, the image blurs. For a photolithography 
exposure system, aberrations result in printed dimension nonunifor
mity or unacceptable resist profiles.

Fig. 7.22. Types of lens aberration that degrade image quality.
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A fan of rays, each at a different distance away from the optical 
axis, fails to converge to the same point, as shown in Fig. 7.23. This 
type of aberration is called spherical aberration. Spherical aberration 
can be corrected by bending the lens. For a lens system, the spherical 
aberration of one lens can be corrected by another. Chromatic aberra
tion results from nonmonochromatic light passing through a lens and 
failing to converge to the same focal point, as indicated in Fig. 7.24. 
Coma is an off-axis aberration resulting from the lens having dif
ferent magnifications at different zones from its center. Figure 7.25 
shows the image of a point source with an increasing extent of coma. 
Astigmatism, which results from different lens curvatures in different 
planes, causes the tangential and sagittal rays to focus on different 
points, as shown in Fig. 7.26. Field curvature is the type of aber
ration that causes the image of a planar object to be curved, as 
illustrated in Fig. 7.27. In other words, the images move toward the 
lens for off-axis light rays. Unlike other aberrations due to lens imper
fection, distortion is a type of aberration that may also result from

light rays

Fig . 7.23. Spherical aberration: parallel light rays fail to converge to the same 
focal point.

F ig . 7.24. Chromatic aberration: a beam of light with different wavelengths 

fails to converge to the same focal point.
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Fig. 7.25. Coma: an off-axis point on the object plane is imaged as a comet-like 
blur, trailing away from the optical axis.

F ig . 7.26. Astigmatism refers to the tangential and saggital light rays being 
focused onto different points.

F ig . 7.27. Field curvature causes a distorted image, moving toward the mirror.

lens geometry. Distortion makes the image of an object distorted, as 
demonstrated in Fig. 7.28. All these imperfections of the lens system 
deteriorate the photoperformance of an exposure system in terms of 
printed dimension nonuniformity for both inter- and intrafield. The
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F ig . 7.28. Lens distortion results in distorted images on imaging planes 
(b  and c).

field is defined as the image of a mask on the wafer. It could be a 
single-die or multidie image, depending on the chip size.

If a lens designer is allowed to design a lens system from scratch, 
he may be able to come up with a perfect lens, but this can 
be formidably expensive. The most common lens system design 
approach is to combine a number of lenses with different curvatures or 
shape factors so that the aberration of one lens can be compensated 
by the other ones. Nanometer-range device manufacturing technol
ogy requires the lens system to be almost perfect to have a wide 
process latitude. As a result, the lens system of a stepper or scanner 
often consists of tens of lenses with different curvatures and shape 
factors to compensate for each other’s imperfection.

7.4.3. Interference

Light travels in a vacuum at its speed; it slows down when it travels 
in a medium of refractive index n:

С
Cm =  — or n = — . (7.8)

n Or

In other words, refractive indices of media are always larger than 
unity. In our daily life, light rays travel from one medium to the 
other, for example, from air to a glass of water or from air to a 
glass panel. When this occurs, the direction of the traveling light 
rays is refracted, as illustrated in Fig. 7.29. The direction change 
across the media follows Snell’s law:

72-1 sin B \  =  712 sin 02 > (7-9)
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Fig . 7.29. Light travels across the boundary of two media and is refracted 
according to Snell’s law.

where n is the refractive index of the medium and 9\ and 62 are the 
angles of incidence and refraction, respectively. Snell’s law explains 
image formation through a simple lens. A simple image formation of 
an object through a lens can be worked out through ray tracings, 
as shown in Fig. 7.30. In the real world, we do see deviations from 
this approximation, especially when the light rays travel through 
an aperture of a size close to the light wavelength. The smaller the 
aperture as compared to the wavelength, the more pronounced the 
diffraction phenomena.

Huy gen’s principle states that every point on a wavefront is a 
source of secondary wavelets, which radiate in all directions from 
their centers with the propagation speed of the original wave. The

lens
object

F ig . 7.30. The image formation through ray tracing.
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maximum intensity point

F ig . 7.31. The interference through a two-slit screen.

new wavefront is the envelope of secondary wavelets. In a homo
geneous isotropic medium, the wavefronts from a point source are 
spherical. Employing Huygen’s principle, one can see from Fig. 7.31 
that the wavelets from the apertures would propagate in all direc
tions and interfere with each other to form a shadow image (the 
interference pattern) on the screen. One would observe a bright and 
dark pattern due to constructive and destructive superposition of 
the waves. The optical path difference, A S , between two light rays 
radiated from the slits is

A S  =  nd sin в , (7.10)

where d is the spacing between the slits. It then follows that the 
constructive superimposition of the two rays gives a maximum; a 
destructive superimposition gives a minimum:

A S  =  nd sin0n =  N X , for the iVth maximum (7.11)

A S  =  nd sin 0n+i/2 =  {N  4- 1/2)A , for the iVth minimum, (7.12)

where n is the ambient refractive index, d is the space of the slits, 
в is the angle between the direction of diffracted light and the hori
zontal axis, and A is the wavelength. Furthermore, for a fixed value 
of wavelength, the Nth  maximum or minimum would appear further
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away from the optical axis as d or pitch of the grating decreases, 
indicating a more pronounced diffraction effect. The larger the 0 is, 
the higher the diffraction angle will be. Now, imagine if one were to 
collect all the diffracted lights and image them onto the screen. The 
more the diffracted lights are collected, the better the image quality 
will be. Hence, to have faithful imaging, one would have to have an 
infinitely large lens to collect all diffracted light. In reality, the lens 
is of finite size. Thus, in real imaging systems, some information is 
lost due to the use of a limited size lens. As a result, the intensity 
modulation of the light rays right after passing through the grating 
(a mask pattern) is degraded on being reconstructed with a lens, as 
demonstrated in Fig. 7.32.

In optics, the size of a lens with numerical aperture is often 
defined as

NA =  nsinO , (7.13)

where n represents the ambient refractive index and 9 represents the 
angle subtended by the two outermost diffracted rays. Physically, 
the larger the lens diameter, the larger the NA will be. The lens NA 
indicates the capability of collecting diffracted light. We now rewrite

\   ̂ \  \  ^ Cr pattern 

quartz

light intensity modulation as 
passing through the mask 
pattern

lens for light collecting

Д ' Л А / \ degraded modulation on wafer

Fig. 7.32. The light intensity modulation is degraded, as seen on the wafer 
surface.
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Eq. (7.11) as
243

pn sin в =  Л
(7.14)

(assuming N  is equal to unity, the first diffracted order), and p is the 
one-half pitch of the grating aperture. Alternatively, with Eq. (7 и )6 
one has '

P =  R = W K ’ (7-15)

where R  is the minimum feature size that a lens of NA can resolve. 
A criterion was proposed by Rayleigh that two neighboring slits or 
features are considered resolved if the interference pattern is such 
that the first maximum superimposes with the first minimum of the 
other. Rayleigh’s resolution criterion has been widely used in pho
tolithography and is conventionally expressed as

R =  k' M ’ (716)

where k\ factor is used and is a function of photolithography process 
parameters. Comparing Eq. (7.15) with Eq. (7.16), one can realize 
that NA of a lens corresponds to the minimum lens size that is capa
ble of capturing the zero-order and first-order diffracted light rays of 
its minimum resolvable feature size. The zero-order diffraction car
ries the background light intensity, while the first-order diffraction 
provides the image information through interference.

7.4.4. Depth  o f focus

The other important performance index of an optical system is the 
depth of focus (DOF). Along the optical axis, by moving the imag
ing plane by a certain distance, x, either toward or away from the 
screen, the images formed still meet acceptable quality requirements. 
The distance x is referred to as DOF, expressed as ±  x. Surely, on the 
focal plane, the image is the sharpest; as the imaging plane moves 
away from the best-focused position, the image blurs. However, the 
true criteria of so-called acceptable image qualities are vague or some
what arbitrary as long as we can see. In the field of imaging science,
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Rayleigh’s criterion has been widely accepted to define the criteria of 
acceptable image qualities. It states that the optical path difference 
(OPD) between the best-focused and defocused wavefronts should 
be less than one quarter of the operating wavelength to have accept
able image quality. A perfect lens should deliver at its exit pupil a 
spherical wavefront centering at the origin of the imaging plane, as 
shown in Fig. 7.33. The equation of the wavefront, based on the pupil 
coordinates, is expressed as

x2 + y 2 +  { z -  R )2 =  R 2 , (7.17)

where R  is the radius of wavefront curvature. Expanding the third 
term of the left-hand side and assuming that the exit pupil is small 
compared to the radius of curvature of the wavefront ( x and у are 
small as compared to JR), one can then neglect the z2 term, arriving at

2 2

z =  -  2^^ = w (x , y ) .  (7.18)

wavefront A

Fig . 7.33. Two wavefronts A  and B, having different radii of curvature, converge 
at different imaging points along the Z-axis.
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Now, if one looks at the other wavefront that centers at R  +  AR , 
then the OPD, Лги, between the two wavefronts would be

AW =  ~

dW  _  (x2 +  y2) 
dR ~  2 R? ' 

Applying the Rayleigh criteria, Aw  <  A/4, one has

(7.20)

A w = — X2R2y2 )A R  =  J -  (7-21)

It then follows that

A R  =  DOF =  - ^ 2-  =  . (7.22)
2 sin2# 2NA2 v '

Here we reach a conclusion that DOF of an optical system is propor
tional to its operating wavelength and inversely proportional to the 
square of the numerical aperture of its lens.

In photolithography, the criterion of acceptable image quality 
is defined by the sharpness of the resist edges and critical dimen
sions, rather than by Rayleigh’s criterion. Therefore DOF is often 
expressed as

A
NA '-1

where the proportional constant, &2> is a function of photoprocess 
parameters. Its value ranges from approximately 0.8 to 1.0. For a 
lens with its minimum resolvable feature, DOF can also be inter
preted as the distance between the point and the best focal point 
within which the OPD between the zero and the first diffracted light 
rays is equal to one quarter of wavelength, as illustrated in Fig. 7.34. 
It can be observed that the DOF decreases quadratically with numer
ical aperture or lens diameter.

DOF =  fc27771, (7.23)

7.4.5. Coherence

Coherence and incoherence are terms that describe the correlation 
between propagation waves. They are further defined in two terms: 
temporal and spatial coherence. If two propagating waves have a
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0

mask

diffracted light

F ig . 7.34. The optical path difference between the zeroth and first-order 
diffracted light rays.

fixed phase difference at all times, they are said to be temporally 
coherent. Temporal coherence between two waves is characterized 
by the monochromaticity of the waves. The narrower the frequency 
bandwidth (Д u ) of a monochromatic light, the greater the tem
poral coherence will be. On the other hand, if two waves travel 
in parallel (collimated), they are said to be spatially coherent. In 
general, unless specified, coherence implies both temporal and spa
tial coherence. Ideally, two monochromatic waves of the same wave
length that travel in parallel are coherent waves. For example, a 
so-called ideal highly collimated 193-nm laser light source used in 
photolithography is a coherent light source. If two light waves travel 
in completely random directions and have no fixed relative phase 
relationship, they are said to be incoherent, for example, the waves 
from two independent lightbulbs. In fact, all scenarios in the real 
world lie in between coherence and incoherence and are termed 
partial coherence. Figure 7.35 illustrates that coherent light beams 
through a lens give a sharp single focal point, while incoherent 
light beams give blurred images, as each beam focuses onto different 
points.
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a monochromatic 
laser

A

a light bulb V
(incoherent)

F ig . 7.35. Difference in imaging for coherent and incoherent light.

For the best photolithography performance, the exposure light 
source has to be monochromatic, with a bandwidth that is as narrow 
as possible and highly collimated. Furthermore, exposure tools are 
designed such that the condenser lens is smaller than that of the 
objective lens:

Ideally, when the coherence value is zero, the light is coherent; at 
infinity, it is incoherent.

Photolithographically, it has been proved experimentally that a 
partially coherent light gives better results than does a coherent one. 
The incoherence optimization procedure is a very tedious step as 
incoherence is one of the many photoprocess parameters that may

Coherence = (7.24)



affect the final critical dimension uniformity as well as the DOF 
latitude.

7.4.6. Optical transfer function

The optical transfer function (O TF) is a function that relates the 
input of an optical system to the output, or vice versa, in the fre
quency domain. This approach has been widely used in the field of 
electronic communications and control. The underlying idea is that 
if the input to a system is sinusoidal or cosinusoidal (in fact, sine and 
cosine have the same functional form but differ in phase by тг/2), the 
output is also sinusoidal. For the lens system, the sinusoidal input 
would be the sine wave grating of the mask; the output would be 
its sinusoidal image (remember that all functions can be expressed 
in terms of sinusoidal functions). The amplitude of the input and 
output is related by a transfer function:

Oout(s) =  T (s ) I m( s ) , (7.25)

and the phase is related by

0out(«) =  ^in(s) +  4>(s). (7.26)

The imaging equivalents of Eqs. (7.25) and (7.26) are as follows:

For the contrast

Cout(s) = MTF(s)Cjn(s) (7.27)

For the phase

<£out(s) = PTF(s) + <ftn( s ) .  ( 7 -28)

The OTF concept can be applied to imaging systems owing to the 
contribution of the vintage Fourier transform, invented by a French 
mathematician in the 18th century. The theory states that any func
tion can be expressed in terms of a summation of a series of cosine 
and sine functions. Discussion of the theory can be found in advanced 
engineering mathematics textbooks. Mask patterns are also periodic 
to some extent such as the one illustrated in Fig. 7.36.

248 Semiconductor Manufacturing Technology



Pattern Transfer: Photolithography 249

F ig . 7.36. The light intensity modulates after passing through a mask pattern.

The main advantage of using OTF is that the product of the 
OTF of each individual optical element equals the OTF of the overall 
system:

OTF =  OTFi x OTF2 x • • ♦ . (7.29)

As in Eq. (7.29), the transfer function has two parts. One deals with 
the amplitude, the other with phase; namely,

M TF =  M TFi x MTF2 x • • • (7.30)

PTF = PTFi + PTF2 + (7.31)

Assuming that the phase remains unchanged by going through the 
imaging system, one has OTF equals MTF, which is defined as

M TF = 'out

-/mav I r

+  h. out (7.32)

For a photolithography exposure system, the mask pattern is 
transferred to wafer surfaces through the lens and resist transfer 
functions:

MTF =  M TFlens X MTF resist - (7.33)

MTF of a system tends to decrease with the spatial frequency of the 
mask patterns to be printed, as illustrated in Fig. 7.37. Obviously, 
this is because the higher the spatial frequency, the larger the light



250 Semiconductor Manufacturing Technology

spatial frequency -----=►

Fig . 7.37. The M T F  of ал optical imaging system decreases with spatial fre
quency (or 1/pitch).

diffraction angles, and hence more information is lost. The M TF of 
the resist is related to its contrast value.

7.5. The Exposure System Evolution and 
Photoprocess Variations

With the background covered in the last section, we are now ready to 
explore the exposure system. Looking at the exposure system evolu
tion in semiconductor manufacturing, there are basically four major 
categories, as shown in Fig. 7.38. The contact printing system is the

,o4 lloW ,оч о
х / \v  ' /  \v  '  /  \ч  /|\

Ш

blade

✓ ч 

ill

(d)

F ig . 7.38. Evolution of photolithography exposure tools: (a ) contact printing; 
(b ) proximity printing; (c) projection printing; and (d ) scanner (a  slit of the mask 
is exposed at a time).
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earliest exposure system. It essentially has a mask directly pressed 
against the resist-coated wafer surface. This type of system has the 
advantage of having the best resolution — below 0.5 is possible — 
as the diffraction effect is minimized. But owing to the direct con
tact of the resist surface and the mask, resist residues can become a 
contamination source.

As technology advanced to a point where contaminations became 
printable defects, the sizes of which started to affect device yields, 
the industry turned to proximity printing, in which the wafer surface 
and the mask surface are pulled apart to a distance of roughly tens of 
microns, to avoid contamination due to direct contact. By doing so, 
the resolution of the system is significantly degraded, as diffraction 
effects come into play. The resolution limit of proximity printing is 
governed by the Fresnel diffraction as

Resolution limit R  =  kV\d, (7.34)

where R  is the resolution limit, Л is the operating wavelength, and 
d is the gap between the wafer surface and the mask surface. For 
example, if the к factor takes a value of 0.9, the wavelength 400 nm, 
and the gap 15 д т , the resolution limit is 2.2 дт . The resolution can 
be improved by decreasing the gap or the operating wavelength.

As device technology advances into the regime of a few microns, 
the projection system dominates. The projection system has several 
advantages. First, it has the best resolution, down to a nanometer 
regime. Second, it avoids the contamination due to direct wafer- 
mask contacts. Third, it has a demagnification factor, such as 4x 
or 5x. In other words, the patterns on the mask are printed onto 
wafer surfaces with size reduction ratios of 1/4 or 1/5. It makes 
the projection printing process more forgiving in terms of tolerating 
particles and CD errors on masks as they are all reduced by a factor of 
4 or 5. The resolution limit of a projection printing system is shown in 
Eq. (7.3). With projection systems, the semiconductor industry still 
tries to drive down the resolution by increasing the NA or decreasing 
the wavelength. As NA gets larger, it becomes extremely difficult 
to manufacture a large lens with the uniform quality needed. Hence 
the printing strategy is changed from the step-and-repeat (stepper)
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to the step-and-scan (scanner). For steppers, the system utilizes the 
whole mask area as a printing field. After one shot is done, it steps 
the wafer onto the next field, and so on. The field is placed purposely 
at the center of the lens system so as to obtain the best quality. For 
scanners, only a stripe of mask and lens is used during scanning. This 
ensures good uniformity across the stripe area. The mask and wafer 
move in opposite directions to complete the scan on a whole wafer.

The ultimate goal of a photolithography process is to transfer 
circuit patterns on masks to wafer surfaces with high fidelity. The 
performance of the process is often measured in terms of uniformity 
of critical dimensions and pattern fidelity with wide enough process 
latitude, as well as good overlay accuracy. The uniformity of criti
cal dimensions means that the dimensions of features of the same 
size should be equal or close to equal across-wafer and from wafer to 
wafer. This is very important; for example, in the case of a polysili
con gate definition, the gate dimension dictates the transistor speed. 
If the gate dimensions vary with position, transistors at some loca
tions may be too fast, while at others, they may be too slow. The 
whole chip speed can be degraded. The timing can be mismatched, 
leading to circuit malfunctioning. Pattern fidelity refers to the two- 
dimensional profile matching between the features on a mask to those 
on a wafer. Figure 7.39 illustrates a pattern that is not faithfully 
transferred from the mask to the wafer. Such a scenario can induce a 
transistor failure if the line end of the polysilicon gate is so severely 
rounded that it does not stretch across the active area.

Overlay refers to the alignment performance between layers. This 
is important because a complete chip circuit is defined into a set of 
iV-layer masks, as discussed earlier. The wafer process is done layer

printed pattern on w afer

pattern on mask

Fig . 7.39. Poor pattern transfer from the mask to wafer.
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(a) perfectly aligned

-  contact misaligned to source/drain

-  metal misaligned to contact

(b) misaligned

Fig . 7.40. A  demonstration of a perfectly aligned MOS versus a misaligned 
M OS device.

by layer. For the circuit to function properly, a basic requirement is to 
have all layers aligned. Figure 7.40 demonstrates a situation where 
all related layers of a MOS structure are perfectly aligned versus 
one that is not. As one can imagine, the misaligned structure would 
have excessive leakages among layers, and it is hard to imagine that 
the circuit will work. In the real world, there exist certain process 
variations that cause nonuniform CD, corner rounding, and overlay 
errors.

There are several phenomena that can degrade CD uniformity 
(CDU) across a wafer such as standing wave, swing, and optical prox
imity effects. A wave propagates from a medium into the other; the 
wave can partly reflect from the interface and partly pass through 
the interface. As light shines on a resist-coated wafer surface, the
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top view on metal

notching
F ig . 7.41. As a metal layer crosses over the topograph, the sloped metal surface 
acts like a mirror, causing a notching.

reflected light and incident light would interfere and result in a stand
ing wave. The standing wave effect results in a wiggling resist sidewall, 
as discussed and shown in Fig. 7.46. This can degrade the CDU when 
there is slight resist thickness variation. A strong reflective substrate 
can cause notching, as illustrated in Fig. 7.41. The light incident on a 
shining sloped surface bounces back and exposes the resist bulk that 
is not supposed to be exposed. This obviously degrades the CDU.

The other effect that would degrade the CDU is the swing 
effect, as shown in Fig. 7.42. The exposure energy needed to clear 
off a certain thickness of resist increases with the resist thick
ness. The trend is not monolithic, but sinusoidal. With this effect, 
any resist thickness variation across a wafer, either due to coat
ing nonuniformity or topography, leads to CDU degradation. This 
is often seen in memory circuits, in which the memory array is 
much denser than peripheral layouts, giving rise to thinner resist 
in the array than in peripheral circuits. If, unfortunately, one falls 
at the maximum and the other at the minimum, the CD could be 
way off. A straightforward and effective approach to mitigate the 
interference-induced notching, standing wave, and swing effects is to 
use an antireflective coating (ARC), either organic or inorganic. The
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exposure
energy

with AR 

without ARC

resist thickness

Fig . 7.42. The swing effect: resist thickness variation results in CD variation.

organic ARC is highly absorbing, and therefore it greatly reduces the 
reflected light intensity. For the inorganic ARC, the thickness is opti
mized such that the reflected light from the resist-ARC and ARC- 
substrate interfaces cancel out. Figure 7.42 also indicates that with 
the use of ARC, the substrate reflectivity is significantly reduced; 
so is the swing effect. The ARC thickness is structure-dependent. It 
must be optimized in terms of the underlying layer structures and 
thicknesses as well as the exposure wavelengths.

Advanced technologies drive for ever-decreasing pitches — the 
width plus the spacing of features. Given the same size of NA of 
the projection lens, the exposure light will get a larger extent of 
diffraction. This means that more information is lost during imaging. 
This causes a poor pattern transfer fidelity issue. The corners are 
rounded off, and the line ends are shortened. The extent of shrinking 
and rounding aggravates with ever-shrinking feature sizes. The use of 
optical proximity correction (OPC), as will be discussed in Chapter 8, 
can be employed to improve pattern fidelity on wafers.

Process latitude refers to the tolerance of process param
eter variations within which one can still maintain acceptable 
photolithography performance. Taking into account the above- 
mentioned phenomena, the exposure energy range and DOF are often 
considered as the process latitude or process window for CD uni
formity control. Figure 7.43 shows a window of energy and focus 
variations in which the CD variations of a specific target meet the
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*—  defocus —^

F ig. 7.43. CD  variation of a specific target with exposure energy and focus 
values. The rectangle indicates the process window.

requirement of ±  10% of target CD values. With the optimal energy 
and focus, the resist image is the sharpest. Moving away from the 
center energy, CD values increase with decreasing energy. As the 
focus offset values change away from the center, the images smear; 
the sidewall angles degrade, which affects the etching uniformity. The 
photolithography parameter settings must be further refined by con
sidering the area of overlapping windows in energy focus plots for 
both isolated and dense patterns. To be production worthy, a large 
process window is required. Of course, the cost of manufacturing 
always sets a limit on the search for a larger process window.

Layer-to-layer alignment errors originate from two sources: the 
mask-to-mask misalignment during mask making and the wafer-to- 
wafer misalignment during wafer exposures. In semiconductor manu
facturing, there are two different overlay approaches. One is to align 
all layers to a reference layer, while the other is to align the current 
layer to a related previous layer. The overlay error measurements 
are done with a specifically designed structure placed on each of 
the related layers. As shown in Fig. 7.44, a previous layer is embed
ded with a square frame box of 20 /mi, and then the current layer 
is embedded with a square bullet of 10 /mi. After both layers are 
processed, the top-view SEM can be taken, or errors can be read auto
matically with metrology tools. Factors such as thermally induced or
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processed.

stress-induced wafer distortion or lens distortion can cause misalign
ment. These misalignment sources are supposed to be automatically 
calibrated or corrected on exposure machines; however, there is still 
misalignment seen from layer to layer. These misalignments will cer
tainly cause device malfunctioning and hence yield loss. Figure 7.45 
illustrates an example of a misaligned polysilicon gate with respect 
to the active layer. A misalignment causes the gate not to be able to 
stretch across the active layer. From the top and side views of the

Fig . 7.45. Schematic of misalignment between gate and active area.

polygate

AA



258 Semiconductor Manufacturing Technology

transistor structure, one can see that the transistor will not work as 
the source and drain axe short. For each layer, there must be an over
lay tolerance specified with respect to a related previously processed 
layer. The values dictate a part of the design rules. For example, let 
us look at the metal 1 extension to contact design rule setting:

(the design rule of metal 1 to contact extension)

> (CD variation of contact) +  (CD variation of metal 1)

+  (variation of metal 1 to contact misalignment). (7.35)

One can see that if both process variation and misalignment can be 
controlled and minimized, the design rule can be set to a smaller 
value. If this applies to all layers of a device, the whole chip can be 
made more compact. Hence one obtains more dice/wafer, and hence 
lower cost can be achieved.

7.6. Postexposure Steps

7.6.1. Postexposure bake

As shown in Fig. 7.5 previously, the postexposure steps include 
postexposure bake, developing, and hard bake. For novolac resists, 
the high temperatures of PEB allow the carboxylic acid to diffuse 
out to mitigate the standing wave effects, as shown in Fig. 7.46. For 
CARs, PEB is even more critical as the acids generated during expo
sure are supposed to undergo deprotection reactions, as discussed 
previously. The temperature uniformity in PEB is extremely impor
tant for CARs in terms of determining the ultimate CD uniformity.

resist

F ig . 7.46. Standing wave effect during exposure (left) results in a wiggling 
resist edge profile after development (right).
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7.6.2. Developing and hard bake

Developing is a step that uses a base solution to dissolve the exposed 
areas (acid-containing areas) of positive resists. After developing, the 
mask pattern is imagined onto the resist. With etching, the resist 
patterns are transferred to the underlying substrate. To ensure good 
pattern transfer fidelity, the resist must withstand the harsh wet 
chemical or plasma etching ambient without being lifted or eroded. 
With implantation, the ions are implanted into the desired pre
defined areas to form the proper device structure. The resist must 
not outgas under high vacuum conditions. Furthermore, the resist 
must be strong enough to withstand the highly energetic impinging 
ions without deformation or burning. To achieve these goals, a hard 
bake at around 110°C to 120°C is conducted.

During hard bake, residual solvent is further driven out to prevent 
the residual solvent from bursting under high vacuum conditions such 
as ion implantation. The resist volume contracts as a result of hard 
baking; the film shows a tensile stress, which can be relaxed after a 
period of time. The hard bake also enhances the adhesion between 
resist and the substrate interface. The optimal temperature for the 
best adhesion can vary with different interfaces. It should be noted 
that an overbaked resist could be very difficult to remove, even after 
the etching or implantation steps have been completed.



Chapter 8 

PATTERN GENERATION

This chapter is intended to give readers a fundamental understanding 
of the mask making, or pattern generation, process. In addition to 
that, the chapter will introduce a few resolution enhancement tech
niques and principles. We start out in Section 8.1 with an introduc
tion of the overall mask-making process flow and the requirements 
for masks. Further explanations of the steps are given in Sections 8.2 

and 8.3. Section 8.2 covers the front-end processes, including e-beam 
writing and resist chemistry. Section 8.3 covers the back-end pro
cesses, including inspection, repair, cleaning, and pellicle mounting. 
The last section, 8.4, explains the principles of a few types of resolu
tion enhancement techniques RET such as phase-shift masks, optical 
proximity corrections, off-axis illumination, and subresolution assist
ing features. The use of these RETs do affect mask making. The 
implications are illustrated.

8 .1. Introduction

Pattern generation or mask making is a process in which a layer 
of the IC circuit pattern is engraved onto an absorber-on-quartz 
blank; this results in a photomask. The photomask is then repeatedly 
used for photolithography in wafer manufacturing. In contrast to the 
pattern generation, photolithography is a pattern transfer step, in 
which the pattern on a mask is transferred, or printed, onto wafer 
surfaces. Comparing to wafer processing, mask making is done on 
quartz substrates with a single layer of absorber. There are no topog
raphy issues. However, because this is the mother pattern that will

260
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F ig . 8.1. A  schematic M OS transistor structure with five masking layers. The 
numbers in the parentheses indicate the masking sequence.

be repeatedly printed on wafers, the quality must be impeccable, in 
the sense that no printable defect is allowed. Otherwise, any defect 
will be printed on every wafer.

An IC product design, be it a consumer product or a memory 
product, starts from a market survey and consolidation and a prod
uct definition. The product is then designed and verified. Once the 
product design is complete, the database is sent to a mask shop. The
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mask shop receives the database on which the circuit is presented 
in the form of physical representations composed of polygons. The 
circuit is also split into a number of layers; each layer is drawn with 
a distinctive color or pattern of stripes. Figure 8.1 shows an example 
of a simple MOS structure with its physical layouts for each layer. 
Each of these layers corresponds to a mask. It is customary in the 
industry to refer to a complete chip on a mask or a wafer as a die. On 
each mask, there could be one die or a number of dies, depending on 
the die size and the image field size of the exposure tools. Figure 8.2 
shows a single-die mask and a multidie mask. For the former, one 
exposure of the mask prints a die on a wafer; for the latter, one 
exposure prints two dies on a wafer. A complete device structure is 
then processed from the bottom to the top. Each mask corresponds 
to a photolithography step, followed by an etching or implantation 
step. A typical 0.25-/zm logic product has about 25 layers of masks.

A typical mask-making process with a quality checking proce
dure is shown in Fig. 8.3. Quartz is chosen because of its low thermal 
expansion coefficient and high transmittance for the exposure light. 
The blank is about one quarter of an inch thick, to avoid deformation 
due to gravity. The blank is cleaned and then sputter-coated with 
absorber; the most commonly used material is chromium. The thick
ness of the Cr is around 500-1200 A,  depending on the technology 
node. On top of the Cr layer, a thin layer of chromium oxide is

(a) (b)

F ig . 8.2. A  (a ) single-die versus a (b ) multidie mask: the first prints one die on 
wafers with one exposure, while the second prints four dies.
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Fig . 8.3. A  typical mask-making process with quality checking flow.

deposited to lower the Cr surface reflectivity, which could induce 
stray light, degrading wafer printing quality. The flatness of a mask 
blank surface is around 0.5-2 fim. There are two types of blanks: one 
for binary masks and the other for phase-shifting masks. For binary



264 Semiconductor Manufacturing Technology

masks, Cr is used as the absorber; the tone is either clear (without 
Cr left, light transmitting) or dark (covered with Cr, opaque). For a 
phase-shifting mask, a phase-shifting material (mostly MoSixNO) is 
used to shift the phase angle of the incident light so as to enhance the 
image contrast. Further details will be discussed later in this chapter. 
After the absorber is deposited, photoresist is then spin-coated onto 
the square substrate.

Unlike wafer manufacturers, most mask shops start their mask- 
making process from resist-coated blanks provided by external sup
pliers; that is, they leave the quartz blank polishing, cleaning, Cr 
sputtering, and resist coating to the suppliers. There are a couple of 
reasons for this. One is because the volume is often too low to be eco
nomical for an individual mask shop; the other is associated with the 
difficulty of resist coating on square substrates. A mask shop starts 
the mask-making process with e-beam writing on the substrate, using 
mask layer data transferred from computers. The circuit layer data 
must be converted to a format that is readable to the e-beam writer 
at this stage. After the exposure, chemical reactions take place in the 
bulk of the resist. The blank is often placed in a hot plate for post
exposure baking to allow the reactions to continue in a controlled 
ambient environment. The latent image is then developed after post
exposure baking. After that, the pattern on the resist is transferred 
onto the absorber, either Cr or shifter, using plasma or wet chemical 
etchings. Resist is then stripped off after the etching is complete.

In contrast to wafer processing, the mask has to be defect-free; 
otherwise, the defects get printed on every single wafer that goes 
through the exposure. Therefore an inspection procedure is needed 
to capture the possible defects. There are two approaches to inspec
tion. One is the die-to-die approach, comparing the manufactured 
patterns of two neighboring dies on the same mask. The other is the 
die-to-database approach, comparing the manufactured mask pat
terns to the database. Any differences found in the comparison are 
considered as defects. The defect coordinates are transferred to a 
repair machine. The repair machine removes the extrapattern defects 
with an ion beam or a laser beam and fills the void defects with 
an ion-beam-induced or laser-induced microdeposition of carbon.
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A cleaning procedure is required after the repair to clean off residues 
and particles left on the mask. Just as with the passivation at the 
end of wafer manufacturing, in mask making, a pellicle is needed to 
protect the mask pattern from being scratched. More important, the 
pellicle prevents particles from directly landing on the quartz sur
face. Particles on the pellicle surface are not printable on wafers as 
they are off-focus. A second pattern inspection is required to ensure 
that no particles are incorporated during mounting. Once the second 
inspection result is acceptable, the mask is ready for shipping.

The ultimate requirements for mask making are threefold. The 
first requirement is having good critical dimension uniformity (CDU) 
across the mask and the mean CD-to-target difference. Figure 8.4 
shows the trend for CDU requirements for advanced technologies. 
Unlike wafer measurements, mask CDUs are often expressed in a 
range (maximum CD-minimum CD) instead of 3 <7, mainly due to 
the relatively small number of measurement points. These normally 
range from 20 to 100 points per mask made. Nowadays, there is a 
demagnification factor, 4x or 5x, for photolithography technology.

CDU (nm)

Technology (um)

Fig. 8.4. Mask C D U  requirement for various technology nodes.
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This allows more forgiving specifications for mask making. However, 
as photolithography technology advances to a point where the to- 
be-printed feature sizes are close to the operating wavelength, there 
emerges an error factor, the mask error enhancement factor (MEEF):

MEEF =  d e a f e r )  (81)
^ ( C D j n a s k ) /  4

The perfect MEEF is unity, but a severe diffraction effect tends to 
enlarge it. In general, the MEEF increases with decreasing geome
try and increasing pattern density. The MEEF is also related to the 
photolithographic process parameters and the resist system used. 
Figure 8.5 demonstrates that the MEEF for an advanced mask tends 
to increase with decreasing design pitches. One can see that the CD 
error on a mask can cause the same size of wafer CD error if MEEF 
is close to 4. This seems quite common in nanometer technologies. 
It is this factor that pushes mask CDU specifications. The difference 
between the mean CD to target is another important mask CD spec
ification. If the CD were off target, it would be very difficult for the 
wafer exposure tool to shoot the correct CD on the wafer, which in 
turn would significantly affect device performance.

107 90 80 70 65 57

decreasing minimum pitch ---------

Fig . 8.5. M EEFs tend to increase with decreasing design pitches.



Pattern Generation 267

The second requirement for mask making is that all the masks of 
a whole set must be aligned with each other. All mask layers must 
be aligned to a reference file, which is composed of the coordinates 
of a number of alignment marks. Once a reference file is set up on 
an overlay measurement tool, it is considered the reference grid. In 
mask manufacturing, each mask is embedded with the same number 
of alignment marks, evenly located on the edges of the mask patterns. 
For each mask made, the positions of these marks must be measured 
and compared to the reference coordinates. The maximum deviation 
values of the x- and у-directions are considered the overlay errors. 
Again, the mask overlay readings are reduced by the demagnification 
factor of a wafer exposure system, 4x or 5x; that is, the mask- 
induced wafer alignment error equals the mask overlay error divided 
by the demagnification factor. As long as the mask overlay errors are 
known, one can set up the wafer exposure so as to partly compensate 
for the errors.

The third requirement for mask making is that each mask must 
be free of printable defects. The printability of defects depends on 
the resolution of the exposure tool. If defects are too small to be 
resolved under the exposure tool, they are considered nonprintable; 
there is no need to repair them.

8 .2 . Electron Beam W riting and Resists

8.2.1. The e-beam  system

Electron beams are often used to generate circuit patterns on masks, 
mainly because of their high resolution and accuracy. Electron beam 
lithography systems have evolved from SEM systems. Figure 8.6 

shows a schematic of an electron beam system. It includes the e-gun, 
the column, the stage, and the control computers. The electron beam 
emitted from the e-gun passes downward through the column, which 
focuses and deflects the beam toward the substrate. The substrate 
is placed and fixed on a stage, the movement of which is controlled 
with respect to the beam position so as to control placement accu
racy. The stage is mounted on an antivibration table that absorbs all
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F ig . 8.6. A  schematic of an e-beam system, composed of an e-gun, column, 
stage, and control computers.

vibrations from the environment. The control computer is the brain 
of the system, controlling the beam and stage movement as well as 
data transfer.

An e-gun is used to deliver an electron beam with a narrow elec
tron energy range. There are two ways to extract electrons from a 
conducting solid surface. One is thermo-ionic emission, as shown in 
Fig. 8.7. This method resistively heats the solid to a very high tem
perature so that electrons in the solid material essentially evaporate 
from the solid surface into the surrounding space. The other method 
is field emission, as shown in Fig. 8.8. This method applies a high 
electrical field (~109 V/m) to accelerate electrons to escape from the 
solid surface. For e-beam mask writing applications, the lanthanum 
hexaboride crystal is a commonly used electron beam source because 
of its relatively high brightness, low electron energy spread, and long 
lifetime as compared to a tungsten filament. Lanthanum hexaboride
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heated filament

Wehnelt cup (negative bias)

Ш /Ш /Л anode (positive bias)

F ig . 8.7. Thermo ionic e-gun: electrons are emitted from a heated filament tip, 
moving toward the anode.

filament tip

grid Ш Ш Ш  

anode Ш Ш //Л
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F ig . 8.8. Field emission e-gun: a strong electrical field (>  109 V/m ) is applied 
to extract electrons from the filament tip.

can be grown in a Tammann vertical furnace by mixing La, B, and 
high-purity LaBg. The grown crystal is then further polished and 
machined into a tip shape, as needed.

The tip is mounted on a cathode. As the cathode is heated up, 
an electron stream is accelerated down the column by the positive 
potential of the anode plate. Electrons exit through the small hole of 
the Wehnelt cup (a grid). The negative potential of the cap pushes 
the electron stream toward the optical axis of the column, forming a 
cross-over point below the grid, which is the virtual source size of the
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e-gun. The emission current increases with the power input to the 
filament; so does the brightness. The higher brightness represents a 
higher dosage that the beam can deliver to the exposure substrate 
per unit time. In particular, the higher the brightness is, the higher 
the exposure throughput will be. Unfortunately, as the beam current 
increases, the Coulomb effect (interactions) among the electrons in 
the beam increases. This results in electron energy spread (aberra
tions), which degrades the beam resolution. Refocusing through the 
magnetic lenses can improve the edge resolution.

The positively biased anode aperture extracts the electron beam, 
only allowing electrons to pass through its center hole. The voltage 
of this anode plate determines the energy of the electron that lands 
on the substrate. The electron beam can be focused or deflected 
electromagnetically or electrostatically, just like a conventional lens 
that can be used to refract the light, as illustrated in Fig. 8.9. A 
magnetic field, if properly set up for an electron beam, can send 
moving electrons into a spiral motion, hence focusing the beam. A 
magnetic lens is basically a copper coil embedded in an iron pole. 
The opening of the pole gives the magnetic field. By adjusting the 
current in the copper coil, one can alter the magnetic field strength.

optical axis optical axis

e-beam

/

pole
(a) (b)

F ig . 8.9. A  magnetic lens (a ) versus an optical lens (b ); both are capable of 
bending the incoming rays.
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The electrical field, on the other hand, can directly deflect the beam. 
Important characteristics of an electron beam source include source 
size, brightness, and energy spread. The blanker can basically turn 
the beam on and off. The aperture lets the portion of the beam pass 
through the aperture, shaping the beam cross section.

There are various mask writing (exposure) strategies for e-beam 
mask writers. Each has its own pros and cons. The writing strategy 
basically involves varying the electron beam shapes and the ways 
the beam moves during writing. There are three common types of 
electron beams. The Gaussian beam is essentially a focused beam 
spot, that is, the cross-sectional area of the beam at the cross-over 
spot right after the Wehnelt cup. The beam size is fixed. The Gaus
sian beam is most often coupled with raster scan, in which the beam 
rasters through every location of the blank. As the beam rasters, the 
stage moves perpendicular to the direction of beam movement, as 
shown in Fig. 8.10. The beam is blanked off in areas where expo
sures are not intended.

A  fixed shaped beam uses a large spot beam shaped by an aper
ture. It exposes large features such as polygons or parts of a polygon. 
An even more flexible and larger size of beam is the variable-shaped 
beam, the beam size and shape of which can be varied according to

round beam paths of raster scan

mask blank

F ig . 8.10. A  typical raster scan e-beam writing strategy. A fixed Gaussian 

round beam rasters through every location of the blank.
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Fig. 8.11. A  typical variable-shaped vector scan e-beam writing strategy. The 
beam shape changes when arriving at each small figure.

the figures that need to be exposed. This approach greatly improves 
the exposure throughput if coupled with a vector scan. A vector scan 
differs from a raster scan in that it does not sequentially go through 
every location of the blank; instead, it finishes exposing one local 
area and then flies to the next. Figure 8.11 shows a vector scan with 
variable-shaped beams. The obvious disadvantage of the vector scan 
is that as it flies to the next exposure area, a beam settling time is 
needed before the subsequent exposure resumes. This settling time 
is not needed for the raster scan. The variable-shaped beam coupled 
with a vector scan is used in most advanced e-beam mask writers. 
This approach saves a great deal of writing time when applied on 
sparse patterns such as hole patterns. As pattern density increases 
for dense layers, such as high-end gate layers or active layer masks, 
the vector scan system requires a significant increase in writing time. 
This is not true for the raster scan because it rasters through every 
location anyway.

When they impinge on the resist and substrate, charged parti
cles, such as electrons and ions, see the resist and substrate as arrays 
of nuclei surrounded with electron clouds. This is different from the
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situation for optical waves. As a result, for e-beam lithography, the 
incident electrons can be forward-scattered or backward-scattered, 
depending on the incident angles and the atomic number of the tar
get atom. Owing to their light weight, electrons lose an insignificant 
amount of energy on scattering. When the electrons are scattered 
back to the resist bulk, they expose the resist in exactly the same 
way as the primary incident electrons from the e-beam source, as 
illustrated in Fig. 8.12. These scattered electrons affect (add on to) 
the exposure dosage of the neighboring patterns, causing the CDs 
of a specific feature to vary with neighboring pattern density. This 
is called the proximity effect. For the same target CDs in positive 
resists, features located next to a blanket exposure tend to be smaller 
than those located next to an unexposed area or dense patterns. The 
range of influence of the backscattered electrons tends to decrease 
with increased electron beam voltage; the higher the electron voltage, 
the smaller the affected range. On the other hand, thinner resist is 
less affected by the scattered electrons. As a result, the minimum 
achievable feature size decreases with increasing e-beam voltage and 
decreasing resist thickness. To obtain uniform CD across the whole
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mask, extra dosage compensation, that is, optical proximity correc
tion, must be implemented. There are two approaches for achieving 
this purpose: one is to adjust the exposure energy according to adja
cent pattern densities, and the other is to compensate for the dosage 
of the backscattered electrons with a defocused predosage.

8 .2 .2 . The e-beam  resist

In most resists, functional groups can be cleaved with an electron 
beam. The cleaved molecules then undergo various reactions that 
lead to differential solubility during the developing stage. If the 
exposed area turns out to be insoluble in developer, the resist is 
called a negative resist; conversely, if the exposed area is soluble in 
developer, the resist is a positive resist.

Polymethylmethacrylate (PM MA), as shown in Fig. 8.13, is one 
of the early successful resists developed for DUV and e-beam lithog
raphy processes. In the 1970s and 1980s, extensive research activi
ties were concentrated on modifying polymers to suit various needs. 
The electron energy causes molecular chain scissions, which result 
in polymers with lower averaged molecular weight. The averaged 
molecular weights decrease with increasing electron dosage or energy 
density.

The developer solution is typically a mixture of methylisobutyl- 
ketone (M IBK) and isopropane alcohol (IPA). PMMA has good reso
lution and wide process latitude but lacks dry etching resistance and 
requires high dosages (50-100 дс/ст2 at 20keV). The high dosage

soluble in 
developer

СОгСН3 CO2CH3 СОгСН3 СОгСН3

PMMA:Mw0 Chain-scission:Mw

F ig . 8.13. P M M A  undergoes e-beam-induced chain scission reaction.
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F ig. 8.14. PBS resist structure.

means low throughput and high cost in production. As a result, 
PM MA is rarely used in production.

Poly-butene-l-sulfone (PBS) has emerged as the alternative to 
PMMA in terms of sensitivity. The PBS structure is shown in 
Fig. 8.14. The electron energy mainly dissociates the C-S bonds, 
giving rise to smaller fragments of sulfur-containing polymers. Fur
ther scissions occur if the resist is overheated to above 65°С or so, 
and sulfur dioxide is released as a result. This outgassing should be 
eliminated to avoid exposure chamber contamination. The required 
dosage for PBS is about 3-5//c/cm2 at 30keV, which is roughly 
an order of magnitude smaller than that required for PMMA. This 
translates into a much higher production throughput. The drawback 
of using PBS is that the high sensitivity may lead to narrow CD 
control latitude. Although PBS is good for wet etching processes, 
applicable down to a 0.25-/Ш1 technology node, it cannot withstand 
dry etching plasma.

Poly-methyl-a-chloroacrylate-co-a-methylstyrene (ZEP) has 
appeared more recently as a good alternative for low dosage require
ments and good plasma etching resistance. The molecular struc
ture of ZEP is illustrated in Fig. 8.15. The electron-energy-induced 
carbon-carbon scission is the mechanism leading to a lower aver
aged molecular weight polymer in the exposed area, and hence a 
differential solubility in developer solution. The applicable dosage 
for ZEP is around 25/xc/cm2 at 30keV. ZEP demonstrates excel
lent plasma etching resistance. It has been used for mask-making 
technologies from 0.25 to 0.13/mi. As technology migrates beyond
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Fig. 8.15. ZEP  resist structure.

0.18 д т , the CD control budget tightens significantly. Advantages 
offered by ZEP tend to lag behind advanced technology needs.

Chemically amplified resists (CARs) technology, as developed 
for 248- and 193-nm photolithography, are also adopted for e-beam 
lithography. CARs provide several advantages over the above men
tioned e-beam resists. CARs have very good resolution and CD 
control and require a low dosage, around 8 /ic/cm2 at 50keV. CARs 
also have very good plasma etching resistance. They are abun
dantly available with stable quality, mainly due to the fact that they 
are being used for wafer photolithography production. Figure 8.16 
demonstrates a typical acid catalyzed deprotection reaction of the 
tBOC CAR resist. Use of negative-tone CAR is gaining momen
tum in high-end mask production. Apart from its excellent resolu
tion, high throughput, and plasma etching resistance, it is obviously 
advantageous for high pattern density layers such as high-end poly
gate or active layers. For these layers, the e-beam exposing area is 
about 60% to 80% for positive-tone resists. These translate into 
40% to 20% for negative-tone resists, hence gaining throughput. 
Furthermore, the negative resist has much less proximity effect for 
isolated features than does the positive resist. For this applica
tion, a negative resist gives the potential for better CD uniformity 
control.

Despite the above mentioned advantages, chemically amplified 
resists have some lingering issues that remain to be resolved. First, 
owing to the action of the acid catalytic reactions, CARs are 
extremely sensitive to airborne bases such as ammonia. The base 
neutralizes the generated acids, poisoning the catalytic reaction and 
leading to resist scums, CDU degradation, or profile deterioration.
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Fig . 8.16. Acid-catalyzed deprotection reaction of a positive C A R  resist.

Second, CD performance tends to be affected by various delay times 
such as post coating delay (PCD), postexposure delay (PED), and 
post-PEB delay (PPD). The three delays are somewhat related to the 
ambient conditions. With nitrogen ambient, the CD drifts of PCD 
and PED are reduced, while the PPD shows marginal difference. 
It has also been shown that PED seems to dominate the CD drift 
among the three steps, even with nitrogen ambient. This is related 
to the fact that the generated acids are prone to base neutralization. 
In view of the resist stability and CD control, it is very important to 
keep ammonia concentration as low as possible. It can be achieved 
by adding chemical filters in clean room airflow paths.

8.3. Back-End Processing for Mask Making

The back-end processing, the process segment that occurs after pat
tern definition is done and resist is stripped, includes mask inspec
tion, repair, cleaning, and pellicle mounting. In mask manufacturing,
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there axe two types of defects: soft and hard. Defects that can be 
removed by the mask cleaning process are called soft defects. Con
versely, defects that cannot be removed with cleaning are called hard 
defects, and they must be repaired (removed).

8.3.1. The mask inspection

A mask inspection system, as shown in Fig. 8.17, is typically equipped 
with powerful computers that handle data preparation, illumination, 
light sources and optics, the mask handling mechanism, and the 
image processing and detection mechanism. The light source illu
minates a reflected mirror toward the condenser lens through the 
mask pattern, where the light is either reflected or transmitted. Both 
the reflected and transmitted lights are collected and processed by 
computers.

There are two types of inspections: pattern inspection and par
ticle inspection. Pattern inspection is further classified into die-to- 
die and die-to-database inspections. Die-to-die inspection compares

F ig . 8.17. A  representative setup for a mask inspection system, (a ) a, trans
mitted image of two neighboring die: die-to-die; (b ) a +  b, transmitted image 
versus processed database: die-to-database; and (c) a -f c, transmitted image 
versus reflected image: particle inspection.
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the transmitted images of two neighboring dies. On the other hand, 
die-to-database inspection compares the transmitted image of a die 
to its own processed image. Particle inspection (soft defect) results 
are revealed by the sum o f the reflected and the transmitted light 
intensities, as demonstrated in Fig. 8.18. For a chromium surface, 
the reflected light accounts for 100% of the incoming light intensity. 
For quartz, the transmitted light is 100%. In the case of a particle 
on the surface, some of the light rays are refracted, and the sum of 
the transmitted and reflected light does not equal the incoming light 
intensity. The existence of the particle is therefore detected.

For die-to-die inspection, as illustrated in Fig. 8.19, the images 
of two neighboring dies are compared. The probability of having two

transmitted (T)

Q

m У/М У Ш к
\  ^ C r

reflected (R) refracted

F ig . 8.18. The concept of particle inspection. In a particle that causes light 
refraction, T  +  R <  100%, a defect is detected.

F ig . 8.19. A  four-die reticle with a defect lands on the right lower corner die. 
Comparing A  with В die, the defect can be detected.
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defects at the same coordinate of two neighboring dies is nearly 
zero. Hence the image differences between the two dies are clas
sified as defects. With die-to-database inspection, the transmitted 
light forms a die pattern image, which is then compared with the 
database. The database is not exactly the CAD database, but the so- 
called processed database, which looks very similar to aerial images 
of the database, as shown Fig. 8.20. The processed database images 
are calibrated to mask processing characteristics. The comparison 
shows the difference as defects. It is obvious that the defect count of 
pattern inspections is a result of the inspection sensitivity settings. 
Which differences are regarded as defects and which are regarded 
as false counts must be ultimately correlated to the wafer printing 
results. A tight sensitivity setting gives a high defect count, but many 
of the counted defects may be false. Appropriate inspection sensi
tivity often comes with experience and machine stability; however, 
the best approach would be determining the sensitivity with wafer 
printability.

Figure 8.21 demonstrates various types of mask defects. Depend
ing on the defect types and sizes, some can be captured by the

original design processed design database image

(database)

processed pattern on m ask

Fig. 8.20. The concept of die-to-database inspection compares the processed 
database image with the processed pattern on mask.
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F ig . 8.21. A  few examples of defects on mask: (1) pin dot; (2) extrusion; (3) pin
hole; (4) intrusion; (5) butting error; (6) CD offset; (7) extra pattern; and (8) cor
ner rounding.

inspection machine; some cannot be captured. Machine capability is 
expressed in terms of capture rates; for each type and size of defects, 
the machine has a certain probability of capturing the defects. As the 
defect size approaches the machine resolution limits, the capturing 
probability decreases. The actual machine capability is defined as the 
100% capturing rate.

8.3.2. The mask repair

There are two mainstream mask repair technologies: one with focused 
ion beams, and the other with laser beams. A focused ion beam 
(FIB) operates in a similar manner to a scanning electron microscope 
(SEM), except that the FIB uses a finely focused ion beam in lieu of 
an electron beam. It employs ion-beam-assisted microchemical vapor 
deposition for clear-tone defect filling and gas-assisted ion milling for 
removing opaque defects. When an ion beam hits a substrate surface, 
the energetic ions impart their energy to the substrate surface atoms, 
giving off secondary electrons, secondary ions, and sputtered atoms. 
For a low ion energy level, the collected secondary electrons or ions 
can give surface image information. With a higher level of ion energy, 
the incident ions can be used for ion milling an opaque spot, that 
is, for defect repair, as indicated in Fig. 8.22. An ion beam repair 
system is composed of several parts. The column holds the ion beam 
optics, and gallium ions are used in the ion gun. The stage holds the 
mask to be repaired with an interferometric positioning mechanism.
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Fig . 8.22. FIB  mask repair system uses G a  for milling out the defect, 

carrier — 

styrene

deposition

F ig . 8.23. Clear defect (missing C r) repair uses ion-beam-induced polymer 
decomposition to form an opaque film.

An electron gun floods electrons onto the substrate to neutralize the 
ions used for repair. The chemical for the microdeposition is delivered 
through a nozzle close to the ion gun so that the deposition proceeds 
right at the clear defect location, as illustrated in Fig. 8.23.

To repair a clear defect, carbon-containing polymers, such as 
pyrene or styrene, are often used as the reacting gas. The energetic 
ions result in decomposition of the carbon-containing species and 
formation of a carbon film, an opaque film:

C8H8 or C i6H10 ^  C(s) +  others (8.2)

To repair an opaque defect, ion milling is used. The incident ions 
knock off the chromium atoms to remove defects. Gas-assisted etch
ing (GAE) can be used to enhance the defect removal rate. Halogen

induced



Pattern Generation 283

gases are good candidates for Cr removal, while XeF2 can be used 
for phase shifter material such as MoSiON:

Cr +  Br2 -^5 CrBr6(g) (8.3)

MoSiON +  XeF2 MoF2(g) +  SiF(g) +  others (8.4)

The drawback of ion beam repair is that the gallium ions often 
get implanted into the quartz substrate, causing transmittance loss. 
A  proper postrepair procedure, such as a wet etching, is required to 
retrieve the lost transmittance. During the repair operation, some 
of the deflected ions can hit the quartz surface, as demonstrated in 
Fig. 8.24, knocking the Si atoms out of the quartz surface. Such a 
phenomenon is called river bedding. Severe river bedding also causes 
transmittance loss. It shows up on wafers as printable defects. In 
general, the ion beam can be focused onto a beam diameter of about 
l/ 10th of a micron, much smaller than a laser beam.

Laser beam (UV) repair technology, on the other hand, uses pho
ton energy to initiate photolytic CVD reactions, leading to deposi
tion of material for repair of clear-tone defects and laser ablation for 
repair of opaque defects. The laser energy profile incident on a sub
strate surface is fairly close to the Gaussian distribution. Figure 8.25 
demonstrates a schematic of the laser repair scheme. The laser beam 
(Nd:YVO3 of 355 nm or Nd:YLF of 349 nm) rasters on the substrate 
surface at the defect coordinates transferred from the inspection 
machine. The defect coordinate information drives the stage to the 
defect location through a stage control mechanism. Imaging is taken

riverbed

defect repaired

F ig . 8.24. Riverbed results from defect ions during repair.
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Fig . 8.25. Laser repair system removes defects via laser ablation; clear defects 
via laser-induced deposition of Cr.

through an optical microscope. The deposition chemical, chromium 
hexacarbonyl, is fed through a nozzle to the laser rastering position, 
where the photolytic decomposition occurs:

Cr(CO )6 Cr(s) +  others (8.5)

The reaction product, chromium, is deposited in the clear-tone defect 
area. It is very difficult to control the deposited film profile and the 
spread area for microscale chemical reactions. As long as the depo
sition covers the area of the defects, it is considered an acceptable 
repair, providing that the resulting dimension is within less than 10% 
of the desired value.

Repair of opaque defects employs laser ablation; the photon 
energy is locally absorbed in the bulk of the Cr in the defect area. 
The bulk temperature increases with the laser flux and dwelling 
time (nanosecond range). The instantaneous local temperature can 
rise above 1000°. The heat is also conducted vertically toward the 
substrate bulks (both Cr and quartz) and spread laterally. As the 
bulk temperature rises to the evaporation temperature, the Cr in 
the defect area is ablated.

The drawback of the laser repair system is that a large amount 
of instantaneous heat is generated, which could cause damage to the 
repaired edges, such as rolled up edges, or quartz damage and loss of 
transmittance. There have been efforts to shorten the laser pulse time 
from the nanosecond to the femtosecond range to shorten the effects 
of the generated heat. With laser beam repair technology, the laser
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beam can be focused to as fine as 1 дш. This is an order of magnitude 
larger than ал ion beam diameter. As a result, the ion beam can 
be used for technologies from 0.25 fim down to 0.13 /im and possibly 
beyond, while laser beam technology is used for 0.35 /im and up. Edge 
misalignments (the alignment between original and the repaired line 
edge) are often seen during repair. For the 90-nm mask repair tool, 
the edge alignment accuracy is about 15-nm (3cr). Consequently, an 
iterative procedure is often required to achieve good edge alignment 
accuracy for advanced mask repair.

Is repair quality acceptable? The ultimate answer, of course, lies 
in the wafer printing results. However, when a mask goes to a wafer 
fab without confidence in the repair quality, it can be a very risky 
undertaking as a large number of wafers can be at risk. The con
ventional checking procedure is based on the operator’s or engineer’s 
educated judgment. Recent development has resulted in a subjective 
checking procedure. This involves looking at the repaired area with 
an aerial imaging system. The system includes major components 
of an optical column, allowing for adjusting NA, sigma, and illumi
nation. The major difference between a scanner and an aerial image 
tool is that the latter looks at only a single spot, instead of the whole 
field. An aerial imaging system shows the intensity profile and a con
tour plot. To ensure good quality of the repair process, the aerial 
images are often calibrated against actual wafer prints to account for 
resist performance. The wafer results set the upper and lower limits 
of the aerial imaging results in terms of the CD tolerance percentage, 
for example, ±  6%, which are then used to judge the quality of all 
repaired locations on a mask.

8.3.3. M ask  cleaning

Once the mask reaches the cleaning stage, it should be free of hard 
defects. Mask cleaning is a necessary step before pellicle mounting. 
It cleans out the soft defects and residues of the repair process. Soft 
defects adhere to the mask surface through various mechanisms such 
as Van der Waals forces, electrostatic forces, physical adsorption, 
or chemisorption. Van der Waals forces result from dipole-dipole
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interaction or the electronic polarization of the surface atoms and 
molecules when two solid surfaces come into close contact. Van der 
Waals forces increase with the size and shape of the interacting 
molecules. Longer molecules tend to give larger forces than more 
spherical or symmetric molecules due to the larger extent of polar
ization. Flakes of resist material or chipped-off repair carbon films 
adhering on a mask surface often demonstrate Van der Waals forces.

Electrostatic forces are the other commonly seen forces that make 
particles stick to a mask surface. Their existence is attributed to the 
coulombic effects that occur between solid surfaces. The excess static 
charges on a solid surface polarize the solid surfaces of incoming solid 
particles, which are possibly carried by laminar fluid flow or by ran
dom motion, turning their surfaces into charges of opposite polarity, 
hence attracting particles onto the solid surface. Tiny particles seen 
on a mask surface are often visible examples of electrostatic forces. As 
a solid surface is exposed to ambient gas, some gas molecules could 
land on the solid surface and become adsorbed. Adsorption decreases 
with increasing substrate temperature but increases with molecule 
size. Precipitation, such as ammonium sulfate powder, which is seen 
on a dried mask surface, often results from the fact that ambient 
ammonia and sulfur dioxide are physically adsorbed on the mask 
surface, and they later react to form ammonium sulfate powders. 
Chemisorption is a result of adsorption, with chemical reactions 
occurring between the surface and the adsorbents. The binding force 
of chemisorption is relatively strong as compared to the other forces.

The above mentioned soft defects are supposed to be cleaned with 
mask cleaning procedures. Typically, a wet mask cleaning bench con
sists of a series of tanks containing ammonia and sulfuric acid and 
a de-ionized water rinse. Ammonia and hydrogen peroxide solution 
(typically NH4 0 H:H2 0 :H202 of 1:5:1) is also called RCA Standard 
Clean-1 (SC-1). SC-1 can remove organic and metallic particles and 
flakes. Hydrogen peroxide is a strong oxidant that oxidizes the par
ticles, and then ammonium hydroxide dissolves the oxidized prod
ucts by solvation. Sulfuric acid (H2S0 4 :H202 of 4:1 at 80°C-100°C) 
oxidizes organic (hydrocarbon) residues, such as resist flakes or pel
licle glue residues, at about 100°C. There are several cycles of quick- 
down rinses (QDR) between the ammonia and sulfuric acid solutions

!
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to avoid the formation of ammonium sulfate salt. Also, extensive 
rinse cycles are needed before the cleaning cycle is done. Failure to 
use enough water rinse can give rise to the formation of ammonium 
sulfate, white powders, on the quartz surface.

Wet cleaning recipes must be optimized in terms of defect 
removal efficiency and CD loss of the mask patterns, or transmit
tance and phase angle loss of phase shifting materials. Increases in 
concentrations of SC-1 and ammonium solution as well as increases 
in wet bench temperatures tend to increase cleaning efficiency, but 
they result in some negative effects such as binary mask CD shrink
age. Ammonia attacks the phase shifter material (MoSiON), causing 
the transmittance, phase angle, and CD changes. These variations 
must be characterized and routinely monitored for each wet bench to 
avoid mask scrap due to repetitive cleaning cycles. Generally, when 
a wet bench line is designed for binary mask cleaning, it may not 
be optimized for phase shifter masks (PSM). Furthermore, to avoid 
cross contamination in manufacturing, the two types of masks are 
cleaned in separate wet bench lines.

Following the QDR, the final step in mask cleaning is the IPA 
cleaning step, in which IPA is sprayed onto the mask surface and 
forms a thin film falling along the mask surface. Without the IPA 
film, the DI water dries as a film breaking down into small islands 
due to surface tension. Particles are easily trapped in the islands, 
leading to the formation of stains on the mask surface. The IPA film 
basically displaces the islands and drags them along the film during 
drying. As the IPA film dries out, the particles are removed as well.

8.3.4. Pellicle mounting

After the first mask inspection, repair, and cleaning are done, a pelli
cle is mounted on the mask. The pellicle is a thin polymer film about 
0 .8- 1.5 д т  thick, glued to an anodized aluminum frame, which is 
about 4-6 mm high. The pellicle frame is then mounted on the mask 
surface, as illustrated in Fig. 8.26. The primary requirement for a 
pellicle is its high light transmittance (>99%) and transmission uni
formity (>99.9%). To meet these requirements, the composition and
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F ig . 8.26. The structure of a pellicle mounted on a mask.

thickness of the polymer must be changed as operating wavelengths 
shorten.

A pellicle serves different purposes. It prevents particles from 
landing on the mask surface. The particles would land on the pel
licle surface instead. As a result, the particle is out of focus range, 
becoming nonprintable. A 6" mask of 6.35 mm thickness has a pelli
cle mounted on one side. A 5" mask is much thinner, 2.2 mm thick, 
and it requires pellicles mounted on both sides. Because the mask is 
thinner than a 6" mask, particles on either side would be printable on 
wafers without the pellicles. With the pellicles mounted, the masks 
do not need to be recleaned frequently. Most of the particles on the 
pellicle surface can be carefully blown away with an air gun.

A good pellicle material should possess the following charac
teristics:

(a) high transmittance
(b) high illumination endurance
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(c) excellent light transmittance uniformity
(d) readily available and low cost.

Owing to transmittance requirements at different wavelengths, 
pellicle composition must vary with the operating wavelengths to 
have maximum transmittance. Pellicles are composed of cyclic poly
mers for 365 nm exposure wavelength and cyclic fluoropolymers for 
248/193 nm exposure wavelength. The pellicle composition that is 
optimized for a long wavelength exposure may not be appropriate 
for a shorter wavelength exposure as the shorter wavelength may 
burn the pellicle. Pellicle transmittance for a fixed wavelength tends 
to decrease after a large number of exposures. Sometimes a so-called 
ghost image can be observed; that is, the circuit patterns get vaguely 
printed on the pellicle surface. The appearance of the ghost image 
indicates transmittance decay.

8.4. Resolution Enhancement Technology

Shrinking device geometry has been the never-ending game for the 
semiconductor industry. Photolithography is the workhorse that 
enables the game to move forward by pushing the resolution limits. 
Obvious approaches for pushing resolution limits are to use either 
a shorter wavelength or a larger NA, which can be realized in the 
equation discussed earlier:

Min. resolvable feature sizes =  k\ . (8.6)

NA of a lens corresponds to its physical size and indicates its 
diffracted light collecting capability, as shown in Fig. 8.27. For a 
resolved image, the NA corresponds to the minimal lens size in air 
that can collect the zero- and first-order diffracted light. Any pitches 
that are smaller than the minimum resolution capability would push 
the first-order diffracted light a farther apart, beyond the numerical 
aperture of the lens, and hence the image blurs. On the other hand, 
if a pitch is larger than the minimum resolution capability, higher- 
order diffracted light can be collected by the lens, which results in 
a better image. Improving the resolution limit by increasing the NA
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Fig . 8.27.
capability.

would sacrifice the depth of focus (DOF). Furthermore, maintaining 
superior lens quality, such as low aberration or distortion, can be 
very costly and difficult for the large NA. On the other hand, using 
a shorter wavelength would demand that several things be changed 
altogether, such as the resist, mask blank, and pellicle materials. 
Oftentimes, the market demand for the end product outruns the 
evolution of the NA and wavelength. As a result, with the same 
wavelength and numerical aperture, one often needs to push the k\- 
factor of Eq. (8.6) to achieve smaller printed feature sizes with good 
performance and reasonable process latitudes.

One effective way to push the fci-factor is to use resolution 
enhancement techniques (RETs). Some RETs can be realized by 
changing the mask patterns and structures, others, by changing the 
illumination approaches. Commonly used resolution enhancement 
techniques include phase shifting masks (PSM), off-axis illumination 
(OAI), subresolution assisting features (SRAF), and optical proxim
ity correction (OPC).

8.4.1. Phase shifting mask technology

When a beam of light goes through a material with an extinction 
coefficient of к and refractive index of n, its intensity is attenuated

NA=nsin <9

--------------- Screen

N A  of a lens equals nsin0. It indicates the diffracted light collecting
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according to Lamber’s law:

I  =  I q exp
— Aitkd

(8.7)
Л

where к is the extinction coefficient of the material, d is the thickness 
of the material, and Л is the wavelength of the incident light. A 
material is called transparent if the к is zero; it is called absorbing 
if the к is not zero. For a chrome-on-glass mask (binary mask), the 
chrome is so strongly absorbing that no light can pass through, while 
the quartz is so transparent that all light can pass through. Both the 
refractive index and the extinction coefficient are functions of the 
material and the operating wavelengths.

Phase shifting technology takes advantage of the fact that when 
light passes through a material with a refractive index n, its speed 
slows down by a factor of 1/n. This creates an optical path difference 
between the light that goes through the material and the light that 
does not, as shown in Fig. 8.28.

The optical path difference is,

OPD =  (n — l ) d } 

and the corresponding phase difference is:

(8.8)

(8.9)

/-s h ifte r

in-phase 180° out of phase

F ig . 8.28. A  phase shifter with a designated n, /с, and thickness can be used to 

shift the phase of a light wave.
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where n and d axe the shifter’s refractive index and thickness, respec
tively. Now, if one desires to have a phase difference of 180°, then 
the required shifter thickness, d, is

A
d =

2 (n -  1) *
(8.10)

It can be observed that the higher the refractive index or the lower 
the operating wavelength, the thinner the shifter is required to be 
achieve a desired value of phase shift. With a weak phase shifter 
material, such as a rim type or an attenuated PSM, the transmittance 
is relatively low, ranging from 5% to 15%. The purpose is to pull the 
attenuated transmitted light rays to the opposite phase and hence 
improve the contrast of the aerial images, as illustrated in Fig. 8.29.

Attenuated PSM is widely used for hole patterning. Figure 8.30 
demonstrates the 0.4-^m line patterning performance improvement 
in terms of aerial image slope. With attenuated PSM, the slope

Qz

shifter

Cr

electrical field on wafer

light intensity on wafer

F ig . 8 .29 . The rim-type PSM  using 5-15%  of phase shifting material to enhance 
the edge contrast.
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F ig . 8.30. A  rim-type PSM  for 0.4-^m line (Д ) results in better aerial image 
(L ) sidewall slope than conventional masks (X ).

is greatly improved compared with the conventional binary mask. 
As a result, the DOF can also be significantly improved. Using 
Eqs. (8.7) and (8.10), one can choose a proper material (n, A;) with 
a proper thickness to meet both transmittance and phase shifting 
requirements.

The mask manufacturing processes for these types of masks are 
more complicated than those for binary masks. Figure 8.31 illustrates 
a typical contact hole PSM mask-making process flow. It starts out 
with a resist (PR ) coated blank, PR/Cr/MOSiON/Qz, that is, a 
Cr layer on a shifter on a quartz blank. After e-beam writing, the 
chrome layer is etched through with plasma etching using chlorine 
and oxygen. Then, the resist is removed, and a second plasma etch
ing is carried out on the shifter using fluorine chemistry, with the 
chrome as the etching mask. Before shifter etching, the chrome pat
tern dimensions are measured to check if the target CD is reached. 
If not, the shifter etching recipe is selected so as to have different
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Fig . 8.31. The process flow for making attenuated PSM.

undercuts to achieve the final target CD on the etched shifter pat
tern. As a further complication, the shifter etching also more or less 
attacks quartz. The shifter etching recipe must be tuned such that 
it cannot have too much quartz loss because the refractive index of 
quartz is not the same as air; in other words, it also causes phase 
shifting. The defined Cr layer on the shifter then undergoes a second 
exposure and etching to remove the chrome layer in the pattern area, 
leaving chrome only in the frame area, where overlay and alignment 
marks are placed. The process flow for the rim-type PSM for holes 
is very similar to that of attenuated PSM, except that the second 
exposure, instead of a blanket exposure, leaves Cr around the shifter 
edges. The most difficult part of making a PSM is the mask repair, 
especially for intrusions at a line edge or a hole edge. Because this 
type of defect repair is done by depositing an opaque carbon film, its 
transmittance is nearly 0% for DUV light, and it evidently does not 
render any phase shifting. As a result, if the missing edge is larger 
than a certain percentage, the repair will not succeed. Normally, for 
a hole pattern, a defect is considered nonrepairable if two sides need 
repair and each exceeds 30% of the edge length.

An alternating phase-shifting mask is a strong phase shift
ing technology in that it shows more pronounced improvements 
in resolution and photoprocess latitude as compared to attenuated
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mask

■/ \
Binary

PSM

С

—  Focus —

F ig . 8 .3 2 . (a ) Alternating PSM  image formed via two first-order diffracted 
beams, (b ) resulting in great DO F  improvement.

PSM. Figure 8.32 shows the neighboring spaces where the light can 
go through and take opposite phases alternately. This causes the 
zero-order diffraction to be absent, leading to the interference of two 
first-order beams for image formation. These two beams are sym
metric with respect to the optical axis; hence there is very significant 
improvement in focus latitude. The reason is that for the conventional 
mask, three beams are used to reconstruct the image. As the imaging 
plan moves along the optical axis, the optical path differences (OPD) 
vary, and the image quality degrades. However, for two-beam imag
ing with alternating PSM, the OPD between the two symmetrical 
first-order diffracted beams stays the same. Obviously, the alternat
ing PSM renders much better resolution and focus latitude. Further
more, it is shown to give rise to smaller mask error factors (MEF) as 
compared to conventional masks. However, application of alternat
ing PSM technology is relatively limited in comparison to attenuated 
PSM because its application is limited to periodic patterns.

Alternating PSM mask making is a lot more complicated than 
that of attenuated PSM, as shown in Fig. 8.33. The phase shift is cre
ated by etching through the quartz to a depth having a phase shift. 
First, the chrome pattern is created, as in the creation of conven
tional binary masks. Next, the areas that are assigned as zero-degree 
are exposed, and the pattern is etched into the quartz with plasma 
etching, using fluorine-based chemistry. After that, the 180° area is 
exposed and etched. The depth difference of the two areas must be
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Fig. 8.33. A  typical process flow for making an alternating PSM .

accurately controlled to have the desired phase shifting (difference).
Next, a light HF wet etching is employed to round off the corners 
and eliminate some quartz defects. The most difficult part of alter
nating PSM manufacture is inspection and repair. This is because 
the quartz defects, such as quartz pits or humps, are still transparent 
but have different phase shiftings. Unlike in traditional inspection, in 
this method, special inspection techniques are needed to differentiate 
the phase angles of the defect area from normal ones. Quartz bumps 
pose the most challenging issue for repair. The repair technique must 
remove the quartz bump and yet leave no damage on the quartz that 
could lead to local transmission loss. Alternating PSM has not been 
as popular as its attenuated counterpart, mainly because design, soft
ware, and mask making are not as straightforward. Despite all these 
drawbacks, it is used for production of products with very large wafer 
volumes per mask set. For such circumstances, the long mask-making 
cycle time is relatively more acceptable as compared to the mask 
lifetime, and wafer print verification can be used in lieu of a mask 
inspection tool.

8.4.2. Off-axis illumination

Off-axis illumination (OAI) is a relatively cost-effective RET as it 
does not require mask-making process changes or exposure tool 
upgrades. The principle is straightforward. A fixed optical system
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has a specific NA, capable of resolving a minimum pitch, p. For the 
case of a pitch smaller than p, the first-order diffracted light will fall 
out of the lens’ collecting range, resulting in no image formation. If 
one makes the light illuminate the mask surface obliquely, with an 
angle of и  with respect to the optical axis, the zero-order and one of 
the first-order diffractions (with different intensities) will now be col
lected by the lens, as indicated in Fig. 8.34. With these two diffracted 
rays, an image can be constructed. Thus the resolution is improved. 
However, one can expect that the exposure intensity will be reduced 
and that the two beams will have unequal intensity. The asymme
try between the zero-order and first-order diffracted beams can be 
solved by having a second light source from the opposite direction 
such that the diffractions of the two lights are added and the asym
metry is canceled out; that is, the zero-order diffraction of one light 
source coincides with the first-order diffraction of the other. Now 
we have two symmetrical diffracted rays, rendering improved DOF. 
Figure 8.35 shows the commonly used apertures for off-axis illumi
nations of annular, dipole, and quadrupole types. OAI optimization 
is pitch- and pattern-orientation-dependent. An OAI optimized for 
one pitch may not be suitable for the other.

С С

\>
(a) No Image formed as 

first-order diffracted  

light beams are not 

collected.

(b) Imaoe can now be formed by 

the zero-order and first-order 

diffracled light beams that are 

collected.

F ig . 8.34. Comparing the image formation with (a) regular illumination and 

(b ) off-axis illumination.
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F ig . 8.35. Types of off-axis illumination.

8 .4 .3 .  O p tic a l p r o x im ity  c o rre c tio n

One common phenomenon in wafer printing is that the printed wafer 
dimensions tend to deviate from the designed ones as pattern proxim
ity changes. The other phenomenon is the two-dimensional corners’ 
rounding as the features approach the exposure tools’ resolution lim
its. Examples are shown in Figs. 8.36 and 8.37. The impacts of these 
proximity effects on circuit performance are tremendous; they some
times lead to circuit failure. One-dimensional CD variation of the 
gate layer directly affects the transistor current, which relates to 
circuit timing. If the CD is below the lower limit, it causes leaky 
transistors; no signals can be held. CD variations on interconnected 
layers, such as metal or silicided lines, result in resistance variation 
or RC delay variations. Smaller CDs on interconnected lines can also 
result in electromigration or even circuit burn out during opera
tion. Line end shortening, if it happens on a polysilicon gate over 
an active area, such as that shown in Fig. 8.38, can result in total 
transistor failure as the source is shorted to the drain area. Opti
cal proximity correction (OPC) is often used to solve the problem. 
There are two main approaches to implement OPCs: the rule-based

dipole

quadrupole
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duty ratio

F ig. 8.36. One-dimensional optical proximity effect: printed CD varies with 
surrounding pattern density.

designed pattern -----------  printed on wafer

Fig . 8.37. Patterns’ corner rounding caused by exposure tools’ resolution limit.

approach and the model-based approach. For rule-based OPC, the 
correction values that are added to the features are basically taken 
from a lookup table derived from experimental results. Model-based 
OPC is based on mathematical modeling of the mask patterns. Both
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polygate
short

design ----------------  printed on wafer

Fig . 8.38. Line end shortening effect causes gate end cap to be severely rounded 
off and shortened as it is printed on wafers.

methods require iterative approaches to reach the optimized condi
tion where the residual differences between the printed patterns and 
the designed patterns are as small as desired.

To come up with the rules for rule-based OPC, a large num
ber of one-dimensional and two-dimensional test patterns must be 
designed to simulate different layout scenarios. The mask pattern 
is then printed on wafers, measured, and compared with the design 
values. If the comparison shows inconsistencies, corrections can be 
added to the mask patterns until matched results (the discrepancy 
is within tolerance) are found.

On the other hand, instead of using a lookup table, model-based 
OPC uses correction values that are derived from mathematical mod
eling of the mask patterns. The model setup procedure starts out 
with a large number of designed patterns that simulate all the possi
ble patterns and proximities. The patterns are then simulated with 
the model. The corrected pattern is made into a mask and printed 
on a wafer. The wafer results are compared with the original design. 
Depending on how much the residual errors are to be tolerated, the
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correction values can always be refined. The finer the corrections 
are, the smaller the residual errors will be. However, nothing comes 
free; fine corrections result in increases in mask-making cost and 
cycle time.

8.4.4. Subresolution assist features

Another important category of OPC is the addition of subresolution 
assist features (SRAF). Line width biasing, which is often used in 
rule-based OPC, does ensure, to some extent, the line width uni
formity across the whole design pattern. However, the overlapping 
process window (latitude of energy defocus window) of the different 
lines in different proximities can be unacceptably small. The addition 
of SRAF into the large empty space (around isolated lines), as illus
trated in Fig. 8.39, improves the photolithography process window. 
For a given space, the number of assist features needed, and the dis
tance between the main pattern and the SRAF, must be optimized 
in terms of wafer print results.

Because the photolithography technology evolution lags behind 
product design needs, RETs are extensively applied until the 
next generation of photolithography technology becomes available. 
Figure 8.40 shows resolution enhancement techniques used for var
ious technology generations. Above 0.35-/Ш1 technology, hardly any 
RET techniques are used. After 0.25/zm, some manual OPCs and

Щ
М3

-assisting features

F ig . 8.39. The assisting features for improving photoprocess.
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0.35 um 0.25 um 0.18 um 0.13 um 0.09 um

PSM X X О О О

Serif X o О О О
Rule base X 0 О X X

SRAF X X О О О
Model base X X X о о

Fig. 8.40. Types of R E T  used in various technologies. O, used; X, not used.

hole-attenuated PSMs are used, but in general, the RETs are rela
tively simple. Below 0.18 /zm, the industry starts to see the use of 
the SRAF and rule-based OPC applications. After 0.18 ̂ m, exten
sive use of RETs becomes a must. Oftentimes, more than one RET 
is needed for each technology.

Figure 8.41 illustrates the percentage of masking layers with 
RETs in a set of masks; one can see that the percentages go
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Fig . 8.41. In a set of masks, the percentage of mask layers with R E T  increases 
dramatically as technology shrinks.
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straight up. This brings up the mask cost and lengthens mask 
manufacturing cycle time as well. The use of RETs significantly 
complicates mask manufacturing. Apart from the PSM making issues 
discussed earlier, OPC also poses some very challenging issues in 
mask making. The fine OPC jigs and jogs require the minimum writ
ing grid of the electron beam to be used, leading to long writing time. 
Up to 1.5 times longer writing time is needed for some cases in 0.13- 
\xm technology, as compared to that without OPC. The fine jigs and 
jogs also require a special mask inspection algorithm and are very dif
ficult to repair. Furthermore, the metrology of such a pattern cannot 
be measured with an optical metrology tool due to its inappropriate 
resolution and proximity limitation. It must be measured with a CD 
SEM tool with a restriction that the CD measurement location must 
be on a long, smooth line —  having no jigs and jogs within a few 
microns.



Chapter 9 

DO PING  TECH NO LO G Y

A doping process is inevitable in making pn junctions, which 
are the fundamental building blocks for semiconductor devices. In 
Section 9.1, the readers are exposed to the fundamentals of doping 
processes, dopant diffusion, and ion implantation. The process mod
eling greatly helps to elaborate the phenomena and the impact of 
each process parameter. The detailed mechanism and modeling of 
the diffusion and implantation are introduced in Sections 9.2 and
9.3, respectively. The substrate damages resulting from implantation 
must be removed with annealing to retain proper device performance. 
The defect formation mechanism and annealing are both discussed 
in detail in Section 9.4. Finally, the applications of the doping pro
cesses in making a device are discussed in Section 9.5. By the end 
of this chapter, the readers should have a very good understanding 
of how a device structure is formed as related to diffusion and ion 
implantation.

9.1. Introduction

Doping is a process of adding various atoms into a silicon substrate 
to alter its resistivity and type. Adding three-valence atoms, such as 
boron or gallium, results in a p-type semiconductor material; adding 
five-valence atoms, such as phosphorous or arsenic, results in an 71-  

type semiconductor material. Semiconductor device structure forma
tion is all about doping different silicon areas. The critical aspects 
of a doping process include the dopant type, amount, depth, and

304
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junction profile. The most commonly used doping methods in device 
manufacturing are diffusion and ion implantation.

Diffusion is a process that introduces the precursor dopants to 
the substrate surface; this is followed by a drive-in diffusion at high 
temperature to allow the dopant to spread isotropically into the sub
strate bulk. Diffusion is often conducted in a furnace system, as illus
trated in Fig. 9.1. The system is mainly composed of a quartz tube 
surrounded by resistive heating elements. Wafers are arranged verti
cally on wafer boats. The dopant source can be gas, liquid, or solid. 
For the solid source, as shown in Fig. 9.2, the dopants are made into 
a wafer form and arranged alternately with wafers on quartz boats. 
For the liquid source, the carrier gas is bubbled through the liquid 
bulk to bring out the dopant gas into the diffusion furnace. For the

F ig . 9.2. Solid dopant source is often made into wafer forms and arranged 

alternately with silicon wafers that are to be doped.
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gas sources, dopant gases are premixed with the carrier gas. Gas 
and liquid dopant sources are most often used in advanced semicon
ductor industry processes. In general, a diffusion furnace batch can 
handle up to a couple of hundred of wafers at a time. The dopant 
gas is introduced from one end, flowing through the tube and exit
ing toward the other end. The dopant gas flows convectively through 
the annular cross section formed by the wafer edges and the quartz 
tube wall. In the meantime, dopant transport in between wafers is 
driven solely by diffusion. A diffusion process takes from one to sev
eral hours, depending on the amount of dopant required and the 
depth of the junction desired. Boron and phosphorous are the two 
major dopants commonly used for diffusion.

Typical reactions for dopant diffusion are as follows.
For boron, the reactions take place as

B2H6 +  ЗО2 —> B2O3 + ЗН2О .

This is followed by a silicon surface reaction:

2B2O3 -f 3Si —*■ 4B +  3Si02 •

For phosphorous,

2PH3 +  402 -  P 2O5 +  3H20  .

This is followed by a silicon surface reaction:

P 2O5 +  5Si -> 4P +  5Si02 .

The boron and phosphorous atoms then diffuse downward isotropi- 
cally. When solid sources are of interest, B2O3 and P2O5 are directly 
made into wafer forms. P is a widely used liquid-type dopant in 
POCI3, which is often used in the industry for polysilicon gate dop
ing purposes. It first reacts with oxygen to form P2O5, which then 
reacts with silicon to form phosphorous atoms for diffusion.

A dopant diffusion process is divided into two steps: pre
deposition and drive-in diffusion. During the predeposition step, the 
desired amount of dopant is introduced to the substrate surface. The 
amount is controlled by the dopant’s solid solubility, which is a func
tion of temperature. The predeposition step is followed by a drive-in
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diffusion, in which the dopant supply is cut off and the dopant that 
were introduced during the predeposition step are allowed to diffuse 
downward, as illustrated Fig. 9.3. The diffusion front spreads isotrop
ically to a desired depth. The result of a diffusion process is expressed 
in terms of two parameters: the amount of dopants introduced and 
the resulting concentration profile. Together, they dictate the sheet 
resistances and junction depths.

Dopant diffusion in solids proceeds through a variety of mecha
nisms or paths. A substitutional diffusion mechanism occurs when 
the dopant atoms move from one vacancy to the next, as shown in 
Fig. 9.4. A  crystal at a temperature above absolute zero contains 
a certain number of vacancies, and the crystal lattice is in a fairly

dopant gas

wafer surface

/ /  i w

(1) predeposition (2) drive-in diffusion

F ig . 9.3. The two-step dopant diffusion process: a predeposition followed by 

drive-in diffusion step.
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F ig . 9.4. The three typical solid state diffusion pathways.
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violent oscillation state. There is a probability that the substitutional 
atom can hop from its site to the neighboring vacancy. Therefore, as 
the vacancy moves to the left, the atom moves to the right. In the bulk 
of the crystal, vacancies and atoms can move throughout the bulk. 
The interstitial diffusion mechanism occurs when there are more 
atoms than available lattice sites. The extra dopant atoms move from 
one point to the next, primarily through the empty space among crys
tal lattice sites. To make this happen, the space between two lattice 
sites must be wide enough to allow the dopant to go through. There
fore, the smaller the dopant is, the easier it will be for the dopant to 
move through. If the interstitial dopant atoms are not small, they are 
likely to move forward by pushing the lattice atoms off their lattice 
sites. This is called the interstitialcy diffusion mechanism.

Ion implant is another indispensable method of doping the silicon 
substrate, in addition to the diffusion process. Ion implantation 
is a process in which dopant precursors are ionized and acceler
ated toward the substrate. With the accelerated energy, the dopant 
ions penetrate into the substrate bulk on impinging on its surface. 
Figure 9.5 illustrates this process. Dopants are ionized into ions with

accelerator detector

j  wafer

ionization
chamber

Fig. 9.5. Schematic of an ion implanter.

analyzing 
magnet
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various charges and are then extracted out of the ionization cham
ber. As soon as the ions are extracted out of the chamber, they 
pass through an analyzing magnet. The analyzing magnet separates 
the desired species from the undesired ones. The desired charged 
dopants are then accelerated toward the wafer surface. The fast- 
moving charged dopants penetrate into the wafer surface to a depth 
that is a function of the incoming ion and its energy. An electron 
flow is continuously supplied to the wafer being implanted for charge 
compensation. Ion implantation can accurately control the number 
of ions that are implanted into the substrate as the charges can be 
counted, essentially, one by one. The energetic particles cause dam
age in the silicon substrate; furthermore, the dopants must be placed 
to substitutional sites to be electrically active. Therefore ion implan
tation must be followed by an annealing process for the purpose of 
damage removal and dopant activation. Theoretically, all dopants 
can be introduced into the silicon substrate with ion implantation.

As compared to diffusion, the ion implantation is more precise in 
terms of dopant dosage and depth control. Ion implantation is basi
cally an anisotropic doping method. One can place the dopants into 
a desired depth with minimal lateral spread due to lattice scattering. 
These two characteristics are very critical in advanced device engi
neering for gate lengths of shorter than 0.13 (im. Figure 9.6 demon
strates an advanced device structure with several special features. 
Shallow source/drain junctions axe used for short gate lengths; lightly 
doped drain (LDD) is used for boosting hot carrier immunity, and 
anti-punch-through (APT ) is used in doping substrate to enlarge the

Fig. 9.6. A device structure with LDD and A PT  implants.



310 Semiconductor Manufacturing Technology

device window. LDD and A PT  are both difficult with diffusion due 
to diffusion’s isotropic nature. This is because in the case of diffusion, 
by the time the dopants are driven to a desired depth, the source and 
drain are possibly shorted already. Ion implantation is indispensable 
in these applications. Compared to diffusion technology, ion implan
tation systems are a lot more sophisticated, and therefore they are 
more expensive in terms of system, maintenance, and operating costs.

9.2. Dopant Diffusion

A dopant diffusion process is initiated by the precursor gas react
ing with oxygen and silicon to form atomic boron or phosphorous, 
which then diffuses into the silicon substrate, as a result of thermal 
energy and concentration gradients. During predepositon, desired 
amounts of dopants are introduced at the silicon surface, as indi
cated in Section 9.1. This is accomplished by exposing the surface 
to a dopant precursor ambient at a constant temperature. Along the 
course of predeposition, the surface concentration is kept at the solid 
solubility value, C s. The solid solubility of various dopants depends 
on the dopant type and process temperatures. Mathematically, the 
diffusion process is described as

—  =  V - (I> V C ),  (9.1)

where С  is the dopant concentration, which is a function of posi
tion and time during predeposition. D  is the diffusivity, which is a 
function of temperature, and it can be expressed in Arrhenius form, 
D  =  Doexp (E fkT ).  The left-hand side of the equation represents 
the dopant accumulation rate in a unit volume; the right-hand side 
represents the diffusion fluxes. In a solid such as silicon, dopant diffu
sion can vary with dopant concentration, stress, and defect density. 
The diffusivity is a characteristic of the dopant type and process 
temperature, as illustrated in Fig. 9.7. This figure shows that diffu
sivity increases when the size of the dopant atoms decrease. If one
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(1000/T)

Fig. 9.7. Diffusivity of various dopants.

looks at one-dimensional diffusion and a spatial and concentration- 
independent diffusivity, Eq. (9.1) can be simplified to

ЭС d2C  

dt dx2 ‘
(9.2)

For predeposition, the boundary conditions are at the silicon surface, 
x =  0 and С  =  C s. The other boundary condition is approximated as 
С  =  0 at x =  oo, implying that the region in which the diffusion takes 
place is very small as compared to the silicon substrate thickness. On 
the other hand, the initial condition is C (x , 0) =  0. This equation can 
be solved with the Laplace transform method; the solution, namely,
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the dopant concentration profile, is expressed as

x
C (x ,  t) =  C se rfc — -=. (9.3)

One can define the dosage as Q, and

Jo
(9.4)

It is apparent that the amount of dopant, and the dosage, intro-

time. Temperature determines the surface concentration, the dopant 
solubility in silicon substrate, and the diffusivity. Meanwhile, longer 
predeposition times result in more incorporated dopants. Figure 9.8 
illustrates the dependencies. Graphically, the dosage equals the 
shaded area enclosed by the solution curve.

The drive-in diffusion, which drives the dopants deeper into the 
silicon substrate to a desired depth, follows predeposition. Drive-in 
diffusion pushes most of the dopant atoms to substitutional sites to 
become electrically active. During drive-in diffusion, the dopant sup
ply is cut off; essentially, the dosage, Q, is spread into the substrate. 
The mathematical model is the same as Eq. (9.2) for predeposition, 
except for the initial and boundary conditions. At the surface, a 
constant surface concentration changes to an ever-decreasing con
centration. If one further assumes that the predeposited profile is an

duced onto the silicon surface is a function of temperature and

Cs

Data > D 2t 2 > D , t  ,

substrate concentration

distance from surf ace,x

F ig . 9.8. The concentration profiles of various predeposition processes.
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POO
Q =  C (x )d x . 

Jo

impulse function at t =  0 and x  =  0,

(9.5)

This assumption is normally true, if one compares the dopant profiles 
after the predeposition and after drive-in diffusion. The resulting 
solution of the drive-in diffusion is a Gaussian distribution:

C (x , t )  = Q
V7rDtexp[x2/4Dt]

(9.6)

The solution is illustrated in Fig. 9.9. The longer the drive-in diffu
sion time is, the further the dopants will spread into the substrate. 
However, one should note that the area under the solution curve must 
remain constant since Q  is a constant. How far the dopants can dif
fuse depends on the value of Dt. The larger this value is, the further 
the dopants will diffuse. Along the course of device making, there are 
several thermal cycles that drive the existing dopants to spread out 
further. For example, well implant takes place at the very beginning 
of device making. Up to the time that the contact is formed, it further 
experiences several thermal cycles such as well drive-in, field oxida
tion, polysilicon gate doping, presource and drain oxidation, source 
and drain diffusion, BPSG flow, and contact anneal. It is the sum of 
the D t , DiU that determines the final profile of the well dopant

F ig . 9.9. A  drive-in diffusion conducted with three conditions D iT i , D 2T 2, and 

D 3T 3 after the same predeposition.
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Thermal budget =  ^  DiU  . (9.7)
l

The allowable thermal budget decreases with advancing technology 
as the gate length decreases.

The device junction depth is the depth at which the concentra
tions of both types of dopants are equal, when dopants diffuse into 
a doped substrate of the opposite type, as illustrated in Fig. 9.10. 
Mathematically, by knowing the substrate concentration, С  в, the 
junction depth can be found by equating С  в =  C {x ,t )  and finding 
out what the x value is. For the case of predeposition:

C b  =  Cserfc
.2 у/Ш.

(9.8)

namely,

Junction depth Xj =  erfc- l C b

Cm
2 V m (9.9)

X, Distance from surface

F ig . 9.10. The junction depth is defined as the depth at which the diffusing 
dopant concentration equals the substrate concentration.
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Similarly, for the drive-in diffusion,

(9.10)

The significance of the junction depth is that it determines the resis
tance of the doped area, and it correlates to the penetration dis
tance of the lateral diffusion. The lateral diffusion can be simulated

tal to the vertical dimension, as shown in Fig. 9.11. It is apparent 
that for a fixed surface concentration in predeposition or a fixed 
dosage in drive-in diffusion, the higher the substrate concentrations 
are, the shallower the junction depths will be. The deeper the ver
tical junctions are, the further the lateral diffusion will be. In par
ticular, a deeper junction is more prone to result in a higher leak
age rate between the source and drain for a given transistor gate 
length, as illustrated in Fig. 9.12. Device engineering is all about 
tuning the thermal budgets and doping processes, including diffu
sion and ion implantation; the attempt is to achieve high saturation 
current with low leakage currents between source and drain. One

by solving Eq. (9.1) multidimensionally and correlating the horizon-

diffusion mask

I I I/
dopants

1
F ig . 9.11. Isotropic dopant diffusion. Dopants penetrate laterally into the sub
strate under the diffusion mask.
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gate

deeper junction

Fig . 9.12. For a fixed gate length, the deeper junction is more prone to induce 
source (S)-to-drain (D ) electrical shortages.

item worth noting is that once the device engineering is complete, 
the thermal cycle has to be kept as low as possible during back-end 
processes, or the device characteristics or performance may not meet 
expectations.

A dopant atom has different diffusivities in different diffusion 
media. For a specific dopant, one can properly choose a material that 
renders a low diffusivity to be used as a diffusion mask. This means 
that after a certain period of diffusion time under the specified con
ditions, the dopant atoms cannot penetrate through the material. 
However, they can significantly spread into the underlying silicon 
through the mask open windows. This material is called a diffusion 
mask, as shown in Fig. 9.13. With diffusion masks, a substrate can 
always be selectively doped. Figure 9.14 indicates a process flow that 
selectively dopes and forms the well structure on a silicon substrate.

diffusion
mask

I I I----/  /  /  11------------------------------

not-to-be to-be
doped area doped area

F ig . 9.13. A  diffusion mask that defines the to-be-doped area and the not-to- 
be-doped areas.
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resist SiO

3.Etching: to open up the window,forming diffusion mask pattern 
SiO,

T̂ ZZZZZZZA
Si

4.predeposition

I
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5.Drive-in diffusion: to form the n-well regions

ZZZZZZZZZA___________________ «

n-well

F ig . 9.14. Forming n-well pattern with a two-step diffusion approach.

The extent of lateral diffusion actually limits the applications of dif
fusion in advanced device engineering.

9.3. Ion Implantation

Owing to accuracy and its anisotropic nature, ion implantation is 
extensively used in major device manufacturing procedures such
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as source-drain implant, LDD implant, A P T  implant, and so on. 
Ion implants are accurate in terms of both dosage and energy 
control. With good dosage accuracy, the number of implanted 
atoms can actually be counted individually; with the high energy 
accuracy, as set by the accelerator, the penetration depth of 
each ion can be predicted. In the ionization chamber, various 
ionized species are formed. For example, for the boron difluo
ride, possible ionized species can be detected such as B+ ,BF+ , 
B F j , B F j, B+2, BF+2, .. . ,  and so on. For phosphine, the likely ion
ized species are P + , PH+ , P H j , P H j, P+2, . . . ,  and so on. These 
species are then extracted out of the ionizing chamber altogether. 
During the ion transport, the ions with different charges are screened 
with a magnet analyzer. As a charged particle is accelerated by an 
electrical field, it receives energy from the field:

energy =  q E . (9*11)

The magnet analyzer takes advantage of the fact that the trajectory 
of a moving charged particle can be bent by a magnetic field such as

F  =  q ( v x B )  =  — . (9.12)
r

This bending force causes the particle to move with a circular path of 
radius (r) and with a centrifugal force, mv2/r, as shown in Fig. 9.15. 
Furthermore, the particle’s kinetic energy equals the energy that it

X X X X

F ig . 9.15. A  moving electron is bent by a magnetic field that points inward 
into the paper.
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received from the electrical field:

,2
=  q E . (9.13)

Combining Eqs. (9.11), (9.12), and (9.13), the radius of the moving 
charged particle can be calculated:

1
r = B

2 m E 1/2
(9.14)

In other words, with a fixed magnetic and electrical field, the bend
ing radius of the moving charged particle is a function of the particle 
mass to charge ratio, m/q. With this, only the right species can pass 
the tiny metal slit toward the accelerating region, as illustrated in 
Fig. 9.16; therefore one can precisely select the desired species for 
the implantation. After the analyzer magnet, the charged particles 
are further accelerated to a desired energy level toward the wafer 
surface. The ion traveling path has to be in high vacuum to mini
mize the possibility of colliding with other residual molecules from 
chambers or pipelines. Such collisions can lead to further ionization 
or detraction of its traveling path.

Important parameters for an ion implant process are implant 
dosage and energy. Along the course of implantation, the dosage is

Analyzing magnet

F ig . 9.16. A  beam of charged particles passes through an analyzing magnet 
split into a number of subbeams. Only the particle with the desired m /q  ratio 

can pass through the screening slit.
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measured with a Faraday cup and calculated as

where Q is the implant dosage, I  is the current density, t is the 
elapse time, m is the charge number of the ions, q is the charge of an 
electron, and A is the area to be implanted. The ultimate goal of an 
implant process is to have good uniformity, say < 1%, on dosage and 
energy across wafer and wafer to wafer. Apart from the mechanical 
and electrical control mechanisms of the hardware, contaminations 
have been found to degrade the uniformity. There are two types of 
contaminations: autocontamination and heterocontamination. The 
former indicates the existence of undesired species with the same 
mass/charge, m/g, ratio as the desired one. The latter refers to when 
the desired species arrive at the wafer surface with an energy that 
differs from the preset energy. These two types of contaminations 
cause the final sheet resistance to differ from the target values.

On impinging on the wafer surface, the charged particles, with the 
accelerated energy, are able to penetrate into the substrate surface. 
Along its penetrating course, the charged particle sees the substrate 
as an array of nuclei surrounded by electron clouds. As the particle 
penetrates into the wafer substrate, it slows down by losing its energy 
via two mechanisms: the nuclear stopping and electronic stopping,

where E  is the ion energy and s is the ion traveling distance. The

charged particle along its traveling distance. The first term on the 
right-hand side of the equation represents the energy loss due to 
nuclear stopping, while the second term represents the energy loss 
due to electronic stopping. Once the charged particle hits a nucleus, 
its energy is transferred to the target nucleus. This causes the target 
nucleus to move off its original lattice site, and it gives rise to physical 
damage of the substrate. These damages take different forms; they

(9.15)

left-hand side of this equation represents the total energy loss of a
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can be point defects, line defects, or an amorphous layer. In addition, 
on collision, the charged particle’s traveling trajectory gets deflected. 
The collision between the projectile ion and the target atom or ion 
can be simplified as a rigid body collision, but with attraction forces 
between them. Now, assuming a simple screening function (when 
the attraction potential is inversely proportional to the square of 
distance), the nuclear stopping power can be approximated as a con
stant:

& ( £ , - © п - 2'8 х 1 < г “
\Z\Z2] Mi
U 1/3 J Mi -J- М2

(9.16)

where subscript 1 stands for the incoming ion and subscript 2 stands 
for the target nucleus; 2: is the atomic number, and M  represents the 
mass of the ions. Furthermore, Z 1/3 =  z\ +  ẑ . In other words, for 
an incoming ion and the target nucleus, the nuclear stopping power 
is constant, disregarding the incoming ion energy. On the contrary, 
the electron stopping power is proportional to the square root of 
the incoming ion energy if one considers that the projectile ion is 
penetrating through an electron cloud:

=  kE1/2, (9.17)
e

where E  is the incoming ion energy and к is a constant value determined 
by the incoming ion-target ion pair. Figure 9.17 illustrates the relative 
magnitudes of electron and nuclear stopping powers. If one examines an 
incoming ion that is penetrating into the substrate, the ion is initially 
losing its energy via the electron stopping mechanism. As it slows down, 
the nuclear stopping mechanism gradually takes over. There is a crit
ical energy above which the electron stopping mechanism dominates; 
below this energy, the nuclear stopping power dominates. The critical 
energy increases with increasing mass of ions. Heavier ions, such as Sb 
and As, are predominantly slowed down by the nuclei stopping power, 
while light ions, such as B, and P, are stopped by electronic stopping 
power. Now, to estimate how far the ion can travel before coming to a

Se(E) =
dE
ds
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Л

dE
dS Se,electron stopping

Sn.nuclear stopping

---------------- =5̂
ion energy,E

Fig. 9.17. The relative magnitude change of Se and Sn with ion energies, 

complete stop, one can integrate Eq. (9.15):

where N  is the target atom density (atoms/cm 3).
The ion’s traveling distance can be estimated for two extremes:

The above treatment applies to each individual implanting ion; 
however, when implanting a large number of ions into the sub
strate, one will not see a single value of the traveling distance, R . 
Instead, there will be a distribution of distances due to the random 
scattering nature of the ion-target nuclei and ion-electron collisions. 
The implanted ion distribution (the concentration profile) in the sub
strate can be approximated as

Rp is the projected range of the traveling distance, as illustrated in 
Fig. 9.18.

(9.18)

for £ * > £ c , R ^ C i E 1' 2-, 
for E i< ^ E c , R =  C2 E .

(9.19)

N (x ) =  —j=B----- exp ■ (9.20)V ' у/2тг A Rp P 2 V А Яр J
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Fig . 9.18. The implanted ion trajectories and the projected range, Rp, with its 
standard deviation, A R P.

Table 9.1 provides the projected ranges and standard deviations 
as functions of implant energy for commonly used dopants. One can 
essentially use this table to estimate what energy to use for different 
desired implanted junction depths. It can be observed that with the 
same ion and dosage, the higher the energy, the larger the projected 
range and deviation will be; namely, the ions penetrate deeper and 
spread wider. As a result, a lower peak concentration will result. 
On the contrary, with the same implant energy, heavier ions provide 
smaller projected ranges and standard deviations than lighter ions. 
People often implement a shallow boron implant, such as a threshold

T ab le  9.1. Projected ranges and their standard deviations of
dopant implants in Si.

Energy (Kev) В P As

10 0.033/0.017 0.014/0.007 0.0097/0.0036
30 0.098/0.037 0.037/0.017 0.022/0.008
60 0.190/0.055 0.073/0.03 0.037/0.014
90 0.273/0.067 0.111/0.042 0.053/0.019

120 0.349/0.074 0.150/0.053 0.069/0.024
150 0.425/0.083 0.189/0.063 0.085/0.03
180 0.487/0.089 0.228/0.072 0.100/0.034
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adjustment implant, with BF2 instead of boron. Furthermore, for the 
same reason, advanced device engineering uses heavier dopants, such 
as antimony, to replace arsenic and use indium to replace boron. 
Figure 9.19 shows that with Sb at 13KeV and As at lOKeV, Sb 
(antimony) has a shallower projection range. Furthermore, Sb has a 
far lesser extent of out-diffusion after postannealing as it is heavier 
than As. These two features make the heavier ions, such as Sb and In, 
good candidate dopants for forming shallow junctions for advanced 
devices.

Channeling is a phenomenon that occurs when the incoming ion 
direction happens to coincide with a major crystal orientation; as a 
result, the ions can travel much further than the predicted projected 
ranges due to lack of nuclear stopping power. Figure 9.20 explains 
channeling in a two-dimensional silicon crystal lattice. The opening 
formed by the lattice with respect to the moving ion is the largest as 
the ion direction moves along the crystal axis. Possible approaches 
to avoid channeling are to predamage the silicon surface prior to the 
ion implant or to create a misorientation of the crystal axis with

со’■5
2
сфо

F ig . 9.19. The As-implanted profiles for As and Sb show that Sb has shallower 
peak than As.
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Fig. 9.20. Ion channeling occurs in direction a but is less possible in direction 
b. For cases c, ions can be scattered into the channeling direction.

O O O O  #0#^O^Ge 
O O O O
O O O O  O O O O
O O O O  O O O O

crystalline preamorphized
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B,200kv

F ig . 9.21. Boron implant of 5 x l0 14 at (a) 1 kv and (b ) 200 kv. The Ge preamor
phized sample gives less channeling.

respect to the incoming ion direction by 7°-10°. Basically, predam
aging the silicon surface will amorphize the surface to minimize the 
channels for the incoming ions. Figure 9.21 illustrates that channel
ing is diminished when the silicon is predamaged. By misorienting 
the wafer crystal axis to the incoming ion direction, one can signifi
cantly eliminate the channeling as the opening is reduced. However, 
some probability still exists that the incoming ions can be scattered
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into the channeling direction. Another approach is to use a heavy 
molecule containing the desired ion for implant, such as BF2 instead 
of B. Heavy molecules are more prone to create an amorphous layer 
for the subsequent implant ions, and thereby they reduce the ion 
channeling.

Most of the ion implant processes for making a device are selec
tive in nature; in particular, an ion implant mask is often required. 
The mask acts as the physical shield, which must be so thick and 
tough that it can trap the incoming ions within its own bulk. The 
thickness of the mask must be bigger than the projected range of 
the incoming ions. For example, when implanting the phosphorous 
atoms to the PMOS area, such as the HALO implant, the implant 
in the NMOS area must be totally blocked, 01* the implant will cause 
the NMOS device window to degrade. This is illustrated in Fig. 9.22, 
which shows the NMOS device window made smaller due to the unde- 
sired Halo implant (P). The most commonly used implant masks are 
photo resist, silicon oxide, or silicon nitride layers. Table 9.2 lists the 
projected ranges and standard deviations for the dopants in an oxide 
mask.

The implant mask is a sacrificial layer, meaning that it does not 
exist in the final device structure. Its thickness must be optimized 
such that it does not exert excessive stress or cause any stripping 
problems. Generally, one tends to use a thickness larger than theo
retical estimates, that is, >  (Яр +  ЗДЯр). However, it is worth noting 
that when one uses a large-angle implant, the implant mask thickness

<

PMOS NMOS

F ig . 9.22. The PM O S Halo implant uses phosphorous. If it is implanted into 
the N M O S region, it will degrade the NM O S device window.
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T ab le  9.2. Projected ranges and their standard devia
tions of dopant implants in oxide mask.

Energy (K eV ) В P As

10 0.030/0.014 0.011/0.005 0.008/0.0026
30 0.095/0.034 0.029/0.012 0.017/0.0057
60 0.192/0.054 0.059/0.021 0.030/0.010
90 0.282/0.067 0.090/0.031 0.043/0.014

120 0.365/0.077 0.122/0.039 0.056/0.018
150 0.443/0.085 0.154/0.046 0.069/0.021
180 0.517/0.091 0.186/0.053 0.082/0.025

implant implant

resist resist

(a)normal implant (b)shadowing effect induced by 

large angle implant and high 

aspect ratio resist profile.

F ig . 9.23. Thick resist on small geometries (high aspect ratio) can cause 
shadowing effect, meaning that some areas may not receive any implant.

cannot be too large as it may cause a shadowing effect, as illustrated 
in Fig. 9.23.

9.4. Implant Damages and Annealing

During ion implantation, the ions are slowed down mainly by electron 
stopping power at the silicon surface, and then by nuclear stopping 
power as ions slow down. For the nuclear stopping mechanism, if the 
energy transfer from the penetrating ion is large enough, it can dis
lodge the lattice silicon atoms, which creates a damaged site. If the 
amount of energy is larger than twice the dislodging energy, the dis
lodged silicon atom can act as a projectile particle, which will induce 
a subsequent dislodging event. If the amount of transferred energy is
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many times larger than the dislodging energy, a cascading dislodg
ing event can be initiated. In other words, the defects increase with 
the increased implant energy. Furthermore, the electronic excitations 
that the incoming ions created along their traveling courses tend to 
enhance the point defect diffusion and give rise to the point defect 
migration and aggregation.

As far as the ion mass is concerned, traveling light ions get scat
tered off their original directions and tend to travel longer distances 
compared to heavy ions. Hence, light ions cause damage under the 
silicon surface, and the damage tends to be longer and scattered, as 
shown in Fig. 9.24. On the contrary, heavy ions are less prone to be 
scattered off their original traveling directions, and if the projectile 
ions are energetic enough, they cause cascading collisions and move a 
large number of atoms off the lattice sites. Therefore heavy ions such 
as As or Sb can cause damage starting from the substrate surface. 
It is plausible that higher implant dosages could cause more dam
age and hence a higher tendency to result in an amorphous layer. 
As an implanting ion beam scans across the wafer surface, the total

heavy
ions

light
ions

F ig . 9.24. Heavy ions cause damage from the surface downward; light ions 
cause damage deep underneath the surface.
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deposited ions result in a large amount of energy in wafer bulk; as 
a result, local heating can be detected. This local heating helps the 
damaged crystal structure to restore itself to its preimplant struc
ture, somewhat. In general, heavy ions, high implant dosages, and 
low substrate temperatures are more prone to result in the forma
tion of amorphous layers. At 200°C, it takes about 5 x 1014 of P 
or 1014 cm "2 of As to create an amorphous layer, but В does not 
result in an amorphous layer due to its light weight. The damage or 
amorphous layer formations degrade the carrier mobility and reduce 
the carrier’s lifetime. Lower carrier mobility or a lower carrier life
time translates to a higher resistivity or a lower conduction current. 
Nonetheless, the formation of a damaged layer can reduce the chan
neling effect and can enhance dopant diffusion during postannealing, 
as shown in Fig. 9.25. Furthermore, the diffusion enhancement is less

F ig . 9.25. Boron diffusion is enhanced by the predamages caused by Si - 
implant.
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obvious at a higher-temperature anneal, favoring the use of high- 
temperature postannealing.

A postimplant annealing is required to remove the damage and 
activate the dopants, and at the same time, dopant redistribution 
takes place isotropically. To avoid the loss of the implanted dopant 
atoms, annealing is often conducted under oxidizing ambient, which 
forms a cap oxide layer, a diffusion mask. Theoretically, a prolonged 
annealing can perfectly restore the crystal structure to its preimplant 
structure. However, in real life, an anneal step is often far from able 
to completely restore the perfect crystal structure due to thermal 
budget constraints. When a residual damage trail threads through 
a depletion region of a junction, it leads to junction leakages. It is 
often better to tune a junction so that the damages are enclosed 
by the dopant fronts, as indicated in Fig. 9.26. Annealing can be 
conducted in a conventional furnace with temperatures ranging from 
700°С to 1100°С for 1 to several hours, or with a rapid thermal pro
cessor with temperatures ranging from 900°С to 1200°С for a few 
seconds. Annealing must take into account how much thermal bud
get is allowed in terms of dopant further diffusion (redistribution). 
Oftentimes, in device manufacturing, several implants can be done 
and finished with a single annealing step to minimize the dopant

F ig . 9.26. Contact implant damages are supposed to be enclosed by the source 
drain region to avoid leakage.
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redistribution. On implanted wafers, there exists a large amount of 
implanted ions and silicon atoms that are not at the lattice sites, 
but, as annealing proceeds, the interstitial silicon and the implanted 
atoms would race to occupy the vacant lattice sites. The diffusivity of 
silicon’s self-diffusion is one to two orders smaller than that of dopant 
atoms. When silicon interstitial atoms move to the lattice sites, they 
restore the crystal structure; when dopant atoms move to the lattice 
sites, they become activated. Although there is a rate difference, the 
dopant activation and the crystal structure restoring take place hand 
in hand. As the annealing temperature increases, point defects may 
migrate or recombine to form various forms of defects. As annealing 
is prolonged, the point defects transform and eventually disappear.

Crystal regrowth can proceed at temperatures as low as 400°C- 
500° С. The regrowth rate is dependent on crystal orientation; for 
example, it is faster in the (100) orientation compared to the (111) 
orientation. Figure 9.27 illustrates that the amorphous-crystal inter
face advances with time. As more crystal structure is restored, the 
excess amount of dopants is swept across the interface. In the mean
time, even at the same temperature, the extent of dopant activation 
varies with different dopants. For P, full activation can be achieved 
at 600°С , while for As, only 50% activation is achieved. For most 
dopants, the full activation is achieved at 900°C-1000°C. Dopant 
redistribution also takes place, and it is frequently enhanced by 
defects during post annealing. The process characteristics of rapid

» * • • •
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crystal
lattice

F ig . 9.27. During annealing, excess dopants are swept across the bulk as 

crystal-amorphous interface advances.
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thermal annealing (RTA) are high temperatures with very short 
processing time. The temperature runs up to 950°C-1100°C for 
a few seconds. It mainly activates the dopants and anneals the 
defects without significantly redistributing the dopant atoms. RTA 
has been widely used to form shallow junctions for advanced device 
engineering.

9.5. Applications of Doping Technology

In this section, we will review the applications of doping technology 
that are required for building devices as the technology advances. 
For accuracy consideration, as a device shrinks, the applications of 
furnace doping lose ground to ion implantation. This is primarily due 
to the fact that ion implantation has a better accuracy in controlling 
both implant dosages and energies. It enables an accurate amount of 
dopants to be placed at the right depth and location. Most important, 
unlike diffusion, the ion implant can place the dopant concentration 
peak in the bulk of the substrate.

For transistor isolation and biasing purposes, a number of tran
sistors are placed in the same “tub.” These tubs are called wells. 
For large devices, such as for 2-fim gate lengths and above, the 
NMOS process was used. NMOS transistors were placed in the 
p-well, while PMOS transistors were placed in an n-type substrate, 
as indicated in Fig. 9.28. With the large geometry, the p-well can be 
formed with boron diffusion. A long drive in diffusion is needed to 
push the dopants further down enough for the well structure. The

N-substrale

F ig . 9.28. The p-well process: NM O S are located in the p-well, PM O S, in n- 
substrate.
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Fig . 9.29. Twin-well process: both NM OS and PMOS are located in wells.

threshold adjustment implant, a boron implant, is employed to adjust 
the NMOS threshold voltages (V t) to the desired level. The polysili
con gate is doped with P in a furnace system during the POCL doping 
process. When the device size shrinks down to below 2 /яп, the twin 
well process is used, for which NMOS and PMOS are placed in p-well 
and n-well, respectively, to allow for separate transistor optimization 
for NMOS and PMOS. The source and drain are then doped with P 
and B.

Beyond 1.5-дт technology, additional device features are added 
to ensure good device performance, as illustrated in Fig. 9.29. The 
field isolation implant placed underneath the field oxide is employed 
in n-well and p-well, respectively, to improve the field parasitic device 
isolation. The NMOS source and drain are formed with implantation 
of As instead of P due to its capability to form shallower junctions. 
An LDD structure is used for NMOS to obtain a graded junction pro
file and to decrease the electrical field strength in the drain region, 
and thereby to achieve a better hot-carrier performance. The spacer 
width defines the graded junction, as indicated in Fig. 9.30. Fur
thermore, as NMOS transistor length decreases, more precautions 
must be taken to avoid a source-drain shortage. The junction depths 
must be decreased, and additional features are required. For example, 
a 1.2-fim gate length, anti-punch-through implant is indispensable

spacer

LDD

F ig . 9.30. LD D  structure is used in NMOS.
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Fig. 9.31. The device window, as defined by a and b, is larger with A P T  implant 
than without.

between the source and drain in avoiding a short channel effect. In 
particular, it improves the short channel device window, as illustrated 
in Fig. 9.31.

For submicron devices, both NMOS and PMOS need to have 
LDD structures since the PMOS hot-carrier effect starts to be a 
concern. PLDD is done with a boron implant. Halo implants are 
needed to avoid short channel effects. It is done with a large-angle 
implant, often larger than 7°-10°; 30° is often used. The dopant 
of the opposite type is placed purposely at the source and drain 
junction edges to decrease the depletion region width, as illustrated 
in Fig. 9.32. Types n- and p-Halo must be done separately for NMOS 
and PMOS, respectively.

For submicron devices, the size of a contact hole (the electri
cal contact between the silicon substrate and the first-level metal) 
shrinks below 1.2 д т , and the contact resistance increases dramati
cally without a contact implant. The contact implants for the n- and 
p-type contacts are implanted with As and BF2, respectively, after

F ig . 9.32. A  Halo implant is implanted with a large-angle implant to place 
p-type dopant at the edge of the n-type junction to enlarge the device window.
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F ig . 9 .33 . An overcompensating scheme of n-type and p-type contact implants.

the contacts are etched. A resist mask is needed to mask out the n- 
type during the p-type implant, and vice versa. This is done to pre
vent n-type implants from being implanted into the p-type contacts. 
To save a photolithography step, an overcompensating scheme can 
be used. The p-type implant is done first without a blocking mask, 
say, with a dosage of lel5; then the masked n-type contact implant 
is done at a higher dosage, say, at 3el5, as illustrated in Fig. 9.33. A 
brief contact implant anneal is done altogether with an RTA step, at 
about 950°C-1000°C for 30 s, to activate the implanted dopants to 
lower the contact resistances. For subquarter micron devices, n-doped 
polysilicon gates are no longer proper due to the threshold voltage 
matching between n- and p-MOS transistors. The dual gate structure 
is accomplished with separate implants onto the n-poly and p-poly, 
followed by the subsequent annealing. With implanted polysilicon 
gates, the resistances are often too high to be practical. Salicida- 
tion on top of the gates is needed to lower polysilicon interconnect 
resistances.
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Technology node.nm

F ig . 9.34. Devices junction depth trend as technology shrinks.

As device geometry continues to shrink, so does the device junc
tion depth, as shown in Fig. 9.34. A few approaches can be taken 
to achieve shallow junctions, such as a low-energy implant, heavy 
dopants, preamorphizing, spiking RTA, and so on. A new implant 
technology, called the differential mode implant, has enabled the 
implant energy to stay as low as 200 eV, while keeping a reasonable 
implant current to maintain the same throughput level as the con
ventional approach, the drift mode. The differential mode essentially 
extracts the ions from the ionization chamber with a high voltage for 
a high ion flux (a high current), and then slows the ions down before 
hitting the wafer surface. In addition to the low-energy implant, 
preamorphizing also provides short implant ranges. Preamorphizing 
can be done either with Si or Ge implants prior to the desired dopant 
implants. On the other hand, heavy ion implants by themselves are 
also effective in making shallow as-implanted junctions since they 
tend to create more damage. Examples of this include using BF2 for 
B, In for B, or Sb for As. With the same energy level, these heavy 
molecules all provide shorter implant ranges. Finally, an RTP anneal
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provides much smaller dopant redistribution and results in shallower 
junction depths. Spiking the RTP is even more effective in reach
ing a higher dopant activation and lower extent of redistribution. In 
comparison to conventional RTP, spiking RTP uses a much higher 
temperature ramp-up rate, at around 150°C/s. It will reach the high
est temperature of 1150°C and soaks for a much shorter time, say, 1 s, 
and then it ramps down. A shorter soaking time allows for an even 
higher peak temperature to be used, resulting in more dopant acti
vation and a lower resistance; also, even shallower junction depths 
can be obtained.



Chapter 10 

M ETALLIZATION A N D  SILICIDATION

In semiconductor manufacturing, metallization refers to the pro
cess of forming metal interconnects that electrically connect vari
ous building blocks to comprise a circuitry. In this chapter, we will 
illustrate various interconnect materials and explain their processes. 
Section 10.1 introduces the evaporation and sputtering processes, 
which are used in forming aluminum interconnects. Section 10.2 fur
ther elaborates on the sputtering system since it is mostly used for 
aluminum deposition. The composition of the required metal inter
connects are introduced in Section 10.3, which explains the reasons 
of adding dopants in detail. It is then followed by the explanation of 
the barrier metal evolution and the role of the antireflective coating 
(ARC). Section 10.4 deals with a very critical issue —  step coverage 
improvements on the bulk metal and barriers. Beyond submicrometer 
technologies, metal silicides are widely used to reduce resistances of 
gate and source/drain areas. In Section 10.5, the processes of various 
metal silicides and their evolution are introduced.

10.1. Introduction

Physical vapor deposition (PVD) is a process in which the target 
material is vaporized or sputtered and is then condensed onto a 
substrate surface. There are no chemical reactions involved in the 
vicinity of the substrate surface. In PVD, the atoms or molecules 
in the vapor phase physically adsorb on the substrate surface and 
thereby form a solid film. In general, a PVD process often leads to 
amorphous film formation. Typical PVD processes, including vapor

338
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condensation, molecule beam epitaxy (MBE), and sputtering, are 
used for film coating. Among them, evaporation and sputtering are 
used more often than others for metallization in semiconductor man
ufacturing. Yet sputtering is the only technique that is widely used in 
advanced technologies. Table 10.1 summarizes the major differences 
between CVD and PVD processes. CVD films are formed through 
preferential chemical reaction pathways; purity control is not as cru
cial as it is in PVD. For PVD, the purity control requires a high 
vacuum level in the deposition chamber. Unless special features are 
added, PVD processes in general result in inferior step coverage when 
compared to CVD processes.

Evaporation is a process in which atoms or molecules in the liquid 
gain enough energy to escape from the bulk through the liquid-vapor 
interface. A process that proceeds in the opposite direction is termed 
condensation. Consider an enclosed system half filled with liquid, 
as shown in Fig. 10.1; at any constant temperature, liquid-vapor 
equilibrium can be reached with time. At equilibrium, the atom or 
molecule fluxes of the evaporation and condensation are equal. As the 
temperature rises, more molecules evaporate into the vapor phase, 
and as a result, the vapor pressure increases. Before an equilibrium 
state is reached, the molecular flux of evaporation is larger than that 
of condensation, and the net rate of evaporation flux, F, can be 
estimated:

F  =  (2тгтА:Т)_1/2(р* -  p ) , (10.1)

where p* is the saturated vapor pressure at T  (temperature), and p 

is the actual vapor pressure.

T ab le  10.1. Comparison between C V D  and P V D  process characteristics.

Items C VD PV D

1. Chemical reactions Yes No
2. Precursors Chemically adsorb Physically adsorb
3. Purity control Preferential reactions Requires high vacuum
4. Step coverage Good to excellent Poor
5. Morphology Amorphous to crystalline Mostly amorphous
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vapor

liquid

Fig . 10.1. Evaporation and condensation in an enclosed chamber.

For semiconductor manufacturing technology of larger than a few 
microns, pure aluminum layers are coated on the wafer surface by 
using the evaporation approach. Various heating sources, such as fil
ament heating or an e-gun, are used to vaporize the aluminum source 
material. For filament heating, the aluminum source is wrapped 
around a heated filament such as tungsten; when the filament 
heats up, the aluminum is vaporized, as demonstrated in Fig. 10.2. 
Figure 10.3 shows an e-gun heating in which the e-beam is gener
ated and then bent with a magnetic field toward an aluminum load

aluminum vapor

heating filament

aluminum load

F ig . 10.2. Aluminum evaporated from a heated crucible.

aluminum vapor

aluminum load

crucible

F ig . 10.3. Aluminum evaporation with e-gun heating.
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source

F ig . 10.4. A  directed evaporation source with a substrate placed above it.

contained in a copper crucible. To achieve uniform coating across 
a substrate, as shown in Fig. 10.4, the angular dependence of the 
evaporation source and the effect of wafer orientation should be elim
inated. Figure 10.4 shows a directional effusion source and the angu
lar dependence of the substrate. Assuming that a normal radiation 
intensity from a source is /, if the radiation intensity on a surface 
with an angle 9 to the normal direction is measured, as indicated in 
Fig. 10.5, then the intensity becomes I  cos 9. According to Lambert’s 
cosine law, the deposition flux on the wafers located at the edge,

wafer substrate

1

s  A
r /0

/  R
F *  /

/  Fcos 6-

evaporation source

Fig . 10.5. The normal evaporation rate, F , deposits onto the center of the 
wafer.
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Vedgo and center, Venter ? are related by

Kd:ge _

Vrcenter R2 r2 +  S2
1 +

s .

(10.2)

The edge wafer deposition rate is scaled down by the cosine law. 
Clearly, for the case of S >  r, meaning the evaporation source is 
close to the substrate plane and the targeted substrate is far away 
from the center, it will result in a very nonuniform deposition across 
wafers (thick around the center locations and thin at the edge). On 
the other hand, if S <C r, the film thickness uniformity across wafers 
can be very uniform since cosine law does not prevail. Practically, 
when S <£. r, it is of little use in the production environment. To 
obtain a uniform film thickness with high deposition rates, the evapo
ration source should be isotropic to issue evaporation rates equally in 
all directions. Furthermore, each individual wafer should be oriented 
toward the evaporation source; in other words, ф is zero. Manufac
turing experience has demonstrated that with a rotating planetary 
wafer arrangement, highly uniform film deposition across wafers can 
be obtained.

Sputtering is a PVD process in which atoms or molecules of the 
target material are sputtered off and condensed on the substrate sur
face. As an example, typical equipment is sketched in Fig. 10.6. To 
avoid chemical reactions, inert gas ions such as Ar ions are often used 
to sputter off the target material. Ar ions are created in the Ar plasma 
and are confined between the electrodes. The target is mounted on 
the cathode, while the wafer is mounted on the anode. In some appli
cations, the target electrode is purposely biased to increase the ion 
bombardment energy. The Ar ions, accelerated by the plasma sheath 
impinging onto the target material, impart their momentum onto the 
target atoms, pushing them off their equilibrium sites to move for
ward. These moving atoms in turn cause more collisions with other 
atoms. Eventually, some of the moving atoms escape from the target 
surface, as shown in Fig. 10.7. A linear collision cascade occurs when 
each collision involves one stationary and one moving atom and the
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negatively biased target

3

substrate surface 

Fig. 10.6. Schematic of a sputtering system.

sputtered atom
\ bombarding ions

/ 0

Fig. 10.7. A  bombarding inert ion causes a series of collisions. Some atoms are 
sputtered out of the target surface.

number of recoils is low. On the other hand, in a nonlinear cascade 
regime, the number of recoils is high; essentially, a large number of 
atoms are off their equilibrium sites and in motion simultaneously. 
In this regime, the sputter yield is surprisingly high. The sputter
ing yield is defined as the number of atoms that are sputtered off 
the target per incident particle (projectile). The sputtering yield is 
a function of the target material, the projectile, and the projectile 
energy level. If the energy level of the impinging particle is too low 
to transfer enough momentum to the target atoms, no target atoms
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can be sputtered off. There exists a threshold energy below which 
the target atoms cannot be sputtered off. Both the threshold energy 
and the sputtering yield are related to how strong the target atoms 
are bound together, which corresponds to the material sublimation 
energy.

Figure 10.8 demonstrates the sputtering yields of Al and W, with 
Ar ions being the projectile. A  few observations can be drawn from 
this figure. First, with a fixed projectile energy, the sputtering yield 
for Al is higher than W. Second, when extrapolating to zero sput
tering yields, the threshold energy for W  is higher than that of Al. 
These two observations are in accordance with the fact that the sub
limation energy of Al is 0.11 eV, which is lower than that of W, 
0.49 eV. Third, the sputtering yield increases with increasing projec
tile energy. Finally, above certain energy levels, the sputtering yield 
tends to level off and then decrease with increasing projectile energy. 
This regime indicates the onset of an ion implantation phenomenon. 
Figure 10.9 shows the sputtering yield of silicon with various projec
tiles at 45KeV. It demonstrates that the sputtering yield increases 
when the projectile atomic number is increased. The heavier the pro
jectile ion, the better the momentum transfer on incident on the 
target surface will be.

Project i le  energy (eV)

F ig . 10.8. Calculated sputter yield of W  and A l at various energies of projectile 
A r ions.
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Proj ect i l e Atomic Number 

F ig . 10.9. Sputter yield of Si at various projectile ions at 4.5 KeV.

Although the theory of sputtering phenomena is quite compli
cated, the sputtering yield, У, can be expressed in a simple form:

У  =  A (E V 2 -  e \C )  , (10.3)

where E  is the projectile energy; A  and E ^  are constants and depen
dent on the target projectile combinations.

To find the sputtering rate, Я, of a specific sputtering process, 
one needs to know the ion flux, which can be derived from the ion 
impinging rate, If.

R =  —  =  Y I f }  (10.4)
Я

where q is the electrical charge of the ion. Unfortunately, it is often 
difficult to relate the ion current to the electrical characteristics of a 
sputtering process. In literature, people have been able to correlate 
the sputtering rate to more measurable parameters such as power
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input, Pg:

R  =  Cg(Pg -  P0) , (10.5)

where Pq is the turn-on power. C g is a constant that is dependent 
on plasma gas species. In other words, for a sputtering process, the 
sputtering rate increases with increasing system power input.

10.2. Sputtering Systems

Major advantages of a sputtering process are good film quality and 
low process temperatures, meeting the low thermal budget constraint 
in the back-end device manufacturing processes. However, the main 
drawback of sputtering technology is poor film step coverage. Several 
sputtering techniques have been employed in semiconductor manu
facturing, including DC sputtering, RF sputtering, bias sputtering, 
and magnetron sputtering. To improve the deposited film proper
ties or step coverage, variations of the sputtering techniques, such as 
reactive sputtering, ionized metal sputtering, and collimated sput
tering, have been introduced; these variations will be discussed in 
Section 10.4.

A DC sputtering system consists of a DC capacitively coupled 
plasma system, in which the target and substrate are mounted on 
the cathode and anode, respectively, as shown in Fig. 10.10. The

target surface

chamber

substrate

Fig . 10.10. A  representative DC  sputter system.
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target on the cathode is subject to Ar ion bombardment; the target 
atoms are sputtered out and then condensed onto the substrate sur
face. To ensure that a large percentage of the sputtered atoms can 
condense onto the substrate surface, the gap between the target and 
the substrate is generally made very narrow. With DC sputtering, 
it is difficult to handle an insulator target surface as the positive 
ions that are accumulated over the sputtering period cannot be com
pensated for. RF sputtering is an appropriate alternative since the 
electrode’s polarity alternates; the positive charges accumulated in 
one polarity can be compensated for in the next polarity. However, 
if the surface areas of the target and the substrate are equal, they 
will both be sputtered alternately and equally; this is not desired.

To achieve the desired goal, sputtering, it is a common practice 
to make the target electrode area smaller than the substrate’s area 
so that the ion flux toward the target is much larger than the one 
toward the substrate surface, as shown in Fig. 10.10. If the electrode 
areas are swapped, as Fig. 10.11 illustrates, the sputtering etching 
on the substrate can be obtained. Further improvement can be made 
by adding a DC bias on the substrate to achieve a slightly more ener
getic and directional ion sputtering etching. This technique is often 
employed before aluminum sputtering to sputter etch or preclean the 
bottoms of contacts, where native silicon oxide is often formed on the

substrate

Fig . 10.11. Sputtering etching on substrate can be obtained if the substrate is 
mounted on the cathode and the target on the anode.
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silicon surface. The existence of the native oxide layer, even as thin 
as 10-15 A, can be detrimental to the contact resistances.

In conventional sputtering technology, the sputtering rates are 
often low. To increase the sputtering rates, the ion flux toward the 
target surface has to be increased by raising the power input to the 
system. However, a better way to achieve a higher sputtering rate is 
to use a magnetron sputtering technology. This is done by imposing 
a magnetic field around the sputtering target so that the electrons 
can be trapped around the field lines. As a result, the plasma den
sity, the impinging ion flux, and the sputtering rates are increased. 
Figure 10.12 shows a planar magnetron sputtering target, coupling 
with a magnetic field. This figure demonstrates that the electrons 
are in gyromotion around the magnetic field lines. The magnetron 
sputtering technique has been successfully used to produce films with 
low impurity level and high quality at acceptable deposition rates.

The enhancement of adding the magnetic field can be explained. 
Considering a charged particle traveling in a uniform magnetic 
field with its velocity component parallel and perpendicular to the 
magnetic field, as shown in Fig. 10.13, it will experience the following 
force:

F  =  q{vH x B ) . (10.6)

At the same time, the vertical velocity, Vy, is unaffected and pushes 
the electron along the magnetic field. Therefore a helical motion is 
formed. If an electrical field moves more parallel to the magnetic 
field, then the helix pitch will be increased. When the electrical field 
is perpendicular to the magnetic field, the electron is forced to circle

magnetic field 

e x x {  cycloidal motion of e"

F ig . 10.12. A  magnetron sputter system uses a magnetic field to bend the 
electron motions.
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Fig . 10.13. A  moving electron undergoes a gyromotion when subject to a mag
netic field.

around the field line. These electron gyromotions greatly reduce the 
probability of electron loss due to colliding with the chamber wall. 
Therefore the electron density is increased significantly.

10.3. Alum inum M etal System

Among all conducting elements, aluminum is not the best conduct
ing metal. However, it is the most used metal for interconnects 
in semiconductor manufacturing, primarily because of its combined 
advantages of low resistivity, abundant availability, and etchability. 
It is most commonly deposited with the sputtering technology in 
advanced semiconductor manufacturing. The sputter-deposited film 
morphology varies with deposition conditions and the underlying 
layer; oftentimes, they are amorphous or polycrystalline. Aluminum 
adheres well to silicon oxide or doped silicon oxide surfaces by form
ing aluminum oxide at the interface. As thin film metal lines of a 
semiconductor device, aluminum lines can carry a high current den
sity of up to Ю10 A/cm2.

Electromigration is a phenomenon that often occurs in a conduct
ing line. When electrical currents flow in a conducting line, a large
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number of moving electrons will impart their momentum onto the 
metal ions and push them along the direction of the moving electron. 
This will cause a local mass loss, which leads to local material deple
tion, voids, or breaks in some locations, while causing material accu
mulation, hillocks, or extrusion in others. Figure 10.14 demonstrates 
the phenomena of electromigration failures. Once local aluminum 
mass loss is observed, the local electrical current density is increased 
due to the shrinkage in cross-sectional area of the conductor. This 
leads to local joule heating and even more severe electromigration. 
Electromigration performance, which is measured by the increase of 
electrical resistances of metal lines, can be described as

Fx < x A J - ne~E' kT, (10.7)

where Fx is the time for x percentage of failures, A  is the cross- 
sectional area, J is the current density, E  is the activation energy, к is 
Plank’s constant, and T  represents absolute temperatures. Different

t=t о » t

4
A'

\
^ g a in in g  extra metal atoms

t x missing metal atoms1
> /

\ > \ \
A A'

current flow
cross-sectional

A' A' ^cross-sectional area for 
the current flow

F ig . 10.14. Top view of electromigration of a metal line.
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activation energies indicate different mechanisms for material trans
port. For example, an activation of around 0.5 eV indicates a low 
temperature grain boundary diffusion as the main material transport 
mechanism, while an activation energy of around 1.4 eV indicates self
diffusion of Al in crystal bulk. For an aluminum line, the time for 
the 50% failure rate increases with the mean grain size. In addition, 
the crystal orientation, which is a function of deposition, also plays a 
critical role, with (111) being the preferred orientation. According to 
the model, the electromigration degrades with shrinking line width. 
Nonetheless, when the line width continues to shrink until the crystal 
grain size is larger than the line width, the grain boundary diffusion 
paths are significantly reduced, as shown in Fig. 10.15. The electromi
gration performance can be significantly improved. Furthermore, the 
aluminum electromigration performance can be strongly enhanced by 
adding small amounts of Cu (between 0.5% and 4%) into aluminum. 
The role of Cu is primarily to hinder the aluminum diffusion.

Stress migration is a phenomenon in which the film stress causes 
the material to migrate. As a result of the aluminum stress migra
tion, voids are often observed. In semiconductor manufacturing, it 
is a common practice to tailor the aluminum film and the capping 
dielectric layer such that they have as low tensile stress as possible 
to prevent void formation or stress migration failure.

F ig . 10.15. Grain boundary diffusion is significantly hindered if the grain size 

is comparable to or larger than the line width.
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Silicon is often used to dope aluminum to improve its contact 
integrity with silicon surface. As discussed earlier, one purpose of 
metallization is to connect individual devices together to constitute 
a functional circuit. This will require the aluminum metal lines to 
be in direct contact with the silicon substrates, the source, and the 
drain areas. It must be noted that silicon has certain solubility in 
aluminum. During intimate contact, if any of the back-end processes 
experience temperatures of above 420° С , the silicon will start to dif
fuse into the aluminum, and it will leave a cavity for aluminum to dif
fuse into the silicon; this results in spiking. The depth of the spiking 
increases with increasing temperature and time. The higher the tem
perature and the longer the time, the deeper the spiking results will 
be. When the spiking does not penetrate through the junction depth 
(the heavily doped silicon area enclosing the contact), the silicon 
cavity often causes high contact resistances. When it does penetrate 
through the junction depth, as shown in Fig. 10.16, excessive con
tact leakage can result. In both cases, contact failures will result. To 
avoid the contact failure due to junction spiking, some silicon (typi
cally about 1%) is added to the aluminum to saturate the silicon in 
the aluminum. Considering the contact integrity and electromigra
tion, the most commonly used aluminum material is Al doped with 
1% Si and 0.5% Cu, instead of pure Al. The aluminum sputtering 
target must be properly doped with Si and Cu to have the desired 
film composition.

Fig. 10.16. Al spiking penetrates through the contact enclosure, causing a 
metal-to-substrate shortage.
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1 0 .3 .1 .  Barrier metal systems

Some back-end process steps, such as PECVD dielectric deposition 

or alloying steps, with temperatures above or close to 420°C are 

sometimes inevitable. In addition to silicon doping, to further reduce 

the possibility of the above-mentioned contact failures due to Si-Al 

interdiffusion, a barrier metal layer or a barrier metal stack is often 

required for the back-end processing. In fact, when any two metals 

are placed against each other, the atom diffusions will lead to inter

mixing of the two materials. It is certain that the extent of the mixing 

depends on the time and temperature for which the two materials 

are brought together. In view of preventing the material intermixing 

or maintaining the contact integrity, the requirements for a diffusion 

barrier for the Al-Si system should have some characteristics:

(a) The barrier must adhere well to the underlying oxide, and Si-Al 

on top of it. A poor adhesion can result in delamination between 

the metal stacks and leads to poor reliability.

(b) The diffusivities of Al and Si in the barrier should be as low as 

possible to ensure that a minimal amount of Si and Al diffuse 

through the barrier within the thermal budget of the back-end 

processing.

(c) The step coverage of the barrier must be better than that of Al. 

Manufacturing data have repeatedly shown that conventional 

contacts can still be functional without Al, as long as there is 

a thin barrier metal. Therefore it is essential to achieve good 

barrier metal step coverage. However, the barrier cannot be too 

thick since its resistance is much higher than that of Al.

(d) The barrier should be thermodynamically stable so that it is not 

consumed by Si and Al within the period of interest. Once the 

barrier is consumed, the role of the barrier disappears.

(e) The barrier must be readily etchable and have a low resistivity, 

like Al.

Barrier layer fails if the metal on one side diffuses to the other 

side. From a diffusion perspective, two critical parameters in measur

ing the barrier layers’ performance are time and temperature. The

oretically, if a barrier is placed between two metals and processed
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through a thermal cycle at a very high temperature for a very long 

time, the barrier will eventually fail. The failures often start out with 

barrier layer defects or microstructures that render fast interdiffusion 

paths for both sides of the metals. Alternatively, the failure can be 

due to the chemical reactions that the barrier experiences with the 

surrounding metals.

In literature, diffusion barriers can be classified into three major 

groups: the stuffed barrier, passive barrier, and sacrificial barrier. 

Stuffed barriers are characterized by the fact that the two materials’ 

interdiffusion is inhibited primarily by the impurity that is stuffed in 

the barrier layer, as shown in Fig. 10.17. TiW(N) and TiN(N) for Al 

and Si are known to be typical stuffed barriers. Experimentally, the 

barriers that are stuffed with nitrogen and oxygen show better barrier 

properties than those without the stuffing. There are two ways of 

stuffing barriers. One method is to add a vacuum-break step, meaning 

that after the barrier is sputter-deposited, the chamber vacuum is 

broken, and it lets the wafers be exposed to the ambient, followed 

by the Al layer deposition step. The second method is to introduce 

nitrogen and oxygen (4:1 ratio) during barrier layer sputtering. The 

impurities are believed to be stuffed into the grain boundaries at 

very small percentages (less than 0.1 at%). The major role of stuffed 

atoms is to block fast diffusion paths such as grain boundaries.

Passive barriers are chemically inert to materials on both sides 

of them, as shown in Fig. 10.18. Obviously, the diffusivities of both 

materials in the barrier must be very low. A good example of a 

passive barrier is TiN as the barrier for Al and Si. Most nitrides, 

borides, or carbides of transition metals make good passive barriers. 

Figure 10.18(b) indicates a sacrificial barrier, which is a barrier that

Al

stuffed barrier (e .g . TiW  or TiN)

Si

Fig. 10.17. Stuffed barrier: the impurity stuffed in the grain boundaries.
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(b) sacrificial barrier: consumed with time 

Fig. 10.18. The comparison between a passive and a sacrificial barrier.

reacts with materials on both sides of it. It is consumed over time. 

However, as long as the barrier is not totally consumed within the 

period of interest or the lifetime of a device, the barrier function 

maintains. Ti is an example of a sacrificial barrier that is used for 

Si and Al. Another example is that the refractory metal silicides in 

source and drain areas are often used in submicron devices to lower 

the contact resistance, as will be discussed later. However, as shown 

in Fig. 10.19, aluminum and silicide form an unstable contact; Al

Al

T ,S i 2 + A I— Tj A l3

Fig. 10.19. Al contacts silicided surface. TiSi2 is consumed by Al to form TiAb-
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attacks the silicide, forming metal aluminide (Т1А1з) starting from 

the aluminum silicide interface. Once the whole silicide layer is trans

formed, Al reaches the silicon surface, and the contact integrity will 

change dramatically. Such a system can be stabilized by using Ti, V, 

or Cr as the sacrificial barrier layer.

1 0 .3 .2 .  Antireflective coatings

As device geometry shrinks into the submicrometer regime, the alu

minum surface is too reflective to ensure good-quality photolithogra

phy printing. Part of the incident light is reflected off the aluminum 

surface toward the resist bulk, which is not intended to be exposed. 

This causes serious notching of the metal lines after developing, which 

copies onto final metal profiles, as shown in Fig. 10.20. This makes 

controlling the fine metal line width very difficult. One approach to 

solving this issue is to deposit a less reflective layer, such as TiN, 

on top of the aluminum layer. The reflectivity of TiN is much lower 

than that of aluminum. TiN for this application is often deposited 

by using a reactive sputtering technique. Nitrogen is introduced into 

the Ar plasma during the Ti target sputtering. The resulting nitrogen 

radicals react with the Ti target to form TiN on the target surface, 

which is then sputtered off.

reflected light line necking due to

metal
line

(a) cross-sectional view (b) top view after resist is developed

Fig. 10.20. A highly reflective metal surface can lead to strong reflection during 

exposure, and hence line necking.
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Table 10.2. Evolution of 

aluminum metal structures.

Si/Al

Si/AlSi

Si/AlSiCu

Si/Ti/TiW / AlSiCu

Si/Ti/TiN/AlSiCu

Si/Ti/TiN/AlSiCu/TiN

Advanced aluminum metallization structures often consist of a 

stack of layers. Table 10.2 shows the evolution of Al metallization and 

the layer structures. The barrier metals not only help prevent junc

tion spiking, but they also help with the electromigration. The role 

of Ti is very critical for contact resistances; it is often used in direct 

contact with the silicon surface. Before the barrier is deposited, if the 

bare silicon is exposed to ambient, it leads to native oxide formation 

(about 10 A or so). If Al, TiN, or TiW directly contact the oxidized 

silicon surface, the contact resistance will be too high to be accept

able. In such cases, the use of titanium is preferred, and it results in 

the so-called snow plowing effect with respect to oxygen in the native 

oxide. It basically dissolves the native oxide into the bulk of titanium, 

leaving a clean, oxide-free interface for the metal contact. In addition, 

titanium forms silicide with the silicon surface, rendering a silicided 

contact. Therefore the contact resistances are significantly decreased. 

Modern clustered sputtering equipment is designed to deposit these 

films without the need to break the vacuum. Advanced etching equip

ment can handle the most complicated stack in a single machine by 

just switching etching recipes.

10.4. Meeting the Step Coverage Requirements

Poor step coverage is the main drawback of a sputtering process; 

especially as the device geometry shrinks, the hole aspect ratios 

increase dramatically, as illustrated in Fig. 10.21. A contact aspect 

ratio of 5:1 is not uncommon for а 0.35-/Ш1 technology. The major 

concern regarding the poor step coverage of aluminum is not only
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£дQ
shrink

high aspect ratio cotact

f -------N

Fig. 10.21. Technology shrinks more aggressively in the lateral direction than 

in the vertical direction.

related to the electrical connections, but also to the reliability. Sev

eral approaches can be employed to cope with the ever-increasing 

hole aspect ratios. The evolution of the following approaches makes 

the shrinking feature sizes possible:

(a) Tailor the contact sidewall profile. The movement of condensing 

sputtered atoms onto the substrate surface is essentially in the line of 

sight. As the aspect ratios increase, it becomes harder and harder for 

the atoms to reach the bottom. One effective method to improve the 

probability of the atoms reaching the bottom corners is to tailor the 

sidewall profile with wet-dry etching or isotropic etching, followed 

by an anisotropic dry etching process, as shown in Fig. 10.22. This 

approach will open up the cross-sectional area at the top of the hole, 

and allow more atoms to reach the bottom corners. Logically, the 

step coverage increases according to the extent of edge modification. 

However, it is limited by the design rule (distance) between the con

tact edge and the neighboring patterns, for example, the distance 

between the contact edge and the polygate edge. The contact to 

gate leakage or shortage causes circuit functional failures. Tailoring 

the contact profiles to achieve better step coverage is widely used for 

technologies of down to 0.8 (xm or for hole sizes of larger than 1.0 jum.
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resist

(a) w et-dry etching (b) iso-anisotropic etching

Fig. 10.22. The wet-dry and isoanisotropic contact etching opens up the top 

of the contacts and greatly improves the subsequent metal step coverage.

(b) Hot aluminum sputtering. Hot aluminum sputtering is accom

plished by depositing a thin uniform layer of Al seeds at low 

temperatures; this is then followed by deposition of the bulk of alu

minum by sputtering at high temperatures (above 400° C) to increase 

the adatom surface migration energy. This process achieves signifi

cantly improved Al step coverage for a fixed hole geometry; the higher 

the temperature, the better the step coverage will be. However, the 

high temperature setting is limited by the possibility of incurring 

Al layer hillocks or junction spikes at high process temperatures. A 

strong barrier layer is essential to the success of this approach. There 

are several other similar approaches such as the laser anneal process, 

which uses a laser beam to locally melt the metal and force it to flow 

into the contact hole. One of the drawbacks of this approach is its 

low throughput.

(c) Increasing the barrier metal thickness at the bottom comers. 

A metallization structure should render low resistance and good 

electromigration performance. Some argue that as long as the cir

cuit can pass electromigration tests, the poor step coverage is not 

a concern. The barrier metals, such as TiW and TiN, have much 

stronger resistance to electromigration than aluminum. This leads 

to the idea of increasing the barrier metal thicknesses to ensure
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enough barrier metal at the bottom corners to pass the electro

migration tests. A typical metal stack for а 0.8-/mi technology is 

500 A Ti/1200A TiW/7kA Al. A modified stack structure could 

be 500 A/1500 A/7kA Al. However, as the technology progresses to 

below an 0 .8-/Ш1 regime, the ever-increasing hole aspect ratio makes 

this approach useless.

(d) Aluminum CVD. Another alternative approach for overcoming 

the poor step coverage of Al sputtering is to use MOCVD to deposit 

blanket Al layers. This process employs the pyrolysis of dimethyl 

aluminum hydride (DMAH), as shown in Fig. 10.23. DMAH has a 

vapor pressure of 2mmHg at room temperature, which enables a 

viable CVD process at low temperatures. Suitable deposition tem

peratures range from 400 to 575 K; the DMAH molecules adsorb on 

a heated substrate and decompose into various fragments, such as 

Al, H, and CH3, and so on. The resulting film step coverage is excel

lent, as demonstrated in Fig. 10.24. An ideal Al film should contain 

nearly no impurities that are supposed to be out-diffusing away from 

the deposited film. However, one of the difficulties associated with 

Al CVD is how to add dopants such as Cu and Si. The 1-4% Cu can 

be introduced by a postprocess deposition of Al-Cu or Cu, followed 

by a diffusion step. It can also be introduced with in situ doping by 

using С5Н5СиР(С2Н5)з as the precursor. Al CVD is often carried

H 3 C \  
* Al-H 

H 3 C ^

Fig. 10.23. The DMAH molecule for Al CVD.

CVD Al

T i/T iN  barrier

Fig. 10.24. Excellent step coverage is obtained from CVD Al as compared to 

PVD Al.
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out on Ti/TiN surfaces; the surface is pretreated with hydrogen to 

improve the Al nucleation. Owing to difficulties with introducing sta

ble amount of dopants as well as the inferior film quality from CVD 

compared to that from sputtering, the Al CVD has rarely been used 

in volume production.

(e) Using W-CVD. The chemistry of W-CVD has been discussed 

in Section 5.5. Blanket W-CVD is often used to obtain a conformal 

deposition even over hole patterns with high aspect ratios, as demon

strated in Fig. 10.25. The step coverage of over 85% can be achieved 

by using this approach; it is typically used beyond 0.8-^m technology. 

Owing to the relative high resistance of the tungsten film, it is often 

used only as a plug for filling up the contact or via holes. To achieve 

this, a thick blanket tungsten film is deposited over a patterned wafer 

surface that is coated with Ti/TiN or Ti/TiW glue layers. It is very 

important to have some glue layer even at the bottom corners for the 

W-deposition. Otherwise, the precursor (tungsten hexafluoride) can 

attack and penetrate through the silicon substrate and cause con

tact failures. After the etchback is completed, plugs are formed in 

the holes. AlSiCu film is then sputter-deposited on the top, followed 

by metal line patterning. The contact sidewall profile plays a crucial 

role in the plug process. On one hand, the sidewall angle has to be 

large enough to have more atoms reaching the bottom corners. On 

the other hand, large sidewall angles cause large keyholes in the con

tact holes after etchback. This can trap impurities or chemicals and 

cause circuit malfunction or reliability failures.

Fig. 10.25. W-CVD provides superior film step coverage as compared with 

PVD Al.
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The etchback step must properly stop on the TiN or oxide sur

face for the TiW glue layer since excessive overetching results in a 

recessed plug, as shown in Fig. 10.26. The recess step height makes 

the subsequent planarization more difficult to accomplish. In the case 

of stacked via, as shown in Fig. 10.27, the recess can propagate all 

the way to the top metal layer. On the other hand, there must be 

proper amounts of overetching to eliminate W-residues over steps or 

topography, as shown in Fig. 10.28. The best integration approach 

would be to have a planarized surface before W-deposition to min

imize the amount of overetching, or recess (the plug surface being 

lower than the oxide surface due to overetching), and at the same 

time, keep the oxide surface residue-free.

(f) Improving the barrier metal step coverage. Good step coverage 

of barrier layers at the bottom corners of contact or via holes are 

very important for both conventional Al sputtering processes and 

for advanced Al-CVD or W-CVD processes. For the former, the bar

rier layers provide good electromigration results even when hardly 

any Al exists at the bottom corners. For the latter, the successes of 

Al-CVD or W-CVD hinge on the existence of uniform barrier lay

ers. As contact and via hole aspect ratios increase with shrinking

Ti/TiN barrier 

W

Fig. 10.26. Excessive overetching results in recessed W-plugs.

W -C V D

Fig. 10.27. Recessed plugs on a stacked-via structure can create significant 

step height on the top layer.
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w - c v d  film

Ti/TiN barrier

w -e tch  back

w-residues

more overetching 
to remove residues.

recessed plug

Fig. 10.28. Extra overetching is required to remove W-residues at steps 

topograph.



364 Sem iconductor M anufacturing Technology

technology, as shown in Fig. 10.29, it is more and more difficult to 

obtain proper barrier metal thickness at the bottom corners of a hole 

by using conventional sputtering technology. Some volume produc

tion technologies, such as collimated sputtering, IMP Ti, and CVD 

TiN, have been developed and used in volume production to meet 

the requirements.

Collimated sputtering occurs when the traveling directions of 

randomly scattered sputtered atoms are physically filtered. Only 

those scattered atoms with smaller angles can pass through a col

limator and transport in the line of sight toward the contact or 

via bottom and corners. Figure 10.30 shows a schematic of the

PVD barrier PVD barrier

No film

(a) low-aspect-ratio contact (b) high-aspect-ratio contact

Fig. 10.29. PVD barrier metal sputtering provides high aspect ratio contacts 

with poor film step coverage.

target

/ i \  л \ sputtered atoms

0 0 0 0 0 0 0 0  collimator
1 I I I  ___ directional flux

wafer substrate
Fig. 10.30. Collimated sputtering uses a perforated plate to spatially filter the 

depositing atom flux to improve step coverage.



te . ma ê<̂ sPuttering system. As we know, molecular or atomic seat

in g  increases with increased pressures. More scattering tends to 

pensate for the extent of collimation. As a result, the lower the 

P ssure is, the better the collimation will be; yet the lower the pres-

th^rT ’ thel°Wer the dePosition rate will be. Figure 10.31 compares 
. eP°sition rates in a hole with collimators of different aspect 

ios. It is shown that although the layer thickness at hole bot- 

m can be increased with a high aspect ratio collimator, the overall

^position rates are reduced.

Ionized metal plasma (IMP) sputtering is another alternative 

^pproach used to increase the step coverage of barrier metals. The 

is simple; in addition to the conventional sputtering chamber, 

an coil is added to ionize the metal atoms. The positively charged 

metal ions are then accelerated toward the substrate, which is neg- 

a lvely biased, as illustrated in Fig. 10.32. This technique has been 
used for both Ti and TiN barriers.

M etallization and Silicidation

aspect ratio of collimator

Fig. 10.31. Deposition rate reduces dramatically with increasing aspect ratio 
of the collimator.
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sputter
target

Fig. 10.32. IMP uses induction coils surrounding the chamber to ionize sput

tered target atoms.

CVD TiN is relatively mature, compared to CVD AL It can be 

deposited via CVD or MOCVD:

CVD: TiCl4 + NH3 — * TiN + others. (10.8)

The reaction takes place at temperatures above 350° С; however, 

to keep the chlorine contamination in the film low, the reaction 

temperatures must be kept above 600°C. As a result, this process 

is not suitable for the second-layer metal and above. The resulting 

film is slightly Ti-rich, with a resistivity of about 70/хПст.

MOCVD takes place at lower temperatures around 350°C-450°C:

TDMAT + NH3 — > TiN r others (10.9)

TDEAT 4- NH3 — > TiN + others. (10.10)

The molecular structures of tetrakis di methyl amido titanium 

(TDMAT) and tetrakis di ethyl amido titanium (TDEAT) are shown 

in Fig. 10.33. These organometallic precursors produce films without 

chlorine, but with carbon contamination. The addition of ammonia 

helps to decrease carbon contamination. The resulting film is N-rich, 

with a stoichiometry of around 1.2 and resistivity of about 500 fiQ cm.
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(C H 3) 2 N x ^  / N (C H 3) 2 (c 2H 5) 2 N x  (C 2H 5) 2

(C H 3) 2 N ^  X N (C H 3) 2 (C2H 5) 2N ^  4 n (c 2h 5) 2

TOMAT TDEAT

Fig. 10.33. TDMAT and TDEAT molecules for CVD TiN.

10.5. Why Silicides?

As technologies move forward, the gate and interconnects shrink both 

in vertical and horizontal dimensions. With this shrinking trend, 

if the gate or interconnect materials remain the same, the resis

tances will increase dramatically, and the device speed will degrade 

unacceptably. Refractory metal silicides are often used as alternative 

materials for the gate level interconnects due to their low resistances, 

as compared in Table 10.3. The reason that silicides are used instead 

of aluminum is partly due to their better thermal stability. Nonethe

less, the silicide integrity does degrade as the subsequent processing 

temperatures exceed 700°С or so.

There are two types of silicide applications in manufacturing; 

one is the polycide gate formation, and the other is the self-aligned 

silicide formation. Tungsten polycide, as depicted in Fig. 10.34, is 

often used for gate structure without silicide in the source and drain 

surface. The self-aligned silicide process, as illustrated in Fig. 10.35, 

forms the silicide not only on the gate, but also on the source and 

drain areas. The self-align nature stems from the fact that the metal

Table 10.3. The resistivity of various metal disilicides, Si to metal con

sumption ratios, and each nm silicide formed per nm of metal consumed.

Silicide

Resistivity 

(fiQ cm)

nm of Si consumed/ 

nm of metal

Silicide formed/ 

metal

Ti-disilicide 13-17 2.51 2.51

Mo-disilicide 22-100 2.59

Ta-disilicide 8-45 2.21

W-disilicide 14-17 2.53

Co-disilicide 14-20 3.64 3.52

Ni-disilicide 40-50 1.83 2.34
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polycide gate

Fig. 10.34. A simplified process flow for polycide gate formation.

reacts with silicon, but not with oxide. Therefore the silicide can be 

formed selectively on gate, source, and drain areas. Although specific 

products may have different requirements, in general, tungsten poly

cide is used for technology nodes starting from 0.8 Jim and below. 

Beyond the 0.5-^m node, Ti-salicide is used; beyond 0.18 /xm, Co- 

salicide is becoming popular, and beyond 0.1 ^m, Ni-salicide is used.



M etallization and Silicidation 369

|  1st anneal 

|  un-reacted metal stripping 

|  2nd anneal

Fig. 10.35. The formation of self-aligned silicide, which forms only on silicon 

surface.

For applications in manufacturing lines, a good silicide should possess 

the following characteristics:

(a) Low resistances. With the cost and effort that is required to 

successfully add a layer of silicide in a device structure, the use of 

silicide should provide a resistance of about one order of magnitude 

lower than doped polysilicon or silicon.

(b) Compatible with subsequent processes in terms of thermal 

stability. Silicides have better thermal stability than aluminum,
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but still, the postsilioide processing temperatures should not exceed 

700°С without proper protections; otherwise, the silicides may 

degrade or peel off and cause contamination. On the other hand, sili

cide integrity may degrade, defeating the original purpose of using 

silicides. Integration work should take the potential degradation and 

other integration issues into account in cases such as ILD flow and 

annealing.

(c) Good etching characteristics. These characteristics refer to two 

issues. One issue is the etching of the silicide on polysilicon gate struc

ture such as tungsten polycide gates. In this case, the etching should 

be able to achieve a vertical profile for the dual-layer structure, as 

discussed earlier. On the other hand, for the source and drain areas, 

the silicide should be able to withstand the oxide etching without 

any silicide loss; otherwise, resistances will increase.

(d) Low junction leakages. Excessive salicide thickness or improper 

annealing may result in junction leakage. Furthermore, silicide metal 

atoms form deep trapping centers in the silicon bandgap, which will 

likely cause leakages. When dealing with silicide, the postsilicide pro

cesses must be carefully isolated to prevent the metal atoms or ions 

from penetrating into the silicon.

(e) Worthwhile in terms of increase in cost versus performance 

enhancement.

Ti-salicide is the most used salicide at present. To form the sali

cide, a layer of titanium is deposited on the gate structure by using 

metal sputtering techniques after the spacer is etched. The thickness 

of the deposited titanium is determined by the desired final sheet 

resistance of the silicide. The first RTA is conducted at temperatures 

ranging between 630°С and 700°C. The higher the temperature, the 

lower the sheet resistance will be, as indicated in Fig. 10.36. How

ever, at higher temperatures, the process is more prone to bridging 

between the gate, source, and drain, as indicated in Fig. 10.37. The 

reason for this is twofold. First, at higher temperatures, titanium 

can react with spacer oxide. Second, when titanium reacts with sil

icon to form silicide, the silicon is the diffuser. At higher temper

atures, silicon diffuses extensively along the spacer and reacts with
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Fig. 10.36. The silicide sheet resistances decrease with anneal temperature 

(Ti: 1000 A, 2nd anneal at 850°C, 20s).

titanium to form silicide on the spacer sidewall. Any residual amount 

of silicide formed on the spacer sidewall will cause either electrical 

shortage or reliability concerns. The bridge-free process window, as 

defined by a rectangle in the temperature-time domain, of the first 

anneal can be defined by conducting experimental studies on anneal
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Fig. 10.37. Bridging effect, the residual silicide on spacer, causes gate to be 

shorted to source/drain areas.
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Fig. 10.38. The process window defined by experiments for the bridge-free 

process.

times and temperatures, as illustrated in Fig. 10.38. Bridging can be 

minimized by using nitrogen anneal ambient, which results in TiN 

on top of silicide and TiN on top of oxide. TiN slows down the sili

con’s out-diffusion, thereby minimizing the bridging. With tungsten 

silicide deposition, any trace amounts of native oxide on the sili

con surface cause the depositing tungsten silicide to peel off. The
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titanium silicide formation process is more forgiving on the surface 

native oxide because titanium can snow plow the trace oxide; that 

is, it pushes the oxygen toward the bulk of silicide and titanium and 

leaves a clean interface for further silicidation. However, it is certain 

that excessive oxide retards the titanium silicide formation.

After the first anneal, any unreacted TiN can be selectively 

etched off using a ammonium hydroxide and hydrogen peroxide 

solution. This will result in titanium silicide of C49 phase on the 

gate, source, and drain areas. The C49 phase has a high resis

tivity (about 60-70/хП cm) and can be converted to a C54 phase 

with a second anneal. The C54 phase has a much lower resistivity 

(about 13-16 fxQ, cm). Figure 10.39 shows the sheet resistances of the 

TiSix as a function of the as-deposited titanium sheet resistance on 

different substrates. It can be observed that the sheet resistances 

vary slightly with substrate types as well. The salicide integrity can 

be degraded by excessive postsilicide thermal cycles such as the ILD 

or contact anneals. Figure 10.40 shows that the silicide resistance 

increases with increasing anneal temperatures and times. Basically, 

at temperatures higher than 900° С, the silicide integrity degrades, 

and it decomposes into silicon and silicide islands, and thereby the 

sheet resistance will increase.

The major drawback of using titanium silicide is associated with 

the technology scaling issue. As the underlying line width shrinks 

beyond 0.8 цm, the titanium silicide limitations will become appar

ent; sheet resistances will increase dramatically with the shrinking 

geometry, as indicated in Fig. 10.41. Furthermore, the formed sili

cide thicknesses are thinner at the edge compared to the center of 

the line. This is because silicon is the diffuser for the titanium silicide 

formation reaction, as shown in Fig. 10.42. At the edges, the sili

con supply is smaller when compared to the center; therefore the 

formed silicide is thinner at the edges. As the width gets smaller, 

the edge effect becomes more salient. As a result, the overall sheet 

resistance increases sharply as the line width shrinks. Observing this 

limitation, the industry started looking for alternatives to silicides 

with metal diffusers. With metals being the diffusers, as illustrated
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Fig. 10.39. The final sheet resistances of silicide increase with initial Ti sheet 

resistances (680°C/850 for 1st and 2nd anneals).

in Fig. 10.43, the silicidation reaction sees more abundant supply of 

metal on the edges. Therefore the edge effects disappear.

Co-salicide is the primary substitute for titanium silicide. This 

is mainly because Co-salicide provides no line width effects, and it 

requires a lower temperature for the salicidation reactions. It offers
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Fig. 10.42. For Ti-salicide formation, silicon is the diffuser. Silicon supply is 

less at the edges than at the center.
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Fig. 10.43. For Ni- or Co-salicide formation, metal is the diffuser. The formed 

silicide is thicker at the edges.

better etching selectivity with respect to oxide etching. It can better 

seal off the dopant’s out-diffusion since the dopant diffusivities are 

lower in CoSis than in TiSix or WSix. However, Co-salicide has a 

worse thermal stability than Ti-salicide. To form the Co-salicide, a 

layer of Co is sputtered on the gate and source-drain structure after 

spacer etching, similar to the Ti-salicide process. The first anneal 

is conducted at 550°С, which is a lower temperature than that for 

Ti-salicide. The unreacted Co is stripped off with a solution of phos

phoric, acetic, and nitric acids. This is followed by a second anneal, 

which is performed at about 690°C.

With technology advances, the junction depths continue to be 

made shallower, and the use of Ti- or Co-salicide will become
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unacceptable since they consume significant amounts of silicon from 

the underlying silicon surface. Table 10.3 shows the silicon consump

tion ratios for various silicides. Beyond 0 .1-/Ш1 technology with 150- 

to 100-nm junction depths, the formed silicide thickness without 

junction leakage for titanium and cobalt can be too thin to provide 

the needed sheet resistances. In comparison, Ni-salicide is a good 

alternative material. Furthermore, Ni-salicide can be formed at a 

much lower temperature (400°C) and with only a one-step anneal. 

This feature greatly reduces the thermal budget for the device forma

tion. Because of this characteristic, Ni-salicide seems to have gained 

increased popularity in technologies beyond 0.1 /zm.



PLANARIZATION AND CMP TECHNOLOGY

Chapter 11

In this chapter, we will introduce planarization technologies that 

essentially planarize wafer surface topography so as to facilitate the 

ensuing photolithography and etching processes.

Section 11.1 begins with an overall introduction to planariza

tion, and it differentiates ILD from IMD. ILD is further discussed 

in Section 11.2, with a primary focus on film composition, prop

erties, and postdeposition treatments. SOG is widely used for pla

narization in both ILD and IMD. It is the first material used for 

multimetal planarization processes. SOG material and process char

acterization are discussed thoroughly in Section 11.3. This is then fol

lowed by the introduction of IMD process and technology evolution in 

Section 11.4. CMP is considered the ultimate planarization technique 

to date. The CMP process, setup, and applications are discussed in 

Section 11.5. Finally, CMP modeling is illustrated in Section 11.6.

11.1. Introduction

In semiconductor manufacturing, planarization technology is a tech

nique used to planarize severe topography that results from the 

underlying layer structures. Why are we having severe topography 

problems as we continue to strive for ever-shrinking feature sizes? 

The reason is that oftentimes, the shrinkage paths in the horizontal 

dimensions are more aggressive than those in the vertical shrink

age paths. This is because the horizontal shrinkage renders designers 

with more gross dice per wafer and therefore lower cost. There is a 

tendency to push as much horizontal shrinkage as possible as long 

as the existing processing technology allows it. On the other hand,

ч «
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the reason for the slower shrinkage path in the vertical dimension 

is twofold. First, shrinking the vertical dimensions does not yield 

more dice per wafer. Second, the vertical dimensions directly relate 

to the layer thickness, either dielectric or conducting. Reducing the 

thickness will result in increased resistances of conducting layers (R) 

and capacitance (С ) of the dielectric layers; that is to say, the ver

tical shrinkage can degrade the circuit performance. This explains 

why pushing for ever-decreasing device geometries will result in ever- 

worsening topographies.

If severe topography is not planarized, it will cause several prob

lems in subsequent processes. First, the conducting layers’ resistance 

will increase. Imagine two metal lines that run between points A 

and B, as shown in Fig. 11.1. The one that has severe topography 

needs a longer metal line than the other; therefore a high metal resis

tance will result. Second, one is more prone to see metal stringers 

across topography after etching, as illustrated in Fig. 11.2. Third, 

the photoprinting on a highly nonplanarized surface will be out of 

focus. Optics theory dictates that each photolithographic process has

Fig. 11.1. Points A to В on a layout requires 

a poorly planarized surface.

longer metal line to connect on



380 Sem iconductor M anufacturing Technology

Fig. 11.2. Metal residues (stringers) are likely to form between two metal lines 

over severe topography.

a finite depth of focus (DOF). If the topography is so bad that the 

vertical step height difference between two contacts, lying at the top 

and bottom of the topography hills, is larger than the DOF latitude, 

as shown in Fig. 11.3, the contacts printed on wafers will not have 

the same dimensions. This will cause blind or mis-sized contacts.

Planarization technology must optimize the planarity of the 

topographies in terms of the extent of planarization, wafer yield, 

manufacturing cost, and circuit performance. Planarization is 

required in both ILD and IMD, as demonstrated in Fig. 11.4. ILD 

represents the dielectric layers between the polysilicon gate layer and 

the first metal layer; IMD represents the dielectric layer between two 

metal layers. There are two terms that are often used in the indus

try: local planarization and global planarization. The former refers 

to achieving planarity in local patterns, the latter, across patterns

---d l---

Fig. 11.3. The resist surface step height ДН must be smaller than the depth 

of focus to assure good-quality printing.



Planarization and CMP Technology
381

Fig. 11.4. Naming convention in semiconductor manufacturing. ILD: between 
gate and the first metal; IMD: between metals.

Fig. 11.5. Comparison between local and global planarization.

with different pitches over wide areas. The terms are differentiated 

in Fig. 11.5.

There are several approaches for measuring the planarity or the 

extent of planarization. Some approaches can be evaluated from mea

sures of SEM cross section, while others are related to electrical 

measurements. As shown in Fig. 11.6, with SEM, the extent of pla

narization can be evaluated from the following equation:

Extent of planarization

Ф = 1 (ил)
^before

where 6 represents the height difference. With the electrical tests, 

the first option is to measure the metal resistances across the
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topographies. The resistance of the metal line that runs between 

points A and В is proportional to the length, which will decrease 

with improved planarization, as illustrated in Fig. 11.1. The second 

option is to measure the resistance of the metal spacing. With a fixed 

etching process, the worse the topography, the higher the tendency 

to leave metal residues between metal lines will be. The metal resis

tance between two parallel metal runners will decrease with increas

ing metal residues.

11.2. Inter layer Dielectrics

ILD is the dielectrics stack between the polysilicon gate and the first- 

level metal layer. At this stage, the underlying device is formed, and 

therefore the thermal cycles that are required for ILD stack formation 

should be so low that it will not cause any further dopant diffusion, 

unless this was taken into account in the device engineering. The film 

stack should provide optimal planarization and cost-effectiveness at 

the designated technology node. The difficulty with planarization 

technology lies in the fact that few dielectric films render confor- 

mal step coverage. As a result, when filling a gap, a void tends to 

form as the film grows, as demonstrated in Fig. 11.7. The voids may 

trap moisture or chemicals, which can be squeezed out at subsequent
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Fig. 11.7. A void formed between two conducting lines due to poor step 
coverage of the dielectric film deposition.

thermal cycles, such as annealing or alloy, and it may cause contam

ination or reliability issues. A decent planarization scheme should 
leave no voids.

Over the years, ILD has evolved from PSG for technology of 

several microns to TEOS CMP for 0.13-^m technology and beyond. 

PSG is a phosphorous-doped silicon dioxide film that is deposited 

from the following reactions at temperatures below 500°C:

SiH4 + O2 — * Si02 + 2H2 /ц л\ 

4PH3 + 502 — > 2P205 + 6H2 . [ ' }

Although the step coverage of thermal PSG film is not good, the as- 

deposited films can be reflowed. Reflow is a process step in which the 

as-deposited film is heated to above its glass transition temperature, 

causing it to flow and to planarize the underlying topography. The 

PSG films contain P wt% of around 6-8; the reflow temperatures can 

be as high as 950°C to 1100°C, depending on the P wt%, as shown 

in Fig. 11.8. The flow angles decrease with increasing P wt%, reflow 

times, and reflow temperatures. The upper P wt% is limited by con

tact autodoping, as shown in Fig. 11.9; basically, the phosphorous 

atoms in the PSG on the contact sidewall out-diffuse downward to 

dope the silicon substrate, and thereby they affect the device char

acteristics. Another negative side effect of having too much P wt% 

in the film is that P may react with ambient moisture to form acids, 

which may corrode metal lines. To protect the underlying device from 

being degraded, usually, an undoped silicon oxide film is deposited 

underneath the PSG. The film stack (USG/PSG for ILD) is often
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Fig. 11.8. PSG of the as-deposited and post-reflow.

contact hole

Fig. 11.9. ILD with excessively doped PSG or BPSG can induce auto-doping.

used for technologies with feature sizes of larger than 2 \im; in this 

case, the polysilicon gate pitch is larger than 4 /im, with a gate stack 

height of over 5 kA. This structure can be reasonably planarized by 

using the PSG reflow process, despite the poor step coverage of as- 

deposited PSG.

As the design rule moves to 1.5/xm and smaller, the required 

reflow temperatures of PSG become intolerably high for the 

underlying device. Boro phospho silicate glass (BPSG) has turned 

out to be a good alternative by adding В into the PSG films:

SiH4 + 0 2 — > Si02 + 2H2 ,

4PH3 + 502 — » 2P20 5 -I- 6H2 , (11.3)

2B2H6 + 302 — ► 2B20 3 + 6H2 .
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The reaction takes place between 400°C and 450°C. The addition 

of В essentially lowers the flow temperatures further, to somewhere 

around 850°C-900°C; this means less thermal budget compared to 

PSG. Typically, the В percentage by weight is around 2-4 wt%, and 

the P percentage by weight is around 3-6%. The В wt% is limited 

by the fact that high В content causes the film to be hygroscopic, 

which results in crystal formation on the film surface. Again, to pre

vent autodoping effects, BPSG films are often deposited on top of 

an undoped silicon dioxide film. A typical ILD thickness combina

tion for 0.8-ytxm technology is about 8 kA of BPSG on top of 3 kA 

of undoped silicon dioxide. Too much dopant in the BPSG film can 

also cause the contact sidewall to bulge after contact anneal, as illus

trated in Fig. 11.10. The bulging leads to metal discontinuity in Al 

sputtering, causing contact failure. It has been found that a delay 

in ambient before sending the wafers into a flow furnace or dipping 

the as-deposited film into the DI water can convert the surface boron 

oxide into boron hydroxide; this will degrade the flow ability or flow

(1) contact profile after wet etching

(2) excessively  doped BPSG causes contact 
sidew all to bulge after reflow

(3) unacceptable metal film step coverage in a 
bulging contact

Fig. 11.10. Excessively doped BPSG causes a bulging contact sidewall and 

metal discontinuity in the contact.
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angles. Other factors, such as flow temperatures and time, can also 

affect the flow angles.

As device geometries shrink to about 0.6/jtrn, the narrow space 

between the two neighboring polysilicon gates becomes very difficult 

to fill with BPSG since the aspect ratio (the vertical height to hor

izontal space ratio) is larger than 1. Furthermore, the shorter gate 

length allows a smaller thermal budget, and only cycles lower than 

850sС are allowed for ILD flow. These two reasons drive the ILD 

to change from BPSG to BPTEOS, which is a TEOS oxide doped 

with boron and phosphorous. The reaction takes place at around 

450°С. BPTEOS has a better as-deposited step coverage, and the 

flow temperature can be as low as 750°C-850°C. BPTEOS ILD pro

vides excellent planarization for technologies around 0.5 /лт or so. 

Again, the issues of autodoping, bulging, and surface hygroscopicity 

set the upper limits for the В and P wt% in BPTEOS.

Some advanced processes employ silicide modules to improve the 

circuit speed: with silicide modules, the temperature cannot exceed 

750°С to retain the silicide integrity. In such circumstances, even 

the BPTEOS flow is considered too rigorous. A deposition-etch- 

deposition process can eliminate the flow thermal cycle. This process 

consists of PEOX or PETEOS deposition, followed by Ar sputtering, 

in which the sputtering rate is higher along the 45° angle. Therefore 

the overhang or cusp shape can be eliminated. Then a thick layer 

of the oxide is deposited on the top to form a very conformal final 

profile, as shown in Fig. 11.11. A very good planarization can be 

obtained by three cycles of deposition-etch-deposition to reach the 

final dielectric thickness. This approach can result in an even better 

planarization. The drawbacks of this approach are low throughput 

and relative high costs since several cycles of the deposition-etch- 

deposition and etchback processes are involved.

The extent of planarization on ILD propagates toward the back

end processes. In other words, a nonplanarized ILD can cause the 

first-level IMD planarization to be more difficult. This in turn will 

cause the second-level IMD to be even more difficult, and so on. 

Figure 11.12(a) illustrates an example of poor ILD planarization, 

while Fig. 11.12(b) shows an example of a better ILD planarization.
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| deposition

(b) the multiple dep-etch -dep  gives improved planarization

Fig. 11.11. Comparison between PEOX continuous deposition and dep-etch- 

dep approaches.

It is obvious from Fig. 11.12(b) that it is easier to perform planariza

tion at the second-level IMD. As device geometry migrates beyond 

0.5 /nm, multilevel metal structures, up to six or more metal levels, are 

often required. In such circumstances, a globally planarized ILD is 

often needed to ensure good planarization at the top IMD level. With 

such requirements and low thermal budget constraints, the chemi

cal mechanical polishing is employed. This is done by depositing a 

thick layer of BPTEOS and a light flow at low temperatures, such 

as 700°C-750°C. Flow at such a low temperature regime essentially 

aims at making the film denser, instead of reflowing the film. It is then
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Ш Ш  d

(a) poor ILD planarization (b) good ILD planarization
Fig. 11.12. T h e top ograp h  o f IL D  p ro p a g a tes up to  IM D .

followed by a chemical mechanical polishing process; the polished 

BPTEOS is then covered with a PETEOS layer to complete the ILD.

11.2.1. CM P and dummy patterns

Chemical mechanical polishing (CMP) achieves a global planariza

tion, but it has a relatively high manufacturing cost, and its polish

ing rates vary with the underlying pattern density. Adding dummy 

patterns further improves the local and global planarization tech

niques. Figure 11.13(a) shows an example of a local planarization 

technique, such as BPTEOS flow for different pattern densities. It

dummy patterns 
(b)

Fig. 11.13. Dummy pattern can be added to improve planarization.
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can be observed that even with BPTEOS flow, the planarization 

is localized. Figure 11.13(b) demonstrates that by adding dummy 

patterns, one can actually bring the pattern densities to about the 

same level, and a global planarization can be achieved with CMP 

on flowed BPTEOS. For example, for a memory product, the pol

ish rate on BPTEOS in the cell array (dense area) is slower than in 

the peripheral area (sparse area). This results in a height difference 

between the cell array and the peripheral areas. Therefore adding 

dummy patterns in the peripheral area is a great advantage in terms 

of achieving a more global planarization. Very likely, the CMP pro

cess, along with the addition of a dummy pattern technique, will be 

the ultimate global planarization technique.

11.3. Spin on Glass

Spin on glass (SOG) has been widely used for intermetal dielectrics 

of multilevel metal manufacturing technology, ranging from 1.2 to 

0.6 /mi. It is a silicon dioxide film that is formed by using the sol-gel 

technique. The sol-gel technique has been widely used for forming 

thin films and coatings, such as thin films in semiconductor manu

facturing and metal or ceramic coatings for various applications. In 

the case of SOG, an oxide precursor in alcohol and ketones is used. 

The solution is sprayed over a spinning disk or substrate surface. On 

being spun on the substrate surface, the sol-gel is transformed into 

an alcogel, an oxide network that condenses in the presence of sol

vent. The gel is then baked at elevated temperatures, ranging from 

250°C to 450°C, to drive out the solvents.

The baking leads to the formation of a hard and porous silicon 

oxide film. Significant volume and weight reduction are observed on 

baking, and yet the films remain adherent on the substrate surface. 

Most of the volume contraction occurs in the vertical dimension, as 

long as the film thickness is less than thousands of angstroms. The 

unique feature of the sol-gel technique is that the films can fill in 

narrow gaps over internal and external surfaces of complicated struc

tures. This is why the SOG technique is widely used in semiconductor 

back-end planarization.
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In view of the differences in precursor oxides, SOG materials 

can be primarily divided into two groups: the silicate and siloxane. 

The silicate SOG is made of Si(OH)4; the siloxane SOG is made of 

Si(OH)4_nRn. R stands for light alkyl groups. The spin-coating pro

cess setup consists of an exhaust hood to carry away the outgassing 

solvents and a spinning chuck, on which the wafer is held, as shown 

in Fig. 11.14. Oftentimes, the spinning chuck rotates at a few thou

sand rotations per minute. A proper coating process should consist 

of several steps with increasing chuck rotating speeds and increasing 

in situ baking temperatures. With a fixed solid content and viscosity 

of SOG material, the film thickness can be altered by changing the 

chuck spin speed.

SOG is primarily used for IMD planarization; the curing and 

baking temperatures are limited up to 450° С or so, and the cured 

films may contain significant amounts of silanol, Si-OH. The cured 

SOG tends to be hygroscopic. Owing to about 8% alkyl group con

tent in the siloxane SOG, the physical properties significantly differ 

from those of silicate, as illustrated in Table 11.1. After being placed 

in the ambient, the siloxane SOG absorbs less water than the sili

cate SOG. However, oxygen plasma-treated siloxane SOG tends to 

absorb a lot more moisture. The reason for this is that presumably,

Fig. 11.14. Schematic of a SOG spin-coating system.
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Table 11.1. Qualitative properties comparison 

of silicate and siloxane SOG.

Silicate Siloxane

Alkyl group No Yes
Stress High Low
Viscosity Low High

Thickness/coat Thin Thicker

Planarization Good Better
Prone to O2 plasma attack Fair More

the oxygen plasma damages the alkyl group and possibly burns the 

carbons in the film structure and thereby increases its porosity. The 

absorbed or adsorbed moisture, if not outgassed properly, can outgas 

at various subsequent stages, causing fatal effects in via structures, 

such as poisoned vias. The poisoned via means the via resistances 

are abnormally high and nonuniform.

During spin coating, the surface tension of the sol-gel pushes 

itself into the narrow gaps; however, to achieve a good planarization, 

oftentimes, more than a single coating is required. It is essential to 

have a proper cure between each coating process to ensure that the 

solvent is driven out as much as possible. If this is not done, the 

solvent can outgas at later stages and cause disastrous metal or oxide 

film delamination, in addition to poisoned via problems. The coated 

SOG films must be stored in dry nitrogen ambient, and the queue 

time should be as short as possible.

Both silicate and siloxane SOG are used in a sandwich struc

ture — undoped oxide layer/SOG/undoped oxide layer. The purpose 

of undoped oxide layers is twofold. First, they avoid direct contact of 

the SOG with metals, such as aluminum, since the residual solvent or 

moisture may corrode metals. Second, the undoped oxide layer func

tions as a stress buffer between the metal layers and the SOG mate

rial, especially during curing and baking, in which SOG undergoes 

significant volume shrink. It would have saved a lot of planarization 

efforts if the SOG material properties could be tailored such that 

the undoped oxide layer can be eliminated. So far, the industry has 

not been very successful in this aspect. For IMD applications, to
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maintain the underlying metal layer integrity, the postmetal process 

thermal cycles are often kept below 420°C for less than 30min. For 

device geometries larger than 0.35 \im, the IMD technology heavily 

relies on SOG.

11.4. Intermetal Dielectrics

The need for IMD technology arises from the use of more than one 

level of metals in a device. Any IMD technology needs to fulfill two 

requirements: One is to provide proper electrical isolation between 

metal lines, and the other is to provide proper planarization for ensu

ing metal layer processing. In early days, with double-level metal 

processes with geometries of larger than 1.5 дт, one thick PECVD 

oxide layer served the purpose because photolithography and etching 

requirements could be met for such large dimensions. As technology 

migrated to somewhere between 1.2 /im and 0.8 /Ш1, a planarization 

with SOG was often used. The silicate SOG is sandwiched between 

two PECVD silane-based oxides (PEOX). Oftentimes, two consecu

tive SOG coatings are needed to achieve good planarization. Each 

spin-coating process yields about 1000 A of oxide film and is followed 

by a high-temperature curing process to drive out the solvents. After 

the double-coating SOG has been completed, a thick layer of PEOX 

is deposited. Via holes can then be patterned and etched on the 

SOG sandwich so that the nth-layer metal can be connected to the 

(n + l)th layer.

Processes that use aluminum as the hole-filling metal require a 

wet-dry hole etching process to ensure good metal step coverage. 

Therefore the amount of wet etching must be optimized to achieve 

good metal step coverage and not to touch the SOG. Figure 11.15 

shows that the more we wet etch on the via hole, the better cup

shaped sidewalls will be, and hence better metal step coverages will 

be obtained. Nonetheless, the more we wet etch, the higher the prob

ability of SOG loss will be. This is due to the PEOX thickness and 

wet etch rate nonuniformity across wafers and wafer to wafer. Once 

the SOG is touched, the etchant will etch right through the bulk of 

SOG and create a hollow space; this is because the SOG wet etch
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top PEOX

wet etching attacks
SOG bulk, leaving empty space

Fig. 11.15. Via wet etching. Proper amount of wet etching should stop in the 

upper PEOX bulk (left); excessive wet etching causes wet etchants to attack the 
SOG, leaving hollow space (right).

rate is much faster than that of PEOX. The hollow space can cre

ate many contamination and reliability issues. On via hole opening, 

it is highly recommended that the wafers not be placed in ambient 

for too long. The reason for this recommendation is that the SOG 

after curing is a dry and porous material and can easily absorb the 

ambient moisture. The adsorbed moisture can then outgas during 

via hole metal sputtering, which is conducted under high vacuum,

< 10~6 Torr. As a result, poison vias can be observed. To minimize 

the possibility of outgassing, a bake in the furnace is often required 

prior to via hole metal sputtering. Table 11.2 illustrates a typical 

SOG planarization process flow.

With any given SOG planarization scheme, there are ways of 

achieving better planarization. First, tapered metal profiles can be

Table 11.2. SOG planarization process flow.

1. Bottom PEOX deposition (5kA)

2. SOG 1st coating (2 to 3 kA)
3. SOG baking (100°C-250°C for 2-4 min)

4. SOG 2nd coating (2-3 kA)

5. SOG baking
6. Top PEOX deposition (7 kA)
7. Via definition: photolithography and etching

8. SOG baking
9. Metal deposition
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used to improve the SOG filling results since it will cause the gap 

openings to open up further. This requires tapered metal etching; 

namely, the etching chemistry erodes the resist mask as the etch

ing proceeds. This can be achieved, but it is difficult to control in 

terms of metal dimensions, profiles, and stringers or residues. The 

second approach is to use a better step coverage bottom oxide layer, 

as indicated in Fig. 11.16. A better bottom oxide step coverage leads 

to better SOG planarization. The fourth approach is to use a thin

ner PEOX bottom layer, which effectively reduces the aspect ratios. 

Figure 11.17 illustrates that voids form in narrow metal spaces. With 

thicker bottoms or narrower metal spaces, it is more prone to form 

voids. The voids are indications of poor planarization and must be 

avoided to ensure good process and product reliability. The fourth 

approach is to form a spacer on the bottom PEOX with Ar sputtering 

etching or a spacer etching approach.

One can imagine that the thicker the SOG, the better the 

planarization results will be. However, with silicate SOG, unless 

triple coating is used, it is difficult to slow down the coater rotating 

speed to obtain a thick oxide. An alternative is to use siloxane SOG.

Fig. 11.16. The bottom oxide step coverage plays a critical role in SOG 

planarization.

Fig. 11.17. Poor SOG gap filling in narrow gaps, leading to void formation.
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With each coating, siloxane SOG provides approximately 1.6 times 

thicker oxides than silicate SOG does. A double-coating process can 

then be chosen to obtain thicker oxides. Curing after each coating is 

also required. A further improvement approach is to use triple coating 

of siloxane SOG with partial or full etchback. The partial etchback 

is used to partially etchback the SOG surface and not to touch the 

bottom PEOX, which leaves some SOG on the via sidewall. On the 

other hand, the full etchback stops at the bottom PEOX surface and 

leaves nearly no SOG on the via sidewall; therefore the poison via 

concerns are alleviated.

The most difficult part of the siloxane SOG process is how to 

ensure good quality for the deep via. This is shown in Fig. 11.18, in 

which the via is located between two polyrunners that form a deep 

valley. Deep vias tend to have more SOG on the sidewall. During via 

etching, if oxygen plasma is used in the course of via etching (e.g., 

the resist striping), the sidewall SOG will be attacked and cause the 

sidewall SOG to recede. The hollow space traps the residual poly

mers or solvents and leads to poisoned vias. One of the most impor

tant electrical measurements for SOG planarization is to measure a 

large number of via chain resistances and take the mean value and 

deviation of the resistances. Good-quality vias should have both low 

average via resistances and small deviations. The deviation is some

times a good indication of via sidewall SOG outgassing. With the 

use of SOG, caution should be taken with the product reliability. 

Owing to the porous structure of the cured SOG, moisture can zip 

through the bulk of SOG rather quickly. The reliability tests, such 

as temperature humidity bias tests (THB) and pressure cook tests 

(PCT), have severe moisture ambient at elevated temperatures and 

can fail the parts if the SOG process is not optimized. Moisture can

SOG

Fig. 11.18. Deep via has thick SOG on the via sidewall.
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Fig. 11.19. Moisture diffuses into the circuit through the SOG sidewall to land 

on TiN, the top layer of the first metal, and leads to metal corrosion.

penetrate from the fuse opening into the SOG bulk and land on the 

TiN layer (the ARC layer of a metal line). This can cause TiN cor

rosion and therefore reliability failures, as shown in Fig. 11.19. In 

such circumstances, either the SOG full etchback process is needed 

to cut off the moisture diffusion channels, or the fuse window must 

be sealed against the moisture.

Beyond 0.25-дт technology, SOG IMD planarization becomes 

inappropriate for several reasons. First, W-plug is used; the IMD sur

face needs to be very planar for the deposited W-film to be residue- 

free after etchback or polishing. Second, more than four- or five-level 

metal schemes are required, and the poor SOG planarity can accumu

late up to the top levels of the metals. There are different dielectrics 

that can be used to replace SOG for the IMD oxides; however, they 

must have one thing in common: their deposition temperatures must 

be below 400°C. PETEOS or PEOX oxide can be deposited with 

a few cycles of deposition-etch-deposition to obtain good gap filling; 

this is followed by a thick layer deposition. The stack is then polished 

back with CMP to obtain a global planarization. Via holes are then
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patterned and etched anisotropically to form vertical via sidewalls for 

W-deposition. Various oxide schemes, such as HDPCVD or SACVD 

oxides, can be used due to their good gap-filling capability.

11.4.1. Planarization for passivation

The final step in making a device is to cover the device with a protec

tion layer (passivation layer). Passivation often consists of a double

layer structure, PEOX/PESiN, with a total thickness of over 10 KA. 

The bottom oxide is used as the stress buffer, while the nitride is 

the real diffusion barrier. PECVD films often do not provide good 

step coverage; therefore, with a fixed PEOX/PESiN thickness, as the 

design rules shrink, two things can happen: one possibility is that 

the overhangs on two neighboring metals may touch each other; the 

other possibility is that the corners of the nitride film may crack, as 

shown in Fig. 11.20. When the two overhangs touch each other, the 

metal space becomes an enclosed space with openings at both ends. 

These spaces can trap solvents or water during wet cleaning and can 

squeeze them out during the subsequent annealing or alloying steps, 

which can lead to serious contamination. The problem can be solved 

by either thinning down the passivation layer (especially the PEOX 

layer or the top metal layer’s thickness) or by applying SOG between 

PEOX and PESiN. Of course, the manufacturing cost is increased by 

adding SOG.

Fig. 11.20. PEOX/PESiN dual passivation can form an enclosed channel along 

metal lines.
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11.5. Introduction to Chemical Mechanical Polishing 
and Its Applications

11.5.1. Introduction to CMP

CMP is a process that removes material from the wafer surface by 

means of synergistic chemical and mechanical actions. During pol

ishing, as shown in Fig. 11.21, the wafer is held by a wafer holder 

and is pressed against a polishing pad on top of a platen. Pressure 

is exerted pneumatically to the back of the wafer. Both the wafer 

holder and polishing pad are set to rotate in the same direction. 

Slurry, which is composed of abrasive particles, deionized water, and 

chemicals, is continuously supplied to the center of the polishing pad. 

The slurry spreads and flows centrifugally as the pad rotates. The 

polishing pad is periodically conditioned with a diamond head to 

create microscratches on the pad to maintain constant and uniform 

polishing rates. Unlike grinding, CMP removes materials with chemi

cal and mechanical actions taking place alternately and continuously. 

The wafer surface is first chemically altered (either with hydration or 

oxidation) by the slurry with the presence of pressure or heating from 

the pad mechanical forces. The altered surface layer is then removed 

by both chemically dissolving the slurry and mechanically dislodg

ing it from the surface. With typical wafer CMP conditions, there 

is barely any material removed if only either chemical or mechanical 

action takes place; they work synergistically.

The polishing pad is most commonly made of organic materials 

such as polyurethane. It must be flexible and porous so that the pad 

surface can flex into the deep-lying surface and the slurry can channel

slurry conditioner

wafer cQrriAr

a *
* — pad 

platen

Fig. 11.21. Schematic of a chemical mechanical polishing system.
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through the pad surface and reach the wafer surface, as illustrated in 

Fig. 11.22. In addition to the porosity and roughness, the pad surface 

has a few deeper trenches (tracks) that form concentric circles to 

facilitate the flow of the slurry in and out of the wafer surface being 

polished, as shown in Fig. 11.23. Its surface is rough, instead of being 

smooth. The roughness increases the contact surface area between 

the abrasive particles and the pad surface. The hardness of the pad 

can be altered during organic pad materials synthesis. A hard pad 

provides a good short-range planarity, but it is more prone to create 

scratches on the wafer surface. A soft pad surface allows it to easily 

flex in the deep-lying surface and results in a long-range planarity. 

The wafer is backed by a hard pad, or a carrier film, behind which 

the polish pressure is exerted. The wafer is fixed with a retention ring 

around the wafer’s edge. The wafer without the carrier film tends to 

result in faster wafer edge polishing rates due to the bending force of 

the pad. By adjusting the carrier film and the polishing pad, uniform 

wafer polish rates can be achieved.

The system is equipped with a conditioner alongside the pad 

surface, which is allowed to pivot on the pad surface to create

Fig. 11.23. Perforated pad surface for slurry to channel through.
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microscratches on the pad surface to facilitate the delivery of slurry 

to the wafer surface. The head of the conditioner is cast with hard 

materials such as diamond or zirconium clusters. The pad surface 

conditions are critical to polish removal rates and uniformity. There

fore the polish pad must be continuously conditioned as polishing 

proceeds. Inadequate or no conditioning can lead to poor polishing 

rates and uniformities. This results from the fact that the pad surface 

pores or perforations are clogged by the slurry. As the pores on the 

pad surface are clogged, they lose the capability of channeling the 

slurry evenly to the wafer surface; as a result, the wafer polishing 

rates and stability are degraded. Furthermore, a used and noncondi

tioned pad can be heavily contaminated by cations and anions that 

result from polishing residues. The pad characteristics, such as poros

ity and hardness, are unique to a specific polishing process. They 

must be carefully selected and maintained to meet specific require

ments.

Polishing slurries are water based, and they contain abrasive par

ticles, oxidizing agents, and buffer agents for controlling the solution’s 

pH values. In manufacturing, oxide and its derivatives are mostly 

polished in an alkaline solution with silica abrasive particles, while 

metal systems are polished in an acidic solution with alumina abra

sive particles. The particle contents vary according to different pro

cess requirements, ranging from 5% to 20%. The abrasive particles 

undergo linear and rotational motions in the shear flow between the 

pad and wafer surfaces; therefore they assist in the dissolution of the 

chemically altered surface material in CMP. The polish rates increase 

with increasing solid contents and can be expressed as

%  = 1 + arwCp , (11.4)

where Rp represents the polish rate with abrasive particles, R is the 

polish rate without abrasive particles, a is the proportional constant, 

rw is the average shear stress on the wafer surface due to slurry, 

and Cp(wt%) is the abrasive particle concentrations. The constant a 

can be derived from the slope if the CMP operating conditions are 

known. Unlike grinding, which uses macroscopic particles to remove
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the surface material via crack propagation, CMP uses atomic-scale 

fine particles via bond breaking.

In CMP slurry, the particles tend to aggregate to various extents, 

depending on the slurry conditions such as pH values or concentra

tions. The aggregate sizes range from tens to hundreds of nanometers. 

Generally, larger particles result in higher polish rates. A uniform 

particle size distribution has proven to result in fewer scratches on 

the wafer surface during CMP. The shapes of the particles are crit

ical parameters in CMP. The spherical particles tend to display a 

rolling contact mode between the pad and wafer surface. Arbitrarily 

shaped particles tend to display a sliding mode and thus introduce 

defects. Furthermore, the spherical particles result in two to three 

times lower polishing rates than nodular-shaped particles do.

For CMP, the chemically altered surface layer is removed via dis

solution or via abrasive particles actions. To obtain a good post-CMP 

planarity, the dissolution must be deliberately suppressed, leaving 

relatively high-lying features to be removed via polishing actions. 

This is because the dissolution is nonselective for either high- or low- 

lying feature surfaces, but the polishing is selective, if the pad has a 

proper hardness.

11.5.2. CMP application

A wafer manufacturing technology migrates beyond 0.13 fim, CMP is 

widely used to remove or planarize back-end layers, mainly because 

it provides good global planarization.

11.5.2.1. Oxide CMP

Oxide CMP is most frequently used in advanced device manufactur

ing, including shallow trench isolation, and for each layer of ILD and 

IMD planarization. Oxide CMP is normally conducted in an alkaline 

solution with abrasive silica particles. Regardless of various doped 

oxides, the basic polishing principles are similar. Material removal in 

oxide CMP involves two steps. The silicon oxide surface and abra

sive particles’ surface are first hydrated and heated. Water molecules
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slurry particles

SiO  2 +2H  20  —Si(O H )4 
converted layer

Fig. 11.24. Chemical and mechanical changes during oxide CMP.

come into contact and penetrate into the surface oxide layer, and 

they convert the surface Si02 into SiOH, as shown in Fig. 11.24:

Si02 + 2H20 — > Si(OH)4 . (11.5)

During CMP, as the pad and abrasive particles move against the 

wafer surface, a significant amount of heat is generated due to 

the friction between the abrasive particles and the wafer surface. 

Because the abrasive particles have a much higher overall surface 

area for the generated heat conduction compared to the wafer sur

face, the wafer surface is heated up. The heating effect further 

softens the hydrated surface and causes it to undergo plastic defor

mation. The surface SiOH bonds are then broken, and the molecules 

are removed by the plowing effects of the abrasive particles. It should 

be noted that whether the particles’ plowing effect will result in sur

face material removal depends on whether the particles’ shear force 

is larger than the surface bonding energy. It has been shown that 

the rate of oxide removal without the presence of water is signifi

cantly reduced. Furthermore, the rate of removal increases with the 

contents of the abrasive particles because the more abrasive parti

cles are present, the more friction heat will be generated, and the 

more wafer surface heating will result. The higher the pH value of 

the solution (i.e., more hydroxyl ions in the solution), the higher the 

polish rates will be. This is partly due to hydroxylation and partly 

due to dissolution of silicate molecules.
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The oxide polish rates depend on the film density or hardness; 

the thermal oxide polish rate is slower than the PECVD oxide polish 

rate. On the other hand, silicon nitride is harder than oxide, and 

the removal rate is even slower. Dopants tend to affect the polish 

rates as well. Similar to wet etching, the BPSG polish rates increase 

with increasing overall dopant concentration in BPSG. However, the 

polish rates 011 oxide with organic dopants tend to decrease with 

increasing organic dopant level.

Application of CMP to shallow trench isolation, STI, is shown in 

Fig. 11.25, in which the silicon surface is covered with a silicon oxide- 

nitride double layer. Pholithography and etching are carried out to 

pattern the trenches, followed by an oxidation to round off the sharp 

corners. The trenches are then filled with a CVD oxide layer, and 

CMP is conducted to smooth the surface. Owing to the fact that the 

nitride polish rate is a lot slower than the oxide layer and that the 

pad may flex into the trench oxide surface, a severe dishing effect may 

be observed. Greater dishing effect is seen in the dense pattern areas 

due to loading effects. Once the dishing effect is seen, it is difficult to 

achieve good surface planarity. A two-step approach can be employed 

to achieve good planarity: first, oxide CMP is used to gain a planar 

surface after removing a layer of oxide; then, the process is switched 

to a plasma isotropic etching to stop on the nitride surface.

11.5.2.2. Tungsten CMP

Application of tungsten is often accompanied by a tungsten etch

back or tungsten CMP process. Typically, hole patterns are defined 

on the oxide layer; this is followed by Ti/TiN glue layer deposi

tion through sputtering or CVD. Then, blanket tungsten that is 

thicker than one half of the hole width is deposited. The blanket 

tungsten is then etched back to the oxide surface, leaving W-plugs 

in the holes. Figure 11.26 shows the process flow. Tungsten CMP 

is often used in lieu of the etchback process in advanced device 

manufacturing because the plug recess and local step height can 

be mitigated using the CMP process. Furthermore, the CMP pro

cess offers potentially higher yields and lower cost compared to
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___ nitride
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| etching

| resist strip

| oxidation

I— nitride 
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j CVD oxide filling
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Fig. 11.25. CMP for shallow trench isolation.
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contact defined

TI and TiN deposition

W-CVD 

-Ti/TiN barrier

WCMP 

Ti/TiN CMP

W

Fig. 11.26. CMP for W-plug formation.

the conventional tungsten etchback process. Tungsten CMP is often 

conducted in an acidic solution with alumina abrasive particles. 

Oxidants, such as potassium iodate, ferric nitrate, or hydrogen per

oxide, can be used as well. During CMP, tungsten is oxidized with 

oxidants:

W -2  ̂WOx (11.6)

WOx ^ W O n . (11.7)

The initial oxide is then converted to the final oxide form, which is 

in turn subject to dissolution and mechanical abrasion:

Wbulk + WOn — * WOn,aq + W (11.8)

Wtuik + WO„ WO„,aq + W . (11.9)

The first reaction represents the oxide dissolution. The second reac

tion represents the oxide being removed via abrasion. Both leave the
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tungsten surface refreshed for further oxidation. The cycle repeats 

continuously, until the underlying material surface emerges. For tung

sten CMP, an overpolish step is often required to completely remove 

the glue layers. Caution should be taken as excessive overpolishing 

can result in plug recess. An oxide buff can be carried out to eliminate 

the excessive recess.

11.5.2.3. Copper CMP

Unlike conventional metal interconnects, copper lines are processed 

with CMP and damascene structures due to the fact that copper 

is not plasma etchable. The damascene structure starts out with an 

oxide layer with trenches. The barrier layer TaN/Ta is first deposited. 

Then, the wafer is subject to an electroplating process to coat a Cu 

layer on the top. Polishing of Cu can be carried out by using alumina 

or silica acidic slurries, with hydrogen peroxide as the oxidant. Potas

sium hydrogen phthalate salt can be used as the buffer if the pH is 

kept at 4.0. During the CMP process, Cu first undergoes mechani

cally enhanced oxidation with copper hydroxide, which can be fur

ther converted to copper oxide in high-peroxide slurry. Both copper 

hydroxide and copper oxide can dissolve into the slurry by forming 

a copper phthalate complex:

C u  ox+H20 } C u (0 H )2 >

Cu(0H)2 ^ U C u 0  + H2O , (n l0 )

Cu(OH)2 + RCOO- — » Cu+2 (phthalate complex),

CuO 4- RCOO~ — * Cu+2 (phthalate complex).

The oxides can be mechanically removed by using abrasion as well. 

Table 11.3 shows that the copper removal rates vary with different 

slurries with alumina and silica acidic solutions. The barrier layer, 

Та or TaN, is harder than Cu; significant overpolishing is required 

to clear the barrier layer. However, as expected and illustrated in 

Fig. 11.27, dishing, erosion, and spacer rounding can result in dense 

areas due to overpolishing. The time needed to planarize a struc

ture depends on the distribution of pattern densities on the wafer.
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Table 11.3. Various types of slurries for Cu CMP. 

Additive is added to reduce the etch rate. Etch rate 

is done by immersing samples in the chemical without 
mechanical polishing.

Slurry pH

Particle size 

(nm)

Etch rate 

(nm/min)

Removal rate 

(nm/min)

Ai 4.0 Alumina (320) 10.2 585-1109
a 2 3.6 Alumina (320) 26.6 552-948
s, 3.5 Silica (90) 33.1 496-131
S2 3.9 Silica (90) 2.3 156-367

I CMP

Fig. 11.27. In Cu, CMP, dishing may occur in dense areas during overpolishing.

This is because the applied pressure sensed by the high pattern den

sity area is actually higher compared to the applied pressure in the 

low pattern density area; therefore the polishing rate is faster. Conse

quently, a certain amount of overpolishing is required to form perfect 

isolated Cu lines. The patterned underlying oxide erodes faster than 

the unpatterned underlying oxide; therefore overpolishing causes seri

ous erosion and dishing. For Cu CMP, corrosions are found in the Та 

and Cu, and they are more severe in the low pattern density areas. A 

passivating agent, BTA (1-H-benzotriazole), can be added to avoid 

corrosion. The side effect of adding BTA is that it slows down the 

polishing rates.
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The CMP local polish rates vary according to the underlying 

local pattern densities. The difference in polish rates is the result of 

effective applied pressure that is exerted on the local wafer surface. 

This is compounded by the fact that the pad surface is flexible and 

can bend along the step height and reach the low-lying surfaces. As 

a result, a step height still exists due to local pattern density varia

tions, as indicated in Fig. 11.28. This step height can cause signifi

cant CD variations across the step due to the swing effect or notching 

(strong reflected light from the sloped surface), or it can diminish the 

common DOF window across the steps. Global planarization can be 

achieved only if caution is taken in minimizing the underlying pat

tern density variations. Various approaches have been taken in this 

regard. First, as illustrated in Fig. 11.29(a), before CMP commences, 

a reverse tone mask can be generated to partly etch off the overbur

den over the flat-lying areas to even out the overburden distribution 

across the wafer. Second, as also illustrated in Fig. 11.29(b), dummy 

patterns can be added to less dense pattern areas in the underlying 

patterns to achieve a pseudo-uniform pattern density distribution 

across the wafer.
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reverse tone mi у trenches(b)

'  dummy trench

Fig. 11.29. Approaches to reduce step height due to underlying pattern density 

difference by (a) using a reverse tone mask and (b) adding dummy trenches.

11.6. CMP Modeling

Preston’s equation is an empirical equation and has been used fre

quently to model the CMP process. Preston’s equation correlates the 

applied pressure and linear velocity to the polishing material removal

where Rp is the material removal rate, P is the applied pressure from 

the rotating pad to the wafer, and V is the linear velocity of the wafer 

relative to the pad surface. The equation accounts for the mechanical 

abrasive actions through P and V and lumps all the chemical inter

actions into the proportional constant, k. Any operating parameter 

changes other than applied pressure or wafer rotating speed must be 

accounted for with different values of k. One of the refinements of 

Preston’s equation is to take the shear stress of the fluid between the 

wafer and pad surface into account. This results in the CMP material 

removal rate being proportional to (PV )0 5:

rates:

Rp = kPV ,

Лр = k'(PV)0-5. (11.12)
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Preston’s equation states no information regarding species’ concen

trations or polishing rate distributions across a wafer surface. To find 

this information, a microscopic model, including momentum, energy, 

and mass transfer equations, is needed. With proper assumptions on 

the boundary conditions, the model can be solved for the species 

concentration profiles across the region of interest. From the con

centration profile, one can evaluate the mass flux at the surface to 

obtain the material removal rate.



Chapter 12 

COPPER AND LOW-fc

The evolution of the semiconductor industry has been striving for 

ever-increasing packing density, higher speed, and lower cost. Contin

uing with shrinking the feature sizes seem to be the main theme. This 

chapter explains how the back-end processes have to change to cope 

with the ever-shrinking technology. We will focus on metallization 

and the dielectric materials. These two subjects coupled with CMP 

form the state-of-the-art back-end processes for modern device man

ufacturing. Section 12.1 provides an overview of why the metal and 

dielectric materials need to be changed as the technology advances. 

Section 12.2 illustrates the Cu electroplating as well as the needed 

module processes. It then continues with the explanation of various 

low-A; dielectrics and their associated processes in Section 12.3. To 

integrate the Cu and low-A; materials is not an easy task. Section 12.4 

completes this chapter by addressing several integration issues.

12.1. Back-End Processes

Let us review the signal propagation in a device. Signals are carried 

by the moving electrons in conducting lines. All materials have finite 

resistances to the moving electrons:

where R is the resistance of a conducting line with a length of L 

and cross-sectional area of A, as shown in Fig. 12.1. In addition, the

411
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R= PL

Fig. 12.1. The resistance of a conducting line is proportional to its resistivity 

and length and inversely proportional to its area.

Лор metal

С»

Line 2 Line 1

bottom metal
(b)

Fig. 12.2. (a) Signals propagating along a conducting line are slowed down by 

a neighboring line and (b) parasitic capacitors are seen among conducting line.

capacitance of a pair of capacitor plates is represented by C, and

where e is the permittivity of the medium, A is the cross-sectional 

area of the plates, and d represents the separation of the plates. In a 

device, signal propagations in a conducting line, as shown in Fig. 12.2, 

are slowed down by the neighboring conducting lines through RC  

coupling. R is the resistance of the conducting lines, and С  is the 

capacitance of the capacitor resulting from the dielectric film between 

the conducting lines. The RC delay of a conduction line due to its 

four neighboring lines can be expressed as

/ 4  L2 4L2\ 
RC = 2pke0 ( j j r  + (12 .3 )
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where p is the horizontal pitch, which is the sum of the line width 

and space, t is the vertical pitch, and к is the dielectric constant 

of the dielectric material that separates the conducting lines. Now, 

let us consider a device with an input V\n and an output Vout- The 

V̂ ut signal will increase with a time delay after Ип increases. It takes 

some time for Vout to reach the maximum value, as expressed by

V0 =  Vo,max (1  - exp . (12.4)

Obviously, the larger the RC value is, the longer it will take for 

V̂ ut to reach the maximum value. R and С are the lumped resistance 

and capacitance of the device, respectively. Now, as the technology 

shrinks, the feature sizes, p and t, are all scaled down by a factor of Л; 

as a result, the RC delay will increase, which will somewhat compen

sate the speed improvement due to transistor shrink. There are a cou

ple of approaches to solve these issues. One approach involves using 

a hierarchical design that takes critical time paths and puts them on 

another metal layer with larger and thicker metals. This approach 

has been practiced in circuit design. Figure 12.3 demonstrates the 

trend of metal layer number with technology nodes. Increasing the 

metal layer number solves the speed issue but adds extra cost due to

•<— Technology

Fig. 12.3. The number of metal wires increases with advancing technology.
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an increase in process steps and yield loss. Recently, a more effective 

approach has been introduced to volume production: to change the 

dielectric constants of dielectric materials and the resistivities of the 

conducting materials. Both к (dielectric constant) and p (resistivity) 

are reduced by changing the materials. Table 12.1 shows the dielec

tric constants and resistivities for various materials. The resistivity 

of copper is nearly one half that of aluminum. Figure 12.4 shows the 

clock frequency of a microprocessor as a function of each technology 

feature size and interconnect technology. The frequency increases

Table 12.1. Resistivity and dielectric 

constant of various materials.

Resistivity k-v alues

AlCu 3.3 (/LtQcm) —

Cu 1.8 —

Si02 4.2

F-doped 3.6

Organic low-k 2.8

C-doped 2.5-3.0

Porous silica 1.8-2.5

Technology (nm) --------- ►

Fig. 12.4. Clock frequency achieved by a processor chip with different back-end 

structures.
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with shrinking technology primarily due to the transistor current 

increases. Furthermore, the highest frequency is achieved with a com

bination of copper and low-k dielectrics. The lowest frequency results 

from using conventional oxide and aluminum structures. There are 

a large spectrum of dielectric materials that can be used to replace 

silicon oxide; however, copper seems to be the most accepted con

ducting material substitute. The use of copper also makes it possible 

for a device to have fewer conducting layers.

12.2. Cu Wiring

A low resistivity is not the only reason for replacing aluminum with 

copper. Cu is a superior conducting material not only in terms of 

lower resistivity, but also in terms of better reliability, better gap 

filling capability, and lower cost. Although the resistivity of Cu is 

slightly higher than that of Ag, it has only about 60% of Al’s resis

tivity. The electromigration resistance of Cu is better than those of 

Ag and AL Figure 12.5 shows the electromigration failures of Cu and

Lifet ime(WX), (sec)

Fig. 12.5. Electromigration performance comparison between AlCu and Cu 

interconnects.
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Al lines over time. The failure is defined as the increase in line resis

tance by a certain percentage, such as 30% or 50%. It can be clearly 

observed that the electromigration resistance of Cu is much better 

than that of Al. However, Cu is prone to corrosion due to the lack of 

self-passivated oxide. Fundamentally, the oxidant, such as moisture 

or oxygen, readily diffuses through the copper oxide that is formed 

on the surface; it reaches the fresh Cu surface and further oxidizes 

it. Aluminum oxide, on the other hand, performs much better in this 

aspect. As a result, unlike the Al process, the Cu line must be sur

rounded by inert materials such as silicon nitride or tantalum nitride 

films, the barrier layers.

Copper does not have a volatile compound at low temperature; 

therefore Cu is not plasma-etchable at low temperature. Cu is often 

employed in manufacturing in conjunction with CMP and damascene 

processes, in contrast with conventional etching processes for Al. 

Figure 12.6 illustrates the difference between the two. During conven

tional etching processes, Al is deposited onto an oxide surface with 

etched contact or via holes. Lithography is used to create patterns 

in the metal lines; chlorine-containing plasma is then used to etch 

the Al layer into the conducting lines. This is done differently for 

damascene processes, where the oxide is patterned and etched first, 

and then the Cu is deposited to fill up the trench. The excessive Cu 

is then polished to be removed. Another alternative is the dual dam

ascene process, in which via and trench are etched consecutively. It 

is believed that the Cu dual damascene process is more cost-effective 

because there are less process steps.

1 2 .2 .1 . The barrier layer for copper

Similar to the barriers for aluminum, the barriers for Cu pre

vent the Cu from diffusing into the silicon substrate that forms 

Cu3Si and causes device failure. Several factors, such as film thick

ness, microstructure, density, and defects, can significantly affect 

the barrier properties. In general, amorphous films are better than 

crystalline films; the smaller the grain sizes, the better the barrier 

properties will be. It is also apparent that the thicker the film is,
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Fig. 12.6. Comparing (a) Al etching with (b) Cu damascence process.

the better the barrier properties will be. The grain boundaries of a 

columnar polycrystalline structure tend to render fast diffusion paths 

for Cu diffusion. A dense film provides better barrier properties than 

a porous film. Defects such as voids, pinholes, or microcracks in the 

barrier film degrade the barrier’s performance. Table 12.2 shows var

ious barrier layers and their resistivities. Annealing is often used 

to evaluate the barrier’s performance. Cu barrier samples are first 

annealed and inspected. Transmission electron microscope (ТЕМ) 

can be used to check the boundary between copper and the barrier 

layer. For a poor barrier, the as-deposited film structure has a well- 

defined boundary; however, the annealed structure tends to have Cu
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Table 12.2. Resistivity of various Cu barriers.

Diffusion barrier Resistivity cm)

Та 15 (bcc)

TaN (40% Та, 60% N) 910 (fee)

Ta(O) (58% Та, 32% 0) 370 (amorphous)

Та (N, 0) (80% Та, 17% N, 3% 0) 250 (amorphous)

Fig. 12.7. ТЕМ images of Cu/20nm beta-Ta/Si: (a) as-deposited and (b) after 

600°C/lh anneal, Cu penetrates through the barrier (Stavrev et al., 1999).

diffusing through the barrier and into the underlying silicon sub

strate. The penetrating phenomenon increases with increased anneal 

temperature and time. Figure 12.7 shows that for an as-deposited 

structure, a clearly defined boundary can be observed for Та with 

respect to Cu and Si. But the annealed structure shows that the 

boundary is smeared, and Cu precipitates are seen in Si.

There have been several barrier candidates studied in literature. 

In view of various barrier requirements and commercial availability, 

the Ta/TaN bilayer is widely used in volume production to form 

a TaN/Ta/Cu structure, with Та on the Cu side for adhesion and 

TaN on the dielectrics side for preventing corrosion. Both layers can 

be deposited with IMP PVD systems. TaN is obtained by adding 

nitrogen to the plasma. TaN films with various stochiometries can
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be obtained by varying the nitrogen flow rates to the plasma system. 

During the deposition, increases in the nitrogen flow rate give N-rich 

TaN, a higher-resistivity film with higher resistance to corrosion.

12.2.2. The copper seed layer

Before bulk Cu deposition, a thin Cu seed layer is required; this seed 

layer dictates the film structure and step coverage of the ensuing 

Cu bulk grown with electro chemical deposition (ECD). In addition, 

it functions as an electrode during ECD. Discontinuity of the seed 

Cu layer induces voids in Cu ECD. Prom an electromigration view

point, a (111) texture is preferred to achieve better performance. A 

strong (lll)-oriented bulk Cu can be grown on a (111) seed layer. 

Cu seed layer has a strong heteroepitaxial growth relationship with 

the underlying Та. It is also critical that the barrier and seed layer 

depositions be carried out in a clustered tool without vacuum break. 

Processes with an in situ and vacuum break between the barrier and 

seed Cu film depositions show drastically different Cu textures. The 

difference is likely due to oxidation on the barrier surface. Figure 12.8

Ta/TaN barrier

in out

Fig. 12.8. Schematic of a clustered tool for preparing wafers for copper ECD.
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shows a clustered tool that can handle degassing, precleaning, and 

barrier and Cu seed layer sputtering without breaking the system 

vacuum.

12.2.3. The bulk copper growth

The bulk Cu deposition can be done with MOCVD, PVD, or 

ECD. MOCVD has been proposed for CVD copper deposition using 

Cu (hfac)(tmvs) as the precursor:

2Cu(hfac)(tmvs) 150 C-> Cu + Cu(hfac)2 + 2(tmvs), (12.5)

where Cu(hfac)(tmvs) stands for copper (I) hexafluoroacetylaceto- 

nate dihydrate, trimethylvinylsilane, as shown in Fig. 12.9. Both 

CVD and ECD Cu show similar (111) textures, but the grain size 

of the CVD Cu is smaller than that of ECD Cu. Therefore, as illus

trated in Fig. 12.10, the CVD Cu shows inferior electromigration 

performance compared to ECD Cu. ECD Cu is the most accepted 

production approach for Cu films due to its superior step coverage 

capability and film quality as well as cost-effectiveness.

There are two types of ECDs: electrode-less deposition and elec

troplating deposition. Electrode-less deposition is a metal deposition 

process in which a reducing agent is added to a solution that contains 

the metal ions to reduce the metal ions and form metal deposits on a 

catalyzed or noncatalyzed surface. On the other hand, electroplating 

deposition is a process of passing electrical currents, as a result of

CFj

\

с =  Ov

/ \

H2c Cu

\ /
с =  0

/

CF3

CH2 

II
CH 
I
Si(CH3>

Fig. 12.9. The molecular structure of Cu(hfac)(tmvs).
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Temperature — ►

Fig. 12.10. Comparison of electromigration time to failure between CVD and 

ECD copper.

imposing voltage across two electrodes, through a solution that con

tains the metal ions. The metal ions are reduced and deposited onto 

the cathode surface.
Before introducing the electroplating of Cu, let us recap some 

fundamental concepts in electrochemistry. Consider dipping a metal 

rod into a solution that contains metal ions. For example, when a Cu 

rod has been dipped into a CUSO4 solution, two reactions occur in 

opposite directions as soon as the rod is dipped into the solution. One 

reaction occurs when Cu atoms oxidize and dissolve into the solution, 

leaving the electrons on the metal rod surface. The metal rod is 

negatively charged and is surrounded by positive ions. The other 

reaction takes place when the copper ions deposit onto the metal rod 

surface. The metal rod loses two electrons to each attaching Cu+“ ion:

Cu — * Cu+2 + 2e 

Cu+2 + 2e — > Cu.
(1 2 .6)

When the equilibrium is reached, the amount of negative charges 

left on the metal rod varies with different materials. For example, at 

equilibrium, magnesium has more negative charges on the rod than
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copper. The Nernst equation states that the metal ion concentration 

of the solution affects the metal electrode potential as

RT
E = Eq + —  lna, 

zF
(12.7)

where R is the gas constant, F  is the Faraday constant, г is the num

ber of electrons involved in the reaction, and a is the activity of the 

metal ions, which can be approximated with molar concentration of 

the metal ions in a diluted solution. At room temperature, 25°С, the 

equation can be simplified to

r, r, 0-0591 ,
E  — E q H----- In CL . (12.8)

Obviously, Eo is the standard potential of a metal electrode when its 

ion activity in the solution is equal to 1.

It is of little use to measure each individual metal electrode 

potential. They are all measured relative to a reference electrode. 

A standard hydrogen electrode is often used as the reference elec

trode, which is set to zero, as shown in Fig. 12.11. The hydrogen 

electrode is formed by bubbling hydrogen at 1 atm and 25° С through 

an inert electrode. With this setup, the voltage of different electrodes 

can be measured. Table 12.3 shows the standard electrode reduction 

potential at 25°С and latm  for various electrodes. The half reac

tions, with their corresponding standard potentials displayed from 

negative to positive values, indicate increasing strength for being

H

Fig. 12.11. Hydrogen electrode is used to measure the standard potential of 

metals or other materials.



Copper and Low-k 423

Table 12.3. Standard electrode potential of var

ious half reactions with solution activity of 1 at 

standard condition.

Half reactions Std. potential (v)

1/3 Li+3 + e~ -> 1/3 Li -3.05
1/3 A1+3 + e" -+ 1/3 Al -1.71
1/2 Cr+2 + e" -> 1/2 Cr -0.71
1/2 Ni+2 + e" -+ 1/2 Ni -0.23
1/2 Zn+2 + e" -> 1/2 Zn -0.76
1/3 Fe+3 + e~ 1/3 Fe -0.05
H+ + e" — 1/2 H2 0.0
1/2 Cu+2 + e" -> 1/2 Cu + 0.34
Hg+ + e~ —> Hg + 0.8
1/2 Cl2 + e~ — С Г + 1.37
1/2 F2 + e" F~ + 2.8

oxidizing agents. Now, any of the two half reactions can be com

bined to form an oxid at ion-red uction reaction. If a half reaction is 

reversed, the sign will also be reversed. For example,

2e“ + Cu+2 — * Cu(s) + 0.34 V (12.9)

Zn(s) — > Zn+2 + 2e~ + 0.76 V . (12.10)

The complete oxidation-reduction reaction can be shown as the 

following:

Cu+2 -f Zn(s) — > Zn+2 + Cu +1.10V. (12.11)

A positive voltage of the resulting reaction indicates that the reaction 

can proceed spontaneously. Of course, applying an external power 

can force a nonspontaneous reaction to proceed.

For copper electroplating, the cell design is set up with Cu as both 

the anode and cathode immersed in a copper sulfate solution. Cu ions 

naturally deposit on any cathodic solid surface. The external power 

is essentially to drive the anode Cu to dissolve into the solution, 

supplying Cu ions into the solution so that the plating process can 

be run continuously. If one immerses two Cu electrodes into a copper 

sulfate solution and passes a direct current through the electrodes, 

as one slowly increases the voltage, Cu will start to deposit onto 

the cathode. The potential at which the metal ions start to plate
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out is called deposition potential. The deposition potential depends 

on the material, concentration, and operating conditions. The total

where W is the accumulated weight of Cu deposits, I  is the current 

density, t is the total elapse time, A is atomic weight of the depositing 

metal atom, and F  is the Faraday constant (96 500 coulombs/gmole; 

2 , the charge number of the metal ions). Assuming a uniform film 

thickness across the plated area, the resulting film thickness, T, can 

be calculated with the following equation:

where a is the plated area and p is the deposited film density. In an 

electroplating process, not all of the electrical current is utilized to 

deposit material on the cathode. Some of the current is wasted, for 

example, to heat the bath or discharge hydrogen or other impurity 

ions. The plating current efficiency is defined as 77:

where W is the weight of actual deposited metal and Wc is the the

oretical weight of the metal.

According to Faraday’s law, a plater can increase the current 

density and speed up the metal deposition rate. To examine if this 

concept can be applied to a plating bath, let us take a look at the 

plating mechanism. As shown in Fig. 12.12, the hydrated ions are 

transferred from the bulk to the cathode surface via migration, con

vection, and diffusion. The migration is due to ion motion under the 

influence of an electrical field. The convection results from fluid flow, 

nonuniform bath temperature, or bath agitation. Diffusion results 

from the ion concentration gradient. Diffusion dominates the mass 

transfer within the phase boundary between the electrode and elec

trolyte. Once the ions reach the cathode, dehydration occurs before

amount of Cu deposited onto the cathode surface can be estimated 

from Faraday’s law:

(12.12)

(12.13)
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cathode
surface

Fig. 12.12. The mass transfer of ions from bulk to the cathode surface is driven 

by migration, diffusion, and convection.

the ions are adsorbed on the cathode surface. The ad-ions take elec

trons from the cathode to form ad-atoms, which can migrate around 

on the surface. On reaching energetically favorable positions, they 

coalesce into a film. When the voltage to the plating bath is increased, 

the current will increase rapidly. Up to a certain point, further volt

age increase does not increase the bath current. Initially, the current 

increase is due to a higher potential that drives a higher ion flux 

toward the cathode surface to be deposited (consumed). These ions 

must then be supplied from the bulk of the solution. As the scenario 

reaches the diffusion limitation, a leveling-off trend in bath current 

is observed. The current in this region is called the limiting current. 

Beyond the flat region, further increase in potential will cause an 

increase in the bath current again. This is due to the fact that some 

impurity ions start to deposit or hydrogen starts to discharge. In 

other words, the current efficiency will start to drop. A proper plat

ing operation should keep the current below the limiting current to 

obtain high current efficiency and good film quality.

12.2.4. The ECD system

A schematic of Cu electroplating cell design is shown in 

Fig. 12.13. The electrolytes flow upward toward the wafer surface
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Fig. 12.13. Schematic of a copper electroplating cell.

perpendicularly. The wafers are attached to the cathode. The flow 

distribution must be uniform to achieve better deposited Cu film 

thickness uniformity. Cu is deposited on the cathode from the Cu 

on the anode via the copper sulfate solution. An external power is 

applied to complete the electrical current flow. With technologies 

beyond 0.13 дт, extreme requirements are imposed on the plated Cu 

film properties, including adhesion to underlying layers, film thick

ness uniformity, grain sizes, crystal orientation, chemical purity, con

ductivity, and stress. Several factors, such as plating current density, 

copper sulfate concentration, sulfuric acid concentration, additive 

concentration, and plating bath temperature, can influence the film 

deposition rates and film textures. In the absence of side reactions, 

the amount of deposition is proportional to the current density, as 

estimated from Faraday’s law. However, typical plating current is 

kept at about 30-50% of the limiting current to avoid undesired film 

characteristics. An increase in the bath temperatures boosts the ion 

supply to the cathode, and issues related to insufficient ion supply 

can be mitigated. High bath temperatures also increase the nuclei 

growth rate and result in larger grains. However, it favors hydrogen 

discharge and leads to metal hydroxide precipitation on the cathode, 

which may be included in the film and cause poor film quality.

The plated film morphology is largely influenced by the electrode 

polarization. The higher the polarization, the smoother the film sur

face will be. The electrode polarization results when the cupric ion
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(a) (b) (c)

Fig. 12.14. Plated copper grain sizes decrease with increasing plating current 

and decreasing cupric sulfate concentration: (a) 1.6 A/dm sq.t 60 g/1; (b) 2.4 A/dm 
sq., 150 g/1; and (c) 4 A/dm sq., 60 g/1 (Gau et al., 2000).

consumption due to electrode surface reactions is faster than the sup

ply from the electrolyte. Therefore an increase in the current den

sity by raising the applied voltage boosts the surface reaction rate 

and makes the cupric ions undersupplied, and thereby a polarization 

effect is observed. In general, a smooth Cu film, specifically a low 

resistive film, can be obtained by increasing the current density, as 

illustrated in Fig. 12.14, or by decreasing the copper sulfate concen

tration. Terminal effect has been found in copper plating processes. 

This effect is due to the fact that the plating current is fed through 

a contact ring around the wafer edge and is spread across the whole 

wafer through a thin copper seed layer. The highly resistive seed 

layer causes the current to be larger at the wafer’s edge compared to 

that at the center. The terminal effect diminishes as the film thick

ness grows. To mitigate the terminal effect, the seed resistance can 

be reduced, or the electrolyte resistance can be increased.

The most challenging aspect of the Cu electroplating process is 

filling up the deep trenches or holes with no electrolytes trapped 

within. To fulfill this requirement, overhangs or conventional confor- 

mal deposition are not appropriate in the case of Cu deposition since 

the seam and void may trap electrolytes or impurities, as shown in 

Fig. 12.15. The preferred filling is shown in Fig. 12.15(c), which pro

vides a bottom-up filling and eliminates electrolyte trapping. This 

filling mechanism can be achieved by including some organic or inor

ganic additives in the plating bath. These additives are primarily
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(a) non-conform al deposition results 

in void formation

(b) conformal step coverage results 
in seam that traps electrolytes

(c) the preferred "bottom -up"copper 

film deposition

Fig. 12.15. Different film growth schemes. The preferred scheme for copper 

ECD is the bottom-up film growth.

organic compounds with various functional groups. Some organic 

additives require the existence of inorganic ions to perform prop

erly. During the plating process, these additives are consumed by 

means of being incorporated into the films or breaking down and 

undergoing various side reactions. To achieve consistent production 

processes, the concentration of these additives must be kept con

stant. In other words, the consumed chemicals must be replenished 

with fresh chemicals continuously.

12.2.5. The additives for the ECD bath

The additives can be broadly categorized into two groups: the sup

pressors and the accelerators. The suppressors slow down the cupric 

ion adsorption rate on the cathode surface, while the accelerators 

enhance it. Suppressors are generally polymeric surfactants and can 

be further divided into carriers and levelers. Carriers adsorb on the 

cathode surface and form a monolayer, and thereby they offer a diffu

sion barrier to the cupric ions. As a result, this increases the cathodic

void

u
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polarization more suitably for fine grain deposition. Carriers often 

require the presence of chloride ions to perform properly.

Leveling is defined as the decrease in surface roughness while the 

plating process is taking place. Consider the diffusion of ions from 

the bulk of the solution to the depositing surface; they take longer to 

reach the recessed areas, and therefore they result in thinner depo

sition in those areas. Leveling facilitates an essentially flat, leveled 

surface after the deposition. Leveling is not a natural process, but it 

can be achieved with the aid of leveling agents or levelers. The lev

eling agent molecules, which are generally multiply charged, diffuse 

toward the surface and preferentially adsorb on the protruded sharp 

corners or edges, and thereby they inhibit the ion deposition. There

fore the growth rates on those protrusions are slower compared to 

those in the flat areas. As a consequence, the deposition surface can 

be leveled, as demonstrated in Fig. 12.16. Furthermore, the bulky 

leveler molecules impede their diffusion into small trenches or holes, 

which would otherwise increase the nonconformal deposition.

Accelerators generally are unsaturated compounds with groups 

that contain sulfur, oxygen, or nitrogen. One of the functions of 

accelerators is that they are used as brighteners, which facilitate 

brighter deposits. The mechanism that makes accelerators work is 

once again adsorption. As depositing ions arrive at the cathode, 

the brightener molecules quickly surround the ions, preventing them 

from coalescing with earlier adsorbed ions; instead, they create other 

nucleation sites. Consequently, fine-grained film is obtained, which 

looks bright. Accelerators can also decompose into intermediate 

hydrated molecules, which adsorb on the Cu film and provide more

leveling agent brightners

A ф .
o?

accelerator

Fig. 12.16. Additives provide bottom-up film growth in trenches and uniform 

fine-grain copper film.
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active sites for Cu adsorption, or they reduce the effect of the sup

pressor. In deep recessed features, as demonstrated in Fig. 12.16, the 

smaller accelerator’s intermediate molecules adsorb on the growing 

Cu surface. On a concave surface, as the film grows, the surface area 

decreases; therefore the effective concentration (or surface coverage) 

of the smaller molecules increases, which causes further increase in 

the Cu grow rates. This renders the bottom-up growing mechanism 

in deep recessed areas or features. On a convex surface, the trend 

is reversed. Although most of the interactive reaction mechanisms 

are not clearly understood yet, it is known that the additives func

tion synergistically. Engineers often need to heuristically optimize 

the plating operating conditions with each specific plating solution.

12.2.6. Post-ECD anneal

As-deposited ECD Cu film has a fine grain structure and is unstable 

due to excessive vacancies, dislocations, or other forms of defects. 

The as-deposited film recrystallizes spontaneously to eliminate such 

defects and releases excessive energy. The as-deposited Cu film can 

undergo self-annealing. The film can also be annealed by using exter

nal energy sources, such as furnace or rapid thermal annealing. With 

annealing, the nanocrystals grow in size, the grain boundaries and 

resistivity decrease, and the film stabilizes. The self-annealing pro

ceeds naturally; the annealing rates increase with increasing film 

thicknesses. A thicker film takes a short time to complete the self

annealing, while a thin film can take a very long time.

For production efficiency and consistency, the annealing must 

proceed within a short time and in a controllable manner. Furnace 

annealing can be conducted with a large temperature range; the 

higher the temperatures, the larger the grain sizes will be. Differ

ent seed materials produce different initial grain sizes, but they end 

up with nearly the same annealed grain sizes. Another annealing 

approach is by using RTA. Certainly, the heating across the wafer 

must be very uniform to avoid thermal-induced stress, which may 

cause cracking in the wafer. Furthermore, if there is any thermal- 

induced film structure nonuniformity, it shows up in the CMP rate
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annealing is most often chosen for Cu anneal in v 1 4Uality’ ^TA

12.3. Low-к Dielectrics

As discussed earlier, RC delay increases with shrinking device 

ture size. One approach to reduce the RC delay is to use 1 ̂

resistivity conducting materials such as copper. Another approach is 

to use low-fc dielectrics, which directly reduce the capacitance. The 

material can be deposited with either PECVD or the spin-coating 

approach. Low-k dielectrics in general have inferior mechanical, ther

mal, and electrical properties when compared to thermal or CVD 

silicon dioxides. Ideal low-fc dielectrics should posses the following 

characteristics:

(a) low dielectric constant of smaller than 4.2, which is the к of 

silicon dioxide

(b) good adhesion to metals, to avoid delamination between barrier 

metal layer and \ow-k materials, especially when the ambient 

temperature varies
(c) high thermal stability, to avoid cracks at high processing 

temperatures
(d) good thermal conductivity so that the heat generated as a result 

of power dissipation can be conducted away, to avoid device over-

(e) low moisture adsorption: Moisture or moisture reacting with the 

ingredients of the low-Л materials сап form corrosive agents that

attack the metal lines of Al or Cu
(f) good gap filling capability, to achieve good planarization

The dielectric constant is the medium permittivity to vacuum 

permittivity ratio:

heating

(12.15)
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The dielectric constant of a material indicates its capability for 

storing static charges between two parallel electrode plates. The 

space full of gases or air is very close to the vacuum. According 

to Debye’s equation, for a given material or mixture, the dielectric 

constant relates to physical constants as

1 г 4  =  £ .  (12Л6)к + 2 M  ’

where к is the material’s dielectric constant, p is the material density, 

P is the polarizability, and M  is the molecular weight. Polarizability 

is the proportionality constant between the induced dipole moment 

and the electrical field. Obviously, to obtain a low dielectric material, 

one has to somehow reduce the material’s density or polarizability. 

Starting with a host material, one can change the polarizability by 

doping the material with foreign atoms. On the other hand, the mate

rial density change can be done by introducing some bulky organic 

functional groups into silicon oxide. It can enlarge the free volume 

of the oxide; this is because the molecular packing density decreases. 

Alternatively, it can be accomplished by purposely creating pores in 
the material bulk.

FSG (SiOxFy), fluorine-doped silicate glass, is probably the first 

low-k dielectric material that was used in production, starting from 

the 0.13-/Ш1 technology node. Either HDP or PECVD methods can 

be used for deposition. For HDP CVD, SiF4, silane, or TEOS can be 

used for reaction with CF4. For PECVD, TEOS or silane can be used 

for reaction with C2F6, NF3, or SiF4. Reactions take place between 

200° С and 400° С. Fluorine replaces some of the oxygen atoms and 

results in forming Si-F bonds, which have lower electrical polarizabil

ity, thereby giving rise to lower dielectric constants. FSG typically 

has a dielectric constant of about 3 .6 , compared to 4.2 for silicon 

dioxide. The dielectric constant for fluorine-doped oxide decreases 

with increasing fluorine concentrations. However, fluorine concentra

tion should be kept below 5% to maintain film stability. The major 

drawback of FSG is that the F in FSG can react with moisture and 

lead to HF acid. HF can corrode Та or other metal layers in the Cu 
metallization scheme.
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Carbon-doped silica (CDS) glass is formed by introducing the 

alkyl group (CH3—) into silicon oxide. Because the alkyl group is 

bulky and creates free volume, it thereby reduces the material den

sity. Low material densities imply low к values. Therefore, as more 

and more methyl groups are incorporated into the film, the film den

sity decreases, and so does the film dielectric constant. CDS can 

be obtained by using different techniques such as spin on dielectrics 

(SOD), CVD, or PECVD. One example of the SOD techniques is 

the methyl silses quioxanes (MSQ) formation via polymerization of 

methyltrialkylsilane, CH3Si(OH)3. MSQ has a к value of 2.7-3.1, and 

it is stable up to 475°C. Other carbon-containing chemicals, such as 

methylsilane, trimethylsilane (3MS), or tetramethylsilane (4MS), can 

be oxidized by N2О or hydrogen peroxide to form CDS.

Some inorganic and organic polymers have been extensively stud

ied and commercialized as low-k dielectric materials. Inorganic mate

rials have O-Si-O backbones. One of the commercial examples is 

hydrogen silses quioxanes (HSQ), a siloxane-based polymer in which 

silicon is directly attached to hydrogen and oxygen, as shown in 

Fig. 12.17. The silicon at either end contains an hydroxyl group. 

On annealing, two Si-OH groups undergo condensation reactions to 

form Si-O-Si. After 400°С curing, the film ends up with a dielectric 

constant of 3 .0 . One good commercial example of an organic poly

mer is a cross-linked polyaromatic polymer; after heat treatment, its 

к value can be as low as 2.65, and it is stable up to 400°C.

Materials with к values of smaller than 2.5 are called ultra-low 

к materials. The best approach to achieve ultra-low к is to gen

erate pores in the materials. Porous low-A; materials are generally

/  \ /  \ /  \ У

HO

0 OO 0 0  0 0
^ S i  s /  ^ S i  s /  / S i  s /  / S i

Vh^0/ H° Г 0/»° И

Fig. 12.17. The ladder structure HSQ.
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obtained with a spin-coating technique, followed by a baking step 

around 350°C-400°C. How can the porosity of a material change its 

dielectric constant? Let us look at a material with a starting к value 

of frsolid- As porosity p is generated in the material, the Matthiesen’s 

model provides an approximation of the effective modulus as

Eef[ =  (X “  P^solid + pEair , (12.17)

where Eeff is the predicted modulus of the porous material and Eso\\d 

is the modulus of the starting material. For predicting the effective 

dielectric constant of a porous material, the model becomes

/ceff = (1 — p)ksolid -J- pA;air . (12.18)

It can be observed that the effective dielectric constant of a porous 

material depends on the к value of the starting material, /csoiid? an(  ̂

porosity. Since 1 is the lowest possible к value for all media, the higher 

the porosity, the lower the dielectric constant will be. However, the 

porous material’s thermal conductivity, hardness, and elasticity also 

decrease with increasing porosity. In view of these characteristics, to 

achieve a certain low /с, better material properties can be obtained 

when starting with a low-k material compared to a high-/c mate

rial. For example, one needs to create 60% porosity in a solid for a 

к of equal to 4.0 to obtain an effective к of 2.2. With such a high 

porosity, it is difficult to maintain good material properties. How

ever, 25% porosity is needed when starting with a material with 

a к of equal to 2.6; namely, starting with a low-к material often 

results in an ultra-low-к material with more acceptable properties. 

One more novel example of creating porosity is TEOS reacting with 

water:

(C2H50)4Si + 2H20  —  Si02 + 4C2H5OH. (12.19)

The product is silica with ethanol embedded in it. If the prod

uct is left, dried naturally, it forms a high-density aerogel, which is 

called xerogel, and it contains 60-90% air. If the product is dried at 

high pressures and temperatures (supercritically), it forms aerogel,
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which contains 90-99% air in the silica. Proper control over start

ing material and porosity allows one to obtain various porous sil

icas with effective dielectric constants ranging from 3.0 to nearly 

1.0. Low-k materials are generally dry and porous. Caution should 

be taken to prevent them from absorbing moisture since moisture 

leads to an increase in dielectric constant and device reliability 

concerns.

12.4. Integration of Copper and Low-fc Materials

Integrating copper and low-k dielectric materials poses far more chal

lenges than the conventional aluminum and silicon oxide processes. 

Copper is a fast diffuser in oxide. Once it gets into silicon, it forms 

deep trapping centers and fails device functions. Therefore copper 

interconnects or plugs must be completely sealed from the rest of 

the structures or layers. As discussed earlier, a conventional etching 

approach cannot be employed to form copper interconnects as cop

per compounds are relatively nonvolatile at low temperatures. Cop

per interconnects are formed with damascene and CMP processes 

and they are often integrated with low-к materials. Low-A; materi

als are more vulnerable to plasma and wet etching chemical attacks. 

Furthermore, it may crack during the ensuing CMP or annealing 

steps. Caution must be taken to successfully integrate the copper 

and low-/c materials.

In manufacturing, the damascene process is often carried out in 

the form of dual damascene, that is, to form the trench and via simul

taneously. With this approach, there are two options available: the 

via-first approach and the trench-first approach. Silicon nitride film 

is extensively used in the low-k damascene process since it provides 

protection for the low-k materials against harsh process conditions 

such as plasma etching or ashing. It can also act as an etching stopper 

with respect to low-fc dielectrics etching. Figure 12.18 shows the pro

cess flow for the trench-first approach. The trench is first patterned 

and etched, which stops at the middle nitride layer. Then, the second
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Fig. 12.18. Trench-first dual damascene structure and process flow.
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patterning is accomplished by defining the via within the trench. 

Via etching is carried out, and it is stopped right at the top of the 

bottom nitride hard mask layer. Several issues can be noted in this 

situation. First, the resist is quite thick when the via in the trench 

is being defined. This makes lithography difficult since a thick resist 

leads to poor resolution, especially when defining small via sizes. Sec

ond, the via etching should stop at the bottom nitride surface and 

switch to a milder recipe so as not to sputter out the underlying 

copper atoms, which may cause massive contamination. Third, dur

ing the resist strip, either with ashing or wet stripping, the recipes 

or chemicals must be properly selected so that they will not attack 

the fragile low-A; material on the sidewall. The copper barrier (typi

cally Ta/TaN) and seed layer are sputtered into the trench and via 

using the IMP approach. It is important to have a uniform thickness 

across the bottom and the sidewall; otherwise, copper can diffuse 

readily in the dielectric bulk and cause contamination. On the other 

hand, if the barrier does not completely seal copper, the copper can 

diffuse along the copper lines and squeeze out at the barrier open

ing area, and thereby cause failures. ECD copper is deposited onto 

the structure with significant amounts of overgrowth to ensure that 

holes are properly filled. Finally, the copper CMP is carried out. At 

this point, special attention should be paid to the shear force that is 

exerted from the pad on the wafer since the low-A; material is fragile. 

Excessive pressure or shear force can lead to cracks.

The other damascene approach is the via-first approach, as indi

cated in Fig. 12.19. Via is defined and etched through the bulk of the 

low-A; dielectric, and it stops at the bottom nitride surface. Again, 

to prevent copper contamination, the bottom nitride remains. A sec

ond photolithography is employed to open up the trench area and 

stop at the middle nitride surface. It should be noted that some 

resist is left behind to cover the via hole, which is beneficial. It pro

tects the sidewall low-A; material and the bottom nitride. After the 

damascene structure is formed, the bottom nitride is opened up, 

and the copper deposition process is carried out and followed by a 

copper CMP. With the issues involving the trench-first approach,
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Fig. 12.19. The via-first dual damascene structure and process flow.
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as discussed earlier, the via-first approach seems to gain more pop

ularity in production. Furthermore, as the к values of the dielectrics 

continue to be driven lower, the nitride cap tends to be replaced 

with SiC, SiCN, or SiCOH films for low total effective dielectric 

constants.
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acceptor a dopant that has three valence electrons; it creates a 

hole when covalent bonding with neighboring silicons.

ambipolar diffusion model an assumption stating that in a 

plasma system, the electrons and ions move collectively with the 

same diffusivity.

anisotropic etching an etching process that is characterized by 

having a preferential direction in which the etching proceeds.

anti-punch-through (APT) implant a counter doping implant 

placed beneath the transistor channel region to improve the device 

window.

antireflective coating (ARC) a coating on top of a shining sub

strate, such as Al, to reduce its reflectivity.

atmospheric pressure CVD (APCVD) a CVD process that 

operates near atmospheric pressure.

barrier metal a thin layer of metal, such as Ti, TiW, or TiN, used 

underneath the Al to ensure the contact integrity.

bird’s beak length (BBL) the length of the oxide underneath 

the nitride edge after the local oxidation.

binary mask a mask pattern consisting of opaque and transparent 

areas, as defined using Cr absorber.

borophosphorous doped TEOS (BPTEOS) TEOS oxide film 

doped with В and P for lowering its flow temperature.

440



Glossary 441

borophosphosilicate glass (BPSG) a silicon dioxide doped with 

В and P.

capacitively coupled plasma plasma that is generated with a 

parallel plate electrode configuration.

carbon doped silicate glass (CDS) С-doped silicon oxide, hav

ing a dielectric constant raging from 2.7 to 3.1.

charge to breakdown (QBD) an oxide quality test methodology 

that basically tests the total charges that an oxide can stand before 

breaking down.

chemical amplified resist (CAR) a resist that involves acid cat

alytic reactions in its deprotection step.

chemical mechanical polishing (CMP) a material removing 

process using synergistic chemical and mechanical actions.

chemical vapor deposition (CVD) a gas mixture passes over a 

heated substrate, and chemical reactions are initiated in the vicinity 

of the substrate surface to form a nonvolatile solid film.

cold-wall CVD reactor a CVD reactor in which the reactor wall 

temperature is lower than wafer temperature.

collimated sputtering a sputtering process with a collimator that 

filters the randomly traveling atoms, leaving only the vertical flux 

onto wafer surface.

complementary MOS (CMOS) circuits a circuit that consists 

of both NMOS and PMOS transistors.

critical dimension (CD) the dimensions of critical portions of a 

circuit.

Cu(hfac)(tmvs) a chemical source for Cu CVD.

Czechralski crystal growth a widely used process for growing 

silicon ingots, which are then made into wafers.

damascene process a trench is formed first and filled with 

metals, such as Cu, which are then polished with CMP to form 

metal interconnects.



deionized water (D I water) water that contains no ions.

depth of focus (DOF) the vertical distance within which the 

imaging quality is acceptable.

dimethyl aluminum hydride (DM AH) a precursor for CVD 

aluminum.

diazonaphthoquinone (DAQ) a type of photoactive compound.

die-to-database inspection a mask inspection that compares the 

transmitted image of a die to its own processed design image.

die-to-die inspection a mask inspection that compares the trans

mitted images of two neighboring dies.

diffusion a process that introduces the precursor dopants to the 

substrate surface; this is followed by a drive-in diffusion at high tem

perature to allow the dopants to spread isotropically into the sub

strate bulk.

dissociation a molecule being impacted by an energetic electron 

and dissociated into radicals.

donor a dopant that has five valence electrons; it provides an extra 

electron when covalent-bonding with neighboring silicons.

doping a process of adding various atoms into a silicon substrate 

to alter its resistivity and type.

double-level metal (DLM) a device with two levels of metals to 

increase its integration level.

drive-in diffusion the second step of a diffusion process in which 

the predeposited dopants are further driven into the substrate.

dry oxidation silicon is oxidized with oxygen or nitrous oxide.

dual passivation a passivation layer composed of PECVD oxide- 

PECVD nitride layer structure.

dummy patterns patterns that are not electrically active in the 

circuit.
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dynamic random access memory (DRAM ) a type of memory 

chip; its stored information disappears if the power is turned off.

e-beam the electron beam that is used to expose resist-coated 

blanks to make masks.

electrical field to breakdown (EBD) an oxide quality test 

approach that basically tests what electrical field the oxide can stand 

without experiencing breakdown.

electrically programmable read-only memory (EPROM) a

type of memory chip; its stored information does not disappear when 

the power is turned off, and memory can be programmed electrically; 

the stored information can be erased with UV exposure.

electrochemical deposition (ECD) a deposition process occur

ring in an electrolyte involving electrical and chemical actions.

electrodeless deposition a deposition process occurring in a 

solution using reducing agents in the absence of electricity.

electromigration material movement in a conducting line caused 

by the electrical current.

electron impact cross section a quantity that describes the 

probability of an electron impact that results in a certain event occur

ring; the event could be ionization, dissociation, excitation, and so on.

etchants the etching chemicals.

etching selectivity the etching rate ratio of two materials.

fan filtering unit (FFU) an apparatus used in semiconductor 

clean room for air circulation.

Faraday’s law an equation stating that the total metal deposits in 

ECD are proportional to the total electrical charges passing through 

the solution times the atomic weight divided by the charges of 

the ions.

Fick’s law the diffusion law stating that the species diffusion flux 

is proportional to the species concentration gradient.



444 Sem iconductor M anufacturing Technology

field oxide a thick oxide island grown on silicon surface to isolate 

a device from its neighboring devices.

fluorine-doped silicate glass (FSG) F-doped silicon oxide hav

ing a dielectric constant around 3.6.

focus ion beam (FIB) repair a mask defect repair that uses a 

focused ion beam.

free radicals atoms with unpaired electrons that are chemically 

active and can initiate high-temperature reactions at low ambient 

temperatures.

front-end device manufacturing the device manufacturing flow 

from silicon oxidation to the step before contact formation.

gas-assisted etching (GAE) an etching reaction used for remov

ing defects on masks.

global planarization a planarization technique that provides a 

long-range planarization over patterns of all pitches.

glue layer a thin metal layer (TiN or TiW) used between tungsten 

and the underlying oxide to improve tungsten’s adhesion on oxide 

surface.

HALO implant a counterdoping approach that places the dopants 

of opposite type around the source and drain junctions with ion 

implants.

hard mask a film, rather than a resist, that is used for an etching 

process in which the etchant does not attack the hard mask.

hexamethyldisililazane (HMDS) a chemical that promotes the 

resist adhesion on the silicon surface.

high-density plasma (HDP) CVD a type of PECVD with mag

netic field enhancement such that the ion flux toward the substrate 

surface is higher than the radical flux.

hot-wall CVD reactor a CVD reactor in which the reactor wall 

temperature is close to the wafer temperature; hot-wall reactors are 

often used for diffusion and low-temperature CVD.
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inductively coupled plasma (ICP) a plasma that is generated 
inductively.

integrated circuit (IC) a circuit that is composed of various 

components, such as resistors, capacitors, junctions, transistors, and 

interconnects, to fulfill designated functions.

integrated device manufacturer (IDM ) a semiconductor com

pany that has its own product line, including product definition, 

design, wafer manufacturing, and final chip, device, or system 
delivery.

inter layer dielectrics (ILD) dielectric materials used in the 

front end (before contact formation) of device manufacturing.

inter metal dielectrics (IMD) the dielectric films used in a 

device between metal layers.

intrinsic semiconductor a semiconductor material without any 

impurities.

ion implant a doping process in which the dopants are ionized and 

then accelerated to impinge onto the substrate surface and penetrate 

into desired depths.

ionized metal plasma (IMP) sputtering a sputtering with 

sputtered atoms being ionized to enhance the vertical flux.

isopropyl alcohol (IPA) a chemical widely used in semiconduc

tor factories for cleaning.

isotropic etching an etching process that is characterized by hav

ing equal etching rates in all directions.

large-angle tilted implant drain (LATID) an implant with 

a large angle, at around 30° to normal direction, for optimizing a 

transistor.

Larmor frequency the frequency at which a charged particle cir

cles around the influencing magnetic field lines.

laser repair mask defect repair that uses a laser beam.



lightly doped drain (LDD) a device source-drain structure in 

which the junction concentration profile is graded, instead of being 

sharp.

local oxidation (LOCOS) a local oxidation approach to form 

field oxide.

local planarization a planarization technique that provides a 

short-range planarization over certain pitches.

low-pressure CVD (LPCVD) a CVD process that operates 

under low pressures to increase the species’ diffusivities.

low-K material material with a dielectric constant smaller than 

silicon oxide.

majority carrier the carrier in a doped semiconductor that is 

larger in population.

mask critical dimension uniformity (CDU) the uniformity of 

the critical dimensions on a mask layer, often expressed in terms of 

range (max-min) or 3a.

mask error enhancement factor (MEEF) the CD difference 

on the mask divided by the CD difference on the wafer divided by 

the reduction ratio of photolithography.

mask (photomask) a quartz blank with patterned chrome that 

can be printed onto a wafer surface; a complete IC design consists of 

n layers of masks.

mean free path the average distance that a particle travels with

out colliding with others.

metal oxide semiconductor (MOS) a device made on silicon 

surface that is composed of a source, drain, and a gate oxide/gate 

structure above the channel area.

methyl silses quioxanes (MSQ) carbon-doped silicon oxide.

Miller indices an index used for identifying crystal orientation.

minority carrier the carrier in a doped semiconductor that is 

smaller in population.

446 Sem iconductor M anufacturing Technology



molecular beam epitaxy (MBE) a non-CVD epitaxy growth 

using an evaporation approach.

negative resist a type of resist for which the exposed area of the 

resist turns insoluble in developing solution.

next generation lithography (NGL) photolithography beyond 
157 nm wavelength.

NMOS an MOS transistor with its source and drain doped with 
n-type dopants.

n-type dopant dopants with five valence electrons.

off-axis illumination (OAI) photolithography using nonnormal 

incident light for exposure.

optical proximity correction (OPC) a technique of altering the 

mask patterns to obtain good pattern transfer fidelity between the 

designed patterns and the printed patterns on wafers.

optical proximity effect (OPE) a phenomenon in which the 

printing CD of a feature depends on its proximity.

optical transfer function (OTF) an approach that relates the 

input of an optical system to its output in the frequency domain.

overlay the alignment between two related layers.

particle inspection a mask inspection that detects the particles 

on the mask by using the information of transmitted and reflected 

light.

passivation the final dielectric layer or protection layer on a 

device.

pellicle an organic film used to seal the Cr pattern such that par

ticles will not fall on the mask surface, causing defects.

phase shifting mask a mask using a phase shifting material, such 

as MoSiOx, to form patterns; the shifter enhances the resolution by 

phase shifting.

phosphorous-doped silicate glass (PSG) silicon oxide doped 

with phosphorous.
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photo acid generator (PAG) a component of a chemical ampli

fied resist that releases acid on the occurrence of photochemical reac

tions.

photo active compound (РАС) a component of a resist that 

undergoes chemical reactions on receiving photons.

photolithography a process step that prints the photomask 

pattern onto the wafer surface.

physical vapor deposition (PVD) a process in which the tar

get material is vaporized or sputtered and then condensed onto a 

substrate surface.

planarization a technique to smooth out the topography.

plasma a partially ionized gas system that consists of neutral par

ticles, electrons, and ions.

plasma-enhanced chemical vapor deposition (PECVD) a

CVD process in which the reactions are initiated by energetic elec

trons in the plasma.

plasma-enhanced TEOS (PETEOS) a TEOS oxide film grown 

with the PECVD approach.

plasma etching an etching process initiated by energetic electrons 

in plasma.

plasma sheath in a plasma system, a region depleted of electrons 

that forms next to the electrode or an object surface due to an elec

tron flux toward the surface; there is a voltage drop across the sheath.

plating current efficiency the ratio of actual to theoretical 

weight of the deposits in an ECD process.

polymethylmethacrylate (PM M A) an old-generation resist for 

e-beam lithography.

PMOS an MOS transistor with its source and drain doped with 

p-type dopants.

poisoned via resistances of vias that are nonuniform and abnor

mally high.
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polybutene-l-sulfone (PBS) a positive tone e-beam resist with 

a high throughput but lacking plasma etching resistance.

polymethyl-a-chloroacrylate-co-a-methylstyrene (ZEP) а
positive tone resist for e-beam lithography suitable for plasma etch

ing applications.

polybuffered LOCOS (PBLOCOS) a variation of LOCOS with 

a polysilicon buffer layer between the oxide and nitride layers.

positive resist a resist that is characterized by having its exposed 

area turning soluble in developing solution.

post coating delay (PCD) the delay time between the resist 

coating and the exposure.

post exposure bake (PEB) a baking step after exposure to 

remove the standing wave effect.

post exposure delay (PED) the delay time between the expo

sure and postexposure bake (PEB).

post-PEB delay (PPD) the delay time between the PEB and 

developing.

pressure cooker test (PCT) a reliability test item with high 

temperature and humidity ambient.

priming a pretreating step for the silicon surface that improves 

the resist adhesion.

p-type dopant dopants that have three valence electrons.

pyrolysis thermal decomposition in the absence of oxygen.

quick down rinse (QDR) a wafer rinse process in which the 

water level rises above the wafers and drains very quickly to rinse 

away particles and contaminations.

Raman backscattering spectroscopy (RBS) a type of mate

rial composition analysis instrument: The underlying principle is to 

measure the energy of the ion that impinges into a sample and the 

energy of the ion that is scattered so as to identify various elements 

in the sample.



rapid thermal processor (RTP) a heating apparatus that pro

vides a very fast temperature ramp up and ramp down in seconds.

reactive ion etching (RIE) an etching process that is enhanced 

with ion bombardment.

reflow a high-temperature annealing step that enables an as- 

deposited oxide film to flow.

remote plasma CVD a type of PECVD in which free radicals 

are extracted out of plasma bulk for deposition; such a process can 

be free of ion bombardment.

resolution the finest pattern that can be printed or imaged with 

high fidelity on an exposure system.

resolution-enhanced technique (RET) a technique used to 

enhance the photolithography resolution.

SC - 1  clean RCA standard clean-1 consists of ammonium hydrox

ide and hydrogen peroxide and removes organic residues and metallic 

particles.

self-aligned silicide (salicide) a silicide formed and self-aligned 

to source, drain, and gate.

semiconductor a material that has a resistivity ranging between 

those of conductors and insulators.

silicate SOG inorganic spin on glass (oxide).

silicide a compound composed of refractory metal or noble metal 

silicides that provides about 10 times lower resistance than polysili

con or silicon.

silicon the second richest element on earth; it is made into silicon 

wafer to be used as a raw material for semiconductor manufacturing.

siloxane SOG SOG with organic groups.

silses quioxanes (HSQ) a siloxane-based polymer in which sili

con is directly attached to hydrogen and oxygen.

soft baking a baking step after resist coating to drive solvents in 

the resist.
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spacer an oxide sidewall that is needed for forming the LDD.

spin on glass (SOG) a solgel that can be spin-coated onto the 

wafer surface to form silicon oxide film.

sputtering a process that uses energetic heavy ions to bombard 

target material to sputter out target atoms, which then fall on sub

strate surface to form a thin film.

standing wave effect the interference effect between the incident 

and reflected lights that causes the resist edge profile to wiggle.

static random access memory (SRAM) a type of memory 

chip; its cell is composed of six or four transistors, and it has a much 

faster access time but larger cell size compared to DRAM.

step coverage a measure of the deposited film thickness differ

ence across a step or a hole structure; it equals the ratio of the film 

thickness at the bottom corner to that on the field region.

shallow trench isolation (STI) a process of forming isolation by 

etching trenches on silicon surface and filling it up with oxide.

stoichiometry the relative atomic ratio of elements in a 

compound.

stress migration material migration caused by stress.

sub-resolution assisting feature (SRAF) nonprintable assist

ing feature (much smaller than the main features) that is added on 

a mask to improve the photolithography process window.

substitutional diffusion diffusing atoms moving from one 

vacancy to the other.

substractive etching the conventional etching process; patterns 

are defined with photolithography and then etched.

temperature humidity bias test (THB test) a reliability test 

item with high temperature, humidity, and electrical biases for chips 

that involve high temperature and high humidity.

tetraethyloxylsilane (TEOS) a chemical, Si(OC2Hs)4, that can 

be thermally decomposed to form oxide film.
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tetrakisdiethyl amido titanium (TDEAT) a precursor for 
CVD TiN.

tetrakisdimethyl amido titanium (TDM AT) a precursor for 
CVD TiN.

tetramethylsilane (4MS) a precursor containing four methyl 
groups for making CDS.

thermal budget the maximum tolerable value of the summation 
of diffusivity times the duration time of high-temperature steps in a 
process flow.

thermal oxidation a process that employs oxidants to oxidize a 
bare silicon surface to silicon dioxide at elevated temperatures.

time-dependent dielectric breakdown (TDDB) a method of 
testing the oxide quality by stressing the oxide at a constant voltage 
and measuring the time when the oxide breaks down.

trichloroethane (TCA) a chlorine-containing species that is 
often used as chlorine source in silicon oxidation.

trimethylsilane (3MS) a precursor containing three methyl 
groups for making CDS.

tungsten polycide a combined word for “tungsten silicide on 
polysilicon.”

ultra large scale integration (ULSI) the integration level of a 
chip that has over 10 million transistors.

wet oxidation silicon oxidation with water molecules.

white ribbon effect, or the Kooi effect a ribbon around the 
bird’s beak edge after the local oxidation process; the ribbon is com
posed of a mixture of silicon oxide and silicon nitride.
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