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Abstract: In this paper, we study the well-known problem of Isaacs called the “Life line” game when
movements of players occur by acceleration vectors, that is, by inertia in Euclidean space. To solve this problem,
we investigate the dynamics of the attainability domain of an evader through finding solvability conditions of
the pursuit-evasion problems in favor of a pursuer or an evader. Here a pursuit problem is solved by a parallel
pursuit strategy. To solve an evasion problem, we propose a strategy for the evader and show that the evasion
is possible from given initial positions of players. Note that this work develops and continues studies of Isaacs,
Petrosjan, Pshenichnii, Azamov, and others performed for the case of players’ movements without inertia.
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1. Introduction

Differential game theory deals with conflict problems in systems expressed by differential equa-
tions. As a result of developing Pontryagin’s maximum principle, it became apparent that there
was a link between optimal control theory and differential games. Actually, problems of differential
games describe a generalization of optimal control problems in cases where more than one player
is involved.

The study of differential games was initiated by American mathematician R. Isaacs. His re-
search was published in the form of a monograph [20] in 1965, in which a great number of examples
were considered, and theoretical questions were only affected. Differential games have been one of
the basic research fields since 1960, and their fundamental results were gained by Pontryagin [29],
Krasovskii [23], Bercovitz [5], Dar’in and Kurzhanskii [9], Elliot and Kalton [10], Isaacs [20], Flem-
ing [11], Friedman [12], Hajek [14], Ho, Bryson and Baron [15], Petrosjan [28], Pshenichnii [30, 31],
Subbotin [40, 41], Ushakov [42], Chikrii [8], and others.

The monograph of Isaacs [20] includes certain game problems that were discussed in detail and
put forward for further study. One of these problems is called the “Life line” problem, which was
initially formulated and solved for certain special cases [20, Problem 9.5.1]. A simplified analytical
solution to this problem in the half-plane was proposed by Isaacs in [20]. For the case when
controls of both players are subjected to geometric constraints, this game was rather thoroughly
considered by Petrosjan [28] based on approximating measurable controls with the most efficient
piecewise constant controls that realize the parallel convergence strategy. Later, this approach to
control in differential pursuit games was termed the Π-strategy. The strategy proposed in [28], for
a simple pursuit game with geometric constraints, became the starting point for the development
of the pursuit method in games with multiple pursuers [6, 13, 39]. In 1986, a simplified analytical
solution of the “Life line” problem was suggested by A. Azamov [3]. Later on, for the cases when
controls of both players are subjected to integral, Grönwall or mixed constraints, this game was
investigated in the works of Samatov [4, 32–37].
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Based on the fundamental approaches in the theory of differential games developed by Pontrya-
gin [29] and Krasovskii [23], a differential game is considered as a control problem from the point
of view of either pursuer or evader. According to this view, the game reduces to either pursuit
(convergence) problem or evasion (escape) problem. The main technique for solving the pursuit
and evasion problems is constructing optimal strategies of players and defining the value of the
game. The works [16–19, 21] are devoted to studying differential games of simple motion and by
optimal strategies of players, it was proved that the value of the game exists.

In [24, 25], the classic time-optimal differential games with a lifeline were investigated. The
first player seeks to lead the system to a given closed terminal set with a smooth boundary, and
the second player strives to guide the same system to another given set whose boundary is also
smooth and is also called a lifeline. To solve this problem, the authors adhered to the formalization
of positional differential games proposed by N.N. Krasovskii and A.I. Subbotin.

In the present paper, we discuss the pursuit–evasion problems and the “Life line” game for
the inertial movements of players. We impose geometric constraints on controls of the players. In
order to solve a pursuit problem, we suggest the Π-strategy for the pursuer and prove that this
is an optimal strategy. After that, necessary and sufficient condition of pursuit is originated and
optimal pursuit time (guaranteed pursuit time) is determined. To solve an evasion problem, we
propose a strategy for the evader and show that the evasion is possible from given initial positions
of the players. Here, any closed set given in the space is considered as a lifeline. In this case, the
first player (a pursuer) aims to coincide with the second player (an evader) as quickly as possible
and, by this occurrence, a trajectory of the evader shouldn’t intersect the lifeline. The aim of the
evader is to reach the lifeline by the time of the coincidence or is not to encounter the pursuer
during the game. To solve the “Life line” problem, conditions of monotone embedding in respect
to time for an attainability domain are given. In this paper, the statement and solution method of
a differential game with a lifeline differ significantly from those from the works [24, 25]. Results of
the paper rely on the works [1, 7, 22, 26–29, 42, 43] and adjoin the works [2–4, 20, 38, 41].

2. Statement of problem

Assume that in the space R
n a controlled object P , called a pursuer, chases another object E,

called an evader. Denote by x a state of the pursuer and by y that of the evader in R
n.

Let the motion dynamics of the players be generated by the following differential equations and
initial conditions respectively:

P : ẍ = u, x(0) = x0, ẋ(0) = x1, (2.1)

E : ÿ = v, y(0) = y0, ẏ(0) = y1, (2.2)

where x, y, x0, y0, x1, y1, u, v ∈ R
n, n ≥ 2; x0 and y0 are initial states of the players, and x1 and y1

are their initial velocity vectors, respectively. We suppose that x0 6= y0 and x1 = y1.
Here the temporal variation of u must be a measurable function u(·) : [0,∞) → R

n, and we
impose a geometrical constraint on this vector-function (briefly, G-constraint) in the form

|u(t)| ≤ α almost everywhere t ≥ 0, (2.3)

where α is a given positive parametric number, which means the maximal acceleration value of the
pursuer.

In a similar way, the temporal variation of v must be a measurable function v(·) : [0,∞) → R
n,

and we impose on this vector-function a G-constraint in the form

|v(t)| ≤ β, almost everywhere t ≥ 0, (2.4)
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where β is a given non-negative parametric number, which means the maximal acceleration value
of the evader.

The control parameters of the players are the acceleration vectors u and v, which depend on time
t ≥ 0. We denote by U and V the set of all control parameters u and v satisfying conditions (2.3)
and (2.4), respectively.

Definition 1. We call the measurable function u(·) (v(·)) that satisfies the condition (2.3)
(the condition (2.4)) an admissible control of the pursuer (the evader) of the class U (the class V ),
where the pair of classes of admissible controls introduced (U, V ) defines a differential game.

By means of the equations (2.1) and (2.2), each triplet (x0, x1, u(·)) and (y0, y1, v(·)) generates
the trajectories of motion

x(t) = x0 + x1t+

t
∫

0

(t− s)u(s)ds, (2.5)

y(t) = y0 + y1t+

t
∫

0

(t− s)v(s)ds (2.6)

of the pursuer and evader respectively.

Suppose that a closed subset M called a lifeline is given in the space R
n. The main goal of a

pursuer P is to catch an evader E, that is, to achieve the equality x(t∗) = y(t∗) at some time t∗,
t∗ > 0, while the evader remains in the zone R

n \M. The goal of the evader is to reach the zone M
before being caught by the pursuer or to maintain the relation x(t) 6= y(t) for all t, t ≥ 0. We
should note that M does not restrict the motion of the pursuer. Further, it is assumed that the
initial states x0 and y0 are given under the conditions x0 6= y0 and y0 6∈M.

It is known that control functions depending only on the time parameter t, t ≥ 0,, are insufficient
for the pursuer to solve the pursuit problem, and suitable types of control must be strategies. There
are several methods for defining such a concept. Below we will give some concepts to define.

First, we introduce the following notation:

z(t) = x(t)− y(t), z0 = x0 − y0, ż(0) = x1 − y1.

Definition 2. A function u : Rn × Sβ → Sα is called a strategy of the pursuer if the following
conditions are valid.

(a) u(z0, v) is a Borel measurable function in v, v ∈ V .

(b) Admissibility : The inclusion u(z0, v(·)) ∈ U holds for each v(·) ∈ V on some time interval
[0, t]. In this case, the function u(z0, v(·)) is called a realization of the strategy u(z0, v).

(c) Volterra property : If v1(s) = v2(s) almost everywhere on [0, t] for every v1(·), v2(·) ∈ V , and
t, t ≥ 0, then u1(s) = u2(s) almost everywhere on [0, t], where ui(·) = u(z0, vi(·)), i = 1, 2;
Sα and Sβ are the balls with radii α and β, respectively, centered at the origin of the space R

n.

Definition 3. A strategy u = u(z0, v) is called a parallel pursuit strategy, or Π-strategy if, for
any v(·) ∈ V , a solution z(t) of the Cauchy problem

z̈ = u(z0, v(t)) − v(t), z(0) = z0, ż(0) = 0 (2.7)
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can be expressed as
z(t) = z0Λ(t, v(·)), Λ(0, v(·)) = 1,

where Λ(t, v(·)) is a scalar function of t, t ≥ 0. Usually, this function is called a convergence
function in the pursuit problem.

Definition 4. In the pursuit problem, it is said that a Π-strategy guarantees catching an evader
on the time interval [0, tg] if, for every v(·) ∈ V,

(a) there exists some time t∗, t∗ ∈ [0, tg] that generates the equality z(t∗) = 0;

(b) the inclusion u(z0, v(·)) ∈ U is satisfied on the time interval [0, t∗].

Here, the number tg is called a guaranteed pursuit (or capture) time.

Definition 5. We call the function v
∗ : R+ → R

n a strategy of the evader if v∗(t) is a Lebesgue
measurable function in t.

Now we will consider the game (U, V ) from the standpoint of an evader.

Definition 6. In the evasion problem, it is said that a control v∗(·) ∈ V guarantees escaping
if, for any u(·) ∈ U, a solution z(t) of the Cauchy problem

z̈ = u(t)− v
∗(t), z(0) = z0, ż(0) = 0 (2.8)

is nonzero, that is, z(t) 6= 0 for all t ≥ 0.

This paper is dedicated to solving the following problems when the controls of the players are
subject to constraints (2.3) and (2.4), respectively.

Problem 1. Pursuit problem: Construct a Π-strategy of the pursuer and find the guaranteed
capture time in the game (U, V ).

Problem 2. Evasion problem: Construct a strategy of the evader and evaluate how to vary
distance between the players.

Problem 3. Solve the “Life line” game.

3. A solution of the pursuit problem

In a great number of mathematical problems with parameters, an interesting property of the
final analytic results is their explicit dependence on these parameters, which are regarded as con-
stants in the solution. However, these parameters can help to determine feasibility conditions for
these problems. In this section, we are going to present necessary and sufficient feasibility conditions
for the pursuit problem in the game (U, V ).

If the pursuer and evader choose admissible controls u(·) ∈ U and v(·) ∈ V , respectively, then,
depending on equation (2.7), we obtain the solution

z(t) = z0 +

t
∫

0

(t− s)(u(s)− v(s))ds. (3.1)

In the new notation introduced, the goal of the pursuer is now to fulfill the equality z(t∗) = 0
at some time t∗, t∗ > 0. As for evader’s goal, it is to maintain the relation z(t) 6= 0 for all t ≥ 0.
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For the pursuer, it is not enough to achieve his goal only by program strategies, i.e., admissible
controls depending only on time t. Therefore, similarly to [4], in the case under consideration,
the strategy of the pursuer can also be determined depending only on the current states of the
acceleration function v(t), t ≥ 0, and given constants z0 and α.

For solving the pursuit problem, suppose that at the current time t, the pursuer is aware of
the initial parameters x0, y0, x1, y1, and the constants α, β, the current time t, and the value of
evader’s control v(t).

Definition 7. Assume that α ≥ β. Then, in the game (U, V ), we call the function

u(z0, v) = v − λ(z0, v)ξ0, (3.2)

a parallel pursuit strategy (briefly, Π-strategy) of the pursuer, where

λ(z0, v) = 〈v, ξ0〉+
√

〈v, ξ0〉2 + α2 − |v|2, ξ0 = z0/|z0|, (3.3)

and 〈v, ξ0〉 is the scalar product of the vectors v and ξ0 in R
n. The function λ(z0, v) is usually

called a resolving function.

Now we will indicate some important features for the strategy (3.2) and the resolving func-
tion (3.3).

Lemma 1. The strategy (3.2) is defined and continuous for all v ∈ Sβ, and the equality
|u(z0, v)| = α holds during the pursuit game.

Lemma 2. The resolving function (3.3) is defined, continuous, and non-negative for all v ∈ Sβ,
and this function is bounded as follows:

α− β ≤ λ(z0, v) ≤ α+ β.

Definition 8. If α > β, then the scalar function

Λ(t, v(·)) = 1− 1

|z0|

t
∫

0

(t− s)λ(z0, v(s))ds (3.4)

is called a convergence function of the players in the game (U, V ).

Lemma 3. Let α > β. Then

(a) for all v(·) ∈ V , the function (3.4) is monotone decreasing with respect to t, t ≥ 0;

(b) the function (3.4) is bounded for all t ∈ [0, tg] as follows:

Λ1(t) ≤ Λ(t, v(·)) ≤ Λ2(t), (3.5)

where

Λ1(t) = 1− t2

2|z0|
(α+ β), Λ2(t) = 1− t2

2|z0|
(α− β).
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P r o o f. (a) According to Lemma 2, it follows that

dΛ(t, v(·))
dt

= − 1

|z0|

t
∫

0

λ(z0, v(s))ds ≤ − t

|z0|
(α− β) < 0.

(b) Relying on the minimum lemma in the elementary optimal control problem [1, p. 360], we
get the following estimation:

Λ(t, v(·)) ≤ 1− 1

|z0|
min
v(·)∈V

t
∫

0

(t− s)λ(z0, v(s))ds ≤ 1− t2

2|z0|
min
|v|≤β

λ(z0, v) = Λ2(t).

On the other hand, by Lemma 2, we have

Λ1(t) = 1− t2

2|z0|
max
|v|≤β

λ(z0, v) = 1− 1

|z0|
max
v(·)∈V

t
∫

0

(t− s)λ(z0, v(s))ds ≤ Λ(t, v(·)).

This completes the proof. �

Theorem 1. Let α > β in the game (U, V ). Then the Π-strategy (3.2) guarantees catching the
evader on the time interval [0, tg ], where tg =

√

2|z0|/(α − β).

P r o o f. Assume that the evader chooses some control v(·) ∈ V while the pursuer implements
the Π-strategy (3.2). Then, by (3.1), we obtain the function

z(t) = z0 +

t
∫

0

(t− s)λ(z0, v(s))ξ0ds,

which can be written as follows:
z(t) = z0Λ(t, v(·)), (3.6)

where Λ(t, v(·)) is the players convergence function of the form (3.4). Taking into account the
right-hand side of (3.5), we conclude that the function Λ2(t) is equal to zero at t = tg. Therefore,
there exists some t∗ ∈ [0, tg] such that Λ(t∗, v(·)) = 0, and this (see (3.6)) results in z(t∗) = 0.
Theorem 1 is proved. �

4. A solution of the evasion problem

In this section, we will suggest an admissible strategy for the evader, which guarantees escaping
in the evasion problem. Using this strategy, we will prove that the strategy (3.2) is an optimal
pursuit strategy and tg is an optimal pursuit time.

Definition 9. We call the control function

v
∗(t) = −βξ0 (4.1)

a strategy of the evader in the game (U, V ).

Definition 10. It is said that the strategy v
∗(t) guarantees escaping on the time interval [0, tg)

if for any control function of the pursuer u(·) ∈ U , the relation z(t) 6= 0 is valid for all t ∈ [0, tg),
where z(t) is the solution of the Cauchy problem (2.8).
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Theorem 2. (a) Let α > β. Then the strategy (4.1) guarantees escaping on the time interval
[0, tg) in the game (U, V ), where tg is the guaranteed pursuit time (see Theorem 1).

(b) Let α ≤ β. Then the strategy (4.1) guarantees escaping on the time interval [0,+∞) in the
game (U, V ), and the distance between the players is estimated as follows:

|z(t)| ≥







|z0|, if α = β,

|z0| −
(α− β)t2

2
, if α < β.

P r o o f. (a) Assume that α > β and the pursuer picks a control u(·) ∈ U while the evader
applies the strategy (4.1). In accordance with (3.1), it follows the function

z(t) = z0 +

t
∫

0

(t− s)u(s)ds +

t
∫

0

(t− s)βξ0ds. (4.2)

Estimate the absolute value of (4.2) as follows:

|z(t)| ≥
∣

∣

∣
z0 +

t
∫

0

(t− s)βξ0ds
∣

∣

∣
−

∣

∣

∣

t
∫

0

(t− s)u(s)ds
∣

∣

∣
≥

≥ |z0|
(

1− βt2

2|z0|
)

−
t

∫

0

(t− s)αds = |z0| −
t2

2
(α− β).

Relying on Theorem 1, we can write the estimation

|z(t)| ≥ |z0| −
(α− β)t2

2
> 0

for all t, 0 ≤ t < tg.
(b) Suppose that α ≤ β. In this case, a proof is similar to the proof of item (a), i. e.,

|z(t)| ≥ |z0| −
(α− β)t2

2
> |z0| > 0

for all t ∈ [0,+∞). Theorem 2 is proved. �

5. An attainability domain of the pursuer

In accordance with Theorem 1, if α > β then, by the Π-strategy (3.2), the evader is captured
at some point in the space R

n. In the considered game, we will construct a set of meeting points
of the players for the case α > β.

Let a triplet (y0, y1, v(·)), v(·) ∈ V, generates a trajectory of an evader E in the form (2.6) while
a triplet (x0, x1,u(z0, v(·)), u(z0, v(·)) ∈ U, generates a trajectory of a pursuer P in the form

x(t) = x0 + x1t+

t
∫

0

(t− s)u(z0, v(s))ds, (5.1)

where t ∈ [0, t∗], 0 < t∗ ≤ tg, and t∗ is the encounter time of the players, that is, the equality
x(t∗) = y(t∗) holds. Thus, for each pair (x(t), y(t)), we form the set

W (t) =W (x(t), y(t)) =
{

ω : |ω − x(t)| ≥ (α/β)|ω − y(t)|
}

, (5.2)



Differential Game With a Lifeline for the Inertial Movement 101

on [0, t∗]. Note that

W (0) =W (x0, y0) =
{

ω : |ω − x0| ≥ (α/β)|ω − y0|
}

.

Since |z(t)| ≥ 0 on [0, t∗], it is obvious that the inclusion y(t) ∈W (t) is valid on this time interval.

Remark 1. Note that the trajectories x(t) and y(t) of the players and the multi-valued mapping
W (t) directly depend on the choice of a control v(·) ∈ V . This dependence is omitted for brevity.

Lemma 4. The multi-valued mapping W (t) can be expressed as

W (t) = x(t) + Λ(t, v(·))[W (0) − x0], (5.3)

where Λ(t, v(·)) is the convergence function of the form (3.4) and

W (0) = x0 − c(z0) +R(z0)S, c(z0) =
α2z0

α2 − β2
, R(z0) =

αβ|z0|
α2 − β2

, (5.4)

and S is the unit ball centered at the origin of the space R
n.

P r o o f. First, write the set (5.2) as follows:

W (t) = x(t) + {ω : |ω| ≥ (α/β)|ω + z(t)|} = x(t)− c(z(t)) +R(z(t))S,

where

c(z(t)) =
α2z(t)

α2 − β2
, R(z(t)) =

αβ|z(t)|
α2 − β2

.

Now, by (3.6) and (5.4), the functions c(z(t)) and R(z(t)) can be written in the form

c(z(t)) = c(z0)Λ(t, v(·)), R(z(t)) = R(z0)Λ(t, v(·)).

Hence, we derive the validity of formula (5.3). �

Corollary 1. Lemma 4 implies that, for each t ∈ [0, t∗], the multi-valued mapping W (t) is a
ball of radius R(z0)Λ(t, v(·)) centered at the point x(t) − c(z0)Λ(t, v(·)) and the set W (0) is a ball
of the radius R(z0) centered at the point x(0)− c(z0).

Lemma 5 (The main lemma). The multi-valued mapping W (t) − tx1 is monotone decreasing
in t ∈ [0, t∗] with respect to embedding, i.e., if t1, t2 ∈ [0, t∗] and t1 < t2, then

W (t2)− t2x1 ⊂W (t1)− t1x1.

P r o o f. From the statement of the problem, we have geometric constraint of the form (2.4)
on values of the evader’s acceleration vector. As a consequence, we find that

|v(t)|2 ≤ β2

α2 − β2
(

α2 − |v(t)|2
)

. (5.5)

From the form of the resolving function (3.3), it is easy to ensure in the validity of the equality

α2 − |v(t)|2 = λ(z0, v(t)) (λ(z0, v(t)) − 2〈v(t), ξ0〉) .
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Due to this, inequality (5.5) takes the form

|v(t)|2 + 2β2

α2 − β2
〈v(t), ξ0〉λ(z0, v(t)) ≤

β2

α2 − β2
λ2(z0, v(t)).

Completing the square in this inequality, we obtain the following inequality:

∣

∣

∣
v(t) +

β2

α2 − β2
λ(z0, v(t))ξ0

∣

∣

∣
≤ αβ

α2 − β2
λ(z0, v(t)). (5.6)

However, for all ψ ∈ R
n, |ψ| = 1, the relation

〈

v(t) +
β2

α2 − β2
λ(z0, v(t))ξ0, ψ

〉

≤
∣

∣

∣
v(t) +

β2

α2 − β2
λ(z0, v(t))ξ0

∣

∣

∣

holds. Then, using the inequality (5.6), we find that

〈

v(t) +
β2

α2 − β2
λ(z0, v(t))ξ0, ψ

〉

≤ αβ

α2 − β2
λ(z0, v(t)).

Integrate both sides of this inequality over the interval [0, t]:

t
∫

0

〈

v(s) +
β2

α2 − β2
λ(z0, v(s))ξ0, ψ

〉

ds ≤ αβ

α2 − β2

t
∫

0

λ(z0, v(s))ds. (5.7)

For the left-hand side of (5.7), we can write the following equalities:

t
∫

0

〈

v(s) +
β2

α2 − β2
λ(z0, v(s))ξ0, ψ

〉

ds =

t
∫

0

〈

v(s) +
( α2

α2 − β2
− 1

)

λ(z0, v(s))ξ0, ψ
〉

ds =

=

t
∫

0

〈

v(s)− λ(z0, v(s))ξ0, ψ
〉

ds+
〈 α2

α2 − β2
ξ0, ψ

〉

t
∫

0

λ(z0, v(s))ds.

By the definition of Π-strategy (3.2) and in view of the form of the vector c(z0) in (5.4), the latter
equality takes the form

t
∫

0

〈

v(s) +
β2

α2 − β2
λ(z0, v(s))ξ0, ψ

〉

ds =
〈

t
∫

0

u(z0, v(s))ds, ψ
〉

+

+
〈c(z0), ψ〉

|z0|

t
∫

0

λ(z0, v(s))ds.

(5.8)

Taking into account the form of R(z0) in (5.4), for the right-hand side of inequality (5.7), we obtain

αβ

α2 − β2

t
∫

0

λ(z0, v(s))ds =
R(z0)

|z0|

t
∫

0

λ(z0, v(s))ds. (5.9)

Thus, by (5.7), (5.8), and (5.9), we have the relation

〈

t
∫

0

u(z0, v(s))ds, ψ
〉

+
〈c(z0), ψ〉 −R(z0)

|z0|

t
∫

0

λ(z0, v(s))ds ≤ 0. (5.10)
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Applying the properties of the support function [7]

F (W,ψ) = sup
ω∈W

〈ω,ψ〉

in ψ ∈ R
n, |ψ| = 1, and using formulas (3.4), (5.1), (5.3), and (5.4) we can find the derivative of

W (t) in t as follows:

d

dt
F (W (t), ψ) =

d

dt
F
(

x0 + x1t+

t
∫

0

(t− s)u(z0, v(s))ds + Λ(t, v(·)) [R(z0)S − c(z0)] , ψ
)

=

= 〈x1, ψ〉+
〈

t
∫

0

u(z0, v(s))ds, ψ
〉

+
〈c(z0), ψ〉 −R(z0)

|z0|

t
∫

0

λ(z0, v(s))ds.

From this and inequality (5.10), we get d
dt
F (W (t) − tx1, ψ) ≤ 0 for all ψ ∈ R

n, |ψ| = 1. This
completes the proof of Lemma 5. �

Corollary 2. Lemma 5 implies the inclusion W (t) ⊂W (0) + tx1 for all t ∈ [0, t∗].

By Lemma 5, we obtain an attainability domain of the evader.

Lemma 6. The inclusion
y(t) ∈W (0) + tx1 (5.11)

holds for all t ∈ [0, t∗].

P r o o f. The inclusion (5.11) easily follows from the form of the multi-valued mapping (5.2)
and Corollary 2. �

Corollary 3. Lemma 6 implies that, if the initial velocities of the players are equal to zero,
i.e., x1 = y1 = 0, then the boundary of the attainability set of the evader is the Apollonius sphere
of the form (5.4) in R

n.

To solve the “Life line” game in favor of the pursuer, using (5.11), one can define the set

WP =

tg
⋃

t=0

{W (0) + tx1},

which is obviously convex and closed. Here

tg =
√

2|z0|/(α − β)

(see Theorem 1). We call the set WP the attainability domain of the pursuer.

6. A solution of the “Life line” game

In this section, the “Life line” game will be considered only in the case α > β and x1 = y1.
Hereinafter, we will omit these conditions in statements for brevity.

Definition 11. We say that the Π-strategy (3.2) provides winning for the pursuer in the “Life
line” game on the time interval [0, tg] if there exists a time t∗ ∈ [0, tg] such that the following
conditions are valid :
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(a) x(t∗) = y(t∗);

(b) y(s) 6∈M for all s ∈ [0, t∗].

Theorem 3. If the attainability domain WP of the pursuer does not intersect the set M , i.e.,
WP ∩M = ∅ in the “Life line” game, then the Π-strategy (3.2) provides winning for the pursuer P .

P r o o f follows immediately from Theorem 1, Lemma 5, and Lemma 6. �

Now let us consider a solution of the “Life line” game in favor of the evader E.

Definition 12. It is said that a control v∗(·) ∈ V provides winning for the evader in the “Life
line” game if, for any control of the pursuer u(·) ∈ U , at least one of the following conditions holds:

a) there exists a finite time τ satisfying the inclusion y(τ) ∈M and the relation x(t) 6= y(t) for
all t ∈ [0, τ);

b) x(t) 6= y(t) for all t ≥ 0.

Consider the set

WE =
{

ω∗ : ω∗ =
√

2|ω − y0|/βx1 + ω, ω ∈W (0)
}

.

We call the set WE the attainability domain of the evader.

Theorem 4. If the attainability domain WE of the evader intersects the set M , i.e.,
WP ∩M 6= ∅ in the “Life line” game, then there exists a control v∗(·) ∈ V that provides winning
for the evader E.

P r o o f. Depending on the theorem conditions, there exists a point ω∗ ∈ WE ∩M such that
the following equality holds:

ω∗ =
√

2|ω − y0|/βx1 + ω, ω ∈W (0).

Then we prescribe the constant control of the form

v∗ = β(ω − y0)/|ω − y0| (6.1)

for the evader E.

First of all, let us show that, by means of the control (6.1), the evader E reaches the chosen
point w∗ at the time τ =

√

2|ω − y0|/β. To this end, substituting (6.1) into (2.6), we form

y(τ) = y0 + y1τ +

τ
∫

0

(τ − s)v∗ds = y0 + y1τ +
τ2

2
v∗. (6.2)

From (6.1) and (6.2) and taking into account the equality x1 = y1, we obtain

y(τ) = y0 + x1
√

2|ω − y0|/β + ω − y0 = ω∗.

Now let us prove that condition (a) of Definition 12 holds, that is, the evader remains uncaught.
Suppose the opposite, i.e., that there is some control u∗(·) ∈ U of the pursuer, the implementation
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of which satisfies the equality x(t) = y(t) at time t̃ less than τ , i.e., t̃ < τ . Then, by equation (3.1),
we can write

z(t̃) = z0 +

t̃
∫

0

(t̃− s)(u∗(s)− v∗)ds = 0.

Thus, for the right-hand side of z(t̃), we can write the absolute estimations:

∣

∣

∣

∣

z0 −
t̃

∫

0

(t̃− s)v∗ds

∣

∣

∣

∣

≤
t̃

∫

0

(t̃− s)|u∗(s)|ds ≤ α
t̃2

2

or
∣

∣

∣

∣

z0 −
t̃2

2
v∗
∣

∣

∣

∣

≤ α
t̃2

2
. (6.3)

Introducing the notation η = t̃2/2 in (6.3) and taking into account that |v∗| = β, we obtain the
quadratic inequality in terms of η in the form

(α2 − β2)η2 + 2η〈z0, v∗〉 − |z0|2 ≥ 0.

It follows that

η =
t̃2

2
≥ 1

α2 − β2

(

√

〈z0, v∗〉2 + (α2 − β2)|z0|2 − 〈z0, v∗〉
)

. (6.4)

By the assumption
τ2

2
= |ω − y0|/β >

t̃2

2

and (6.4), we determine the relation

|w − y0|
β

>
1

α2 − β2

(

√

〈z0, v∗〉2 + (α2 − β2)|z0|2 − 〈z0, v∗〉
)

. (6.5)

According to the control of the evader (6.1) and by inequality (6.5), we get

α

β
|w − y0| > |w − x0|,

i.e., the inclusion ω ∈W (0) (see (5.2)) does not hold, which contradicts our assumption. Theorem 4
is proved. �

Remark 2. Using the definitions of the attainability domain WP of the pursuer and the
attainability domain WE of the evader, it is not difficult to ensure that the inclusion WE ⊂WP is
valid in the “Life line” game.

7. Examples

Example 1. (Problem for the case with a lifeline). Let the game (2.1)–(2.4) be given as follows:

ẍ = u, x0 = (0, 0), x1 = (0, 1), |u(t)| ≤
√
2, t ≥ 0, (7.1)

ÿ = v, y0 = (0,−1), y1 = (0, 1), |v(t)| ≤ 1, t ≥ 0. (7.2)
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Figure 1. The case where the pursuer P wins in the “Life line” game (7.1)–(7.2).

Then, according to Theorem 1, we have tg =
√

2
√
2 + 2. By Lemma 4, we can write the set

W (0) = {ω : |ω − c| ≤ R, c = (0,−2), R =
√
2}. The boundary of W (0) is

∂W (0) = {ω̂ = (ω̂1, ω̂2) : ω̂
2
1 + (ω̂2 + 2)2 = 2}, (7.3)

and the following equality is valid for these points:

|ω̂ − y0| =
√

ω̂2
1 + (ω̂2 + 1)2. (7.4)

By (7.3) and (7.4), we obtain the set

WE =

{

ω∗ = (ω̃1, ω̃2) : ω̃2 =

√

2

√

3± 2
√

2− ω̃2
1 ±

√

2− ω̃2
1 − 2

}

.

Figures 1 and 2 show the shapes of the sets WP and WE in the “Life line” game (7.1)–(7.2).

Example 2. (Attainability domain in the case of many pursuers and one evader). Consider the
following game example:

ẍi = ui, xi(0) = xi0, ẋi(0) = η, |ui(t)| ≤ µi, t ≥ 0, (7.5)

ÿ = v, y(0) = y0, ẏ(0) = η, |v(t)| ≤ 1, t ≥ 0, (7.6)

where µi > 1 and xi0 6= y0, i = 1,m.
By Lemma 6, we have

y(t) ∈
m
⋂

i=1

Wi0 + tη,

where

Wi0 = xi0 − ci0 +Ri0S, ci0 =
µ2i

µ2i − 1
zi0, Ri0 =

µi
µ2i − 1

|zi0|, zi0 = xi0 − y0.
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Figure 2. The case where the evader E wins in the “Life line” game (7.1)–(7.2).

The attainability domain of the pursuers in the game (7.5)–(7.6) has the form

WP =

T ∗

⋃

t=0

[

m
⋂

i=1

Wi0 + tη
]

,

where

T ∗ = min
i=1,m

√

2|zi0|
µi − 1

.

8. Conclusion

In this paper, we have considered the pursuit–evasion problems and the “Life line” game of one
pursuer and one evader for the inertial movements when the initial velocity vectors of the players
are the same. We have imposed geometric constraints on the controls of the players. The Π-strategy
was suggested for the pursuer and given optimal pursuit time in the pursuit problem. We have
proposed a specific strategy for the evader. By this strategy, it was proved that the Π-strategy
is optimal and the evasion is possible from the given initial states. As the main result, we have
obtained the main lemma (Lemma 5) and applied this lemma to solve the “Life line” game.

A “Life line” game of many players, when geometric constraints are imposed on controls of
players, can be studied in further research.
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